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Abstract 

Direct Frequency Comb Spectroscopy is a powerful technique that allows for high 

spectral resolution and sensitive detection of molecules over a broad spectral bandwidth. 

While there are many different types of frequency comb lasers and different detection 

methods, this thesis utilizes a mid-infrared frequency comb laser and a two-dimensional 

spatially dispersive detection method. The first part of thesis describes the work undertaken 

to build, commission, and characterise the frequency comb spectrometer. Much of the 

development work was focused on constructing and optimizing the 2D spatially dispersive 

detection method, which is composed of a virtually imaged phased array dispersion optic, a 

diffraction grating, and an infrared thermal imaging camera. In addition, an analysis method 

in MATLAB was developed in order to convert the acquired images to absorption spectra. 

The latter half of this thesis utilises this new spectrometer to acquire room 

temperature, mid-IR (2960 to 3125 cm−1) rovibrational spectra of CH2I2 and CH2Br2, with an 

sample pressure of 0.7 to 1 mbar. In general, CH2X2 (where X = F, Cl, Br, or I) molecules are 

atmospherically relevant due to their large global warming potentials (CH2F2) or 

contributions to stratospheric ozone depletion and affecting the tropospheric HOx and NOx 

cycles (CH2Cl2, CH2Br2, and CH2I2). Within the high resolution spectra of CH2I2 and CH2Br2 the 

observed vibrational transitions includes the fundamental 60
1 and 10

1 transitions, alongside 

hypothesised hot-band transitions 60
14n

n and 10
14n

n, where n ≤ 5. For each of the excited 

vibrational states, spectroscopic rotational constants are determined using a fitting 

procedure within PGOPHER. In addition, the effects of pressure broadening by N2 and Ar on 

the observed rovibrational spectra of CH2I2 and CH2Br2 was studied and discussed. Finally, 

comparisons are made between mid-infrared rovibrational spectra for all four 

dihalomethane molecules and the measured pressure broadening coefficients are discussed 

in comparison to broadening coefficients for CH2X2 and CH3X molecules. 
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1. Introduction 

This first chapter introduces initial concepts which are important throughout this 

thesis. Firstly, the dihalogenated methane molecules which are the main study of this thesis 

are discussed. Secondly, the concepts of absorption spectroscopy, rotational spectroscopy, 

and vibrational spectroscopy are discussed. In addition, the added topics of rovibrational 

spectroscopy and asymmetric top molecules are introduced. Finally, a general discussion of 

frequency comb spectroscopy is presented: different types of frequency comb lasers and 

different detection methods for frequency comb lasers. In addition, there is a comparison 

of infrared frequency combs lasers to other infrared light sources. Within the frequency 

comb spectroscopy section three applications of frequency comb lasers are highlighted.   

1.1. Dihalomethane Molecules 

1.1.1. Atmospheric Relevance 

Of the many molecules within Earth’s atmosphere, halogenated molecules (F-, Cl-, 

Br-, or I-containing) are particularly interesting. [1-3] The work of Molina and Rowland, in 

particular, brought the role of chlorofluorocarbon (CFC) molecules to the attention of the 

world with their theory that the photodissociation of chlorine-containing molecules gives 

rise to a significant concentration of chlorine radicals, which causes the catalytic conversion 

of stratospheric ozone into oxygen. [4] Consequently, this discovery led to the Montreal 

Protocol of 1987, [5] which banned the usage of CFCs and HCFCs 

(hydrochlorofluorocarbons), the latter of which are significant greenhouse gases.  

There are numerous sources around the globe for the different halide-containing 

molecules and global mixing ratios range from ppbv to pptv depending on the specific 

molecule. (Throughout this thesis, ppt is standard for parts per trillion, not thousands). For 

example, ClO has a mixing ratio is 30 to 125 pptv in polar locations, [6] whereas BrO has a 

mixing ratio of 13 pptv in similar polar locations, [7] and IO has a mixing ratio of 50 pptv in 

the marine boundary layer. [8] In terms of global locations for halogen containing molecules, 

there are a wide range of sources including biogenic and anthropogenic. For biogenic 

sources, seawater is a primary source for Cl- and Br-containing molecules, [9-11] whereas 

I-containing molecules are largely sourced from marine algae. [12, 13] In opposition to 

coastal locations, for natural sources of F-containing molecules, they are primarily found in 
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rocks such as minerals and volcanoes, however this is only a minute contribution to the 

global concentration. [14] Anthropogenic sources, on the other hand, contribute a larger 

percentage to the mixing ratio of F-containing molecules from sources such as fertilizer 

factories and glass manufacturing. Cl- and Br-containing molecules are also released from 

anthropogenic sources such as coal combustion processes, waste incineration, water 

treatment processes, and biomass burning, however these are only small contributions 

compared to the natural sources described above. [9, 15] For I-containing molecules, no 

major anthropogenic sources have been identified. [10] 

Although there are many types of halogenated molecules in the atmosphere, this 

thesis will focus on the dihalomethane molecules, CH2X2, where X = F, Cl, Br, or I. Within the 

troposphere, CH2Cl2, CH2Br2, and CH2I2 can all be photolysed to create various radicals (X, 

CH2X, CHX2 etc.), which react then with other atmospherically relevant molecules. For 

example, the generated X radicals cause stratospheric ozone depletion through a known 

cycle: [10, 16] 

𝐶𝐻2𝑋2 + ℎ𝜈
 
→   𝐶𝐻2𝑋 + 𝑋 Reaction 1-1 

𝑋 + 𝑂3  
 
→   𝑋𝑂 + 𝑂2 Reaction 1-2 

𝑋𝑂 + 𝑂 
 
→   𝑋 + 𝑂2 Reaction 1-3 

In addition, the tropospheric HOx and NOx cycles (where x ≤ 2) can be affected by the 

halogen molecules: [17, 18] 

𝐶𝐻2𝑋2 + 𝑂𝐻 
 
→   𝐶𝐻𝑋2 +𝐻2𝑂 Reaction 1-4 

𝑋𝑂 + 𝐻𝑂2  
 
→   𝐻𝑂𝑋 + 𝑂2 Reaction 1-5 

𝐻𝑂𝑋 + ℎ𝜈 → 𝑋 + 𝑂𝐻 Reaction 1-6 

𝑋𝑂 + 𝑁𝑂2  
 
→   𝑋𝑂𝑁𝑂2 Reaction 1-7 
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In contrast, CH2F2 is generally an unreactive molecule but it does have a large global warming 

potential (GWP) of 677 making it a greenhouse gas. [19] Due to their involvement in the 

various atmospheric processes and contributions to global warming, it is useful to know the 

mixing ratios of the CH2X2 molecules. For the CH2X2 molecules, the observed mixing ratio 

depends on the location, for example such molecules are more present at coastal locations.  

CH2F2 had a global average mixing ratio of 11.9 ppt in 2016. [20] Specifically studies at an 

inland location in Switzerland gave an average mixing ratio of 5.5 ppt whereas coastal 

measurements near Svalbard gave an average mixing ratio of 9 ppt. [19] CH2Cl2 has average 

mixing ratios ranging from 8.9(2) ppt at Cape Grim (Tasmania), [21] 47(7) ppt at Mace Head 

Atmospheric Research Station (Ireland) in 2012, [22] to 45.4 ppt at Alert (Canadian Artic). 

[23] A number of studies have observed the mixing ratio of CH2Br2 in the atmosphere to be 

around 1 pptv: 0.88 pptv over the western Pacific Ocean, [24] 0.85 to 1.75 pptv over the 

East China Sea, [25] and 1.08(17) pptv at Cape Point, South Africa. [26] CH2I2 has average 

mixing ratios ranging from 0.1 pptv around the west coast of Ireland, [27] to 0.001 pptv at 

Cape Verde in the North Atlantic Ocean. [28] Outside of these costal locations, the presence 

of CH2Cl2, CH2Br2, and CH2I2 is virtually non-existent. Further descriptions of the mixing ratios 

for CH2Br2 and CH2I2 can be found later in sections 5.1 and 4.1, respectively.  

While all of the values quoted above were acquired through GC-MS (gas 

chromatography mass spectrometry) of air samples, spectroscopic measurements can also 

be used. Various spectroscopic measurements for atmospheric molecules include: open 

path dual comb spectroscopy (discussed further in section 1.4.4.2), laser heterodyne 

spectroscopy, photoacoustic spectroscopy, and cavity ring-down spectroscopy (CRDS). [29] 

Spectroscopic techniques do have some advantages over GC-MS measurements. For 

example, the GC-MS technique requires a high temperature at the inlet (300 °C), which can 

cause degradation of some molecules. This degradation means that some molecules are not 

accurately analysed. [30] Furthermore, the mass spectrometer part of the technique 

requires ionisation of the molecules within the sample. This ionisation process can cause 

selectivity for some molecules over others depending on the ionization source, and 

fragmentation of the molecules can also occur. This fragmentation becomes an issue if there 

are multiple similar molecules being analysed, such as the alkanes ethane and pentane. The 

chromatogram can easily become congested with fragmentations of CH3
+, CH3CH2

+ etc. and 

it becomes harder to quantitatively analyse the amount of a molecule present in the sample. 

Spectroscopic techniques, which are appropriate for atmospheric analysis, do not 

have these issues as they are non-invasive techniques. In particular infrared (IR) light sources 
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can be a good technique for atmospheric observations as the light is low in pulse energy, 

such that the light is less harmful. IR sources are discussed further in section 1.4.3. In 

addition, similar molecules can be better distinguished due to their unique vibrational 

spectra. This distinguishing of molecules can be achieved particularly well in the 

“fingerprint” region of IR spectroscopy from 600 to 1400 cm−1. However, any vibrational 

spectra acquired between 600 and 3500 cm-1 can be useful in differentiating similar 

molecules. Although most experimental vibrational spectra can be beneficial to the 

understanding of the molecule, spectra acquired at high resolution, such that rovibrational 

absorption peaks can be observed, are particularly useful. Observing rovibrational 

absorption peaks within a vibrational spectrum means that spectroscopic constants for 

specific vibrational states can be obtained. Not only does this mean that computationally 

derived spectra can be compared to experimental spectra for verification, but further 

predications can also be made for similar molecules. For example, the experimental results 

for a high resolution spectrum of CH2I2, can be used to predict a comparable spectrum for 

the CH2Br2 molecule in terms of overall spectral pattern. 

However, while spectroscopic methods are interesting for atmospheric detection, this 

does require a prior knowledge of the spectra of the molecule. In order to propose using a 

spectroscopic method for studying CH2X2 molecules (or indeed any molecule), the 

spectroscopic knowledge gaps, in particular for gas-phase vibrational spectroscopy, within 

available literature need to be identified.  

1.1.2. Previous Studies 

For the four different CH2X2 molecules, there is a wide range of available 

spectroscopic literature. However, such literature is not evenly distributed between the four 

molecules. The amount of available literature decreases with increasing halogen weight, 

such that CH2F2 has been studied the most and CH2I2 has been studied the least. This section 

briefly identifies the different areas of gas-phase spectroscopic research (electronic, 

vibrational, and rotational) for each molecule, and an emphasis is placed on vibrational 

spectroscopic studies. In some cases, liquid, solid and computational based vibrational 

studies are also acknowledged.  

As stated above, there have been a plethora of gas-phase spectroscopy based studies 

for CH2F2. The high level of studies is indicative of the fact that CH2F2 is a hydrofluorocarbon 

(HFC) molecule, designated as HFC-32, with a GWP 677 times that of CO2. [19] Firstly, for 

electronic spectroscopy, there have been many studies detailing the vacuum-ultraviolet 
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(UV) absorption spectra [31, 32] and photoelectron spectra. [31, 33] Furthermore, there 

have been studies into the valence and Rydberg states of CH2F2 [34] and computational 

studies have been used to predict anharmonic vibronic spectra. [35] Secondly, for 

vibrational spectroscopy, there is a range of studies from simply reporting IR absorption 

intensities and transition energies to understanding the couplings of different vibrational 

states. [36-49] Within these studies, there are also high resolution vibrational spectrum 

studies which report rovibrational analysis, resonances and couplings between different 

vibrational modes. Such studies cover couplings and resonances between 30
1 and 90

1, [43] 

50
1 and 70

1, [42] 20
1 and 80

1, [44] 60
1 and 20

2, [46] and 30
1, 50

1, 70
1, 90

1, and 40
2 transitions. 

[39] In addition, a number of computational based papers have been published which use 

high level theory to predict and explain vibrational energies and couplings within 

experimental spectra. [50, 51] Finally, for rotational spectroscopy, there are once again 

many studies detailing the observed microwave spectrum of CH2F2 and reporting 

spectroscopic rotational constants across different vibrational states. [52-55] Further 

studies have also probed hyperfine structure in CH2F2 and looked at how different 

complexes affect the observed rotational spectra. [56, 57] 

Moving onto CH2Cl2, there have been many electronic spectroscopy studies covering 

the vacuum-UV absorption spectrum reporting absorption cross section as a function of 

wavenumber and temperature. [58-62] In addition, there have also been reported high 

resolution photoelectron spectra and studies into the fragmentation of CH2Cl2 after photon 

impact. [31, 33, 58, 63] For rotational spectroscopy, there has been a total of three studies 

detailing the spectroscopic rotational constants for the ground vibrational state alongside 

the isotopic differences for the three isotopologues of CH2Cl2. [64-66] However, there have 

been more studies concerning the vibrational spectra of CH2Cl2. The available vibrational 

spectroscopic information for CH2Cl2 ranges from simple absorption spectra to ab initio 

calculations of the vibrational frequencies. [51, 67-72] In addition, there have been high 

resolution vibrational spectra of the molecule, which gave insight into the different 

couplings between the 10
1

, 60
1, 20

180
1, 20

2 and 80
2 vibrational transitions [73] and coupling 

between 70
1 and 80

1, and 20
1 and 80

1 transitions. [74] Beyond pure gas-phase vibrational 

studies, there has also been studies into the liquid-phase and solid-state IR spectra of CH2Cl2. 

[75-78] 

For CH2Br2, there have been many studies into the electronic spectrum, in particular 

understanding its photolysis rates as a function of UV light. [79-85] For rotational 

spectroscopy studies, there are six studies probing the ground vibrational state. [86-91] 
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Furthermore, one of these studies also determines rotational constants for the ν4 (v = 1) 

vibrational state but only for the 79/81 isotopologue. [90] For vibrational studies of CH2Br2 

there have only been five studies focusing on the gas-phase IR spectrum. [92-96] Three of 

these papers covers a broad range of the IR spectrum, from 400 to 4000 cm−1. However, the 

other two papers detail the high resolution spectra of three different vibrational transitions: 

80
1, 10

1, and 60
1. In addition to these three gas phase studies, there are further liquid IR, [97] 

solid state IR, [76, 98] and computational studies, [99, 100] for CH2Br2. 

Finally, for the CH2I2 molecule, there are overall less available gas-phase spectroscopic 

studies. Justifiably, there is a plethora of studies surrounding the electronic spectroscopy 

and photolysis pathways of CH2I2 (for example, references [80, 82, 101-104] and references 

therein). For rotational spectroscopy, there have only been two significant studies by the 

same research group. [105, 106] Which gives spectroscopic rotational constants for the 

ground (v = 0) and ν4 (v ≤ 4) vibrational states. Moving onto vibrational spectroscopy, there 

has been one recent (2006) published study on the gas-phase IR spectrum of CH2I2, [95, 107] 

and a second study reporting transition energies for only five out of the nine fundamental 

vibrational transitions. [108] Both studies use the simple technique of Fourier Transform 

Infrared (FTIR) with a lamp light source to acquire the spectra. Due to the nature of this 

technique, the spectra are acquired at low resolution and give no further spectral 

information outside of vibrational transition frequencies. In addition, there are other studies 

covering solid state, [75, 109, 110] liquid, [108, 111, 112] and computational results [113] 

for vibrational spectroscopy. None of these studies report any high resolution information 

on the different vibrational states of CH2I2 or witness any rovibrational structure.  

When considering the available vibrational spectra of the CH2X2 molecules, there is 

one noticeable absence for high resolution spectra: CH2I2. Therefore, this thesis proposes to 

use the emerging technique of direct frequency comb spectroscopy to understand the room 

temperature mid-IR rovibrational spectrum of CH2I2 from 2960 to 3125 cm−1. In addition, 

efforts will be undertaken to obtain a similar rovibrational spectrum for CH2I2 at low 

temperatures (< 40 K). As both acquired spectra will be of high resolution, specific 

spectroscopic constants of the different observed vibrational states can be calculated as a 

function of temperature. From the two sets of temperature dependent spectroscopic 

constants, constants for further temperatures can be interpolated/extrapolated to. This is 

useful as if vibrational spectra were obtained from different sections of the atmosphere, 

there would be a temperature difference that needs to be accounted for. Furthermore, we 

can also investigate how increasing the surrounding pressure of the molecule changes the 
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spectrum. These types of pressure broadening experiments are useful for atmospheric 

observation, as there is a broadening of the transitions and a frequency shift when moving 

to atmospheric pressure (1013 mbar). In addition, understanding how the spectra change 

as a function of pressure means that further interpolation/extrapolation can be undertaken 

so predicted spectra can be obtained for any pressure and temperature combination. 

However, the results and analysis for CH2I2 rovibrational spectrum prompted further 

research into a comparable spectrum for CH2Br2. Therefore, this thesis also presents a mid-

IR rovibrational spectrum of CH2Br2 from 2920 to 3125 cm−1 and the effects of pressure 

broadening on its spectrum.  

1.2. Absorption Spectroscopy  

In order to study the rovibrational spectroscopy of the CH2X2 molecules, the 

absorption spectroscopy technique of direct frequency comb spectroscopy (DFCS) will be 

implemented. While the theory (section 2.1) and background (section 1.4) of frequency 

combs are discussed elsewhere, this section will focus on the fundamental technique of 

absorption spectroscopy. Furthermore, the specifics surrounding rotations, vibrations, and 

their respective spectroscopic theories are discussed in the next section (Error! Reference 

source not found.).  

Spectroscopy is the study of how light interacts with matter. Light, or electromagnetic 

radiation, can be thought of as an oscillating electric and magnetic field propagating through 

space as a wave. [114] For the purposes of this discussion, the magnetic field will be ignored. 

As the light is a wave, constructive and destructive interference processes are possible, 

where constructive interference occurs when two waves are in phase and destructive 

interference occurs when two waves are out of phase. However, light also has a particle 

aspect, and as such can be referred to as photons. These two attributes gives rise to the well 

documented wave-particle duality of light. [115] Considering the energy (E) of the light, each 

photon must have a discrete energy, as suggested in Planck’s law, however the wave aspect 

of the light means there is an associated wavelength (λ, m) of energy: 

𝐸 = ℎ𝜈 =  
ℎ𝑐

𝜆
  Equation 1-1 

Where h is Planck’s constant (J s), c is the speed of light (m s−1), and ν is the frequency (s−1). 

Spectroscopy can also be thought of as the exchange of energy between the light and the 

matter. Therefore if a photon of light has energy, we need to consider how this energy is 
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transferred to the molecule. [114]  

1.2.1. Einstein A and B Coefficients 

Consider a molecule with two different states, E0 and E1, separated in energy by hν10, 

where the population between the two states (N0 and N1), can be determined using the 

Boltzmann population equation: [115] 

𝑁1
𝑁0
= exp(−

ℎ𝜈10
𝑘𝑇
)  Equation 1-2 

where k is the Boltzmann constant, and T is the temperature of the system (and h is Planck’s 

constant). Within the molecule, an incoming photon has 3 options: absorption, spontaneous 

emission, or stimulated emission (Figure 1-1).  

If the molecule in state E0 absorbs a photon with energy hν10, the density of radiation, 

ρν(ν10), can be used to determine a rate of population change in the excited state: 

𝑑𝑁1
𝑑𝑡

= 𝐵1←0𝜌𝑣(𝜈10)𝑁0  
Equation 1-3 

here, B10 is the Einstein B coefficient. [114] Similarly, if the molecule is already in the 

excited state E1, then the incoming photon can cause stimulated emission, with a rate of: 

𝑑𝑁1
𝑑𝑡

= −𝐵1→0𝜌𝑣(𝜈10)𝑁1  
Equation 1-4 

where B10 is also the Einstein B coefficient. This then generates two photons of equal 

energy, with the second photon travelling in the same direction as the incoming photon. On 

the other hand, spontaneous emission can also occur while the molecule is in the E1 state: 

𝑑𝑁1
𝑑𝑡

= −𝐴1→0𝑁1  
Equation 1-5 

with the A1→0 rate constant denoted as the Einstein A coefficient. [114] This spontaneous 

process does not require an incident photon. In addition, the Einstein A coefficient is 

inversely related to the lifetime of the excited state. At equilibrium, the rate of absorption 

and emission must be equal:  

𝐵1←0𝜌𝑣(𝜈10)𝑁0  = 𝐴1→0𝑁1 + 𝐵1→0𝜌𝑣(𝜈10)𝑁1 Equation 1-6 
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Figure 1-1 Two State System. Schematic showing a two state system within a molecule 
showing the lower state, E0, with population N0, and the upper state, E1, with population 
N1. The two states are separated in energy by ν10. An incoming photon with energy, ν10, 
can either be absorbed by the system (red) or induced stimulated emission (green). These 

are denoted by the Einstein B coefficients of B10 for absorption and B10 for stimulated 
emission. In addition, the system can undergo spontaneous emission (blue), which is 

denoted using the Einstein A coefficient: A10. 
 

hence: 

𝑁1
𝑁0
=  

𝐵1←0𝜌𝜈
𝐴1→0 + 𝐵1→0𝜌𝜈

= exp (−
ℎ𝜈10
𝑘𝑇
)  

Equation 1-7 

solving for ρν(ν10), yields Equation 1-8. However, as ρν(ν10) is also related to the Planck 

function, Equation 1-9 can also be obtained: 

𝜌𝜈(𝜈10) =  
𝐴1→0

𝐵1←0 exp (
ℎ𝜈10
𝑘𝑇

) − 𝐵1→0
 

 Equation 1-8 

𝜌𝜈(𝜈10) =  
8𝜋ℎ𝜈10

3

𝑐3
1

exp (
ℎ𝜈10
𝑘𝑇
) − 1

 

 Equation 1-9 

However, for both of these equations to be true, the two Einstein B coefficients must be 

equal to each other (B10 = B10), and the Einstein A coefficient must relate to the B 

coefficient through: [114] 

𝐴1→0  =  
8𝜋ℎ𝜈10

3

𝑐3
𝐵1←0

 
 Equation 1-10 
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While it is interesting that spontaneous and stimulated emission can be linked together, the 

ν10
3 factor plays an important role in the competition between the two processes. [114] 

1.2.2. Transition Dipole Moment 

Each energy level of the molecule can be obtained by the solution of the time-

independent Schrödinger equation: 

�̂�𝜓 = 𝐸 𝜓   
Equation 1-11 

where �̂� is the Hamiltonian operator, ψ is the wavefunction, and E is the energy. In addition, 

for the case in Equation 1-11, the electromagnetic radiation is treated classically. Using the 

two level system again (Figure 1-1), the incoming photons can be used to excite from the 

lower state, E0, to the upper state, E1. As the molecule consists of nuclei and electrons at 

positions ri and possess charges of qi, the system as a whole has a net dipole moment μ, 

which can be written using Cartesian coordinates: [114] 

𝜇𝑥 = ∑𝑥𝑖𝑞𝑖 Equation 1-12 

𝜇𝑦 = ∑𝑦𝑖𝑞𝑖 Equation 1-13 

𝜇𝑧 = ∑𝑧𝑖𝑞𝑖  Equation 1-14 

where, x, y, and z are the coordinates of the atoms relative to the centre of mass of the 

molecule. The interaction of the photons with the molecule system is taken into account by 

the addition of the time-dependent perturbation: 

�̂�′ = −𝝁 ⋅ 𝐸0cos (𝒌 ⋅ 𝒓 − 𝜔𝑡) 
Equation 1-15 

Where k is the wave vector with magnitude |k|= 2π/λ and has a direction along the z-axis. 

The probability of the transition occurring is then obtained by solving the time-dependent 

Schrödinger equation: 

𝑖ℏ
𝜕Ψ

𝜕𝑡
=  [�̂� + �̂�

′(𝑡)]Ψ Equation 1-16 
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in the absence of Ĥ’, the two time-dependent solutions of Equation 1-16 are: [114] 

Ψ0 = 𝜓0 exp (−
𝑖𝐸0𝑡

ℏ
) =  𝜓0exp (−𝑖𝜔0𝑡)  

Equation 1-17 

Ψ1 =  𝜓1 exp (−
𝑖𝐸1𝑡

ℏ
) =  𝜓1exp (−𝑖𝜔1𝑡) 

 
 Equation 1-18 

with ωi = Ei/ħ. The wavefunctions for the perturbed system is given by the linear 

combination of the complete set of functions of Ψ0 and Ψ1: 

Ψ(𝑡) = 𝑎0𝜓0 exp(−𝑖𝜔0𝑡) + 𝑎1𝜓1 exp(−𝑖𝜔1𝑡) 
Equation 1-19 

where a0 and a1 are time-dependent coefficients. Substituting Equation 1-19 into Equation 

1-16 leads to: [114] 

iℏ(�̇�0𝜓0 exp(−𝑖𝜔0𝑡) + �̇�1𝜓1 exp(−𝑖𝜔1𝑡)  =

�̂�′𝑎0𝜓0 exp(−𝑖𝜔0𝑡) + �̂�
′𝑎1𝜓1 exp(−𝑖𝜔1𝑡)  

Equation 1-20 

where the dot notation is used to indicate derivatives with respect to time. [114] Equation 

1-20 can then be multiplied by the wavefunction, followed by an integration over all space, 

which yields two coupled differential equations: [114] 

iℏ�̇�0 = 𝑎0⟨𝜓0|�̂�′|𝜓0⟩ + 𝑎1⟨𝜓1|�̂�′|𝜓1⟩e
−iω10t Equation 1-21 

iℏ�̇�1 = 𝑎0⟨𝜓0|�̂�′|𝜓0⟩e
−iω10t + 𝑎1⟨𝜓1|�̂�′|𝜓1⟩ Equation 1-22 

here the Dirac bracket notation has been used to represent the integration of the 

wavefunctions. However, both of these integrations can be approximated to zero, which 

reduces Equation 1-21 and Equation 1-22 to: 

iℏ�̇�0 = −𝑎1𝑀01𝐸e
−iω10tcos (𝜔𝑡) Equation 1-23 

iℏ�̇�1 = −𝑎0𝑀01𝐸e
−iω10tcos (𝜔𝑡) Equation 1-24 
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where M01 (= M10) is the transition dipole moment, and is often written as μ10. [114] This 

transition dipole moment is the most important factor in determining the selection rules 

and line intensities of transitions within a molecule. Using the Rabi frequency: [116] 

ω𝑅 =
𝑀10𝐸

ℏ
 Equation 1-25 

and the identity: 

cos(ωt) =
𝑒𝑖𝜔𝑡 + 𝑒−𝑖𝜔𝑡

2
 Equation 1-26 

Equation 1-23 and Equation 1-24 can be rewritten as: 

�̇�0 =
𝑖𝑎1𝜔𝑅𝐸(𝑒

−𝑖(𝜔10−𝜔)𝑡 + 𝑒−𝑖(𝜔10+𝜔)𝑡)

2
 Equation 1-27 

�̇�1 =
𝑖𝑎0𝜔𝑅𝐸(𝑒

𝑖(𝜔10−𝜔)𝑡 + 𝑒𝑖(𝜔10+𝜔)𝑡)

2
 Equation 1-28 

from this, the probability for finding the molecule in excited state, E1, after time, t, is: 

P1⟵0 = |𝑎1|
2 =

𝜔𝑅
2

Δ2
𝑠𝑖𝑛2 (

Δ𝑡

2
)

=
𝜇10
2 𝐸2

ℏ2

𝑠𝑖𝑛2[
(𝜔 − 𝜔10)𝑡

2 ]

(𝜔 − 𝜔10)
2

 

Equation 1-29 

however, this equation assumes a monochromatic photon source and short interaction 

times. These two properties are not consistent due to the Heisenberg uncertainty principle. 

[114] Therefore, if a monochromatic photon is applied to the system for a time, Δt, then the 

molecule absorbs a photon of width Δν = 1/(2πΔt) in the frequency domain. This uncertainty 

principle means that before the probability can be calculated, the effects of a finite 

frequency spread of the photons must be included. Assuming the photons are broad band 

in frequency, they have a radiation density of ρ = ε0E2/2. Then, the total transition 

probability is found by integrating over all frequencies, such that: [117] 

P1⟵0 = 
𝜇10
2

𝜀0ℏ
2
𝜌𝜈(𝜔10)𝜋𝑡 

Equation 1-30 
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in which ρ(ω) is assumed to be slowly varying near ω10 so that it can be removed from the 

integration. Then, the absorption rate per molecule is: 

𝑑𝑃1⟵0

𝑑𝑡
=
𝜇10
2

𝜀0ℏ
2
𝜌𝜈(𝜔10)𝜋𝑡 

Equation 1-31 

in order to derive the absorption coefficient as a function of transition dipole moment, the 

absorption rate can be divided by the population, N, to give the transition probability per 

molecule: 

𝑑𝑃1⟵0

𝑑𝑡
= 𝐵1⟵0𝜌𝜈(𝜈10) 

Equation 1-32 

assuming that the photons are travelling in the z direction. Since only the z-axis sees the 

incoming photons, this is the axis undergoing a transition, and as ρ(ν) = 2πρ(ω), the Einstein 

A and B coefficients can be rewritten as: [116] 

𝐵1⟵0 =
1

6𝜀0ℏ
2
𝜇10
2 =

2𝜋2

3𝜀0ℎ
2
𝜇10
2  Equation 1-33 

𝐴1⟶0 =
16𝜋3𝜈3

3𝜀0ℎ𝑐
3
𝜇10
2  Equation 1-34 

in terms of the transition dipole moments. However, as collisions occur between the 

photons and the molecules, and that there is a spontaneous lifetime of the E1 state, these 

must be added to the Einstein A and B coefficients as a line-shape function: g(ν − ν10), 

yielding: [114] 

(𝐵1⟵0)𝜈 =
2𝜋2

3𝜀0ℎ
2
𝜇10
2 𝑔(𝜈 − 𝜈10) 

Equation 1-35 

(𝐴1⟶0)𝜈 =
16𝜋3𝜈3

3𝜀0ℎ𝑐
3
𝜇10
2 𝑔(𝜈 − 𝜈10) 

Equation 1-36 

1.2.3. Beer-Lambert Law 

For the majority of spectroscopic measurements, the results are recorded as intensity 

signal as a function of wavenumber. However, the intensity observed can vary depending 

on the amount of sample and the distance the photons travel through the sample. 

Therefore, there needs to be a way to relate the amount of sample to the observed intensity 
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signal. If we consider a sample, with N0 molecules per cubic metre in the ground state and 

N1 molecules in an excited state, a flux of photons (F) can be passed through the sample: 

𝐹 =  𝐼0/ℎ𝜈  
Equation 1-37 

where I0 is the intensity of the light. [114] As the light travels through the sample, the 

molecules can either absorb the photons, the photons can induce stimulated emission, or 

the photons can be scattered by the molecules. After the photons have passed through a 

distance L of the sample, the resulting intensity of the light (I) can be measured. If only 

absorption and stimulated emission have occurred, then the following can be written: 

𝑑𝑁1
𝑑𝑡

= −𝐵1→0𝜌𝑣𝑁1 + 𝐵1←0𝜌𝑣𝑁0 Equation 1-38 

𝑑𝑁1
𝑑𝑡

=
2𝜋2𝜇10

2

3𝜀0ℎ
2
(𝑁0 −𝑁1)𝑔(𝜈 − 𝜈10)𝜌 Equation 1-39 

𝑑𝑁1
𝑑𝑡

=
2𝜋2𝜇10

2 𝜈

3𝜀0ℎ
2𝑐
(𝑁0 −𝑁1)𝑔(𝜈 − 𝜈10)𝐹 Equation 1-40 

𝑑𝑁1
𝑑𝑡

= 𝜎𝐹(𝑁0 −𝑁1) 
Equation 1-41 

where ρ = I/c = hνF/c (radiation density), and ε0 is the permittivity of a vacuum. [114] 

Equation 1-41 introduces σ which is referred to as the absorption cross section and is a 

mathematical interpretation of the effective area that a molecule presents to a stream of 

photons in a flux: [114] 

𝜎 =  
2𝜋2𝜇10

2

3𝜀0ℎ
2𝑐
𝜈𝑔(𝜈 − 𝜈10)  

Equation 1-42 

If the flux of photons passes through a small portion of sample (dx) of the total length, that 

has a cross-sectional area of 1 m2, then the change in flux of passing through the sample is:  

𝑑𝐹 =  −𝜎𝐹(𝑁0 −𝑁1) 𝑑𝑥 Equation 1-43 
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Integrating Equation 1-43 across the total length (L) of the sample, this becomes: 

ln (
𝐹

𝐹0
) = ln (

𝐼

𝐼0
) =  −𝜎(𝑁0 − 𝑁1)𝐿 Equation 1-44 

This can be rewritten into the more recognisable Beer-Lambert law: 

A𝜈 =  ln
𝐼𝑣
𝐼0,v

= 𝑁𝜎𝜈𝐿𝑝𝑎𝑡ℎ Equation 1-45 

where Aν is the absorbance of the sample at frequency, ν, I0,v is the intensity of the light with 

no sample, Iv is the intensity of the light after passing through the sample, N is the 

concentration of the sample (molecule cm−3), σν is the absorption cross section (cm2 

molecule−1) of the corresponding molecule, and Lpath is the path length of the light through 

the sample (cm).  

1.2.4. Line Broadening 

While the incoming photons for absorption spectroscopy have discrete energies, as 

described by the Heisenberg uncertainty principle, observations within recorded spectra are 

not always a discrete peak of intensity at a specific frequency. Each observed absorption 

transition can be broadened due to different line-shape function effects. All line-shape 

functions are either homogeneous or inhomogeneous. [114] Homogeneous line-shapes 

occur when all molecules in the system are affected by the same line-shape function, and 

inhomogeneous line-shapes occur when molecules are in slightly different environments. 

For spectroscopy, there are six different types of line-shape functions which broaden the 

observed transitions within a spectrum: Natural lifetime, Doppler, pressure, the instrument 

line-shape function, transit-time, and power broadening. [114] The last of these two effects 

are not discussed here as they are not applicable to the topics covered in this thesis. 

 Natural Lifetime Broadening 

The natural lifetime broadening of an absorption is the absolute limit on how narrow 

a spectral line can be. As the excited state has a certain lifetime (τsp), as determined by the 

Einstein A coefficient: 

𝐴1→0 = 
1

𝜏𝑠𝑝
  Equation 1-46 

the time-energy uncertainty relationship states that the product of the energy and the 
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lifetime must be greater than h/2π. [114] Therefore, the full-width-at-half-maximum 

(FWHM) of the spectra line (Δν) can be related to the lifetime of the excited state and the 

Einstein A coefficient: 

Δ𝜈 ≈  
𝐴1→0
2𝜋

≈  
1

2𝜋𝜏𝑠𝑝
 Equation 1-47 

 Doppler Broadening 

Doppler broadening is a type of inhomogeneous line-shape function, which as the 

name suggests, is broadening of the observed spectral lines due to the Doppler effect. The 

Doppler effect is when there is a change in frequency of a wave in relation to an observer 

who is moving relative to the wave source. [118] As the molecules have a distribution of 

velocities, as governed by the Maxwell-Boltzmann distribution:  

𝑝𝜈𝑑𝜈 = (
𝑚

2𝜋𝑘𝑇
)1/2 exp(

−𝑚𝑣2

2𝑘𝑇
)𝑑𝜈 Equation 1-48 

Where m is the mass of the molecule and v is the velocity of the molecules (not to be 

confused with ν which is used to denote vibrational modes, see section 1.3.2). This means 

that for absorption spectroscopy, as different molecules move with different velocities 

along the fixed laboratory frame, there is a broadening of the observed spectral lines. This 

FWHM broadening can be calculated for each molecule: 

Δ𝜈 =  2𝜈0√
2𝑘𝑇𝑙𝑛(2)

𝑚𝑐2
 Equation 1-49 

where, ν0 is the frequency of the observed spectral line. In addition, as the FWHM of the 

Doppler broadening increases with increasing temperature, some research groups use 

cooling techniques on molecules in order to obtain Doppler-free spectra. [119]  

 Pressure Broadening 

Also known as collisional broadening, the pressure broadening effect occurs when the 

sample molecule interacts with other molecules in the system. These other molecules can 

either be the same as the sample molecule (self-broadening), or different than the sample 

molecule. If the collision between the two molecules is strong enough, then the oscillating 

dipole moments of the molecules are affected. [114] Assuming the average time between  
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Figure 1-2 Pressure Broadening Oscillating Dipole Moment. Schematic showing an 
oscillating dipole moment (green) of a molecule (time domain) is interrupted by collisions 
giving cosine wave lengths of t2. The Fourier transform of this short cosine wave gives a 
peak in the frequency domain with a FWHM of Δν1/2 = 1/πt2. Adapted from ref. [114] 

 

collisions is t2, then the oscillating cosine wave (of the dipole moment) is broken down into 

multiple pieces of average length t2 (Figure 1-2). If the cosine wave was infinitely long, then 

the corresponding Fourier transform would be an infinitely narrow peak in the frequency 

domain. However, as the cosine wave is now broken down into parts of length t2, taking the 

Fourier transform of each part of the cosine wave, means the resulting peak in the frequency 

domain now has a defined width. This defined width can be described by a Lorentzian 

function with a FWHM of: 

Δ𝜈1/2 = 
1

𝜋𝑡2
 Equation 1-50 

 This is a type of homogeneous line-shape function. In addition, as the average time between 

collisions is proportional to pressure, p, Equation 1-50 can be rewritten as: 

Δ𝜈1/2 =  𝑏𝑝 Equation 1-51 

where b is the pressure broadening parameter and values for b are approximately 1 cm−1 

atm−1. [114] In addition, as Equation 1-51 suggests, increasing the pressure of the system 

for the observed molecule increases the observed broadening of the spectral peaks.  

 Instrument Line-shape Function  

As the name suggests, the instrument line-shape (ILS) function is the broadening of 

the observed transitions due to the limitation of the instrumentation such as the detection 

method. Depending on the ILS of the system, the broadening by the ILS could be the limiting 

factor in the minimum observed spectral line width. While this is an important aspect of the 
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acquired spectra, the observed broadening is unique to each system. For example, a 

pioneering technique using a frequency comb laser and matching the maximum delay range 

of the spectrometer to the comb line spacing yields an ILS-free spectrum. [120] Thus the 

detection method is not a limiting factor in recording absorption peaks. This pioneering 

technique is a complicated and large area of research currently being led by Jun Ye and 

Aleksandra Foltynowicz. [120-122] However, other techniques can have a large ILS, such as 

0.58 cm−1 for a standard Fourier Transform spectrometer. [123] This large ILS significantly 

limits the ability to collect high resolution spectra. The specific instrument line-shape 

function for the work in this thesis will be discussed in section 3.4.   

1.2.5. Absorption Spectroscopy Techniques 

As a generalised approach, for absorption spectroscopy, different light sources are 

used to observe different properties of molecules and atoms. Generally, microwave 

radiation is used for rotational spectroscopy, IR is used for vibrational spectroscopy, visible 

and UV light is used for studying electronic transitions, and X-rays are used to understand 

the structure of molecules. [115] Furthermore, for each of these light sources different 

detection techniques have been developed. For example, LIF (laser induced fluorescence) is 

a sensitive technique which excites a specific electronic transitions within molecules such as 

OH, and then collects the fluorescence as the molecule relaxes back to its ground electronic 

state. LIF is a common technique used to qualitatively determine the concentration of a 

product in reaction kinetic experiments. [124] A standard benchtop UV-Vis spectrometer is 

another instrument used to determine the absorptivity of a molecule across a broad range 

of wavelengths, typically using a lamp or other UV-Vis light source and either measuring 

absorption or fluorescence emission. While both of these techniques use visible and UV 

light, they offer different results.  

Furthermore, absorption spectroscopy within literature falls into two general 

categories: direct and indirect. While these two categories may contain similar light sources, 

the difference between the two methodologies depends on what is occurring during the 

course of the experiment. For direct methods, the molecules are being measured directly, 

whereas for indirect spectroscopy an action is measured, therefore indirect spectroscopy is 

often referred to as action spectroscopy. A good example of the difference between these 

two methods is looking at the IR spectrum of the syn-CH3CHOO Criegee intermediate. The 

works of Liu et al. [125] and Lin et al. [126] are both concerned with recording vibrational 

spectra of the syn-CH3CHOO Criegee intermediate. While both studies use the same method 
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to generate the intermediate, photolysing CH3CHI2 in the presence of O2, the experimental 

method used to obtain the vibrational spectra are different. Firstly, Lin et al. [126] utilise a 

simple step-scan FTIR method to record a vibrational spectrum of syn-CH3CHOO from 830 

to 1550 cm-1. Due to the nature of the technique, an absolute value for absorption can be 

determined. Secondly, Liu et al. [125] use a more complicated IR action spectroscopy 

technique to record a vibrational spectrum of syn-CH3CHOO from 5500 to 6200 cm-1. Within 

this method, it is important to understand the overall reactions taking place during the 

course of the experiment: intermediate generated by photolysing CH3CHI2 in the presence 

of O2, and the syn-CH3CHOO dissociating into OH + CH2CHO. Focusing on the syn-CH3CHOO 

and the OH species, the syn-intermediate can be excited using IR radiation in the CH stretch 

overtone region or a UV laser can be employed to electronically excite OH which then 

fluoresces (LIF detection method). If the syn-CH3CHOO intermediate is excited by IR light, 

then there is less of the un-excited intermediate to dissociate into OH, thus giving less OH 

detection signal by the LIF method. As the IR laser is scanned across the wavenumber region 

(5500 to 6200 cm-1), the LIF signal can be observed as a function of the IR wavenumber. This 

gives an IR action spectrum of the syn-CH3CHOO intermediate. However, in order to derive 

absolute absorptivity in this method an assumption would have be made that the branching 

ratio of dissociation is known or that 100% dissociation of CH3CHOO into OH occurs. Without 

this knowledge, only a relative intensity IR spectrum can be obtained. 

1.3. Vibrational and Rotational Spectroscopy 

This section will cover the theory surrounding rotations and vibrations of molecules 

and how they correspond to spectroscopic observations. In addition, the concept of 

rovibrational spectroscopy will be discussed, as will the specifics surrounding asymmetric 

top molecules. Finally, there will be section covering the different resonances and couplings 

within the rovibrational spectra.  

1.3.1. Rotational Spectroscopy 

Rotational spectroscopy is used to understand how molecules rotate, where the 

incoming radiation is used to excite the molecule, causing transitions between rotational 

states. [115] The rotational transitions are typically low in energy (1 to 100 cm−1), and 

require microwave radiation in order to undergo the transitions. While rotational 

spectroscopy can be used like a “molecular fingerprint”, molecular collisions can 

significantly broaden observed rotational transitions. For example, a rotational study of OCS 
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showed that increasing the pressure of the sample from 0.5 to 3.5 Torr caused a factor of 6 

increase of the observed line width, from 2.5 MHz to 15 MHz. [127] This means that 

rotational spectroscopy is only useful for low pressure measurements of small molecules in 

the gas phase. 

This section will cover the derivation of rotation based on linear molecules and further 

sections will talk about rotations in the context of rovibrational spectroscopy (1.3.3) and 

asymmetric top molecules (1.3.4). However, the rotational constants and selection rules are 

differ for each type of molecule, therefore this section is only valid for linear molecules. In 

order to understand the rotational energy levels and hence rotational transitions of a 

molecule, they must be derived. The most rigorous method would be to solve the 

appropriate rotational energy Schrödinger equation for each molecule, however this is very 

complicated and extremely time consuming. Instead, a classical mechanics equation for a 

rotating molecule can be used and specific angular momentum elements of quantum 

mechanics can be brought in. For the classical representation, we have to consider the 

moment of inertia (I) of a rigid body about an axis: [114] 

𝐼 =  ∑𝑚𝑖𝑟𝑖
2
 

𝑖

 Equation 1-52 

where mi is the mass of the element i and ri is the perpendicular distance of element i from 

the axis of rotation. While Equation 1-52 is the rigorous approach for any molecule, a 

simplification can be made: 

𝐼 =  𝜇𝑟2 Equation 1-53 

where μ is the reduced mass of the system, and r is the bond length (for a diatomic 

molecule). This simplification assumes that axis of rotation is a fixed point of infinitesimal 

mass and the moving body has mass, μ. As there are 3 axes of rotation possible (a, b, and c), 

each axes can be associated with a moment of inertia: Ia, Ib, and Ic. These three axes can be 

either be similar or different from each other for each classification of a rotational molecule. 

For example, for a linear molecule Ib = Ic and Ia = 0, whereas for an asymmetric top molecule 

Ic ≥ Ib ≥ Ia. [115] The moment of inertia can be considered as the rotational equivalent of 

mass. Therefore, the classical momentum equation used for linear motion can be converted 

to angular momentum: 

𝑝 = 𝑚𝑣 → 𝐽 = 𝐼𝜔 Equation 1-54 
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Where p is momentum, v is velocity, ω is angular frequency, and J is angular momentum. 

Then, using the momentum conversion, the kinetic energy of the rotations can be rewritten: 

[114] 

𝐸 = 
1

2
𝑚𝑣2 → 𝐸 =

1

2
𝐼𝜔2  → 𝐸 =  

1

2
𝐼𝑎𝜔𝑎

2 +
1

2
𝐼𝑏𝜔𝑏

2 +
1

2
𝐼𝑐𝜔𝑐

2   Equation 1-55 

where the final part of the equation is used for a multi-axis system. This kinetic energy can 

then substituted into the specific Schrödinger equation for a spherical harmonic wave 

function (ψ): [114] 

𝐽2𝜓

2𝐼
= 𝐸𝜓 →  

𝐽2𝜓

2𝐼
=  
𝐽(𝐽 + 1)ℎ2𝜓

8𝜋22𝐼
= 𝐵𝐽(𝐽 + 1)𝜓 Equation 1-56 

Therefore:  

𝐹(𝐽) = 𝐵𝐽(𝐽 + 1) Equation 1-57 

𝐵 =  
ℎ2

8𝜋2𝐼
 (𝑗𝑜𝑢𝑙𝑒𝑠) 𝑜𝑟 

ℎ

8𝜋2𝑐𝐼
× 10−2(𝑐𝑚−1) Equation 1-58 

Where B is often referred to as the rotational constant and is unique for each molecule. In 

addition, J represents the total angular momentum of a molecule and is referred to as the 

quantum number for rotations. These two equations hold true for linear molecules. 

However, as asymmetrical top molecules are investigated in this thesis, the alteration to 

these equations will be discussion in section 0.  

However, J can only be positive integer values, meaning the energy levels are 

considered to be quantised. Alongside quantum number J, MJ can also be defined which is 

the projection of J onto a space fixed axis, and has values from −J to +J. Therefore MJ has 

2J+1 possible values. For example, for a J value of 2, MJ = −2, −1, 0, 1, 2. However, as the 

orientation of the molecule is random around an arbitrary space-fixed axis, the energy of 

the MJ levels are degenerate. Hence, for a value of J, there are 2J+1 degenerate levels. For 

example, for a J value of 2, there are five degenerate levels. Furthermore, as J can be zero, 

there is no zero-point energy for rotational levels as F(0) = 0. This means, that a molecule 

can exist in a state where it has zero rotational energy.  

In order for a rotational transition to occur, selection rules must be followed. The 

gross selection rule for rotational transitions is that the molecule must have a permanent  
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dipole moment (μfi): [114] 

𝝁𝒇𝒊 = ∫𝑌𝐽𝑓,𝑀𝑗,𝑓
∗ �̂�𝒊𝑌𝐽𝑖,𝑀𝑗,𝑖

 𝑑𝜏 Equation 1-59 

If Equation 1-59 is solved for a linear molecule, then the specific selection becomes ΔJ = ±1, 

and ΔMJ = 0, ±1. This specific selection rule can also be justified when thinking about 

conservation of momentum. As a photon has one unit of angular momentum, J must change 

by one unit in order to conserve momentum when the molecule absorbs a photon.  

In addition to the specific selection rules, a state must have population in order to 

undergo a transition. Using the Boltzmann equation, the population distribution of the 

rotational levels can be determined (using an altered version of Equation 1-2):  

𝑁𝐽 = 𝑁𝑔𝐽exp(−
ℎ𝜈10
𝑘𝑇
) Equation 1-60 

where gJ is the degeneracy of level J. This also gives rise to a general expression for a 

maximum value of J: [114] 

𝐽𝑚𝑎𝑥 = (
𝑘𝑇

2ℎ𝐵
)1/2 −

1

2
 Equation 1-61 

For the transitions between rigid rotor rotational levels, the energy is determined to be: 

𝐹(𝐽 + 1 ← 𝐽) = 2𝐵(𝐽 + 1) Equation 1-62 

As each J rotational level is located at 2B, 6B, 12B... and so forth, the difference between 

consecutive J rotational levels is 2B, 4B, 6B… and so forth. Therefore, as a rotational 

spectrum measures rotational transitions, the spacing between peaks in a pure rotational 

spectrum will be 2B.  

However, the above energy equations for rotational transitions relies on the 

molecules remaining as a “rigid rotor”. In real life, this is not the case, as molecules act as 

“non-rigid rotors”. This non-rigid molecule can be considered as two weights separated by 

a spring, so as the molecule rotates the bond will stretch and contract giving rise to 

centrifugal distortion. This distortion causes changes in bond lengths, meaning the moments 

of inertia increases, and thus the rotational constants decrease. In order to include the  
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distortion in the rotational levels, a correction factor is added to Equation 1-57: [114] 

𝐹(𝐽) = 𝐵𝐽(𝐽 + 1) − 𝐷𝐽𝐽
2(𝐽 + 1)2 Equation 1-63 

𝐷 = 
4𝐵3

𝜈𝑒
2  Equation 1-64 

where D is known as the distortion constant, and νe is the equilibrium vibrational frequency. 

This correction factor also means that with increasing J, the rotational levels get closer 

together. Therefore, the observed difference between peaks in a rotational spectrum is no 

longer set to 2B, and now rely on the distortion constant: 

𝐹(𝐽 + 1 ← 𝐽) = 2𝐵(𝐽 + 1) − 4𝐷(𝐽 + 1)3 Equation 1-65 

1.3.2. Vibrational Spectroscopy 

Vibrational spectroscopy is used to understand how molecules vibrate, where the 

incoming light is used to excite the molecule between vibrational states. The vibrational 

transitions are higher in energy than rotational transitions (100 to 5000 cm−1), and require 

IR radiation in order to undergo the transitions. Just as for rotational spectroscopy, we can 

consider the molecule as two weights separated by a spring. The potential energy (V) of this 

spring, can be written as a function of the spring’s stiffness, using the force constant kf, and 

the distance of the bond length (r) from the equilibrium position (re):  

𝑉 = 
1

2
𝑘𝑓𝑥

2 Equation 1-66 

𝑥 = 𝑟 − 𝑟𝑒 Equation 1-67 

Furthermore, the potential energy can be plotted as a function of the bond length giving a 

harmonic oscillator potential energy surface (Figure 1-3, part A). This function can be written 

as a simple parabola: [114] 

𝑉(𝑥) = 𝑉(0) + (
𝑑𝑉

𝑑𝑥
)0𝑥 +

1

2
(
𝑑2𝑉

𝑑𝑥2
)0𝑥

2 Equation 1-68 
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The lowest energy of the potential energy surface can be written as: 

𝑉(𝑥) ≈
1

2
(
𝑑2𝑉

𝑑𝑥2
)0𝑥

2 Equation 1-69 

Combining Equation 1-66 and Equation 1-69 yields: 

𝑘𝑓 = (
𝑑2𝑉

𝑑𝑥2
)0 Equation 1-70 

Therefore, the curvature of the potential is directly related to the spring force constant. 

Essentially, for a weaker bond the curve of the potential is very shallow, whereas for a strong 

bond the curve of the potential is very steep. In order to calculate the energy levels of the 

vibrational states, the concept of “particle in a box” is used, however the “box” is now a 

parabolic function: [114] 

�̂� =  −
ℎ2

2𝑚𝑐

𝑑2

𝑑𝑥2
+ 𝑉(𝑥) Equation 1-71 

−
ℎ2

2𝑚𝑐

𝑑2𝜓

𝑑𝑥2
+ 𝑉𝜓 = �̂�𝜓 

Equation 1-72 

The corresponding eigenvalues for the wavefunction then yields the quantized energy 

levels: 

𝐸v = (v +
1

2
) ℎ𝜈 Equation 1-73 

Where Ev is the energy, v is the vibrational quantum number, which can be any positive 

integer value, and ν is the vibrational frequency. This vibrational frequency can also be 

calculated using the force constant: 

𝜈 =
1

2𝜋
(
𝑘𝑓

𝜇
)1/2 Equation 1-74 

Unlike for rotations, for vibrations in the v = 0 state, the energy is non-zero. This means that 

as the temperature of the molecule approaches absolute zero, there must always be some 

form of vibrational motion. 
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Figure 1-3 Harmonic and Anharmonic Potential Energy Surfaces. A. Schematic of 
harmonic oscillator potential energy surface as a function of displacement from the 
equilibrium position re. The vibrational states (red) are evenly spaced by hν. Selection 
rules mean only a fundamental or hot-band transition is possible, where Δv = +1. B. 
Schematic of anharmonic oscillator potential energy surface as a function of displacement 
from the equilibrium position re. The vibrational states (red) are no longer evenly spaced, 
and as the vibrational states increase in energy, the states get closer together. This 
decreasing energy gap means more types of transitions are possible such as overtones 
and combination bands where Δv = +1, +2, +3 etc. The dissociation energy is De. 
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However, the harmonic oscillator and the equations presented above are only useful 

for a molecules behaving in a perfect manner. Instead, for most molecules an anharmonic 

oscillator is used to describe the vibrational potential energy surface. Anharmonicity arises 

from two possible sources: mechanical or electrical. In the case of mechanical 

anharmonicity, the relationship between force and displacement is not linear, but depends 

upon the amplitude of the displacement. For electrical anharmonicity arises from the 

polarizability of the molecule. [128] This different energy surface can be described using a 

Morse potential (Figure 1-3, part B): [114] 

𝑉(𝑟) = ℎ𝑐�̃�𝑒(1 − exp (−𝑎(𝑟 − 𝑟𝑒)))
2 Equation 1-75 

𝑎 = (
𝜇𝜈2

2ℎ�̃�𝑒
)1/2 Equation 1-76 

Where D̃e is the dissociation energy, and ṽ is the vibrational wavenumber in cm−1. Wherever, 

the tilde, ~, appears above a constant, this denotes that the constant is in units of cm−1. This 

then allows for Schrödinger equation to be solved giving the following vibrational energy 

levels: [114] 

𝐺(𝜈) = (v +
1

2
) 𝜈 − (v +

1

2
)2𝑥𝑒𝜈 Equation 1-77 

𝑥𝑒 =
𝜈

4�̃�𝑒
 Equation 1-78 

Where 𝓍e is the anharmonicity constant.  

Just as for rotational transitions, for vibrational transitions to occur the selection rules 

must be followed. For vibrational spectroscopy, the gross selection rule states that there 

must be a change in transition dipole moment as a function of nuclear displacement along 

the vibrational motion. For harmonic oscillators, there is only one specific selection rule, 

where Δv = ±1, meaning the vibrational quantum can change by +1 for an absorption or −1 

for an emission. For a fundamental transition where Δv = 1  0, the vibrational transition 

energy can be written as ΔG = ν. As such, the vibrational transitions are not dependent on 

the vibrational quantum number. However, for anharmonic oscillators, the vibrational 

transition energy is slightly different. For a fundamental Δv = 1  0 transition, the 

vibrational transition frequency is: 
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Δ𝐺 =  𝜈 − 2(v + 1)𝑥𝑒𝜈 Equation 1-79 

Furthermore, anharmonicity allows for other transitions such as overtones. Overtone 

transitions are defined as having transitions of Δv = ±2, ±3, etc, so for the first overtone band 

of Δv = 2  0, the vibrational transition frequency is: 

Δ𝐺 =  2𝜈 − 2(2v + 3)𝑥𝑒𝜈 Equation 1-80 

In addition to fundamental and overtone transitions, hot band transitions are sometimes 

possible in molecules. Hot band transitions occur when population resides in a vibrational 

state other than the ground state (v = 0). This means that transitions can occur from an 

excited state to another excited state, such as Δv = 2  1. 

Alongside the selection rules, the population of the vibrational states also need to be 

considered. Once again, the Boltzmann distribution is used (Equation 1-60), but the 

degeneracy is now just 1. At room temperature (approximately 300 K), the available thermal 

energy is circa. 200 cm−1, which represents the average thermal energy in the distribution. 

As vibrational transitions are normally much higher in energy than 200 cm−1, typically only 

the ground vibrational state has population. This also means, that hot band transitions (as 

described above), are an uncommon but not unfeasible in vibrational spectra. 

While the above applies to diatomic molecules where there is only one bond, 

polyatomic molecules have more atoms and hence more bonds. Furthermore, there are 

many other different types of vibrations to consider within polyatomic molecules. In order 

to differentiate the different types of vibrations, the concept of normal modes is introduced. 

Normal modes are defined as independent, synchronous motion of atoms or groups of 

atoms, where excitation of one normal mode does not cause another normal mode to be 

excited. Furthermore, excitation of a normal mode does not involve translation or rotation 

of the molecule as a whole, and importantly the centre of mass does not move.  

In order to calculate the number of normal modes for a certain molecule, we have to 

consider the coordinates of each atom in the molecule and the other possible motions of 

the molecule. Using Cartesian coordinates, there are three coordinates for each atom (x, y, 

and z), and there 3 × N total coordinates per molecule, where N is the number of atoms in 

the molecule. For the translational motion of the molecule, there can be three 

displacements to describe the overall translation. For rotations of the molecules, there is a 



 

28 
 

different amount of rotational degrees of freedom depending on the geometry of the 

molecule: for linear molecules there are two degrees of freedom, and for non-linear 

molecules there are three. Overall, this means for a molecule of N atoms, there are 3N − 5 

vibrational normal modes for a linear molecule, and 3N − 6 vibrational normal modes for a 

non-linear molecule. [114] 

Using the irreducible representation (Γ) for each point group, the normal modes of 

vibrations for a molecule can be assigned a symmetry label. For example, the CH2X2 

molecules belong to the C2v point group and have 9 normal modes. Each of these normal 

modes can be assigned a symmetry label: A1, A2, B1, or B2. In order to ascertain which 

vibrational mode belongs to which symmetry label, the contributions of translational and 

rotational motion must be determined first. The full irreducible representation of a C2v 

molecule can be written as:  

Γ(3N) = 5Γ𝐴1⨂2Γ𝐴2⨂4Γ𝐵1⨂4Γ𝐵2  Equation 1-81 

where ⊗ denotes the product of two matrices. For the case of C2v, the translations of the 

molecules can be given a symmetry label using the character table (Table 1-1). Where 

translation along the x-axis behaves as a B1, translation along the y-axis behaves as B2, and 

translation along the z-axis behaves as A1. For the rotational motion, the symmetry is more 

difficult to assign, where the rotations about the x-, y-, and z-axes are designated as Rx, Ry 

and Rz. Applying the different symmetry operations, C2 (z), σv(xz), and σv(yz) on the molecule 

shows that the Rz rotation behaves as A2, the Ry rotation behaves as B1 and the Rx rotation 

behaves as B2.  

These six symmetries from the translational and rotational motions can be removed 

from Equation 1-81 to yield: 

Γ(vib) = 4Γ𝐴1⨂1Γ𝐴2⨂2Γ𝐵1⨂2Γ𝐵2  Equation 1-82 

These remaining symmetry modes can then be assigned a vibrational mode depending on 

the motion of the normal mode. The normal modes are labelled in numerical order, and 

where applicable in descending fundamental transition frequency. For example, for CH2F2: 

ν1 (a1) = 2947.9 cm−1, ν2 (a1) = 1509.6 cm−1, ν3 (a1) = 1111.61 cm−1, ν4 (a1) = 528.34 cm−1, ν5 

(a2) = 1256.8 cm−1, etc.  
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Table 1-1 C2v Character Table.  

C2v E C2 (z) σv(xz) σv(yz) Linear rotations 

A1 1 1 1 1 z 

A2 1 1 -1 -1 Rz 

B1 1 -1 1 -1 x, Ry 

B2 1 -1 -1 1 y, Rx 

 

Table 1-2 C2v Product Table.  

C2v A1 A2 B1 B1 

A1 A1 A2 B1 B2 

A2  A1 B2 B1 

B1   A1 A2 

B2    A1 

 

Within polyatomic molecules, the possibility for combination bands exist. This occurs 

when the quantum number of two or more different normal vibrational modes change, such 

that Δv ≠ 0. These combination bands can also be assigned a symmetry label, which is 

dependent on the symmetry of the normal modes. This new symmetry label can be 

determined using a product table (Table 1-2). For example, combining two normal modes 

which have symmetry of A1 and B1, results in the combination band having the symmetry of 

B1. 

Lastly, a side note for the notations used within this thesis. For each different 

vibrational state can be written as, νx, where x is the vibrational normal mode number. In 

addition, the quantum number, v, is then also defined, for example, ν1 (v = 1). This type of 

notation is used as the formal notation. However, for a vibrational transition, a shorthand 

notation can be used: Xn1
n2, where X is the vibrational normal mode number, n1 is the initial 

vibrational state, and n2 is the vibrational state upon excitation. [129] For example, 10
2 is the 

first overtone band for the ν1 vibrational mode where the formal notation is: ν1 (v = 2  0). 

Combination bands can also be written in the same way. For example, 10
120

1 is the 

combination band of ν1 + ν2 where the formal notation would be: ν1 (v = 1  0) + 

ν2 (v = 1  0). 
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1.3.3. Rovibrational Spectroscopy 

Despite the two above sections being written separately, vibrational spectroscopy is 

not separable from rotational spectroscopy. Each vibrational state contains many rotational 

energy levels (Figure 1-4). This means, as the vibrational quantum number changes, the 

rotational quantum number can also change. For linear molecules, each rotational level 

within a vibrational level the energy can be calculated using (which ignores contributions 

from centrifugal distortion and assumes a harmonic oscillator): [130] 

𝑆(v, 𝐽) = 𝐺(v) +  𝐹(𝐽) = (v + 
1

2
) 𝜈 +  𝐵𝐽(𝐽 + 1) Equation 1-83 

For rovibrational spectroscopy, the same selection rules still apply Δv = +1 (for a 

fundamental transition), and ΔJ = ±1, however there is also the added selection rule of 

ΔJ = 0. This is possible, as although the molecule must change its angular momentum by one 

unit, this is no longer restricted to changing the rotational angular momentum. Other 

possibilities include changing the electron spin, electronic angular momentum, or orbital 

angular momentum. Therefore, as long as the angular momentum is conserved, ΔJ = 0 is 

possible.  

As there are now three different ΔJ values, these are referred to as different 

“branches”: P-branch has ΔJ = −1, Q-branch has ΔJ = 0, and the R-branch has ΔJ = +1. For 

these three branches, the rovibrational transition for the fundamental vibrational 

transitions can be calculated for each branch (for a harmonic oscillator and assuming no 

centrifugal distortion): [130] 

Δ𝑆𝑃(v, 𝐽) =  𝜈 − 2𝐵𝐽 
Equation 1-84 

Δ𝑆𝑄(v, 𝐽) =  𝜈 Equation 1-85 

Δ𝑆𝑅(v, 𝐽) =  𝜈 + 2𝐵(𝐽 + 1) Equation 1-86 

however, as the molecule undergoes vibrational transitions, the change in bond length will 

change the rotational constant (B) for each vibrational state. Instead, a new vibrationally 

averaged rotational constant, Bv, is used: 
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𝐵v = 𝐵𝑒 + 𝛼𝑒(v +
1

2
) Equation 1-87 

where Be is the rotational constant at the equilibrium structure, and αe is a constant which 

reflects the shape of the potential energy curve. Therefore Equation 1-84 to Equation 1-86 

needs to be altered: [130] 

Δ𝑆𝑃(v, 𝐽) =  𝜈 − (𝐵1 + 𝐵0)𝐽 + (𝐵1 + 𝐵0)𝐽
2 Equation 1-88 

Δ𝑆𝑄(v, 𝐽) =  𝜈 + (𝐵1 + 𝐵0)𝐽(𝐽 + 1) Equation 1-89 

Δ𝑆𝑅(v, 𝐽) =  𝜈 + (𝐵1 + 𝐵0)(𝐽 + 1) + (𝐵1

+ 𝐵0)(𝐽 + 1)
2 

Equation 1-90 

where B1 is the v = 1 rotational constant, and B0 is the v = 0 rotational constant.  

 

Figure 1-4 Rovibrational Energy Levels. Schematic showing the first two vibrational states 

(red) and a fundamental transition from v = 1  0. Within both vibrational states, there 
are rotational states (green). Therefore within fundamental transition with ∆v = +1, 
quantum number J can also change. There are three labels of rovibrational transitions: P-
branch with ∆J = −1, Q-branch with ∆J = 0, R-branch with ∆J = +1. 
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1.3.4. Asymmetric Top Molecules 

The previous sections focused on using linear molecules as the example for the 

equations and diagrams as they are the simplest type of molecules to explain. However, 

more complex molecule structures exist, such that all molecules can be classified into one 

of four categories based on the moments of inertia: linear, symmetric tops, spherical tops, 

or asymmetric tops. However, this thesis focuses on CH2X2 molecules which are designated 

as asymmetric top molecules. Such designation means the three moments of inertia are all 

different, and hence there are 3 rotational constants: A, B, and C. Within the asymmetric 

top classification, the molecules are split into two groups: prolate or oblate. For prolate 

molecules, IA < Ib ≈ Ic, which means (using Equation 1-58), the relationship of the rotational 

constants is A > B ≈ C. For oblate molecules, the opposite applies: IA ≈ Ib < Ic meaning that 

A ≈ B > C. [131] To determine if a molecule is a prolate or oblate, the kappa value, κ, can be 

calculated, where if κ = −1 the molecule is prolate, and if κ = +1 the molecule is oblate: [131] 

𝜅 =  
2𝐵 − 𝐴 − 𝐶

𝐴 − 𝐶
 Equation 1-91 

For kappa values that are close to −1 molecules are designated as near-prolate. On the other 

hand, kappa values close to +1 are described as near-oblate. A molecule with a kappa value 

close to zero signifies a large degree of asymmetry. [114] 

 

 

Figure 1-5 Projection of J as quantum number K. Schematic showing a three axis system 
with the axes labelled as as a, b, and c. The project of quantum number, J, is shown in 
orange, and the projection of J on each of the axes (blue dots), is either Ka, Kb, or Kc, 
depending on the axis. Adapted from ref. [131]. 
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Asymmetric top molecules differ from linear molecules in that a second quantum 

number is needed to define the rotational levels. Quantum number K is introduced, where 

K defines the vector component of the rotational angular momentum along the principle 

symmetric axis (Figure 1-5). In other words, K is the projection of J onto the body-fixed axis, 

and ranges in integer values from -J to +J. As the K quantum number is linked to the angular 

momentum and hence the moment of inertia, for asymmetric tops there are 3 different K 

numbers: Ka, Kb, and Kc. In addition, K now replaces J as the rigorous quantum number. [131] 

For asymmetric top molecules, as each axis of the molecule is different, they are 

separately labelled as either a, b, or c (Figure 1-5). Therefore, vibrational transitions are 

classed as either a-type, b-type, or c-type transitions. Each of these types of transitions are 

defined by which axis the dipole moment lies in. While the gross selections for rotational 

and vibrational still apply, the specific selection rules for asymmetric molecules are different 

to those described in previous sections due to the introduction of the K quantum number 

and the 3 different types of vibrational transitions. For a-type transitions: ΔKa = 0, ΔKc = ±1, 

and ΔJ = 0, ±1 (except where Ka’ = 0  Ka’’ = 0, as only ΔJ = ±1 is possible). For b-type 

transitions: ΔKa = ±1, ΔKc = ±1, and ΔJ = 0, ±1. For c-type transitions: ΔKa = ±1, ΔKc = 0, and 

ΔJ = 0, ±1 (except where Kc’ = 0  Kc’’ = 0, as only ΔJ = ±1 is possible). [131] 

1.3.5. Resonances and Couplings 

To fully understand the absorption peaks within a vibrational spectrum, different 

types of resonances and couplings must be considered. For rovibrational spectroscopy 

measurements, there are three main types of resonances and couplings: Fermi resonances, 

Darling-Dennison resonances, and Coriolis coupling. [130] 

Firstly, a Fermi resonance causes a shift in energy and a redistribution of intensity of 

two vibrational transitions that are both close in energy and have the same symmetry label. 

Fundamentally, the wavefunctions of the two vibrational states mix according to their 

harmonic oscillator approximations. [114] This mixing results in a shift in energy and a 

change in intensity of the observed absorption peaks. Furthermore, for a shift to be labelled 

as a Fermi resonance, one of the vibrational transitions must be a fundamental transition, 

where the quantum number, v, changes by + 1 only. [132] For example, the 10
1 vibrational 

transition of CH2Cl2 has the symmetry label a1 and an energy of 2997.66 cm−1, in addition 

the 20
2 vibrational state also has the symmetry label a1 and an energy of 2853.66 cm−1. [73]  

As these two vibrational states have the same symmetry and are of similar energy, a Fermi 

resonance is possible.   
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A similar principle is true for Darling-Dennison resonances. In this case, two 

vibrational transitions have the same symmetry and are of similar energy, but occur 

between overtone and combination vibrational transitions. [133] For example, the 10
2 and 

60
2 vibrational states of CH2Cl2 have the same symmetry (a1) and similar energies of 

5910.84 cm−1 and 6071.96 cm−1, respectively, and have a documented resonance. [73]  

Finally, Coriolis couplings are different to the two resonances discussed above and 

only occur between vibrational states of similar energy, but different symmetry labels. 

Coriolis couplings arise from the Coriolis effect which is an inertial force that acts on objects 

in motion with a frame of reference. [114] Therefore, as bonds within molecules vibrate 

from their equilibrium position, the Coriolis effect means the atoms move in a direction 

perpendicular to the original oscillations which changes the vibrational angular momentum 

for each vibrational mode. This change in vibrational angular momentum means that the 

energy level for each vibrational state is altered, and a Coriolis coupling constant can be 

determined for each altered vibrational state. 

As the frame of reference for molecules has 3 axes, there are three types of Coriolis 

coupling: a-axis, b-axis, or c-axis. Between similar energy vibrational transitions an a-axis 

coupling occurs between two vibrational states with symmetries of a1 and b1. Conversely, 

b-axis coupling occurs between two vibrational states with symmetries of b1 and b2, and c-

axis coupling between two vibrational states with symmetries of a1 and b2. [131] For 

example, CH2F2 demonstrates an a-axis Coriolis interaction between the 20
2 and 601 bands. 

[46] Coupling to a vibrational state with the symmetry of a2 is not possible in IR 

spectroscopy, as the a2 modes are not IR active. 

1.4. Frequency Comb Spectroscopy 

In order to study the rovibrational spectra of CH2X2 molecules in this thesis, the 

technique of direct frequency comb spectroscopy (DFCS) will be used. While the underlying 

theory of how a frequency comb laser works and the specifics of the set up used in this 

thesis will be discussed in Chapter 2, this section covers why frequency comb lasers are 

advantageous to use, the different types of frequency comb lasers, and the different 

detection methods. Furthermore, a select choice of frequency comb applications are 

discussed. 

Frequency comb lasers operate on a femtosecond timescale and are defined as having 

a series of discrete and equally spaced frequencies over a broad spectral range. In 2005 John 
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Hall and Theodor Hänsch won half of the Nobel Prize in Physics for their work in developing 

the optical frequency comb. [134] Typical nanosecond lasers can be of high spectral 

resolution but have a narrow frequency bandwidth. [135] On the other hand, typical 

femtosecond lasers have a wide frequency bandwidth but do not always exhibit a high 

spectral resolution. [135] Frequency comb lasers simultaneously combine a broad spectral 

bandwidth, typically spanning over 300 cm−1, with a high resolution of discrete frequencies, 

typically less than 0.01 cm−1 between adjacent frequencies (specific examples are given in 

the next section). This combination means that multiple molecules can be detected by one 

comb system at the same time, so long as there is a measureable absorption within the 

spectral window. For example, typical near-IR combs operate from 1300 to 1600 nm (7500 

to 6250 cm−1) which can be used to monitor combination or overtone vibrational bands. 

[136] Some mid-IR combs operate from 3000 to 3500 nm (3300 to 3000 cm−1) which is useful 

for detecting fundamental vibrational frequencies caused by X-H stretches, which are 

common in many small molecules. [137] Furthermore, absorption cross sections are larger 

for fundamental vibrational transitions, meaning the detection of such vibrational 

transitions is easier. As a frequency comb laser operates with a high resolution, with a 

frequency comb spectrometer typically having a data spacing of less than 0.01 cm−1, 

rovibrational structure within the vibrational spectra can be resolved. Furthermore, 

molecules which exhibit similar bonds and hence very similar vibrational spectra can be 

distinguished within one experiment. For example, the four CH2X2 molecules exhibit the 

same vibrational modes with similar fundamental transitions frequencies. Using a high 

resolution instrument ensures that the different fundamental vibrational transitions for 

each molecule can be differentiated. 

However, there are disadvantages which come with operating a frequency comb 

laser. Firstly, frequency combs require a considerable amount of electronics for operation 

and the laser itself takes up a large proportion of the optics table. However, recent 

developments are working towards smaller frequency comb lasers, such as micro-combs. 

[138]  Although frequency comb systems have recently become commercialised, the lasers 

are still expensive and hence not easily used or chosen for certain applications. Secondly, 

for many applications of a comb, specialist optics and detection methods are needed, and 

as expected these come with a considerable expense. Finally, the frequency comb modes 

can become saturated when a large concentration of molecules are present. For instance, 

when detecting frequencies from 3000 to 3300 cm−1, the water vapour molecules present 

in the atmosphere have a large absorption cross section in this region.  Therefore if there is 
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100% absorption by water vapour in the spectral range used, then there is no measurable 

difference between the background spectrum and the signal spectrum of the molecule of 

interest. This is especially detrimental to absorption spectra experiments if the water vapour 

vibrational frequencies directly overlap with the vibrational frequencies of the sample 

molecules. To overcome this issue, a closed boxed which encompasses the entire optical set 

up can be purged with N2 gas, which does not exhibit an active IR spectrum. This purging 

system dilutes and replaces the water vapour within the surrounding area of the 

experiment, which lessens the saturation issues. 

1.4.1. Types of Frequency Comb Lasers 

Currently, there are four main ways to generate frequency comb lasers: mode-locked 

lasers, micro-resonator combs (also referred to as a Kerr frequency comb), electro-optic 

comb, or quantum cascade laser comb (QCL). [139, 140] The most popular type of frequency 

comb lasers are generated using mode-locked femtosecond lasers, which is the type of laser 

used in this thesis, and as such is the main point of discussion in Chapter 2, and specifically 

section 2.1. There are two main types of mode-locked lasers to produce frequency comb 

lasers: Ti:Sapphire [141] or fibre based, [142] each with their own unique set of properties.  

A Ti:Sapphire laser consists of a solid-state lasing medium of sapphire (Al2O3) doped 

with Ti3+ ions, which is pumped with another solid-state laser operating near 514 to 532 nm. 

Typical outputs of a Ti:Sapphire laser span across nearly the whole visible spectrum and into 

near-IR (400 to 1200 nm), with the highest efficiency centred at 800 nm. [143] Furthermore, 

the data-point spacing of a Ti:Sapphire can reach 0.03 to 0.003 cm−1 (which is related to the 

repetition rate of the laser, as will be discussed in section 2.1.3). [144] Although Ti:Sapphire 

lasers have good tunability and high power outputs (0.5 to 2.5 Watts), the open-path nature 

of the system leads to stability problems. Furthermore, the size and cost of the systems 

needed to sustain the solid-state lasers means that the Ti:Sapphire based frequency comb 

lasers have limited applicability outside of research laboratories.  

More recently, optical fibres have been used to generate frequency comb lasers due 

to their inexpensive and compact nature. In addition, as the fibres are an enclosed system, 

not only are they more stable than the Ti:Sapphire alternative, but the comb light can be 

directed through fibre-coupling mechanisms rather than relying on large optical set-ups. 

Two commonly used options for fibre laser are either erbium-doped or ytterbium-doped, 

with the former giving a wavelength range of 1400 to 1600 nm, and the latter a 1000 to 

1100 nm range. [145, 146]  In addition, the fibre based systems offer higher data point 
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spacing than Ti:Sapphire combs, and typically offer discrete frequencies separated by 

0.0016 to 0.008 cm−1. 

However, the examples given above all operate within the visible to near-IR regions 

which are only applicable to studying electronic spectroscopy and observing vibrational 

overtones and combination transitions. To extend combs into the mid-IR wavelength region 

where fundamental vibrational frequencies occur, non-linear optical techniques are 

needed. Two methods are available for this; difference frequency generation (DFG) and 

using an optical parametric oscillators (OPOs). [140, 147] Unfortunately, these processes 

require extra space and additional costs to basic comb systems. DFG works by mixing two 

separate comb structures in a phase-matching non-linear crystal to generate one output 

with a centre frequency which is the difference of the two original frequency structures (to 

satisfy energy conservation). For example, mixing the two outputs of the Er-fibre (1400 to 

1600 nm) and the Yb-fibre (1000 to 1100 nm) gives a comb structure centred at 3200 nm. 

[137] 

Conversely, OPOs can be exploited to give higher power combs with longer 

wavelengths compared to DFG and are typically tuneable over a broad bandwidth. The OPO 

method works by introducing a high-energy photon to generate two lower-energy photons, 

such that the incoming photon is equal to the sum of the two outgoing photons. [148] 

Although this can be initially inefficient, the OPO process can be improved by creating a 

resonant cavity to build up the photons to emit up to 1 W of power. [149] 

1.4.2. Detection Methods of Frequency Comb Lasers 

For detection methods of a frequency comb laser, there are multiple options. These 

methods range from a simple Fourier-transform (FT) interferometer to the more 

complicated method of spatially dispersing the comb light into a two-dimensional (2D) 

array. Other methods include, dual comb spectroscopy (DCS), [150-152] Vernier 

spectroscopy, [153-156] photoacoustic spectroscopy, [157, 158] transient absorption 

spectroscopy, [159, 160] and electrical-optical sampling. [161, 162] This section will describe 

three of the detection methods: FT, VGC, and DCS. 

Firstly, the cross-dispersive method is a unique approach to detecting the frequency 

comb laser and is not a commonly used method due to the complexity of the set-up. [137, 

163-165] This requires two optics to spatially disperse the comb modes into a 2D array, and 

can be achieved through the combination of any two dispersive optics such as two 

diffraction grating optics or two virtually imaged phased array (VIPA) etalons. The self-
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termed VIPA-grating-camera (VGC) method utilizes one of each of these optics alongside a 

position sensitive imaging camera. Although dependent on the specific optics and 

experimental set-up, the VGC method is capable of achieving “comb mode resolution”, 

which means each individual frequency of the comb laser can be detected. [137] It is this 

technique which is used in this thesis, and therefore the specifics surrounding the detection 

method are further described in section 2.2.6.  

Secondly, the most general method for detecting a comb is using a FT interferometer. 

This method is used in the same way as commercially available FT spectrometers, and in 

general, works by scanning a delay stage to self-interfere the comb light in order to generate 

an interferogram. [135, 166] However, this technique does have some disadvantages which 

negate some of the positive aspects of using a frequency comb laser. Most FT comb 

spectrometers can detect molecules on a 100 to 10 ppb limit and can achieve spectral 

resolution from 0.01 to 0.002 cm−1. [166] The spectral resolution in cm−1 is equal to the 

inverse of the maximum of the optical-path difference (OPD) of an interferogram, [135] and 

the speed with which the interferogram is detected. To improve the spectral resolution, a 

longer OPD is needed, but the alignment and moving parts of the spectrometer needs to be 

precisely controlled which becomes more challenging at longer OPDs. In addition, an 

instrument line-shape function arises from the Fourier transform algorithm used to convert 

the interferogram data, which can broaden the resulting spectral lines. Fast-scanning FT 

comb measurements are capable of achieving a noise equivalent absorption (NEA) 

sensitivity of 3.4 × 10−11 cm−1
 Hz−1/2 per spectral element for 6 s of acquisition time alongside 

a signal-to-noise ratio (SNR) above 1000 and a resolution of 380 MHz. [167] An alternative 

to the FT method is the usage of DCS.  

DCS operates in a similar way to the FT method, in that it is a time-domain 

measurement based on interferometry. However, instead of a moving delay stage, two 

combs with slightly different repetition rates overlap spatially and temporally to interfere 

and give an interferogram which can be recorded with a photodetector. [151, 152] Typically, 

the repetition rates of the two frequency comb lasers differ by a few hundred Hz. The main 

difference between DCS and FT spectroscopy is the elimination of moving parts, which 

reduces background noise issues and gives an improved line-shape function determination. 

[122] Furthermore, the reduction in background noise increases the SNR. For example, one 

study demonstrates an SNR of 106 alongside a time resolution of 55 fs. [168]  
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1.4.3. Comparison of IR Light Sources 

As this thesis focuses on a mid-IR frequency comb light source, it is prudent to 

compare this light source to others which also generate mid-IR light. While only frequency 

comb lasers can combine high resolution with a broad spectral bandwidth, many different 

lasers are capable of producing light within the near to mid-infrared region from 0.78 to 

50 μm or 200 to 12800 cm−1. Such mid-IR lasers include Lead Salt lasers, Doped Insulator 

Bulk lasers, and gas and chemical based lasers. [169] Furthermore, generic lamp sources, 

typically used in commercial FTIR set-ups, can generate IR light across a broad bandwidth, 

but are not lasers and so cannot efficiently couple into enhancement cavities. They also have 

limited spectral resolution, but this is based on the quality of the spectrometer and not the 

light source itself. Quantum Cascade Lasers (QCLs), Optical Parametric Oscillators (OPOs), 

and fibre based laser systems can also be used to generate mid-IR light. While these types 

of lasers were covered in section 1.4.1 in the context of being frequency comb lasers, a few 

extra key points will be covered here.   

Lead salt diode lasers are an older generation of laser that have been slowly phased 

out due to the introduction of QCLs. [169] They classed as semiconductor lasers and are 

comprised of a lattice structure of Pb1−xEuxSeyTe1−y which generates tuneable light from 3 to 

20 μm depending on the composition. [170] Unfortunately, their limited output power (~ 1 

mW) and need for cryogenic cooling (< 100 K) meant they were not common or easy to use 

lasers. However, in their heyday, lead salt lasers provided a mid-IR light source for high 

resolution applications, as the linewidth was on the order of 10 MHz. [171] Out of the large 

range of doped insulator bulk lasers, only a few emit in the mid-IR region: Cr2+:ZnSe (3.5 μm) 

and Fe2+:ZnSe (3.7 to 5.1 μm). [172] However, the output power of both lasers are low (< 1 

W), and they often cannot be used with atmospheric air in the laser resonator. As such, both 

types of doped insulator lasers need to be used in dry atmospheres which greatly reduces 

their usability within simple laboratory settings. 

Helium-neon lasers (commonly referred to as HeNe lasers) are some of the cheapest 

gas-based lasers available. As the name suggests, the gas mixture within the laser is a 

mixture of helium and neon, in a ratio of 10:1 and at a total pressure of 1 torr. [169] While 

the HeNe lasers are capable of generating different mid-IR wavelengths such as 1.15 μm, 

1.52 μm, and 3.39 μm, the most well-known HeNe laser operates at 632.8 nm. [135] While 

the generation of mid-IR wavelengths are easy, the lasers offer a narrow spectral bandwidth 

and tuning across a large range of wavelengths is not easy or achievable. Furthermore, the 
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output power is low (< 50 mW), and the lasers have a short life-time of less than 10,000 

hours of usage. Alongside HeNe lasers, CO2 based lasers are also capable of operating at 

mid-IR wavelengths between 9.6 and 10.6 μm. [135] 

While all of the above mentioned lasers offer mid-IR wavelengths at a high resolution 

and tuneable across a range of wavelengths, to use them in spectroscopy to record a 

rovibrational spectrum covering different rovibrational transitions would take a large 

amount of experimental time. Frequency comb lasers negate this long experimental time by 

offering the high resolution simultaneously with the broad bandwidth of wavelengths.  

1.4.4. Applications of Frequency Comb Lasers 

This section will focus on a few applications of frequency comb spectroscopy, with a 

particular focus on reaction kinetics, trace-gas monitoring, and high resolution 

spectroscopic measurements. These applications have been chosen for discussion as they 

are relevant to the work presented in this thesis and are of particular interest to the wider 

research goals of the Lehman Research group. However, a number of reviews and book 

chapters have covered a wide range of applications of different types of frequency comb 

lasers and the different detection methods of the lasers. See references [140, 173-178] and 

references therein for the further examples of different applications.   

 Reaction Kinetics 

Frequency comb lasers have recently been implemented for recording accurate 

reaction rate coefficients for a number of different reactions, all with a different detection 

method and different types of frequency comb lasers. [179-185] In all such cases, the 

frequency comb lasers are used as the detection light source, as opposed to the reaction 

initiation light source. This distinction is due to the frequency range of the combs: high 

energy UV light (< 300 nm) is typically needed to initiate a reaction, as opposed to the mid-

IR and near-IR (> 1000 nm) energies of a frequency comb laser. In addition, frequency comb 

lasers do not have the sufficient power within a comb pulse necessary to photolyse 

molecules. 

The major advantage of using a frequency comb laser means that within the broad 

spectra bandwidth both reactants and products can be simultaneously monitored as a 

function of time. Not only does this give multiple rate coefficients from one experiment, but 

there can also be a greater understanding to branching ratios within more complex 

reactions. In theory, a frequency comb can be applied to monitor any reaction providing 
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there is an IR-active vibration which can be observed within the wavelength range produced 

by the frequency comb. However, detection methods for frequency combs lasers are 

temporally limited, so only certain reactions can be monitored. [137] Furthermore, if 

products are generated at low concentrations, then the ability of the experimental 

apparatus to detect the product will be significantly reduced. Depending on the specific 

parameters of the experimental apparatus and target molecules, minimum observable 

concentrations of 1011 molecule cm−3 are possible. [137] For typical reaction kinetic 

experiments, concentrations range from 1015
 to 1017 molecule cm-3 for the excess reactant 

(in pseudo first-order conditions) and 1013 to 1015 molecule cm-3 for the non-excess 

reactants. Then, depending on the branching ratios of the specific reaction, product 

molecules are typically seen at concentrations of 1010 to 1012 molecule cm-3. [182] 

This section will focus on two different reaction kinetic studies. Both of these studies 

utilise a frequency comb laser as the detection light source, however the type of frequency 

comb laser and the detection method are different. 

Firstly, Bjork et al. used a mid-IR DFG based frequency comb laser to study the 

OD + CO reaction, in particular they wanted to understand more about the pathways of the 

reaction and the intermediate isomer molecule, DOCO. [182, 183] While they initially 

wanted to study OH + CO, the limitations of the comb wavelength meant the deuterated 

version was used. However, using the kinetic isotope effect, approximate rate coefficients 

for the OH + CO reaction can be determined. In addition to using the deuterated version of 

OH, the reaction was monitored using the two natural carbon isotopes, 12C and 13C. The 

observation of the two carbon isotopes meant that the formation of the DOCO intermediate 

could be confirmed. 

For this study, the 2D spatial dispersion method, specifically a VGC, detection system 

was used. Images containing spectral information from 2650 to 2710 cm−1 were recorded 

on a 20 to 100 μs timescale. Within the spectral acquisition window, the Ye research group 

saw evidence of OD, D2O, and for the first time in literature coming from the OD + CO, the 

trans-DOCO and cis-DOCO intermediates. Initially, the observed rate coefficient of reaction 

1-9, showed a strong pressure and a non-Arrhenius temperature dependence. These factors 

were theorised to be caused by the formation of the DOCO* intermediate, and the 

tunnelling from this intermediate to the products D + CO2. This led to the proposed pathway 

of: 
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𝑂𝐷 + 𝐶𝑂 ⇌  𝐷𝑂𝐶𝑂∗  → 𝐷 + 𝐶𝑂2 Reaction 1-8 

  𝐷𝑂𝐶𝑂∗(+𝑀)
[𝑀]
↔ 𝐷𝑂𝐶𝑂 

Reaction 1-9 

𝑡𝑟𝑎𝑛𝑠-𝐷𝑂𝐶𝑂 
[𝑀]
↔  𝑐𝑖𝑠-𝐷𝑂𝐶𝑂 

Reaction 1-10 

𝑐𝑖𝑠-𝐷𝑂𝐶𝑂 
 
→   𝐷 +  𝐶𝑂2 Reaction 1-11 

Alongside the proposed pathway, several rate coefficients were measured, including the 

rate coefficient for the formation of each DOCO isomer, kcis and ktrans. These coefficients then 

allowed for the equilibrium constant for the isomerisation process, Kiso, to be calculated.  

In the second example, Luo et al. employed a QCL-DCS system to record the self-

reactions of two Criegee intermediates: CH2OO and CH3CHOO. [181, 186] This was achieved 

by observing the fundamental vibrational ν6 transitions of both molecules, which is caused 

by the stretching of the O-O bond between 880 and 932 cm−1. For this study, the usage of a 

frequency comb laser and the DCS detection method facilitated the high spectral resolution 

of 0.0015 cm−1 and a fast temporal resolution of 0.4 μs, which was needed in order to 

distinguish between the two molecules. Within the acquired spectrum, over 2000 

rotationally resolved transitions were observed and spectral transitions solely dependent 

on the syn-CH3CHOO isomer were identified for the first time. Furthermore, the 60
171

1 

hot-band was also witnessed for the CH2OO intermediate. These results could have only 

been achieved with a high spectral resolution and sensitive detection method. In addition, 

the high temporal resolution meant that the rate coefficients for both self-reactions (kself) 

could be determined, such that the kself of CH3CHOO was determined to be almost twice that 

of CH2OO.  

 Trace-gas monitoring 

Another application of frequency comb lasers is for trace-gas monitoring. This 

application exploits the high resolution property of a frequency comb laser alongside the 

high sensitivity and the possibility for real-time analysis. In addition, the broad spectral 

bandwidth of frequency comb lasers, means that multiple molecules can be detected within 
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one measurement. Such applications cover a wide range of uses from breath analysis [174, 

187] to monitoring pollutants and greenhouses during open-path measurements. [136, 188-

195] Examples of these applications will be discussed in the following section. 

Firstly, for breath analysis, there have been multiple studies detailing the capabilities 

of a frequency comb laser for detecting a variety of molecules down to ppt levels. [196] A 

recent study, [187] used a mid-IR frequency comb laser (3.4 to 3.6 μm) coupled to an 

enhanced cavity (cavity enhanced direct frequency comb spectroscopy, CE-DFCS) to 

simultaneously detect and monitor as a function of time multiple molecules: CH3OH, CH4, 

H2O, HDO, H2CO, C2H6, OCS, C2H4, CS2, and NH3. For this study, a home-built FTIR was utilized 

as the fundamental detection method of the frequency comb laser. This detection method 

demonstrated an ultra-high detection sensitivity which was comparable to other well-used 

laser-based techniques such as cavity ring-down spectroscopy (CRDS) and tuneable diode 

laser absorption spectroscopy (TDLAS). For example, using the CE-DFCS method a minimum 

observable concentration of 126 ppt is achieved for H2CO (formaldehyde), [187] on the 

other hand using a GCMS technique the minimum observable concentration is closer to 5 

ppb . [197] Although, it is not uncommon to observe detection limits close to 0.1 ppt for 

other molecules depending on the specific GCMS equipment. [198] 

Secondly, there have been many studies where frequency comb lasers have been 

used for open path measurements of atmospheric molecules. [136, 188-195] The most 

common technique is to use DCS, as this provides multi-species detection, fast real-time 

detection (millisecond timescales) and low sensitivity to turbulent air paths. In one such 

study, Ycas et al., utilised DCS to record concentrations of volatile organic compounds 

(VOCs) over a kilometre scale path length. [192] Within 1 minute of data acquisition and 

averaging, a ppm∙m level of sensitivity for various molecules on was achieved. For example, 

a sensitivity of 5.7 ppm∙m was achieved for (CH3)2CO (acetone) and 2.4 ppm∙m was achieved 

for C3H8O (isopropanol), where the unit ppm∙m denotes the path integrated concentration. 

Furthermore, this method also achieved a SNR of 120. [193] Further work on open-path DCS 

showed it was possible to determine mixing ratios for horizontal and vertical profiles 

alongside spatial mapping of gas molecules in real time. [189] The ability of the DCS 

equipment to rapidly scan across long path lengths and provide continuous and regional 

coverage means the apparatus can be applied to many fields such as monitoring gas leaks 

[195] and quantifying emissions from cars. [194] 

Despite the benefit of monitoring multiple molecules at once, the DCS apparatus is 
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limited in sensitivity for some molecules. For example, the concentration of OH radicals in 

the atmosphere cannot be measured using frequency combs. While DCS can typically 

measure concentrations close to 2000 ppt in 100 seconds, [195] this is not sensitive enough 

for OH radicals, which are typically seen at a concentration of 0.04 pptv using the FAGE 

technique (Fluorescence Assay by Gas Expansion). [124] 

 High Resolution Spectroscopy 

Owing to the high resolution of frequency combs spectrometers, they are useful in 

measuring high resolution spectroscopy of molecules and atoms. [119, 199-204] Most 

notably, a rotationally resolved vibrational spectrum of the buckminsterfullerene molecule, 

C60, (buckminsterfullerene) was measured for the first time. [203] At room temperature, 

many rotational and vibrational levels of C60 molecules are populated, which makes the 

vibrational spectrum of buckminsterfullerene to be highly congested. Using an ultra-cold 

buffer gas cooling method, the population distribution of the molecules collapses to a few 

rotational levels within the ground state, therefore recorded rovibrational spectrum has 

fewer transitions. The use of a high resolution frequency comb laser coupled to an FT 

detection method results in a rotationally resolved vibrational spectrum of the 

buckminsterfullerene molecules. [204] 

Alongside difficult to observe molecules, frequency comb lasers have significantly 

added to the field of sub-Doppler spectroscopic experiments. Although there are many 

literature studies dedicated to sub-Doppler experiments, references [119, 200] have been 

chosen as select examples. In particular, the work of Foltynowicz et al. developed a sub-

Doppler double resonance spectroscopy technique to probe the vibrational spectrum of CH4 

around 3.3 μm. [119] This double resonance technique used a continuous wave laser as the 

“pump” mechanism, and a frequency comb laser as the “probe”, and yielded a centre 

frequency accuracy of 1.7 MHz. Such accuracy was only limited by the frequency stability of 

the pump laser. The main outcomes of this pump/probe sub-Doppler experiment, allowed 

for the accurate assignment of many rovibrational transitions which are not normally 

distinguished in Doppler-broadened experiments. Furthermore, predictions of spectral 

absorptions given by the TheoReTs database [205] were verified with the new sub-Doppler 

assignment of CH4. Further Doppler-free measurements by Gambetta et al. employed a QCL 

frequency comb which yielded a frequency resolution of 160(10) KHz. Alongside this very 

high frequency resolution, a high SNR of 7000 was achieved within a 10 second integration 

time. [200]  
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2. Experimental: Theory and 
Techniques  

This chapter will cover the theory and techniques for the various equipment and 

optical components used in this project. Firstly, the concept of how frequency comb lasers 

work will be discussed. Secondly, the underpinning theory and deployment of important 

optical components will be outlined. Thirdly, how the two gas delivery systems operate will 

be described. Finally, the detection method and the alignment procedure of the detection 

method will be described and discussed. Following on from this chapter, the 

characterisation and commissioning of the new frequency comb experimental apparatus 

will be discussed (Chapter 3). 

2.1. How Frequency Comb Lasers Work 

Frequency comb lasers are a type of ultrafast mode-locked laser, which operate on a 

10−15 seconds per pulse time-scale (femtosecond, fs) and exhibit a broad spectral 

bandwidth. To generate the laser output, three components are needed: a lasing medium 

with an associated pump, a build-up cavity, and a cavity output-coupling mechanism.  

For an ultrafast frequency comb laser, the output-coupling mechanism is achieved 

through a mode-locking technique which is necessary in order to reach the ultrafast 

femtosecond time scale per pulse. The lasing medium defines the spectral region of the 

broad frequency bandwidth, and the laser cavity gives the comb-tooth structure. Each of 

these three aspects will be explored in the following sections, where the section on the laser 

cavity also discusses pulsed repetition rate of the frequency comb laser and carrier-envelope 

offset stabilisation, which are key in transforming an ultrafast laser into a frequency comb 

laser. 

2.1.1. Mode-Locking Mechanism 

To generate an ultrashort pulse, a standard Q-switch laser cannot be used as these 

only produce pulses on nanosecond to picosecond timescales. For example, a Q-switched 

microchip laser can reach a maximum pulse width close to 100 ps. [206] A continuous wave 

(cw) laser cannot be used either, as it does not produce pulses by definition. Instead, the 

technique of mode-locking is used to generate narrow pulses in time, which form part of a 
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pulse train. [207] A lasing medium (see section 2.1.2) is enclosed in an optical cavity, which 

is flanked on either end by two high finesse mirrors, separated by a specific length. Within 

this cavity, only certain longitudinal modes are supported. These modes depend on the 

distance between the mirrors, L, and the frequency of the light, ν in Hz, such that: 

𝜈 =  𝑛
𝑐

2𝐿
 Equation 2-1 

Here, the allowed longitudinal modes are defined as an integer multiple, n, of the inverse 

cavity roundtrip time, τ. The difference between adjacent modes, Δν, is then related to the 

time taken for one round trip of the cavity: 

Δ𝜈 =  
𝑐

2𝐿
=  
1

𝜏
=  𝑓𝑟  Equation 2-2 

The cavity roundtrip time is also related to the repetition rate of the laser, fr. Normally, 

supported modes within the cavity oscillate independently of each other and produce a 

random output pattern in time. However, when cavity modes are in phase, the cavity is able 

to output a short time pulse due to the complete constructive interference of the supported 

modes. A mode-locked laser exploits this in-phase relationship, where, as the modes 

propagate through the cavity, the phase relationship between the modes is fixed and is at 

the maximum constructive pattern. This fixed-phase relationship allows only the in-phase 

interference pattern to be released from the cavity and results in short bursts of intense 

laser light, where the width of the pulse is on the femtosecond timescale. The more modes 

that are in phase, as part of the mode-locking mechanism, the narrower in time the pulse 

from the cavity will be. Because the laser pulse is narrow in time, the observed spectral 

bandwidth is broad (see Figure 2-1 part A). This can be seen from the Fourier Transform 

relationship between the time and frequency domains. However, there is a limit on the 

observed spectral bandwidth, as governed by the Heisenberg uncertainty principle, which is 

a natural property of the Fourier Transform. This property is termed the time-bandwidth 

product, where the duration of the pulse and the spectral width of the pulse are multiplied 

together to give a value limit. For example, a gaussian shaped pulse has a time-bandwidth 

product of 0.44, this means a 100 fs pulse must have a minimum bandwidth of 4.4 THz. [208] 

Many mode-locked lasers operate as nearly bandwidth-limited pulses, meaning the pulse 

duration is as short as possible depending on the spectral width and spectral shape.  

In addition, within the cavity, the modes are all in phase at a time corresponding to 
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the time taken for a round-trip of the cavity. This means there is a pulse train of the in-phase 

modes which are emitted with a separation of time, T and related to cavity length, L. 

Provided the repetition rate of the laser is the same from pulse to pulse, the multiple pulses 

within the pulse train constructively interfere to give a broad structure containing discrete 

frequencies which are separated by the repetition rate of the frequency comb. The more 

pulses within the pulse train the more defined the frequency structure will be, while still 

retaining the FWHM associated with the Fourier Transform of the corresponding 

femtosecond pulse width. For example, Figure 2-1 shows the difference in frequency 

structure depending on the number of pulses within the train. For a single 100 fs pulse the 

corresponding frequency profile is a single, broad peak with a FWHM of 150 cm−1 (part A). 

Having two of these 100 fs pulses in the train means the pulses begin to constructively and 

destructively interfere (part B), this causes the original broad peak to be resolved into 

multiple peaks. By adding more and more 100 fs pulses to the pulse train, the frequency 

structure becomes extremely well resolved, all the while retaining the original FWHM of 150 

cm−1 (part C). 

There are two mechanisms used to mode-lock a laser: active or passive mode locking. 

Active mode-locking works by allowing the laser light out of the cavity at times 

corresponding to the round-trip cavity time using a modulator of the phase or cavity losses, 

such as an acousto-optic or electro-optic modulator. Passive mode-locking utilises a non-

linear optic or crystal at one end of the lasing cavity which displays decreased light 

absorption as a function of increasing light intensity. [207] Therefore, when the mode-

locked phase (which has the highest intensity of light) reaches the optic or crystal, the 

decreased absorption results in the laser light being released from the cavity. Saturable 

absorbers are the most commonly used material for passive locking, however, limitations 

arise from their slow recovery time and wavelength dependency. More recently, a non-

linear optical loop mirror (NOLM) laser resonator [209] has been developed and patented 

by Menlo Systems GmBH. Commercially referred to as a “figure 9” geometry resonator, this 

laser resonator has a shorter fibre optic path alongside adjustable cavity lengths for 

repetition rate tuning. In addition, the “figure 9” resonator presents reproducible and long-

term stable operation. This is of particular interest, and this is the mode-locking of the 

frequency comb laser used in this project.  
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Figure 2-1 Fourier Transforming Femtosecond Pulses. All panels are pure schematics, and 
not to scale A. One 100 femtosecond pulse can undergo Fourier Transform to give a single 
broad frequency peak with a FWHM of 150 cm−1. B. Two 100 femtosecond pulses also 
undergo Fourier Transform to give a broad structure which spans the same frequency 
range as just one pulse. However the two pulses constructively and destructively interfere 
to give multiple frequency peaks. C. The resulting Fourier Transform from a pulse train is 
a broad frequency structure consisting of many peaks (104

 to 105) where the frequency 
FWHM matches that of the one 100 femtosecond pulse.  
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2.1.2. Lasing Medium 

As with any laser system, a lasing medium is needed to generate light. For ultrafast 

lasers, such as a frequency comb laser, it is beneficial to choose a lasing medium that is able 

to emit light over a broad spectral bandwidth. This section will describe how the lasing 

medium emits light using Erbium-doped fibres as an example, as it is a common lasing fibre 

material and relevant to this thesis. The lasing medium defines the wavelength of the laser 

output light, so different materials are often chosen for different applications.  

In order to understand how a laser fundamentally works, the Einstein A and B 

coefficients have to be considered. Recalling from section 1.2.1, the Einstein A coefficient 

describes spontaneous emission, and the Einstein B coefficient describes the absorption and 

stimulated emission processes. Using a two electronic state system (as shown in Figure 1-1), 

the rate of absorption equals the rate of stimulated emission, meaning there is never a 

build-up of photons within the lasing cavity. Instead for lasers, a population inversion system 

is needed, which can only be achieved by using a minimum of three or four electronic states. 

Population inversion is necessary to generate Light Amplification for Stimulation Emission 

of Radiation (a LASER). Only certain materials can be used as lasing media since a minimum 

of three or four electronic state systems are needed. 

Generally, as shown in Figure 2-2 (with erbium-doped fibres as an example), a three-

state laser system works as follows: [207] A light source (pump) excites an electronic 

transition within the molecules of the lasing medium from an initial state (state 1) to a higher 

energy electronic state (state 2). Another electronic transition follows, allowing the 

molecule to relax to an intermediate energy electronic state (state 3), causing a population 

inversion with a lower energy electronic state (state 1). The lasing transition in this example 

is the transition from state 3 to state 1. The molecules in state 3 undergoes spontaneous 

emission, allowing a transition back to state 1, releasing a photon of energy. The 

spontaneously emitted photons can cause stimulated emission for other population in state 

3 to generate two photons at the final photon energy of the laser. Furthermore, there is a 

directionality component of the photons to consider. Spontaneous emission causes the 

photons to be released in random directions, whereas for stimulated emission the photons 

are emitted in the same direction as the incoming photon. This ensures the light travels 

together through the cavity, and builds up in intensity between the cavity mirrors before 

the light leaves the cavity (once the exit conditions are met). 
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Figure 2-2 Erbium Laser Emission. Schematic showing the erbium ions within the lasing 
medium are excited from the ground state, 4I15/2, to an excited electronic state, 4I11/2, using 
980 nm generated from a diode. The ions then undergo fast decay to an intermediate 
state, 4I13/2, causing a population inversion. From this electronic state the ions slowly 
undergo spontaneous emission back to the ground state. The emitted photons can drive 
directional stimulated emission from the intermediate electronic state to the ground 
state. As the close packed ions exhibit a band structure, the emitted photons cover a 
broad wavelength range. Adapted from reference [145]. 

 

As shown in Figure 2-2, for erbium-doped fibres, a 980 nm laser diode is needed to 

excite the Er3+ ions within the doped fibre from its initial ground state (4I15/2) to an excited 

state (4I11/2). The ions then undergo fast decay to a lower energy intermediate state (4I13/2), 

with slower spontaneous emission to the ground state which causes the needed population 

inversion. As mentioned above, these spontaneously emitted photons can drive stimulated 

emission which helps to build up the power in the light output. The close packed ion 

structure of the fibre material gives rise to an energy band structure within the ground state 

(4I15/2) and the intermediate state (4I13/2).  This means photons of over a small range of 

energies are emitted and causes a continuous wavelength range to be observed. For erbium-

doped fibres, this range is from 1520 to 1600 nm.  

2.1.3. Lasing Cavity 

Within the optical cavity, the lasing cavity has a defined length, L, which is the distance 

between the two highly reflective mirrors. This length is directly related to the repetition 

rate of the laser, fr, which can be seen using equation 2-2 from section 2.1.1. For example, 

a cavity length of 100 cm gives a repetition rate of 150 MHz and a cavity round-trip time of 

7 ns.  
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As previously mentioned, the pulse train of femtosecond pulses are separated by the 

round-trip time of the cavity, which is determined by the length of the lasing cavity. 

Therefore, so long as the repetition rate of the laser, and therefore the length of the cavity, 

is the exact same from pulse to pulse (as achieved with mode-locking the laser), the multiple 

pulses within the pulse train constructively interfere to give the discrete frequency pattern 

needed for the frequency comb laser. However, vibrations and small fluctuations in 

temperature causes the cavity mirrors to contract and expand, thus changing the length of 

the cavity on micrometre or sub-micrometre scales. Consequently, this change in cavity 

length changes the repetition rate of the laser, and the frequency bandwidth structure is no 

longer comprised of many discrete frequencies, but rather begins to resemble the less 

defined and broader frequency peaks associated with two femtosecond pulses (as seen in 

Figure 2-1, part B). To achieve a well-defined comb structure, the repetition rate of the laser 

is “locked” to ensure the complete constructive interference of all the supported modes. It 

is this repetition rate stabilisation, alongside the carrier-envelope offset stabilisation 

discussed later in this section, which sets apart a frequency comb laser from other mode-

locked ultrafast lasers.  

Locking the repetition rate requires two pieces of equipment: a reference for the 

repetition rate and a way to actively move one of the cavity mirrors. Typically, a stable 

frequency standard such as a caesium or rubidium atomic clock, is used to generate the 

reference repetition rate, such that each roundtrip of the cavity is the exact same length, 

and hence the same repetition rate. To change the cavity length in order to match the 

repetition rate, a fast response piezoelectric device is used to alter the mirror position at 

one end of the cavity. By responding to an electrical signal, the piezoelectrical crystal will 

either contract or lengthen itself to match the cavity repetition rate conditions. This is 

achieved using a PID loop (proportional-integral-derivative), which calculates an error value 

as the difference between the set-point and the process variable, and applies a correction. 

In this case, the set-point is determined by the rubidium atomic clock, and the correction is 

applied to the piezoelectrical crystal. 

However, frequency comb lasers exhibit a carrier-envelope offset (CEO) phase, 

whereby the carrier wave and the maximum intensity of the time pulse differ on a pulse to 

pulse basis (Δφceo). [147, 176] This difference is due to the difference between the phase 

and group velocity of the pulses. As shown in Figure 2-3, the time pulse is shown in green 

and the carrier wave in black dashed lines, the difference between the peak of the time 

pulse and the peak of the carrier wave is the offset, Δφceo. This offset then carries through 
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to the frequency comb structure in the frequency domain, where the observed frequency, 

νn, is calculated by the repetition rate frequency, fr, multiplied by an integer mode number, 

n, and the CEO frequency, f0: 

𝜈𝑛  =  𝑓0 + 𝑛𝑓𝑟 Equation 2-3 

In addition, the CEO frequency, f0, and the pulse to pulse shift, Δφceo, are related by:  

𝑓0 = 
1

2𝜋
𝑓𝑟∆𝜙𝑐𝑒𝑜 Equation 2-4 

As this carrier-envelope offset property changes for each time pulse, the absolute frequency 

of each comb line changes as the pulse-to-pulse shift changes. It is therefore necessary to 

either characterise or remove the CEO frequency, which can be done through two methods. 

The first method is to use difference frequency generation (DFG), which takes the frequency 

difference between two comb structures that were generated from the same source. This 

means, that the frequency offset is removed through basic mathematics: 

𝜈𝑛  =  (𝑓0 + 𝑛1𝑓𝑟) − (𝑓0 + 𝑛2𝑓𝑟) = (𝑛1𝑓𝑟 − 𝑛2𝑓𝑟) Equation 2-5 

The second method involves is known as f-to-2f self-referencing. If a low frequency, nfr, peak 

is doubled to its second harmonic value, 2(nfr), it will have approximately the same 

frequency as the corresponding 2nfr on the high frequency side of the spectrum. By 

measuring the heterodyne beat (2νn − νn) between these two frequencies, this generates a 

difference which is just the CEO frequency (f0): [176] 

2𝜈𝑛 − 𝜈𝑛  =  2(𝑛𝑓𝑟 + 𝑓0) − (2𝑛𝑓𝑟 + 𝑓0) =  𝑓0  
Equation 2-6 

Thus, the system can directly measure the frequency offset value, hence the term self-

referencing. 
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Figure 2-3 Carrier Envelope Offset. Schematic showing how a frequency comb laser 
outputs a stabilized pulse train of femtosecond time pulses, where each pulse is 
separated by the round-trip time of the cavity, τ. Within the pulse envelope there is a 
difference between the pulse intensity and the carrier wave, defined as the carrier 
envelope offset (CEO), or Δφceo. Within the frequency domain, the broad spectral 
bandwidth related to the time domain through the Fourier transform relationship, also 
exhibits CEO, f0. This offset changes the observed comb teeth frequency νn, through 
simple addition: νn = f0 + nfr, where n is the mode number of the comb tooth and fr is the 
repetition rate frequency between adjacent comb teeth. Adapted from reference [147]. 
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2.2. Experimental Apparatus 

2.2.1. The Optical Layout 

Figure 2-4 shows a pure schematic of the entire optical layout, incorporating both 

experiment apparatuses and the VGC detection set-up. The entire box outline within the 

figure does not represent the full optical table which is 2.5 m x 1.5 m in size, as the free-jet 

expansion experiment is housed on a different optical table. However, the optical table is 

the same orientation as the figure box, and the general layout is correct. Within the 

following sections, and where appropriate, the optic or lens has been labelled to match the 

label in Figure 2-4. Presently, the mid-IR comb from 2900 to 3600 nm, or 2750 to 3400 cm−1 

is to the right of the optics table, from which the output is directed towards the flow cell 

and the free-jet expansion chamber: a magnetic mirror mount (R1) is used to direct the 

beam towards either one of these. After the frequency comb has passed through the 

appropriate gaseous sample in either apparatus, the output is fibre coupled to the VGC 

detector, which consists of, in order of notable optics, a five times beam magnification (L3 

and L4), a +100 mm FL (focal length) cylindrical lens (L5), an 8.1 x 25.4 x 76.2 mm CaF2 VIPA 

optic (Light Machinery), a 50 x 50 mm diffraction grating with 450 groves per mm, a + 440 

mm FL lens (L6), and finally a + 50 mm FL achromatic doublet lens (L7). Finally the 2D array 

of the frequency comb is imaged onto the InSb detection camera. 

All simple lenses and mirrors in this set-up are 1” in diameter and are constructed 

from either AR (anti-reflective) coated CaF2 (Thorlabs) or coated with Silflex (Materion 

Balzers Optics), which are specifically designed for the mid-IR region. Other optics such as 

the VIPA, the diffraction grating, and the imaging lenses were sourced from other companies 

and described in their respective sections below. 
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Figure 2-4 Optical Layout. Schematic of the full optical layout for frequency comb laser, the two optical gas cavities and the detection setup. While the 
general layout is correct, the diagram is not to scale. The red lines show the direction of the mid-IR comb at 2750 to 3400 cm−1, the solid black lines are 
mirrors (labelled M), black dotted lines are either ‘D’ optics (labelled D) or removable mirrors (R), and black boxes are focusing lenses (labelled L). The 
frequency comb is passed through either the Herriott cavity in the flow cell, or the Herriott cavity and the free-jet expansion apparatus. Through the 
use of fibre coupling, the comb is then directed through the detection set up which is further detailed in section 2.2.6.  
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2.2.2. Frequency Comb Laser 

The commercial frequency comb laser this thesis uses is produced by Menlo Systems 

GmbH (Munich, Germany). This system uses a single fibre laser and multiple non-linear 

optical techniques to produce a frequency comb laser output centred at 3125 cm−1 (3200 

nm) and a spectral range of approximately 2750 to 3400 cm−1 (2800 to 3600 nm). Figure 2-5 

shows the five compartments which generate the frequency comb output: Firstly, inside the 

M-comb compartment (box 5), a 980 nm diode is used to pump the erbium-doped fibre to 

generate a seed light at 9615 cm−1 (1560 nm), with a laser repetition rate of approximately 

250 MHz, or 0.008 cm−1. This repetition rate is set by the length of the cavity (as previously 

discussed in section 2.1.3). To ensure that a known and controllable repetition rate is used, 

the cavity length is repetition rate locked. The reference frequency is generated by 

frequency mixing 245 MHz, created from a 10 MHz rubidium frequency standard clock (SRS 

FS725), with 5 MHz produced from a 20 MHz source. The 20 MHz source is from a Marconi 

Signal Generator, also referenced to the rubidium clock. The generated 250 MHz is then the 

reference point for a piezoelectric crystal on which one cavity mirror is mounted. This crystal 

changes in length in response to an electrical signal. A PID (Proportional-Integral-

Differential) locking scheme is employed to ensure a tight lock to this repetition rate. In 

addition, the 250 MHz repetition can be changed by altering the 20 MHz signal given by the 

digital delay synthesiser (DDS). During an experiment, this is typically done in 400 Hz step 

sizes, corresponding to changes of 100 Hz to the repetition rate. The benefit of this change 

in repetition rate means different wavenumbers can be implemented over the course of an 

experiment. This is further discussed in section 3.1. 

After generation of the seed light at 6410 cm−1 (1560 nm), this light is then amplified 

in two separate parts (inside box 4, the Er-Amp). One part is used directly as 6410 cm−1 and 

the other part is used to pump the ytterbium-doped fibre (box 1) to generate the 9615 cm-1 

(1040 nm) light through a non-linear process. The 9615 cm−1 is also amplified and then 

subjected to a compressor inside the TOD section (Third Order Dispersion, box 2), which 

broadens the frequency range as the non-linear process narrows the temporal profile of the 

laser. Finally, the two amplified sources are mixed (box 3) in a temperature controlled PPLN 

(Periodically Poled Lithium Niobate) crystal where the energies undergo difference 

frequency generation (DFG) which subtracts the two energies to give the broad comb 

structure centred at 3125 cm−1 (3200 nm) with a FWHM bandwidth of 250 cm−1.  

The PPLN crystal used is a quasi-phase-matched material where the refractive index 
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of the crystal allows for phase matching of two or more energies as the light travels through 

the medium. [210] When the correct temperature is set for the PPLN (135 °C for this 

system), the generated photons are always in constructive interference with each other, 

thus yielding highly efficient conversion. Other crystals used for DFG processes within 

ultrafast lasers are required to be very short in length, sacrificing conversion efficiency, in 

order for the pulse to not experience temporal broadening. PPLN crystals do not experience 

this broadening due to the phase-matching properties as the light propagates through the 

crystal. 

However, the DFG process in the PPLN crystal is not the only non-linear process which 

occurs. Other wavenumbers of light can be generated, provided the energy is conserved. 

For example, the two fibre outputs at 6410 cm−1 (1560 nm) and 9615 cm−1 (1040 nm) can  

 

 

Figure 2-5 Frequency Generation Modular Compartments. Schematic diagram of the 5 
components which generate the frequency comb laser centered at 3200 cm−1. M comb = 
Primary Oscillator; TOD = Third Order Dispersion; PM = Polarization Maintaining; HPM = 
High Power Measurement; DFG = Difference Frequency Generation; PPLN = Periodically 
Poled Lithium Niobate. Adapted from reference [211] 
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Figure 2-6 Spectral Profile of the Frequency Comb. This graph shows the spectral profile 
of the frequency comb from 2800 to 3600 nm, or 2750 to 3400 cm−1. The profile has a 
FWHM of 250 nm or 245 cm−1, with the maximum power output of 147.40 mW at 3236 
nm or 3090 cm−1. Taken from reference [211]. 

 

undergo sum frequency generation (SFG) to generate orange light at 16025 cm−1
 (625 nm), 

or second-harmonic generation (SHG) to generate green light at 19230 cm−1 (520 nm) and 

near-infrared light at 12820 cm−1 (780 nm). As this project is only interested in the mid-IR 

output centred at 3205 cm−1 (3120 nm), a removable filter is used immediately after the 

output of the laser. 

For the PPLN crystal set to 135°C, the wavenumber output is centred at 3205 cm−1 

with a FWHM of 250 cm−1, spans from 2750 to 3400 cm−1, and has a total output power of 

147 mW (as shown in Figure 2-6). This range is ideal for probing C-H stretches which appears 

strongly from 2850 to 3300 cm−1, alongside some O-H and N-H vibrational stretching 

frequencies depending on the structure of the molecule. For example, N-H antisymmetric 

stretches, which in amides appear from 3330 to 3400 cm−1 cannot be measured by our 

frequency comb, but some N-H symmetric vibrational stretches in aliphatic amines, which 

appear from 3250 to 3300 cm−1 could be visible. There is limited tunability of the centre of 

the frequency comb output. However, it can be slightly tuned, by approximately 50 to 

100 cm−1 by changing the PPLN crystal temperature or the time delay between the temporal 

overlap of the 6410 cm−1 and the 9615 cm−1 energies. 
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2.2.3. Sample Apparatus  

There are two different experimental apparatuses used, but both are currently using 

the same optical arrangement surrounding the gaseous samples. In addition, both 

experiments use a vacuum-sealed chamber to house the gaseous sample, and have a 

Herriott cell beam pattern which allows for an extended path length of the comb light which 

interacts with the sample. 

 Herriott Cell Fundamentals 

For absorption spectroscopy, we use the Beer-Lambert Law to measure the 

absorption of light by the molecule: [114] 

A𝜈 =  ln
𝐼

𝐼0
= 𝑁𝜎𝜈𝐿𝑝𝑎𝑡ℎ Equation 2-7 

(This has been previously defined in section 1.2.3). To increase the observed absorbance of 

the specific sample, there are only two factors which can be changed: N and Lpath. The 

absorption cross section, σν, is a property that is specific to the molecule that is being 

observed and the value can only be increased by changing the temperature of the molecule, 

which in most cases is not feasible. The concentration of the sample can be increased to a 

certain extent, however, increasing the concentration introduces complications such as 

saturation, scattering issues, potential dimerisation of the molecules, or broadened spectra 

from pressure effects. Therefore, most sensitive absorption techniques increase the path 

length of the light through the sample, as increasing the path length leads to a direct 

increase in the measured absorbance. There is also the added benefit that the longer the 

path length, lower concentrations can potentially be detected of the sample molecules and 

or the possibility of detecting molecules with smaller σν.  

Herriott cells work by reflecting the light between two curved mirrors (H1 and H2) 

multiple times, [212, 213] where the number of passes between the mirrors depends on the 

focal length, distance between the mirrors, and the entrance angle of the input light (Figure 

2-7). For two mirrors of focal length, f, and spaced at distance, d, the angle, θ in radians, 

between adjacent rays can be calculated: [213] 

cos(𝜃) = 1 − (
𝑑

2𝑓
)   Equation 2-8 

This calculated angle can then be used to find the Cartesian coordinates of each ray, xn and 
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yn. In addition, the number of round-trips through the cavity can be determined through the 

θ angle: [213] 

2𝑛𝜃 = 2𝜋 Equation 2-9 

where n is the integer number of return trips, or two passes, through the optical cavity. For 

example, when d = f, n is 3, so six total passes through the gas sample. When an optical 

cavity fulfils the conditions in Equation 2-9, the pattern of the rays looks like that as shown 

in part A, Figure 2-7. Consecutive rays proceed around the mirrors in an almost 90° pattern 

before exiting the cavity. While this method gives many passes, there is a maximum number 

of passes and thus a limit on the path length. More complicated ray paths are obtained 

when: [213]  

2v𝜃 = 2𝜇𝜋 Equation 2-10 

where μ is an integer number, not equal to n. This condition then gives rise to patterns as 

shown in part B, Figure 2-7, where the consecutive rays are separated by more than 90°.  

Although hard to show in a figure, the ray pattern shown in part B has many more 

passes than the ray pattern shown in part A. Essentially, the first x amount of rays are evenly 

spaced around H1 and H2, where x is an integer number, for example the first 10 rays. Then, 

instead of meeting the exit conditions, the 11th ray hits directly next to where the 1st ray hit 

H2, this pattern continues around both mirrors for another 9 rays, subsequently the 21st ray 

hits H2 directly next to where the 11th ray hit and so forth until the exit conditions are 

matched for the focal length, f, and the distance between the two optics, d. This more 

complicated path gives rise to a much longer path length. [214] Furthermore, the beam 

undergoes less distortion in this more complicated alignment, and despite being a much 

longer beam path length, the photon flux of the beam exiting the optical cavity is higher 

than the equivalent number of passes in a standard Herriott alignment. Both types of 

Herriott patterns have been utilised in this project, with the more complicated ray pattern, 

as shown in Figure 2-7 part B, being the current alignment of the room temperature flow 

cell, and the simpler ray pattern being used for the free-jet expansion apparatus. Figure 2-8 

shows photographic images of the two different Herriott cell patterns. Picture A shows the 

typical pattern and picture B shows the more complicated pattern. For both images, the red 

dots are caused by the visible light output from the frequency comb. While this is a good 

approximation for the mid-IR comb light, it is not an exact overlap of the two wavelengths. 
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Figure 2-7 Schematic Herriott Cell Laser Spot Patterns. A. Typical Herriott cell pattern 
featuring 26 passes (each red dot represents where the laser hits the mirror) between 
two concave mirrors (H1 and H2). The numbers next to each red dot is the pass number, 
and follows a clockwise pattern where each n + 1 pass is almost a 90° turn from the nth 

pass. B. A more complicated Herriott cell pattern showing the first 7 passes through the 
cavity. The first four passes follow a similar pattern to the simpler pattern shown in part 
A, but the 5th pass is then further away from the 1st pass and so forth.  
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Figure 2-8 Pictures of Herriott Beam Patterns. A. Picture of a typical Herriott cell pattern 
taken from an old configuration where H1 was on the outside of the cell. B. Picture of 
complicated Herriott cell pattern taken from inside the free-jet expansion chamber. 
Pictures were acquired using the visible light output from the frequency comb, and is not 
a direct overlap of the mid-IR light. 

 

 Deployment 

The Herriott cell in the room temperature flow set-up consists of two +100 mm FL, 

gold coated, concave mirrors (ThorLabs), which reflect light in the IR region. The comb light 

is introduced to the cell through a small 3 mm hole towards the top of the mirror, rather 

than in the centre of the mirror, as this allows for a greater number of passes. Over the 

course of the project, the Herriott cell has been re-aligned many times, meaning the 

distance between the two mirrors and the number of passes changes with each 

realignment. This realignment process therefore means we operate with a different path 

length across different experiments. However, for each of the experiments in this project, 

the Herriott cell length is kept consistent for each spectra acquisition. For each change in 

the path length of the Herriott cavity, the new path length is determined by recording a 
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spectrum with a known concentration of CH4 and comparing to a reference spectrum from 

HITRAN. [215, 216] Typical path lengths given by the Herriott cell range from 400 cm during 

the early development stages of the project to the current 1200 cm path length. The specific 

path length and number of passes is stated in the experimental methods for each 

experiment.  

The interaction region between the gas sample and the Herriott cavity is shown in 

Figure 2-9, part A. As the gas is flowed through the cell, it can be assumed that the entire 

volume of the sample cell contains the gas sample (as shown in blue), therefore the only 

limiting factor for the interaction region is the full path length of the frequency comb laser 

(as shown in red). Subsequently, this means the calculated path length, as determined from 

a CH4 spectrum, can be thought of as the entire path length of the frequency comb through 

the cavity.  

In comparison, the free-jet expansion experiment is housed inside a custom built 6 

way cross chamber, with DN160 CF or LF attachments, and is directly attached to an Edwards 

Turbo vacuum pump on the sixth flange. A Herriott cell cavity was also used in the initial 

stages of development, with the two +100 FL, gold coated, concave mirrors (ThorLabs) caged 

mounted inside the chamber. However, the alignment for this optical set-up was difficult, 

and due to large uncertainty in the concentration of the sample in the free-jet expansion 

(see section 2.2.4.4), and the physical size of the free-jet expansion, the actual path length 

is hard to quantify. In addition, the free-jet expansion method gives a lower concentration 

of molecules in the chamber than the flow method, and has a smaller interaction region 

with the frequency comb laser (Figure 2-9, part B). Therefore, to increase the path length 

and thus increase the observed absorption we will move to an enhancement cavity. This 

enhancement cavity will use two high finesse mirrors with focal lengths of +1000 mm 

(Layertec). Currently, the enhancement cavity is under construction and further discussion 

of this work can be found in section 7.1.1. The current interaction region between the free-

jet expansion and the optical cavity is shown in Figure 2-9, part B, however this is a pure 

schematic as the size of the free-jet expansion is unknown.  

Photographs of both sample cells, along with the approximate interaction regions, are 

shown in Figure 2-10. For the flow cell, the Herriott cavity mirrors are directly attached to 

the flanges at either end of the cell with external adjustable mounts. Whereas for the free-

jet expansion apparatus, the cavity mirrors are internally mounted on adjustable mounts. 

This means that to adjust either cavity mirror, the chamber must be opened.  
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Figure 2-9 Interaction Regions of Molecules and Optical Cavities. A. Schematic of the 
flow cell showing the approximate path of the Herriot cell (red) between the two mirrors 
(H1 and H2), and the volume of gas (blue) in the cell, and the interaction region of the 
two (green box). B. Schematic of the free-jet expansion chamber showing the 
approximate path of the Herriott cell (red) between the two mirrors (H3 and H4), and the 
free-jet expansion (blue) in the chamber, and the interaction region of the two (green 
box). 
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Figure 2-10 Pictures of Sample Apparatus. A. Picture of the flow cell showing the gas flow 
direction and the approximate frequency comb light path through the cell. B. Picture of 
the free-jet expansion chamber showing the free-jet expansion trajectory and the 
approximate frequency comb light path through the cell. 
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2.2.4. Gas Delivery 

Alongside having two different optical cavities for the room temperature and cold 

temperature absorption spectra experiments, there is also a different gas delivery system. 

For the room temperature cavity, only a simple static cell or flow cell is required to achieve 

detectable concentrations, where typical concentrations start at 8 × 1011 molecule cm−3. 

[137] A static cell just simply requires filling the cell to a certain pressure for taking 

measurements. However, static cells are not often used as it can be difficult to fill the cell 

with the required pressure and ensure that pressure is maintained throughout the 

experiment. In addition, it can be difficult to recreate the conditions for further experiments, 

and difficult to control the concentration of target molecule in a bath gas mixture. 

Therefore, it is better for repeatable experiments to control the flow of gases through the 

cell. This flow is achieved using mass flow controllers (MFC). An MFC works by applying a 

set voltage to the controller, this regulates the flow of the gas in relation to the pressure on 

the output side. Although referred to as a “mass” FC, the sensor inside the MFC is actually 

responding to the change in temperature of the gas flow. Similar to how the lasing cavity 

uses a PID feedback loop (section 2.1.3), MFC’s work on a comparable feedback mechanism. 

Firstly, the initial flow rate is converted to an electrical signal based on the proportional 

change in temperature. This electrical signal is then sent to the comparison control circuits, 

where the flow rate setting signal and the actual flow signal are compared, and a difference 

signal is sent to the valve driving circuit. Lastly, the flow rate control valve moves in an 

appropriate manner to remove the difference between the set flow rate and the actual flow 

rate. [217] 

In addition to controlling the pressure within the flow cell, the temperature of the 

flow cell can be increased by using resistive heating tape to record measurements above 

room temperature. However, this flow cell cannot be efficiently cooled down, therefore a 

different type of apparatus is required for the cold temperature experiments. However, the 

cold temperature apparatus requires a different approach for gas delivery, as it is the gas 

delivery method which causes the cooling of the molecules. For this project, a free-jet 

expansion is used to rapidly cool the molecules down to rotational temperatures ranging 

from 5 to 30 K. Free-jet expansions are generated by expanding a gas through an orifice into 

a vacuum at pressure PB. [218] Before the gas exits through the orifice, we have a starting 

temperature, T0, and a starting pressure, P0. The difference in pressure before and after the 

orifice (P0 − PB) accelerates the gas, which then decreases the enthalpy of the gas and thus 

cools the molecules in the gas. [219] This cooling process can be further explained by  



67 
 

 

 

 

 

 

 

Figure 2-11 Free-Jet Expansion. Schematic of how a gas expands as a supersonic 
expansion. The gas before the nozzle is at temperature, T0, pressure, P0, and with M 
(Mach number) << 1. At the nozzle orifice M = 1. In the supersonic expansion, the gas is 
at temperature, TB, pressure, PB, and with M >> 1.  
Adapted from references [218, 220] 

 

understanding the conversation of momentum, the internal energy of the gas molecules is 

converted to kinetic energy, and therefore as the internal energy decreases the rotational 

temperature of the molecule must also decrease. If the ratio between the pressures, P0/Pb 

is larger than 2, the gas undergoes supersonic expansion (Figure 2-11). In this supersonic 

expansion, the expansion of the gas can be characterised by pressure, P, temperature, T, 

the density of the molecules in the gas, n, and the velocity of the gas, v. Furthermore, across 

the gas expansion, the Mach number, M which is a dimensionless quantity representing the 

ratio of gas velocity to the speed of sound, can be characterised as M << 1 where the 

pressure = P0, M = 1 at the nozzle orifice, and M >> 1 in the vacuum chamber (Figure 2-11). 

[218] Due to vacuum pumping constraints, the free-jet expansion is not used as a continuous 

flow source, but instead the gas is pulsed through the nozzle. This pulsed nozzle is explained 

further in section 2.2.4.4.  

 Gas Sample Line 

To introduce gas to either the flow cell or the free-jet expansion set-up, a leak proof 

gas sample line capable of being placed under vacuum is used. In order to introduce liquid 

samples and control the flow of the gas mixtures, a new sample line was constructed. 

Certain requirements were needed for the new gas sample line: be able to isolate sections 

of the gas sample line so liquid samples can be changed or certain sections can be placed 

under vacuum, be able to dilute target molecules with a bath gas, and have the ability to 

quickly switch the flow of gas from the flow cell to the free-jet expansion.  

For all components of the gas sample line, the metal framework is constructed from 

6 mm (outer diameter) stainless steel tubing and 6 mm (outer diameter) flexible PTFE 
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(polytetrafluoroethylene) tubing, with joints and other connections being made using 

Swagelok compression fittings. A simple diagram showing the full gas sample line is shown 

in Figure 2-12. Either Ar or N2 can be introduced to the sample line as either the carrier gas 

for a liquid sample, or directed straight to either apparatus for background measurements. 

These two gases were chosen as the bath gas as they are inert and do not any exhibit IR 

frequencies. A third gas source, a 4.5% mix of CH4 in N2 is also attached to the sample line, 

as this mixture is used for the frequency calibration in experiments (see section 3.2.3). 

As this project handles liquid samples, namely CHBr3, CH2I2, and CH2Br2, there has to 

be a system to get the liquid samples into the gas phase. This is achieved using two different 

liquid sample containers (LSC): one for the flow cell (attached to MFC-1) and one for the 

free-jet expansion (attached directly to the chamber). Both work by passing either bath gas 

over the liquid sample and a portion of the sample is entrained into the buffer gas, as 

determined by the liquid’s saturated vapour pressure. However, this process is done in two 

slightly different ways. For the liquid sample towards the flow cell, the liquid is placed in a 

small vacuum sealed container and the buffer gas “bubbled” through the sample. On the 

other hand, for the free-jet expansion liquid sample, a piece of glass wool is saturated with 

the liquid and then placed into a small stainless steel container and the buffer gas is passed 

through the glass wool. This glass wool method helps to get more of the liquid sample into  

 

 

 

 

 

 

 

 

 

 

 

Figure 2-12 Gas Sample Line. Schematic of the gas sample line. 3 attached gas lines: N2, 
Ar, and a 4.5% mix of CH4 in N2. Quarter turn valves are shown in green. Attached to the 
line are two LSCs (liquid sample containers) and two MFCs (mass flow controllers). 
Configuration of the sample line can be altered to have either the MFC-2 or LSC-2 in use.  
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the gas phase, while also being physically closer to the free-jet expansion. In addition, the 

use of an MFC is not needed as we do not need to have fine control of the concentration of 

the molecules in the free-jet expansion, we just want to get as much of the sample in the 

jet as possible. 

 Mass Flow Controllers 

Currently, this project has three MFCs to use, each with a different maximum flow 

rate: 1000, 500 and 30 standard cubic centimetres per minute (sccm) (Tylan FC-280). These 

MFCs will be used in pairs so that one controller will be used to flow a precursor molecule 

and the other used to flow a buffer gas (N2 or Ar) to reduce the percentage concentration 

of the precursor in the overall sample mixture. To calibrate the set voltages and relate them 

to the flow units’ sccm, the MFCs are connected to a known gas, typically N2. The gas is then 

flowed through a solution of soap and water to create bubbles, these bubbles then travel 

through a burette and the time taken for the bubble to travel a set volume at a specific 

voltage is recorded. From this data, the flow rates are then converted to sccm and plotted 

for each MFC. As gases have different thermal properties, to switch between calibration and 

operation gases, conversion factors are used, e.g. for N2 it is 1, for O2 it is 0.98, and for CH4 

it is 0.76. [217] In addition, volumetric flow rates can be affected by changes in ambient 

temperature and pressure, so further corrections are needed to convert flow rates at 

different operating temperatures and pressures. 

 Flow Cell  

The flow cell is a stainless steel DN40CF tube with an approximate volume of 800 cm3, 

and directly attached to an Edwards vacuum pump. When under vacuum, the cell is held at 

<0.001 mbar and can withstand pressures up to atmospheric pressure, if not higher 

pressures (however this is untested).  

After the gas cell, there are two pressure readers: an MKS Baratron (0 to 100 mbar) 

and a capacitance manometer (100 to 1000 mbar). The MKS Baratron reads a direct pressure 

within the gas cell in mbar, and the manometer shows a pressure relative to atmospheric 

pressure in mbar. For later experiments, specifically those involving the pressure broadening 

measurements for CH2Br2, an Omega Engineering Inc. pressure transducer (0 to 350 mbar) 

replaced the manometer. For flowing the gas through the cell, the pressure is controlled via 

the opening of a needle valve to the roughing pump. This control of the needle is particularly 

useful for increasing the pressure in the gas cell without changing the MFC flow settings.  
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 Free-Jet Expansion Chamber 

The free-jet expansion chamber is much larger than the flow cell. As stated above, it 

is a custom 6 way cross chamber, and is directly attached to an Edwards Turbomolecular 

vacuum pump. Within the chamber, there is a hot-filament ionization gauge which reads an 

average pressure inside the chamber. Under vacuum, the pressure is close to 1 × 10−8 mbar, 

and during experimental operating conditions (i.e. the free-jet expansion is pulsing) the 

pressure reads approximately 2 × 10−4 mbar. However, this pressure reading is an average 

of the pressure within the entire chamber, and so cannot be recorded as the absolute 

concentration of the sample. As the pressure of the gas before the chamber is over 1000 

mbar (operating pressures are typically close to 2000 mbar), this gives a good pressure 

difference for the supersonic expansion to work well and give free-jet expansion 

temperatures of approximately 20 to 40 K for the gas samples tested. 

While it is possible to run the free-jet expansion as a continuous flow, this project 

uses a pulsed valve to selectively introduce the gas sample to the chamber due to pumping 

speed constraints. The valve is a Series 9 Solenoid Pulsed valve available from Parker 

Hannifin [221] and a schematic of the valve is shown in Figure 2-13. In simple terms, the  

 

Figure 2-13 Series 9 Solenoid Pulsed Valve. Diagram of the Series 9 solenoid pulsed valve 
used for the free-jet expansion. The difference between the high pressure before the 
pulsed valve and the low pressure after the pulsed valve is maintained by the O-ring 
within the valve and the poppet on the center-line. All important parts have been labeled 
in orange, and the flow of the gas sample is shown with blue arrows. Adapted from 
reference [221]. 
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valve works by moving an armature back and forth in response to an applied voltage across 

a solenoid. This voltage has a certain start time relative to the camera detection start time 

and has a pulse width of 350 to 450 μs. As the armature moves back and forth (facilitated 

by the two springs), the poppet, which sits in the orifice, also moves back and forth causing 

a hole for which the gas flow expands through and into the main chamber. 

2.2.5. Fibre Coupling 

 Theory 

To help direct the comb light between the sample cells and the VGC detector, the 

laser is fibre coupled into a single-mode (SM) mid-IR fibre. Not only does this help to reduce 

the number of optics on the optical bench, but the fibre output is a TEM00 (transverse 

electromagnetic mode) transverse Gaussian beam which does not exhibit significant 

divergence. In addition, the use of the fibre means it is easy to switch between the two gas 

cell apparatus, flow cell or molecular beam chamber, while not affecting the VGC detector 

set-up. In addition, any change in the alignment of either apparatus means there is no need 

to realign the VGC detection alignment which is a long and repetitive process (section 

2.2.6.3).  

Optical fibres are comprised of a cylindrical core, with a refractive index n1, and an 

encasing cladding of refractive index, n2. For the light to be confined to the core of the fibre, 

n1 must be greater than n2. For the light to be efficiently coupled into the fibre, the numerical 

aperture (NA) between the laser (related to the beam size) and the fibre must be matched. 

For the fibre, the NA is related to the refractive indices of the core and cladding, and is 

essentially a dimensionless characterisation of the range of angles within which the light will 

be transmitted into the fibre: 

∆ =  
𝑛1
2 − 𝑛2

2

2𝑛1
2  Equation 2-11 

𝑁𝐴 =  𝑛1√2∆ Equation 2-12 

where Δ is related to the relative differences between the refractive indices, and for 

coupling to be effective, Δ << 1. To match the NA between the laser and the fibre, an 

aspherical lens is implemented which focuses the light to the correct beam size. [222]  

The size of the fibre core gives a limit on the number of modes supported in the fibre, 
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and thus limits the number of modes which the fibre outputs on the other side. For a core 

size of less than 10 μm, the fibre is said to be single-mode (SM), however if the core is greater 

than 10 μm the fibre is multi-mode (MM). [223, 224] SM fibres, as the name suggests, only 

support the lowest-order mode which is TEM00 Gaussian shaped beam, whereas the MM 

fibres can support multiple modes, depending on the size of the fibre core. However, the 

more modes coupled into the fibre leads to more intermodal dispersion due to the 

differential time delay between modes of light inside the narrow fibre. This dispersion can 

be limited through the use of the graded-index fibre. There are two types of index fibres: if 

both refractive indices are consistent across the fibre, then the fibre is said to be a step-

index fibre, but if n1 varies with the radius of the fibre core, it is a graded-index fibre. [223] 

Furthermore, inside the SM fibre, the only dispersion possible is intramodal dispersion 

which is caused by variation of group velocity with respect to wavelength in the singular 

mode. Fortunately, the dispersion problems are limited by the use of the aspherical lens.  

 Deployment 

For the fibre coupling of the frequency comb laser associated with this project, ZrF4 

fibres are used: 2 m from the enhanced cavity to the VGC detection and 1 m from the 

Herriott cell to the VGC detection (both from ThorLabs). The fibres in use are only 9 μm in 

diameter, therefore they are single-mode fibres and only output TEM00 Gaussian beams. 

Furthermore, the fibre material efficiently supports wavelengths in the range 2300 to 4100 

nm with a transmission of > 98% from 2500 to 3500 nm. The aspherical lens chosen to the 

focus the comb into the fibre is specifically coated for the mid-IR wavelengths and has a 

short focal length of 4 mm. For these ZrF4 fibres the numerical aperture (NA) is 0.19, this 

means the beam size needs to be a corresponding 1.02 mm, as determined by the following 

equation: 

𝑁𝐴 = 
𝑛1𝐷

2𝑓
 Equation 2-13 

where, D is the diameter of the laser beam, f is the focal length of the aspherical lens (+4 mm 

FL, ThorLabs), and n1 is assumed to be 1.49 at 3200 nm. As the FWHM beam size of the laser 

before the fibre coupling is approximately 1 mm, no further magnification was needed.  

However, the use of the fibre coupling leads to a 60% power loss of the comb light, 

which is due to a combination of the loss of unsupported modes inside the fibre and 

imperfections within the fibre. Unfortunately, this 60% loss of power is much higher than 
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expected, as theoretically the power loss within the fibre should only be 7.5 % for a 2 m 

cable. Other factors influencing the observed power loss is misalignment into the fibre, 

unclean fibre ends, and numerical aperture mismatch, although these factors can be easily 

controlled within the laboratory. As the power loss within the fibre is higher than expected, 

this loss has to be taken into consideration as the loss of brightness affects the imaging 

detection as the VGC detection requires a minimum power input. 

2.2.6. Detection Method  

This section will cover the specific optics used in the direct frequency comb detection 

method, and briefly describe the detector array used to acquire the 2D array of comb 

frequencies. Then, there will be a detailed description and discussion on how to align the 

detector optical layout.  

 VIPA Optic 

Although there are a few different techniques of detecting frequency comb lasers as 

discussed in the introduction (section 1.4.2), this project focuses on spatially dispersing the 

comb frequencies into a 2D array and then imaging the result onto an IR camera. To create 

the 2D array, two specialised optics are used to spatially separate the light. In our apparatus, 

the light is first dispersed in the vertical direction and then in the horizontal direction. To 

spatially disperse the comb frequencies in the vertical direction an optic called a VIPA is 

used. In the simplest terms, the VIPA (Virtually Imaged Phased Array) produces a series of 

parallel output beams which constructively interfere at a set angle which is dependent on 

the wavelength of the incoming light. [225] In our apparatus, the output appears as a single 

vertical stripe. The acronym VIPA is derived from two properties of the etalon. “Phased 

array” is derived from the output parallel beams increasing in phase and displacement, and 

“virtually imaged” arises from the idea that each parallel beam is formed from a virtual 

image (see Figure 2-14). [225] 

While not strictly an etalon optic (also known as a Fabry-Pérot interferometer), VIPAs 

can be thought of as titled etalons, made of solid material and with three different high 

reflective or anti-reflective coatings. As shown in Figure 2-14, the front has two distinctive 

coatings and the rear has one coating. The bottom front of the VIPA has an anti-reflective 

(AR) coating which is where the comb light couples into the optic, and the top front has a 

highly reflective (HR) coating (>99.0%) that directs the light back and forth through the optic. 

Finally, the rear of the optic has a partially reflective coating (PR) which transmits a small 
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portion of the light from inside the optic cavity, while the remainder is directed back to the 

highly reflective front of the optic. The initial reflected light then further reflects off the 

highly reflective coating at a set angle (θ) back towards the partially reflective coating where 

another small portion of light is transmitted. This reflection and transmission process 

continues as the light propagates upwards on the inside of the VIPA cavity, and the single 

input beam is converted to a series of multiple parallel output beams of gradually decreasing 

intensity. [226] These multiple transmission beams then constructively interfere at an angle 

dependent on the wavelength. For the high resolution required in this project, more 

reflections through the VIPA are needed, which can be thought of as a many slit experiment. 

Therefore, the VIPA is held at small angles between 1° and 4° (with respect to the normal 

incidence). [227] 

As an etalon, the width of the VIPA can be related to the Free Spectral Range (FSR) of 

the optic. The conversion between the width, Lvipa, and the FSR relies on the refractive index 

of the solid material, ng, and the angle the VIPA is set at: [228] 

𝐹𝑆𝑅 = 
𝑐

2𝑛𝑔𝐿𝑉𝐼𝑃𝐴 cos 𝜃
 Equation 2-14 

As θ is typically very small for the VIPA (1° to 4°), the cos(θ) term can be approximated 

to one. With over 70,000 unique frequencies in the spectral bandwidth of the frequency 

comb laser, each frequency constructively interferes at a unique angle upon exiting the VIPA 

cavity. Furthermore, there is as an additional element of filtering the frequency comb, such 

that a certain number of comb “teeth” are contained within one VIPA FSR. For example, for 

a VIPA with an FSR of 10 GHz and a comb laser with a repetition rate of 200 MHz, there are 

50 comb frequencies within one FSR of the VIPA optic. This results in a repeating pattern of 

10 GHz over the entirety of the frequency comb bandwidth, where each of the 50 unique 

frequencies of the comb within 1 VIPA FSR are vertically spatially separated.  

Within this thesis, the specific VIPA (Light Machinery) used in the detection for the 

vertical dispersion is an 8.1 x 25.4 x 76.2 mm CaF2 solid etalon with three coatings: the HR 

coating (>99.2%), PR coating (between 94.9% and 96.1%, wavelength dependent), and the 

AR coating. As the VIPA is 8.1 mm wide and held at an angle close to 2°, this corresponds to 

a FSR of 12.9 GHz, and means 51 comb modes (sometimes referred to as teeth) are 

contained within one FSR. However, this repeating pattern of the frequencies are 

horizontally overlapped, meaning a second diffraction optic is necessary to further separate 

each VIPA FSR. This concept is better shown in section 2.2.6.3 and Figure 2-17.  
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Figure 2-14 Virtually Imaged Phased Array Optic Schematic. Schematic of the VIPA 
(Virtually Imaged Phased Array). The VIPA has three coatings: HR, AR, and PR. The 
incoming beam enters the front of the VIPA through the AR section, the light then reflects 
off the back of the VIPA and is directed towards the HR coating at an angle, θ, which is set 
by tilting the VIPA. When the beam hits the VIPA on the back side, a portion of the light is 
transmitted through the optic. As the light propagates up the VIPA optic, the light is 
transmitted from the cavity as a series of parallel beams of decreasing intensity. Adapted 
from reference [227]. 

 

 Diffraction Grating 

The transmitted light directly from the VIPA would be imaged on the detection 

camera as a thin, vertical stripe of light. Therefore, a second optic is used to create the 2D 

array needed for extracting frequency information from the comb. For the horizontal 

separation of the comb frequencies, a blazed diffraction grating is used. Each blazed 

diffraction grating has three main characteristics: blaze wavelength, blaze angle, and groove 

spacing (α). As the laser beam diffracts off the blazed grating surface, the frequencies are 

horizontally separated at an mth order reflection angle, θm, and is dependent on the 

wavelength: [222]  

𝛼 sin(𝜃𝑚) = 𝑚𝜆 Equation 2-15 

For the 2D array, the first order diffraction (m = 1) is used. Consider the comb light hitting 

one groove on the diffraction grating, this would separate out the frequencies into a 

continuous spectrum from shortest to longest wavelength. If two grooves are illuminated,  
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Figure 2-15 Diffraction Grating Schematic. The incoming vertical dispersion is 
horizontally diffracted by the diffraction grating as a function of incoming wavelength. 
Each groove on the grating disperses the light as a function of wavelength, and each 
individual dispersion constructively and destructively interferes to give a resolved light 
pattern. 

 

the frequencies are separated on each groove. These frequencies are then able to 

constructively interfere to give a weak interference pattern. Therefore, the more grooves 

illuminated on the blazed diffraction grating, the more resolved the interference pattern. 

Expanding the laser beam before the diffraction grating and having a large (grazing) angle 

of incidence on the grating contributes to illuminating more grooves (further discussed in 

section 2.2.6.3).  

Within this thesis, a 50 x 50 mm Al coated diffraction grating (Laser Components) is 

utilised for the horizontal diffraction. This grating is blazed with 450 grooves per mm, which 

is designed to give the maximum grating efficiency in the specific first order diffraction. [229]  

 Detection Camera 

To detect the frequency comb array, a Stirling cooled InSb detector array is used, 

which is commercially available under the product name ImageIR® 8320 MWIR and 

manufactured by InfraTec GmbH, Germany. The detector is a Focal Plane Array camera 

(FPA), which is a 2D array of infrared detector pixels which capture the entire view of the 

camera. For each pixel, an electrical signal is generated which is directly proportional to the 
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intensity of IR light impinging on that pixel within a certain period of time (integration time). 

Integration times of 1 to 20,000 µs is possible, but for flow cell measurements 50 μs is 

implemented and for the free-jet expansion measurements 150 to 200 μs is used. 

The detector array (referred to as the camera) is capable of detecting wavelengths in 

the range 2000 to 5700 nm. Full images have a pixel array of 640 x 512 with a pitch size of 

15 µm, meaning the true size of the pixel array is 9.6 x 7.68 mm. All of the camera functions 

are remotely controlled through the IRBIS® 3 program which is available on a laptop 

positioned close to the camera. In addition, the camera has the option of being externally 

triggered by a timing box, which means the time at which the data is acquired can be 

controlled in relation to other aspects of the experiment such as the free-jet expansion 

trigger time. Section 3.1.2 covers the concept of externally triggering the camera further. 

However, for the majority of experiments, the camera is internally triggered using a 125 Hz 

frame rate. 

 VIPA-Grating-Camera Detection Alignment 

For optimal imaging conditions, the VGC set-up has to be aligned precisely and 

accurately. However, this alignment is difficult due to the numerous degrees of freedom 

from the optical alignment and the precise alignment nature of the diffraction grating and 

VIPA. Multiple challenges arise within the VGC set-up: the need to increase the size of the 

laser beam, the need to ensure light is precisely coupled into the front of the VIPA, and 

finally to ensure the largest proportion of the grating is illuminated. The entire optical set-up 

for the detection method is shown in Figure 2-16, and the alignment process is described 

below. 

After the comb light has propagated through the appropriate sample via a Herriott 

multipass cavity, the comb is directed through the fibre coupling. A small focusing lens 

(aspherical +4 mm FL) is used directly after the fibre coupling output; this returns the beam 

to its original size and collimates the beam. For the main alignment, firstly the beam is 

expanded using two CaF2 plano-convex lenses (L3 and L4). This beam expansion is done for 

two reasons help keep the beam collimated, and to illuminate a large area of the diffraction 

grating. After testing out various combinations of convex and concave lenses at differing 

focal lengths, the optimal pairing of lenses for beam expansion was determined to be a +100 

mm FL plano-convex lens (L3) followed by a +500 mm FL plano-convex lens (L4). This optical 

set-up is commonly referred to as a Keplerian telescope, where the plano sides of the lenses 

are facing each other, the distance between the centre of the lenses is the sum of the focal  
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Figure 2-16 VGC Detection Layout Schematic. From the fibre coupling output, the beam 
is directed through beam expansion optics. This five times magnification utilises a +100 
mm FL plano-convex lens (L3) and a +500 mm FL plano-convex lens (L4) which are placed 
600 mm apart. The beam is then flattened to a thin line through the use of a +100 mm 
cylindrical lens (L5), which is positioned 100 mm away from the front side of the VIPA. 
Vertical dispersion and horizontal diffraction are caused by the VIPA optic and diffraction 
grating. Finally, the beam is directed via two mirrors (M7 and M8) through two imaging 
optics: +440 mm focusing lens (L6) and a +50 mm FL achromatic doublet lens (L7). These 
optics allow for the 2D array to be imaged on the IR camera and fill the full imaging pixel 
array. 

 

lengths (in this case 600 mm), resulting in a five times (5x) beam magnification. 

Next, the beam is directed through a +100 mm FL cylindrical lens (L5) which focuses 

the beam into a thin line with the same width of the expanded Gaussian beam. The lens is 

placed approximately 100 mm away from the front (input) side of the VIPA. The distance of 

this lens with respect to the VIPA is determined by the maximum output power from the 

VIPA, which is an indicator of optimal coupling into and out of the VIPA.  As the beam inside 

the VIPA reflects back onto the high-reflective coating at a very shallow angle, the incoming 

beam line has to be placed as close to the intersection of the two coatings as possible, but 

not to clip the beam on the HR coating. The VIPA is vertically translated to achieve this, 

where the optimised power out of the VIPA (as recorded with a power meter) is roughly 2 

mW (incoming power is close to 3 mW). 

As the output of the VIPA is a series of lines, the size of the beam can be considered 
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as a square with the same width as the incoming beam and a height determined by the 

number of reflections achieved in the VIPA. This square beam then reflects off the 

diffraction grating, at its first diffraction order angle (approximately 70°). As previously 

mentioned in section 2.2.6.1, the more grooves illuminated on the diffraction grating, the 

better the resolution of the horizontal diffraction pattern. The previous beam expansion 

means the beam covers a large area of the diffraction grating. Therefore, many grooves are 

illuminated on the grating, which achieves a good contrast ratio on the imaging camera.  

Before the final lenses into the IR camera, two square mirrors are implemented to 

direct the comb. While the use of these two mirrors might seem odd, their positioning 

means less physical space on the optical table is needed to image the comb onto the camera. 

In addition, these two mirrors are used to change which frequencies are imaged onto the 

camera in any one “window” (further explained in section 3.1) without changing the 

diffraction grating angle and thus does not change the number of grooves illuminated and 

also does drastically change the imaging resolution. 

Finally, two lenses are needed for the imaging of the 2D array of comb teeth onto the 

camera, as one focusing lens does not allow for the full coverage of the camera. However, 

this alignment is counter-intuitive, as the final lens (L7) is aligned before the penultimate 

lens (L6), therefore the description of the lenses and the alignment process will be written 

in chronological order. Firstly, a 1” achromatic lens with a short focal length of +50 mm (L7, 

Edmund Optics), is placed directly before the camera input to ensure the laser light fills the 

entire imaging detector. The short focal length is needed as there is a small aperture 

between the camera input and the focal plane array (FPA). Although not including the 

achromatic lens in the full imaging alignment would still give useable images for analysis, 

the beam would not fill the full detector array and only a small circular 2D array would be 

acquired. This means more images would need to be collected in order to create a full 

spectrum (more information on this can be found in section 3.1). In addition, a short focal 

length achromatic lens has the added advantage does not contribute any beam astigmatism 

or spherical aberrations, which would result in slightly different focal lengths for different 

wavelengths. [222] For the following alignment description, the y-direction corresponds to 

the height of the lens, the x-direction is parallel to the camera face, and the z-direction is 

perpendicular to the camera face along the beam propagation axis. When the lens is the 

furthest from the camera (approximately 50 mm away along the x-direction), the entire 

mount is moved in the z- and y-directions to centre the beam on the camera. When the lens 

is the closest to the camera (approximately 10 mm away), fine adjustments are made to 
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move the lens along the z- and y-directions to centre a small black reflection seen on the 

image. These two processes are repeated until the beam is fully centred on the camera, at 

which point the lens translated along the x-direction to a position such that the circular 

beam just fills the full detector array of the camera. 

For focusing the beam onto the camera array, a 2” +440 mm FL uncoated CaF2 plano-

convex lens (L6) is used (Crystran). This lens is complicated to align for optimal imaging 

conditions, and so the lens must be translated in the x-, y- and z- directions along with 

changing the tilt of the lens: As the with previous lens: the y-direction corresponds to the 

height of the optic, the x-direction is parallel to the camera face, and the z-direction is 

perpendicular to the camera face along the beam propagation axis. When changing the 

frequencies imaged on the camera, this requires changes to the left-right direction of the 

two mirrors (M7 and M8), however in response to this change, the z-direction and 

occasionally the tilt of the +440 mm FL plano-convex lens needs to be altered to restore the 

resolution of the image.  

The evolution of the alignment process can be easier to understand through the use 

of actual images taken from the infrared camera, as seen in Figure 2-17. Within this image, 

the colours are representative of the intensity of light on the camera, where the pink is 

highest intensity of light and the black is lowest intensity of light. Image A, shows the beam 

being imaged as the direct output from the VIPA. This is a single vertical stripe where the 

comb modes have been separated out by the vertical diffraction. However the comb modes 

are horizontally superimposed on top of each other and so no spectral information can 

currently be obtained. Image B, also shows the direct output from the VIPA, however, both 

of the imaging lenses are now in place, so the single stripe can be seen more clearly. For 

both of these images the diffraction grating is in place, however the alignment is at the zero-

order position, and so the diffraction grating optic is acting as a simple mirror. Image C has 

the VIPA and grating, now at the first order diffraction angle with respect to the incident 

beam, aligned onto the camera and no imaging lenses in place. The circle within the image 

shows how the beam is ‘clipping’ on the aperture of the camera. Image D is after the 

+440 mm FL lens has been aligned. The vertical dispersion and horizontal diffraction are now 

visible, however, once again, due to the aperture of the camera the beam is not filling the 

full detector array. Image E shows the VIPA and grating (first order) aligned, with only the 

+50 mm FL achromatic lens in place, this is shown in the ‘far’ position. The beam is centred 

in this alignment, as the 4 dark corners (where the beam is starting to ‘clip’ the lens) are 

evenly distributed. Image F, is the same as image E but this time the +50 mm FL achromatic 
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lens is in the ‘near’ position and the back reflection, which is used for alignment at this 

position, is labelled.  

Image G shows a complete image after the full alignment procedure has taken place. 

The beam is filling the full detector array and there is minimal ‘clipping’ of the laser beam. 

This image contains a 40 cm−1 wide window of spectral information with over 5,000 

individual comb modes. The final image H, shows a zoomed in portion of the full image (as 

indicated on image G), where the individual comb modes can be seen clearly. To reiterate, 

the vertical dispersion is caused by the VIPA optic and the horizontal diffraction is caused by 

the diffraction grating. This means that the wavenumber difference between adjacent 

vertical teeth is 0.008 cm−1 and the difference between horizontal comb teeth is 0.408 cm−1.  
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Figure 2-17 Camera Alignment Images. A. VIPA imaged onto camera with no lenses in 
place. B. VIPA imaged onto camera, with both lenses in place.  C. VIPA and grating (first 
order) imaged onto the camera, no imaging lenses are in place. D. VIPA and grating (first 
order) are imaged onto the camera with only the +440 mm FL lens in place. E. VIPA and 
grating (first order), with only the +50 mm FL achromatic lens aligned (far position). F. 
VIPA and grating (first order), with only the +50 mm FL achromatic lens aligned (near 
position), with the back reflection labelled G. All four of the alignment optics are in place 
and aligned, this is the full camera image. H. Zoomed in portion of image G, the individual 
comb modes are visible as the small dots. The vertical difference between comb modes 
is 0.008 cm−1, and the horizontal difference between comb modes is 0.408 cm−1. 
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3. Commissioning and Characterising 
of a Frequency Comb Spectrometer  

This chapter will discuss how the mid-IR images are recorded, processed from images 

into spectra, and how the final spectrum for each molecule is analysed to give information 

such as rotational constants and vibrational frequencies. The acquisition of data is achieved 

through the camera interface software (IRBIS® 3 program). Data processing is currently 

achieved through a combination of a home-written MATLAB script which automates the 

selection of the comb teeth, and the graphing software Origin, which requires manual input 

in order to wavenumber calibrate the acquired spectra. Finally, the spectra are analysed in 

the purpose designed program PGOPHER, [230] which is used for fitting rotational, 

vibrational, and electronic spectra. For the purposes of deeper understanding and 

illustration, this section uses various spectra recorded from a sample of methane, CH4, in 

either the room temperature gas cell held at a constant pressure or as a pulsed sample in 

the free-jet expansion chamber. Furthermore, all wavenumber values within this chapter 

and the rest of the thesis are given in air measurements. Where necessary, for example 

comparing the HITRAN reference spectrum to the experimental spectrum for CH4,  

The rest of this chapter, from section 3.4 onwards, will then be dedicated to 

discussing the instrument line-shape function of the detection method, noise issues 

encountered during the initial stages of commissioning, and initialising the free-jet 

expansion apparatus.  

3.1. Acquisition  

3.1.1. Changing Imaging Frequencies 

In order to acquire vibrational spectra of the molecules within the gaseous sample, 

images from the infrared camera are collected. However, collecting just one image is not 

sufficient. For a “full spectrum”, as in, a spectrum within the range of the laser mid-IR 

bandwidth, multiple images are taken across a range of different frequencies and at 

different repetition rates. Furthermore, as the core technique of this project is absorption 

spectroscopy, both background, I0, and signal images, I, need to be taken to in order to 

calculate the absorbance using the Beer-Lambert law (see section 1.2.3 for further details). 
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First, focussing on the two types of images: background and signal. Figure 3-1 shows two 

averaged images where image A is the background image and image B is the signal image. 

(2000 images for each average, taken at a camera integration time of 50 μs, 125 Hz frame 

rate, for a total experiment time of 16 seconds for one averaged image). Recall that the 

horizontal diffraction of the VIPA FSR fringes are caused by the diffraction grating, and the 

vertical dispersion of the comb teeth is a result of the frequency comb being dispersed by 

the VIPA etalon. Fringes are defined as a vertical stripe of comb teeth which are separated 

from adjacent vertical stripes by an area of low intensity (dark blue). For the signal images, 

the darker spots within VIPA fringes are where absorption of specific frequencies by the 

sample molecule has attenuated the light. In this example, the absorptions are caused by 

the CH4 ν3 (v = 1  0) vibrational transition. In addition, the absorption pattern seen here 

helps to determine where the start and end of one VIPA FSR (51 comb teeth) is located, 

which is required for converting the image into a spectrum. The orange circles within Figure 

3-1 image B show the exact same frequency just separated vertically by 51 comb modes and 

on the adjacent vertical stripe. 

However, this pair of images only contains 40 cm−1 of spectral information; whereas 

the frequency comb laser has a much larger range than this. Therefore, as previously 

mentioned in section 2.2.6.1, the diffraction grating angle can be changed with respect to 

the imaging camera in order to change which frequencies are being imaged. As each image 

contains up to 40 cm−1 of spectral information, different grating positions are needed to 

capture the full frequency range of the comb. To simplify the context, each different grating 

position is referred to as a “window”, hence multiple windows are needed to create a full 

spectrum.  

For some of the sample molecules, changing the repetition rate is necessary in order 

to capture all the information for different rotational and vibrational transitions. The peaks 

observed in a spectrum are the molecular absorptions broadened by a FWHM of, for 

example, approximately 0.02 cm−1, which is a combination of Doppler broadening, pressure 

broadening, and the instrument line-shape function contributions. With the spacing 

between adjacent frequency comb teeth of 0.0082 cm−1, for a repetition rate of 250.000 

MHz, using a single repetition rate may not be sufficient to accurately capture the shape or 

features of the peaks within the spectrum. This means that it can be necessary to change 

the repetition rate of the frequency comb in order to collect a sufficient number of data 

points over a peak.  
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Figure 3-1 Acquired Images. A. Background image (50 μs, 2000 images averaged). The 
diffraction grating causes the horizontal dispersion, and the VIPA optics causes the 
vertical dispersion of the comb modes, as shown by the arrows. B. Signal image (50 μs, 
2000 images averaged), with an approximate methane concentration of 1.44 × 1015 
molecule cm−3. The visible absorption pattern helps to identify where one VIPA FSR starts 
and finishes. The orange circle shows the same absorption peak, separated by 51 comb 
modes and on an adjacent vertical stripe. The colour map is shown on the left: Yellow is 
the highest intensity, green is mid-intensity, and dark blue is the lowest intensity.  
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While changing the repetition rate of the laser does not drastically change difference 

in the frequency between adjacent data points (comb teeth), for a given repetition rate, the 

absolute frequency of the comb teeth being observed does change. Recall from section 

2.2.1, the repetition rate is set is set by the equation: (245 + DDS/4) MHz, where the 

frequency of the DDS is tuneable. The absolute frequency of the comb teeth, though, is 

given by fn = nfrep. Typically, the rate on the DDS is changed by 400 Hz which changes the 

laser repetition rate by 100 Hz. Changing the repetition rate from 250.0000 MHz to 250.0001 

MHz changes the data point spacing (frequency difference between adjacent comb modes) 

by approximately 3 × 10−9 cm−1. However, with typical n values of 350,000 to 370,000, the 

absolute frequency for n = 360,000 for these two repetition rates are 3002.00133 cm−1 and 

3002.00614 cm−1, respectively. By using multiple repetition rates, it allows for the 

acquisition of different frequencies and a finer grid of data points over the recorded 

spectrum. For example, instead of recording data points every 0.008 cm−1 for a single 

repetition rate, recording ten different repetition rates and interleaving the data gives a 

frequency difference between data points of 0.0017 cm−1. Current conditions allow for the 

repetition rate to be scanned from 249.9995 to 250.0005 MHz. 

While changing the window position and changing the repetition rate can be applied 

to both room temperature and cold temperature experiments, the data acquisition process 

for each experiment is different. In both instances, the IRBIS® 3 program controls the camera 

settings for data acquisition.  

3.1.2. IRBIS Software Control 

For the room temperature data, the signal and background images are taken as 

separate data sets, all set parameters are identical the only difference being whether there 

is sample in the gas cell or not. For each data set, typically 2000 images are collected, with 

a camera integration time of 50 μs, and a camera frame rate of 125 Hz, which is internally 

triggered. Each data set of 2000 images is then averaged together to form one image which 

can then be processed (see the next section for further information on averaging). However, 

for free-jet expansion data, more images are collected (typically 20,000 per data set), the 

camera integration time is longer at 200 μs, and the frame rate is set as externally to either 

20 or 100 Hz. This external frame rate is controlled using a Berkley Nucleonics Corporation 

(BNC) digital delay generator, which also controls the jet-free expansion pulsed valve. The 

digital delay generator box is set up in such a way that the pulsed valve allows sample into 

the chamber every 10 Hz while the camera is recording an image every 20 or 100 Hz. 
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Therefore, for the 20 Hz frame rate, every other image is signal or background. This means 

the data set can then be processed using an active background subtraction method. This is 

further explained in section 3.6, along with the method employing the 100 Hz frame rate. 

The way the camera saves images, such as file names and extensions, along with how 

many frames are recorded per data set is also set through the IRBIS® program. For each data 

set, the pressure inside the respective sample apparatus, the repetition rate, and the file 

names are all manually recorded.  

3.2. Processing  

This section discusses how the collected images for each data set are transformed 

into a vibrational spectrum. This is done in three steps: convert the camera digital values to 

intensity values, use a MATLAB script to convert the images into a spectrum, and then 

further processing in Origin to determine the frequency x-axis. Within this processing 

section, the images and graphs are from a single data set of signal (CH4 concentration of 

1.44 × 1015 molecule cm−3 in a bath gas of N2 with a total pressure of 9.1 mbar) and 

background images, so any given information stands true throughout.  

3.2.1. Dark Counts on Camera 

As the detection camera is fundamentally a thermal imaging camera, the images 

obtained from the camera technically reports temperature in the form of digital values. 

However, these thermal digital values are nonsensical when it comes to understanding the 

intensity of the light, which is needed for the Beer-Lambert Law. Therefore, the digital values 

undergo conversion to light intensity.  

In order to figure out the conversion from digital values to intensity, the noise of the 

camera must be understood. For any CCD (charged-coupled device), of which the thermal 

imaging camera is, there are multiple sources of noise arising from the temporal and spatial 

variation in the measured signal. [231, 232] First, the photon flux and the background flux 

noise (σS) arises from the variation in the arrival time of the photons on the camera. As it is 

the photons arriving at the camera that determines the signal response, the photon noise is 

equivalent to the square root of the signal level (as determined by Poisson statistics). 

However, the photon noise is independent of the camera temperature, but does have a 

wavelength dependence. Secondly, there is a fixed pattern noise (σF) which is caused by 

spatial differences of the camera pixels. This fixed pattern noise is independent of the signal 
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level and camera temperature, and thus will be ignored in calculating the total noise of the 

camera. Thirdly, there is a read level noise (σR), which is the noise produced when the 

electronic signal is made. This noise is individual for each camera and is independent of the 

signal level and the camera temperature. Finally, there is dark noise (σD), which is based on 

a dark current. This dark current is essentially a count of the electrons spontaneously 

generated within the sensor that occurs even when there are no photons striking the 

detector. This noise is independent of signal level, and is the only noise contribution 

dependent on temperature of the sensor. Furthermore, the dark count noise will change as 

a function of integration time of the camera. 

All of the three types of noise (ignoring the contribution of σF), can be combined to 

obtain the total effective noise: 

σ𝐸𝑓𝑓 = √𝜎𝐷
2 + 𝜎𝑅

2 + 𝜎𝑆
2  Equation 3-1 

As the read out noise and photon flux noise does not change as a function of camera 

temperature or camera integration time, only the dark noise needs to be calculated. As the 

dark noise is based on the number of spontaneously generated electrons, the current (ID) 

can be measured by summing the electrons. As this summing process observes the Poisson 

statistics, the dark noise is proportional to the square root of the number of electrons during 

exposure time, t: 

σ𝐷 = √𝐼𝐷𝑡  
Equation 3-2 

Thus, increasing the exposure time of the camera, or the integration time, will increase the 

dark noise. However, for a thermal camera, it is almost impossible to manually count the 

number of electrons spontaneously generated, therefore a different method is found to 

calculate the dark current. Using the SNR, the dark current value (D) can be calculated: 

SNR =
𝑃𝑄𝑒𝑡

√(𝑃 − 𝐵)𝑄𝑒𝑡 + 𝐷𝑡 + 𝑁𝑟
2

 Equation 3-3 

where Qe is the quantum efficiency, P is the incident photon flux, B is the background photon 

flux, and Nr is the read out noise. Equation 3-3 can be interpreted as the total signal 

generated during the integration time divided by the total noise during the integration time. 

Furthermore, the bottom of the division is equal to the intensity (I) measured on the 
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detector camera: 

I = (𝑃 − 𝐵)𝑄𝑒𝑡 + 𝐷𝑡 + 𝑁𝑟
2 Equation 3-4 

In addition, the intensity needed for the Beer-Lambert law can be equated to the ratio 

between Ps/P0, where P0 is the background photon flux and PS is the photon flux when a 

sample is present, and should remain constant for all integration times. Therefore, in order 

to keep the ratio of PS/P0 at a constant value for each integration time, an offset value must 

be subtracted from the intensity to account for the noise.  

In order to calculate this offset value, CH4 and background images are acquired from 

the camera using the processes described in section 3.1. These images are identical for the 

concentration of CH4, and the number of images per average, but differ in their camera 

integration time. The acquisition of these images is referred to as “time series data”, due to 

their dependence on the integration time. For a typical time series data set, integration 

times of 50 μs, 10 μs, and 5 μs are used. The images are then analysed using the MATLAB 

script (as described in the next section). However, instead of obtaining a final spectrum, the 

array containing the intensity as a function of pixel number for each image is selected.  

For each array, the corresponding signal and background array for each integration 

time are “paired together”, and a minimum of three pixel locations are found for where 

there is a CH4 absorption. The corresponding six intensity values (3 for signal, 3 for 

background at each integration time) for each pixel location are then used to evaluate PS/P0 

for each integration time using Equation 3-4, where the signal pixel intensity is used as P, 

the background pixel intensity is used as B, and initial values for QB, D, and N are used. If 

three pixel locations are used, there is a total of nine PS/P0 are calculated, and these nine 

ratios are then converted to transmission. The Solver program within EXCEL can then be 

used. This solver requires Equation 3-4 to be defined, and the program finds a combination 

of QB, D, and N which ensures that the sum of all nine PS/P0 values reaches a minimum value. 

The outcome of this solution gives the offset value for the pixel intensities. For (QB + D) this 

value is zero, and for N this value is approximately 18315 ± 3 (this value can fluctuate, but is 

regularly checked).  

3.2.2. MATLAB 

In order to analyse the recorded images, a MATLAB script was developed. Although 

the images from the two apparatus are analysed in a slightly different method, the 
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fundamental workings of the code is still the same. Therefore, the general code for the room 

temperature images will be discussed first, then the relevant changes needed for the free-

jet expansion images will be discussed. The core goal of the MATLAB code is to obtain a 

value for each comb tooth intensity for each acquired image. This is done by summing the 

intensity of the pixels which corresponds to one comb tooth. Currently one comb tooth 

corresponds to 5 pixels in width and between 3 and 5 pixels in height (the height of the 

comb tooth increases towards the bottom of the image). 

The initial MATLAB script works in four main stages: 1. Find the minimum intensities 

between the vertical fringes to sum the intensities horizontally; 2. Find the minimum 

intensities between the separate comb teeth to sum the intensities vertically; 3. Total 

summed intensity comb teeth are then collected by counting 51 comb teeth down a vertical 

stripe before moving one vertical fringe to the right and reading another 51 comb teeth 

down; and 4. Transform the data to an absorption spectrum for one specific image data set 

as a function of pixel number. Currently, the MATLAB code is ill-equipped to automatically 

convert from array number to wavenumber, so this process is done manually using Origin 

(discussed in the next section). Unfortunately the code is too long to reproduce here, (at 

over 300 lines of code) however, the basic procedure is detailed below.  

After the signal and background images have been imported into MATLAB, the offset 

value determined during the time series data sets is subtracted (see section 3.2.1). Then, 

the signal image is cropped to incorporate slightly more than one FSR of the VIPA (see Figure 

3-1 for an example of a VIPA FSR). This cropped section defines where the image analysis is 

undertaken, and therefore must include a minimum of 51 comb modes in the vertical 

direction to ensure a continuous spectrum is processed and analysed. The same crop 

parameters are then used to crop the background image to ensure the specific comb modes 

match between the two images. In addition, the specified cropped section is kept constant 

for the analysis of a specific window, as the wavenumber range and the mode number, n, 

needs to remain consistent for the multiple data sets and multiple repetition rates within 

that specific window.  

After both the signal and background images have been cropped, the MATLAB script 

finds the local minima between the vertical fringes to create an array detailing these 

locations. Figure 3-2 shows an overlay of the background image with the positions of the 

lowest intensity pixels. Due to the slightly diagonal nature of the vertical fringes, incomplete 

fringes are possible on the left- and right-hand sides of the cropped images. However, the  



91 
 

 

Figure 3-2 Local Minima Between Fringes. The cropped background image with an 
overlay showing where the local minima between vertical fringes are located (black dots 
appearing like lines). Both the x- and y-axes are given as array number.  

 

 

Figure 3-3 Local Minima Between Comb Modes. Background image, after the comb 
modes have been averaged horizontally, with an overlay of the local minimum locations 
between vertical comb modes (black dots). The zoomed in region of interest better shows 
the location of these dots and the uniformity of them.  
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Figure 3-4 MATLAB Spectrum. One window worth of spectral data containing the ν3 v = 1 

 0 transition of CH4. The x-axis is in wavenumber order within the array, but the y-axis 
is now in absorption as log10(I/I0).  

 

script is written in such a way that these fringes are ignored when the intensities are 

summed horizontally across the vertical fringes on each line. For this example, 78 fringes 

are acquired from the cropped image, however, as there are two incomplete fringes on the 

left and the right, only 74 fringes are used in the rest of the script. The pixel intensities are 

summed horizontally across each fringe, and corrected for the number of pixels in each 

fringe. 

The next step is to use the local minima function again, but this time to find the 

minimum intensity points between the comb modes along the same fringe. Figure 3-3 shows 

the location of these minimum points on top of the horizontally summed signal image. In 

some cases, manual adjustment of the locations of the minima is necessary to ensure all 

frequency data points are collected. Then, similar to above, the intensities between the local 

minima are summed down the fringes. The combination of the horizontal and vertical 

summation gives an intensity which is the summed area of each comb tooth. These summed 

values are then placed into an array where each intensity corresponds to a different 

wavenumber. As the full script is applied to both the signal and background images, the two 

are divided in accordance with the Beer-Lambert law, giving a log10(I/I0) relationship (see 



93 
 

section 1.2.3). The final absorption spectrum is then plotted as a function of array number, 

which allows for visual confirmation of the expected vibrational absorbance pattern for the 

sample molecule (Figure 3-4). For the spectra shown in later chapters, the y-axis has been 

converted to loge(I/I0) instead. 

Currently there are some drawbacks to using the summing method to obtain the 

intensity of the individual comb teeth. Most notably, the inclusion of “ghost” peaks in the 

final spectrum. These “ghost” peaks arise from problems with the resolution of the images 

where the intensity of a comb tooth bleeds into adjacent vertical stripes. This intensity 

bleeding then manifests itself in the spectrum as small satellite peaks which appear to the 

left and right of the real peak. These satellite peaks appear at exactly 51 mode numbers 

away from the main peak and can vary in intensity (asymmetric about the main peak), or 

multiple ghost peaks can appear for one main peak, for example two additional peaks on 

either side of the main peak. An example of these ghost peaks can be seen in Figure 3-14 in 

section 3.6.1, where each of the absorption peaks at 3038 cm−1, 3047 cm−1, and 3056 cm−1 

present smaller peaks on either side of the “main” peak. While this intensity bleeding does 

not affect the intensity of the main peak, the “ghost” peaks can artificially increase the 

integrated σν calculated from the spectrum. Or more seriously, if the “ghost” peaks are close 

to another main peak, i.e. in a congested spectrum, then the intensity can impact the 

intensity of the main peak.  

In order to move away from observing “ghost” peaks in the acquired spectra, the 

processing code must be altered. Instead of summing the pixels to obtain the intensity of 

the comb tooth, the same pixel area can instead be treated as 2D Gaussians functions and 

integrated to give the overall intensity. This alternative method removes the ghost peaks, 

but at great computational expense. It also narrows the observed peak FWHM, due to 

narrowing the instrument line-shape function induced by incompletely resolving adjacent 

comb modes in the vertical (VIPA) direction.  

Initially, the analysis for the free-jet expansion data can be achieved in two ways 

depending on how the data are collected. Data acquired using the 20 Hz method (explained 

in section 3.6) use the same version of the code for the room temperature data.  

However, data taken using the 100 Hz method, instead uses a variation of the code. 

Instead of running a few averaged images through the code, all acquired images are run as 

a sequence through the code and populated into an array as a time series of intensity vs 

array number data sets. The final step of using the Beer-Lambert law is not used in this 
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method. This is due to the acquisition method, where it is unknown which images coincide 

with the firing of the jet-free expansion at 10 Hz (the sample) and which contain the 

background (see section 3.6). To extract the infrared spectrum, a Fourier transform is 

performed on the time sequenced data for each individual comb tooth. In other words, the 

Fourier transform of time series for each comb tooth intensity yields an array of intensity as 

a function of frequency for each comb tooth. The intensity of the 10 Hz frequency 

component is extracted from the Fourier transformed time series for each comb tooth, 

yielding the infrared spectrum of the sample from the 10 Hz free-jet expansion. However 

the y-axis is now in arbitrary units. (Section 3.6.1 describes the outcomes of this method 

further) 

3.2.3. Origin  

As previously mentioned, in order to convert the x-axis from array number to 

wavenumber the graphical program Origin is used. The absorbance data from MATLAB is 

exported into Origin, and the array number, m, is converted to wavenumber, ν: 

𝜈  =
(−𝑚 + 𝑛0)(

𝑓𝐷𝐷𝑆
4
+ 𝑓245)

𝑐
 

Equation 3-5 

where n0 is the initial comb mode number, and m + n0 gives the n mode number for a specific 

comb tooth, fDDS is the repetition rate set by the DDS electronic (ranges from 19.9976 to 

20.0020 MHz), f245 is the standard 245 MHz, and c is the speed of light. In order to match 

each window and repetition rate to the correct mode number, the different repetition rates 

used to collect the spectrum of calibration gas CH4 are plotted as a scatter plot overlaid on 

HITRAN reference data (Figure 3-5). [216] The initial mode number is then manually chosen 

to ensure all absorption peaks within the window match the reference data. The initial mode 

numbers for one repetition rate should stay consistent across the different repetition rates, 

however the value may change by ± 1 due to the comb modes moving position within the 

cropped region.  

As the calibration CH4 spectrum is referenced against another experimental 

spectrum, the accuracy of both frequency axes must be discussed. In general, the accuracy 

of the frequency axis in the HITRAN CH4 reference spectrum is much smaller than the 

repetition rate of the frequency comb laser. Thus, assuming the repetition rate of the comb 

is well determined since it is referenced to a Rb frequency standard, the starting mode 

number, and therefore the remaining ascending integer mode numbers in the image, can 
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be determined without any uncertainty. An upper limit on the uncertainty of the 

experimental frequency axis can be determined by a worst case scenario of 0.005 ppm error 

in the Rb frequency standard, which is based on a 20-year aging. This would result in an 

uncertainty on the order of 450 kHz in the mid-infrared wavelength range.  

Once the data has been wavenumber calibrated, the different repetition rates 

undergo baseline subtraction, which is sometimes necessary due to the laser intensity of 

the spectrum drifting over the course of an experiment. This intensity drift can manifest 

itself as an uneven baseline. In addition, sometimes noise filtering is needed, although this 

is explained further in section 4.2.1. Then, the full data set for each window is then 

interleaved for the different repetition rates, as seen in Figure 3-6. Finally, once all the 

different windows have been analysed in the exact same way, the windows are 

concatenated together and where parts of the spectra overlap in adjacent windows, the 

absorption data points are averaged together to give one data point for that particular 

frequency. 

 

Figure 3-5 Multiple Repetition rates. A 0.25 cm−1 wide portion of a spectrum within the 
ν3 fundamental vibrational transition of CH4. Each symbol represents a different 
repetition rate of the frequency comb laser (the interleaved spectrum is shown in Figure 
3-6). The red stick lines are from the reference spectrum in HITRAN and the red 
continuous line is a convolution of the reference spectrum using the HAPI program. [216, 
233] This figure is reproduced with permission from reference [137]. 
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Figure 3-6 Example Spectrum. A. One 30 cm−1 wide spectral window containing the ν3 
vibrational mode of CH4. Black trace is the experimental spectrum with a concentration 
of 1.44 × 1015 molecule cm−3, total pressure 9.1 mbar. Red trace is the HITRAN reference 
spectrum. Green box is the region shown in part B. B. 0.25 cm−1 wide window, is the same 
as Figure 3-5 but with 10 repetition rates interleaved to give one spectrum. This figure is 
reproduced with permission from reference [137]. 
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3.3. Analysis  

3.3.1. PGOPHER 

PGOPHER is an open-access program created by Colin M. Western (University of 

Bristol) and used by the research community for simulating and fitting spectra, [230] 

including rotational, vibrational, and electronic spectra. The program is freely available from 

http://pgopher.chm.bris.ac.uk/, where appropriate documentation and walkthroughs for 

the program can be found. For the analysis of molecules in this project, PGOPHER was used 

to simulate rovibrational spectra of asymmetric top molecules in order to determine the 

wavenumbers of the observed vibrational transitions and determine the rotational 

constants of each observed vibrational state. As this project only deals with the analysis of 

asymmetric top molecules, specifically CH2I2 and CH2Br2, this section will only cover how an 

asymmetric top file is created, and the two fitting procedures which are undertaken as part 

of the analysis: band-head fitting and contour fitting. In addition, this 

walkthrough/discussion uses version 11 of PGOPHER (released December 2020), so some 

features may not be available in previous versions of the program.  

To start, a new asymmetric top file can be created (file → new → asymmetric top), 

which creates a basic spectrum as shown in Figure 3-7. The tool bar along the top of the 

program (orange box) can be used to navigate the spectrum, such as move from lower to 

higher wavenumber, zoom into a specific part of the spectrum, or change how the spectrum 

and any corresponding overlays are shown. Along this same tool bar, 3 parameters of the 

spectrum can be altered (green box): temperature, Gaussian broadening, and Lorentzian 

broadening. While the set temperature is self-explanatory, the values for the Gaussian 

broadening and Lorentzian broadening need to be changed in order to make the simulated 

spectrum resemble the experimental spectrum. To recall from section 1.2.4 the Gaussian 

broadening parameter is calculated from the Doppler broadening (typical values are around 

0.002 cm−1 for a molecule at room temperature), and the Lorentzian broadening parameter 

is the sum of the instrument line-shape function and any pressure broadening effects. 

Finally, under the ‘view’ menu (blue box), the constants list, fit log, line list, and overlay 

windows can be opened. Other windows within the program are available, but this 

walkthrough only focuses on the 4 windows listed. 

http://pgopher.chm.bris.ac.uk/
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Figure 3-7 PGOPHER Starter File. How the file looks upon creation of an asymmetric top 
molecule. Blue box is the view menu where the different windows can be accessed. 
Orange box shows all the options for controlling the main window plot. Green box shows 
three of the parameters which effect the spectrum: temperature, Gaussian broadening 
parameter, and Lorentzian broadening parameter.  

 

From the constants window, the simulation can be finely controlled. Within the 

window, different parameters and constants can be set depending on which level of the 

menu is selected. For example, under ‘simulation’, further simulation parameters can be set 

such as frequency range and plot units. When first setting up an asymmetric top file, the 

point group and symmetry axes must be selected under the asymmetric top manifold 

(Figure 3-8 part A, red boxes). For CH2I2 and CH2Br2, the point group is C2v and the C2z axis is 

set to b and the C2x axis is set to c. A different asymmetric top manifold can be created for 

different isotopologues of the same molecule (CH2Br2 has 3 such isotopologues), and the 

relative abundance of the isotopologues can be set (grey box).  

Within each asymmetric top manifold, the ground/lower vibrational states and the 

excited/upper vibrational states can be added. As many vibrational states as needed can be 

added at this stage. In addition, new transition moments can be added. For the example 

shown in Figure 3-8 part B, there is one ground state, one excited state, and one transition 
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moment between the ground and excited state. For each vibrational state, the band origin 

and rotational constants can be defined (yellow boxes), and the symmetry label changed 

(purple box). For the ground state, rotational constants can sometimes be sourced within 

appropriate microwave spectroscopy literature. For the excited state, a few approaches can 

be made to finding appropriate rotational constants: previous literature, copying the ground 

state rotational constants as a starting, or employing a semi-empirical method to determine 

rotational constants from ab initio calculations (this method is discussed in section 3.3.2).  

For rotational constants of either the ground or excited states, the bare minimum to 

include in a simulation are the A, B, and C rotational constants. It is also good practice to 

include distortion constants (DK, DJK, DK, dK, and dJ) as these constants become important as 

the rotational quantum numbers increase. For a few cases, higher level distortion constants 

are also included in the simulation (HK, HKJ, HJK, and HJ), however these constants are not 

normally included in the fitting procedure, and are kept the same between the ground and 

excited states. 

In order to determine the rotational constants, the experimental spectrum is 

imported to PGOPHER as an overlay. From the “view” menu, the overlay window can be 

inspected (Figure 3-8, part C). From here, the both the y- and x-axis units of the overlay can 

be altered. In addition, the baseline and scale of the overlay (Part C, aqua box) can be altered 

to ensure the overlay matches the simulation on the y-axis, however this is not a necessary 

step unless the contour fitting procedure is undertaken. This contour fitting process is 

explained later in this section. As many overlays as needed can be imported, where each 

overlay is assigned a different colour. In addition, the plot style of the simulation and overlay 

can be changed from the main plotting window, such that the two spectra are either 

staggered vertically or completely overlapping (other layouts are also available). 

Once initial parameters and rotational constants have been set, a process termed 

band-head fitting can be undertaken. If the ground state constants are known or assumed 

to be fixed at specific values, then this fitting process alters the excited state constants to 

match the position and shape of the simulated and experimental peaks. This band-head 

fitting procedure is a simpler version of the line position fitting procedure, as recommended 

in the PGOPHER online literature. The line position fitting is best used where transitions are 

well-resolved, whereas band-head fitting is best used when many absorption transitions 

convolve into one peak.  
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Figure 3-8 Constants and Overlay Window. A. Asymmetric top manifold window. Grey 
box shows the relative abundance of the molecule, and the red boxes shows the 
symmetry group of the molecule and the C2v axes. B. Vibrational state window, showing 
the ground state. Yellow boxes show the origin and rotational constants, purple box 
shows the symmetry of the particular vibrational mode C. Overlay window, showing an 
example of a CH2I2 spectrum. The aqua box shows the baseline and scale which need to 
be altered in order for the experimental spectrum to match the simulated spectrum in 
the y-axis.  
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The first step of the band-head fitting procedure is to generate a line list. To start, 

right click on the simulation close to where the “band-head” of the peak is: on one side of 

the peak close to the base of the peak (see blue arrow on Figure 3-9). This gives list of the 

nearest 10 rovibrational transitions associated with that peak. Then select two transitions 

which have wavenumber assignments close to the most intense part of the peak. While the 

two transitions are selected, right click and drag over the corresponding peak in the 

experimental overlay. This will assign the two simulation transitions with the selected peak 

in the experimental spectrum. Upon clicking the ‘test’ button, a small window showing a 

plot of observed-calculated vs wavenumber, and also a little green line appears over the 

peaks which shows the difference between the two positions of the selected transition (see 

Figure 3-9). This process can be continued to build up a line list of the band-heads. Once the 

line list is created, the fitting of constants can occur.  

For fitting the various constants, it is easier to start with the origin, then move onto 

A, B, and C, then move onto distortion constants. Simply “float” the constant, and press fit 

in the line list window, until the value of the origin/rotational constant remains consistent. 

For each fit, the fit-log window becomes visible, which shows the original value of the 

constant, the new value of the constant, and the standard deviation of the fit. Meanwhile, 

observe the spectrum to ensure that the constants are not drastically changing and causing 

the simulation to become vastly different from the experimental spectrum. For asymmetric 

top molecules, it can be beneficial to convert the B and C constants to B̅ and δ (where B̅ = ½ 

(B + C) and δ = (B − C)). The fitting of the constants is an iterative process, where after an 

initial fit of constants, the line list can be re-made and the origin/rotational constants fitted 

for a second round. For the second try, it can be useful to combine which constants are 

being fitted i.e. origin and A, B̅ and δ.  

The second procedure used in this thesis is contour fitting, which uses a residual plot 

to fit constants. However, this process is not best used for fitting the origin or rotational 

constants as any slight deviation between the simulation and experimental spectra can 

cause the values to become drastically wrong. The contour fitting procedure is instead used 

to fit the Lorentzian broadening factor. This factor is a combination of the instrument line-

shape function (see section 3.4) and pressure broadening (see section 1.2.4.3). As one set 

of experiments investigates the effect of pressure on the spectra, the Lorentzian broadening 

factor is determined in PGOPHER for each spectrum. The procedure is as follows: each 

spectrum is imported into the program and the baseline and scale of the overlay is changed 

such that the experimental and simulated spectra match in the y-axis. The 
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Figure 3-9 Band-head Fitting Line List Creation. A. Simulation in black, experimental 
overlay in red. Arrows show where the band-head of each simulated peak is. Dotted boxes 
in the corresponding colour are the experimental peak which are assigned to the 
simulated peak. The lines along the top of the spectra show the difference in positions 
between the experimental and simulated spectra. B. Generated line list C. Residual plot, 
weighted observed − calculated vs wavenumber.  

 

Lorentzian broadening factor is then “floated”, and a small portion section of the two 

experimental and simulated spectra are selected: right click on the overlay and “select 

visible”, otherwise the program will try to contour fit the whole spectrum rather than only 

the region visible on the screen. Within the fit-log window, the “contour” option can be 

selected and the contour fit can be undertaken. As with the band-head fitting, the fit-log 

window shows the old and new value for the broadening factor, the standard deviation of 

the fit, and the contour fit is undertaken until the factor converges.  

3.3.2. Semi-Empirical Method 

Due to the nature of research, spectroscopic rotational constants of different 

vibrational states are not always available within the published literature. Therefore, before 

meaningful analysis can be undertaken in PGOPHER, it can be useful to calculate rotational 

constants through ab initio methods. In addition to calculating rotational constants, the 

semi-empirical method can be used to calculate isotopic shifts and vibrational transition 
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frequencies. For all computational results in this thesis, Gaussian 09 was utilised to compute 

constants using various Density Function Theory (DFT) methods and different basis sets 

(specifics are discussed within the experimental sections: 4.2.3 and 5.2.3). [234] However, 

the direct outputs of the computational files are not used in the simulated spectra. Instead, 

a semi-empirical approach is undertaken. Within this thesis, all Gaussian calculations were 

undertaken by Dr Lehman, and only the output files were used for the analysis here. In 

addition, the semi-empirical method presented in the next paragraph was adapted from 

work published by Sadiek and Friedrichs. [93] 

From within the Gaussian 09 output files, the appropriate A, B, and C ground state 

(v = 0) and upper state (v = 1 for a certain vibrational mode) rotational constants are 

extracted. The difference between the ground and upper state constant is then calculated, 

to give the Δi value (always given as ground − upper). Then the Δi value for each of the A, B, 

and C constants is added to the corresponding experimentally determined ground state 

constant, which are again typically found in microwave spectroscopy literature. For 

example, if the calculated A constant for the ground state and upper state is 0.10 cm−1 and 

0.09 cm−1, respectively, then the Δi is −0.01 cm−1. If the experimentally determined ground 

state A constant is 0.05, then the new semi-empirically determined upper state constant is 

now 0.04. This process can be repeated for as many vibrational states as needed. The new 

semi-empirically determined rotational constants for the upper states can then be utilized 

within PGOPHER for initial simulations.  

3.4. Instrument Line-shape Function 

In order to analyse the acquired spectra, the instrument line-shape function of the 

VGC set up needs to be determined. This is particularly important for analysing the spectra 

acquired for pressure broadening analysis as the instrument line-shape function needs to 

be removed from the broadened spectra. In order to measure the line-shape function, a 

spectrum of CH4 with a known concentration and a known Herriott cell path length is used.  

Firstly, a 4.85% CH4 in nitrogen certified mix (BOC gas), is introduced into the flow cell 

using the 30 sccm MFC and then further diluted with nitrogen to a 0.1% mix. For the 

instrument line-shape function characterization, a 1.44(5) x 1013 molecule cm−3 sample of 

methane was used with approximately 0.5 mbar total pressure. A methane spectrum was 

collected using the frequency comb spectrometer over the wavenumber range of 

approximately 3037 to 3080 cm−1 (Figure 3-10, part A). 
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From the methane spectrum, the observed total line-shape function is a combination 

of collisional (pressure) broadening, Doppler broadening, and the instrument line-shape 

function. As the spectrum was acquired under low-pressure conditions, the pressure 

broadening is assumed to be negligible compared to other sources of broadening. The 

specific broadening coefficients based on the HITRAN reference database are: 

bself = 7 x 10−5 cm−1 mbar−1 and bair = 4 x 10−5 cm−1 mbar−1. [216] Using these two coefficients, 

the total pressure broadening for the CH4 spectrum will be 2 × 10−5 cm−1. The Doppler 

broadening for CH4 at room temperature is a Gaussian contribution to the line-shape 

function, with a FWHM of 0.0095 cm−1 at 3060 cm−1. The remaining broadening of the 

observed vibrational spectrum is the instrument line-shape function, which is a Lorentzian 

function. This function is due to the combination of the VIPA line-shape function [227] and 

the diffraction grating line-shape function. [222] As both of these are Lorentzian line-shape 

functions, the product of two Lorentzian line-shapes is still a Lorentzian.  

Using a MATLAB code, the HITRAN line positions for CH4 are convolved with a Voigt 

line-shape function yielding a reference σν as a function of wavenumber. A Voigt function 

was chosen as this is the product of the Doppler (Gaussian) and instrument (Lorentzian) 

linewidths. Then these reference cross sections were multiplied by the experimental 

methane concentration and Herriott cell path length to yield a reference absorption 

spectrum. The MATLAB code then fit the reference spectrum to the experimental spectrum 

using a nonlinear least squares fitting procedure. This allowed the Lorentzian contribution 

to the Voigt line-shape function to be fit, while the Gaussian contribution was held constant 

(at 0.0095 cm−1). Assuming the pressure broadening of methane is an insignificant 

contribution to the Lorentzian line-shape, the instrument line-shape function HWHM was 

determined to be 0.0142 cm−1.  

As the instrument line-shape function does not change from experiment to 

experiment, due to not changing the core optical components in the apparatus, this process 

does not need to be repeated even if the full alignment of the VGC detector is altered. 

However, the instrument line-shape function is the limitation of the VGC resolution, 

assuming that Doppler broadening and pressure broadening are negligible. At higher 

pressures, the pressure broadening would then become the limiting factor, as seen in 

sections 4.3.2 and 5.3.2. If there was no instrument line-shape function from the VGC 

detector, then the theoretical limit of the spectral resolution would be the linewidth of each 

comb tooth from the frequency comb laser.  
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Figure 3-10 CH4 Instrument Line-shape Function. A. Methane absorption spectrum at a 
concentration of 1.44(5) x 1013 molecule cm−3, 0.5 mbar total pressure, in the Herriott 
flow cell with a path length of 570(60) cm. The red box is the smaller portion of the 
spectrum shown in part B. B. 1 cm−1 portion of the spectrum, overlaid with the Voigt fit 
(blue line) and HITRAN “stick” spectrum (red lines). The final parameters for the Voigt 
function are 0.0142 cm−1 FWHM for the Lorentzian contribution (ILS function) and 
0.0095 cm−1 FWHM for the Gaussian contribution (Doppler broadening). 
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3.5. Noise  

In order to understand the limitations of the spectrometer, the level of baseline noise 

within the acquired spectra needs to be quantified. Within this thesis, the baseline noise is 

taken to be the standard deviation of the baseline where no sample is present, such that 

the value should represent the average background noise of the instrument free of any real 

absorptions. A conservative rule of thumb within spectroscopy, is that any peak which has 

an intensity of 3 × σ above the baseline noise, where σ is the value of the baseline noise is a 

“real peak”.  This rule of thumb is a simple estimate to help pick out peaks by eye, however, 

rigorous methodologies in determining when an event is not considered noise can be 

achieved with statistical methodologies. [235] The baseline noise is not a constant value in 

the VGC apparatus, and changes with a variety of factors: number of images collected and 

averaged together, integration time of the detector camera, and there is also a difference 

in baseline noise for data collected from the flow cell or free-jet expansion and the analysis 

method of the free-jet expansion (this latter point is covered in the next section). 

First, increasing the number of images that are collected and averaged together 

brings down the baseline noise level significantly. For a single CH4 spectrum, where 190 

signal images and 190 background images are averaged together, taken at a camera 

integration time of 50 μs and a frame rate of 125 Hz, total integration time of 9.5 ms, the σ 

is approximately 5.79 × 10−4. For the same set of conditions, however this time, 2000 signal 

images are collected and averaged together, and 2000 background images are collected and 

averaged together, a σ of approximately 1.20 × 10−4 is achieved. Collecting a total of 2000 

images, for either signal or background, at a camera integration time of 50 μs and a frame 

rate of 125 Hz, corresponds to a total experiment time of 16 seconds and a total integration 

time of 100 ms. Therefore increasing the number of collected images and hence increasing 

the total integration time, by a factor of 10 improves the σ by a factor of 4.8. Furthermore, 

a comparison can be made for the minimum observed concentration of CH4, for 190 images 

acquired for the sample, the [CH4]min ≈ 8.0 × 1011 molecule cm−3, whereas for 2000 images 

acquired for the sample, the [CH4]min = 1.7 × 1011 molecule cm−3.  These minimum values 

assumes an average methane absorption line intensity value of 1 × 10−19 cm2 cm−1 

molecule−1 and that the detectable absorption peaks are 3 × σ above the baseline noise. 

Secondly, the camera integration time for a single frame also has an effect on the 

baseline noise. The camera described in section 2.2.6 is capable of operating at an 

integration time between 1 and 10,000 μs. For experiments using the flow cell, a camera 
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integration time of 50 μs is used, whereas for the free-jet expansion experiments 200 μs is 

used. Using the exact same imaging conditions (190 signal images averaged together, 190 

background images averaged together, 125 Hz camera rep rate), two spectra of CH4 are 

shown in Figure 3-11 were collected, where the black trace has a camera integration time 

of 50 μs and the grey trace has a camera integration time of 5 μs. Included in the figure is 

also a red simulated spectrum of CH4 and red sticks indicating the spectral line intensities 

which are obtained from HITRAN. Using a portion of the spectra for where there are no 

vibrational peaks assigned to CH4, the baseline noise for each camera integration time is 

determined to be: σ50μs
 = 5.79 × 10−4 and σ5μs

 = 1.28 × 10−3. Therefore, increasing the total 

camera integration time, for the same number of total images, by a factor of 10, gives a 

decrease in baseline noise by a factor of 2.2. The decrease in baseline noise as the camera 

integration time is increased also means the minimum observed concentration of CH4 is 

decreased. For a 50 μs integration time, where the total integration time is 9.5 ms, the 

[CH4]min ≈ 8.0 x 1011 molecule cm−3. On the other hand, for a 5 μs integration time, where 

the total integration time is 950 μs, the [CH4]min ≈ 2.5 x 1012 molecule cm−3.  

In addition to looking at the baseline noise level, the noise equivalent absorption 

(NEA) can be calculated which is useful when comparing different detection systems. The 

NEA is a function of the baseline noise level (σ) measured over an integration time (T) for a 

specific path length (L, which for this instance is 430 cm): 

𝑁𝐸𝐴 = 
𝜎

𝐿
√𝑇 Equation 3-6 

Therefore, for the given σ50μs above of 5.79 × 10−4 the NEA1s is 9.8 × 10−8 cm−1 Hz−1/2, and for 

σ5μs
 = 1.28 × 10−3, the NEA1s is 2.2 × 10−7 cm−1

 Hz−1/2 (both NEA values have been normalised 

to 1 s). The instrument 𝑁𝐸𝐴1𝑠 values are on-par with the system performance values listed 

in Table 5 of ref. [236], which compares a variety of spectrometers using incoherent and 

coherent light sources for broadband spectroscopy. For example, a Fourier transform 

spectrometer using a frequency comb laser with a centre wavenumber of 2660 cm−1 (3760 

nm) in a high finesse cavity has a NEA1s = 5.5 × 10−9 cm−1 Hz−1/2. [237] Similarly, for a 

frequency comb laser centred near 2680 cm−1 (3730 nm) coupled to a high finesse cavity 

and detected using a VGC spectrometer, NEA1s = 4.8 × 10−8 cm−1 Hz−1/2. [185]   
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Figure 3-11 50 μs vs 5 μs Camera Integration Times. A 0.5 cm−1 portion of the CH4 
spectrum, where the concentration of the sample is 1.44(5) x 1013 molecule cm−3, 0.5 
mbar total pressure, in the Herriott flow cell with a path length of 570(60) cm. The black 
spectrum is the data recorded with camera integration time of 50 μs, and the grey 
spectrum is the data recorded with a camera integration time of 5 μs, both using the left-
hand y-axis of absorption. The red spectrum is a simulated overlay, also using the left-
hand y-axis. The red sticks are the spectral line intensities from HITRAN and are plotted 
against the right-hand y-axis. This figure is reproduced with permission from reference 
[137]. 

 

3.5.1. Uninterruptable Power Source 

During the course of initialising and characterising the frequency comb detection 

system, it became apparent there was an external source causing an intermittent sine wave 

in the baseline of acquired spectra. An example of this noise can be seen in Figure 3-12, part 

A. This figure shows three spectra taken on the same day, where all six averaged images 

were taken with the following parameters: 2000 images averaged together, no sample 

present, and a 50 μs integration time. The lack of sample ensured that only a baseline 

spectrum was recorded, and the only difference between the spectra was the time of day 

at which the images were acquired. However, each image pair needed to create the 

spectrum were taken within 2 minutes of each other.  As the legend in Figure 3-12 part A 

shows, the black spectrum was taken at 9:30 am, the blue spectrum at 9:40 am, and the red 

spectrum at 2:30 pm. Looking at the three spectra, it is evident that the sine wave within 
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the baseline is inconsistent in amplitude, and although not shown here, the noise was not 

always guaranteed to be present. This inconsistency meant it was difficult to generate a 

method to remove the noise during the post-processing procedures. Therefore, efforts were 

made to locate the source of the noise. 

Initial investigations into the noise focussed on the different types of noise: a property 

of the lasing system, vibrational, or electronic. First, the noise was deemed to not be an 

inherent property of the lasing system due to the inconsistency of the noise. Secondly, 

inducing vibrations on the optical table through the use of a vacuum pump showed that 

while there was an increase in noise amplitude from the pump, the noise was still present 

when there was no possible vibrational source. This narrowed the source of the noise down 

to electrical, however the specific source of the electrical noise was still undetermined.  

As the source of noise could not be identified, efforts were instead focused on how to nullify 

the electrical noise effects on the acquired spectra. The solution was found in employing a 

3-phase uninterruptible power supply (UPS). Fundamentally, a UPS is a battery system which 

will ensure that a piece of equipment remains powered in the event the mains power is no 

longer supplying a voltage. A 3-Phase UPS works by “cleaning” the electricity supplied from 

the mains power source, before the voltage is supplied to the equipment. This “cleaning” 

process works by converting the electrical voltage from AC (alternating current) to DC (direct 

current) and then back to AC. In this case, the piece of equipment being supplied the 

“cleaned” electrical voltage is the frequency comb lasing system. Figure 3-12 part B, shows 

two spectra taken on the same day, where the green spectrum is from the lasing system 

being supplied voltage directly from the mains, and the purple spectrum is from the lasing 

system being supplied voltage via the 3-phase UPS. Both spectra were taken with the same 

parameters: four total averaged images, where 2000 images were used in each average, no 

sample present, and a 50 μs integration time. In addition, the imaging pairs were recorded 

within a two minute time frame, and the two spectra were recorded within a 60 minute 

time frame. Although Figure 3-12 shows a decrease in amplitude of the baseline noise when 

implementing the 3-Phase UPS, it is useful to compare σ values, where the σ is determined 

to be the standard deviation of the spectra shown in Figure 3-12: for no 3-Phase UPS in use 

σ = 2.4 × 10−3, and for the 3-Phase UPS in use, σ = 1.2 × 10−4. 
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Figure 3-12 Electrical Baseline Noise. A. Three stacked baseline spectra plotted as a 
function of array number, with the same acquisition parameters and on the same day: 
2000 images averaged together, no sample present, and a 50 μs integration time. The 
only difference between the three spectra is the time of acquisition: blue = 2:00 pm, red 
= 9:40 am, grey = 9:30 am.  Lots of noise, taken on the same day, but at different times. 
B. Two overlaid baseline spectra plotted as a function of array number, with the same 
acquisition parameters and on the same day: 2000 images averaged together, no sample 
present, and a 50 μs integration time. The green spectrum was acquired with no 3-Phase 
UPS in use, and the purple spectrum was acquired with the 3-Phase UPS in use. 
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3.6. Initialisation of the Free-Jet Expansion Experiment  

As previously mentioned in the acquisition section, the free-jet expansion data are 

acquired through an active background method. This means that rather than acquire signal 

and background images as two separate data files with the background dataset collected 

before or after the signal dataset, as is the method for data using the flow cell, one data file 

is collected where signal and background images are collected concurrently, with either 

every other image being a signal image, or every tenth image being a signal image. Active 

background subtraction is a useful method, especially for long acquisition times as any 

intensity drift of the frequency comb is negated. Furthermore, any external noise 

fluctuations such as vibrations or thermal effects on the frequency comb source are also 

nullified as the background and sample images would effectively undergo the same effects.  

The first method developed for acquiring free-jet expansion data involved collecting 

images with a camera frame rate of 20 Hz and an integration time of 200 μs. As mentioned 

in section 3.1, the frame rate is set externally by a digital delay generator, and the pulsed 

valve operates at 10 Hz. This means that for every two images collected, one image contains 

the signal information, and the next image contains the background information. The data 

can then be processed using the initial MATLAB script in one of two methods: “pseudo” 

background subtraction or “proper” background subtraction. The pseudo subtraction 

method works by averaging together all of the odd numbered images and then averaging 

together all of the even numbered images. This gives average signal and average 

background images which can be analysed within the already written MATLAB code to give 

one spectrum. The proper subtraction method involves exporting the whole set of images 

(typically 20,000 in one set) and analysing pairs of acquired images through the MATLAB 

code e.g. image 1 and 2 together as signal and background images, then 3 and 4 together, 

and so on. This creates 10,000 spectra which can be averaged. However, this method is very 

time consuming as it takes approximately 4 hours to create one averaged spectrum 

comprising of 10,000 individual spectra, and as seen below, has negligible benefits to the 

level of noise. 

With either method of analysis, the same amount of data was acquired, just analysed 

in a different way. In order to analyse which method gives better baseline noise (σ), many 

data sets of increasing size were collected. Figure 3-13 shows the plot of the baseline 

standard deviation as a function of total integration time. The baseline standard deviation 

was acquired by performing a standard deviation calculation on the baseline of the acquired 
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spectra such that there were no absorptions from signal in the calculation. The grey squares 

are data that were analysed using the proper active background subtraction method, and 

the red circles and blue triangles were analysed using the pseudo-background subtraction 

method. The two data sets for the pseudo method were obtained with the same 

experimental parameters, just on consecutive days. As the graph shows, a total integration 

time of 8 seconds is necessary to reach the baseline noise limit: 40,000 images total at an 

integration time of 200 μs. In addition, the laboratory time for acquiring 40,000 images at a 

20 Hz acquisition rate corresponds to a laboratory time of 33.3 minutes. Across the three 

sets of data presented in Figure 3-13, σ reaches a similar value: 6.71 × 10−6 for the proper 

background subtraction method, 6.72 × 10−6 for the first pseudo background subtraction 

method data, and 6.51 × 10−6 for the second pseudo background method subtraction. 

Therefore, the analysis method did not make a significant difference to the observed 

baseline noise level. Hence, in order to reduce processing time, the pseudo-background 

subtraction method is used when collecting images at the 20 Hz camera frame rate. 

 

Figure 3-13 Standard Deviation vs Total Integration Time. Three sets of data analysed by 
two separate methods: “pseudo” background subtraction (red circles and blue triangles), 
and “proper” background subtraction (grey squares). All data sets were acquired using 
the same experimental parameters across multiple days, with an increasing number of 
acquired images which increases the total integration time. To combine the notion of 
number of images to integration time, 0.4 seconds corresponds to 1000 spectra or 2000 
images. 
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3.6.1. Initial Results 

Initial spectra acquired using the 20 Hz data camera frame rate and pseudo background 

subtraction method outline above can be compared to data collected from the flow cell 

apparatus (Figure 3-14). The grey spectrum was taken at room temperature (300 K) and the 

red spectrum was taken in the free-jet expansion apparatus (temperature estimated to be 

approximately 40 K based on a HITRAN simulation). Within Figure 3-14 there is clear 

evidence of “ghost peaks” (as discussed in section 3.2), and minimisation of these peaks 

relies on a good optical alignment of the detection set-up. However, these “ghost peaks” do 

not affect the intensity of the main peak. For the spectra presented in Figure 3-14, room 

temperature spectrum has a CH4 concentration of approximately 0.1 mbar and with a path 

length of 1130 cm, and the cold temperature spectrum has an unknown CH4 concentration 

and an unknown path length. However, despite the unknown CH4 concentration within the 

free-jet expansion, the sample parameters are known before the CH4 is pulsed through the 

jet: 4.5% mix of CH4 in N2 with an approximate total pressure of 4000 mbar.  

The two experimental spectra match well but with an obvious shift in the intensity 

patterns due to the change in population distribution of the rotational levels at cold 

temperatures. As each peak in the vibrational spectra of CH4 (30
1 vibrational transition) is 

attributed to a different rovibrational transition, increasing wavenumber transitions are 

linked to increasing the J quantum number. Therefore, as the rotational temperature of CH4 

decreases, the available J levels for rovibrational transitions also decrease, and the intensity 

of the transitions shifts towards the central Q-branch at 3018 cm−1. 

As the level of absorption for the cold temperature spectra is very low, even with the 

very intense peaks of CH4, a different analysis method was developed. As discussed in 

section 3.2.1, the Fourier transform method uses the 10 Hz frequency component 

containing the signal information. However, this method cannot be used with the 20 Hz 

camera frame rate. This is due to the Nyquist frequency concept which states that the 

highest frequency must be greater than twice the sampling rate. In this case, as 10 Hz is the 

sampling rate, the 20 Hz camera frame rate is at the Nyquist frequency. Therefore, the 

camera frame rate is increased to 100 Hz, as this is straightforward to program into the 

digital delay generator box. Figure 3-15 shows the final spectral results of the two 

acquisition methods: the red CH4 spectrum is acquired using the active background 

subtraction method (identical to the data in Figure 3-14, images acquired at a 20 Hz frame 

rate), and the green spectrum is acquired using the Fourier transform method (images  
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Figure 3-14 CH4 300 K and ∼40 K Comparison Spectra. A 25 cm−1 portion of the CH4 
fundamental ν3 vibrational spectrum, incorporating three rovibrational transitions. The 
grey spectrum was acquired at 300 K with a CH4 concentration of approximately 0.1 mbar 
and a path length of 1130 cm, and corresponds to the left y-axis. The red spectrum was 
acquired at approximately 40 K with an unknown CH4 concentration and an unknown 
path length, and corresponds to the right y-axis. 

 

acquired at a 100 Hz frame rate). Between both spectra, the path length of the cell was kept 

constant, and the sample concentration of the CH4 was kept approximately the same. Once 

again, the actual concentration of CH4 cannot be determined, but a 4.5% mix of CH4 in N2 

with an approximate pressure of 4000 mbar was used to supply the free-jet expansion pulse 

value.  Although the Fourier transform processing method results in a y-axis that is arbitrary 

in absorption, the SNR is greatly increased compared to the spectra obtained using the 

normal processing method (Figure 3-15). For example, for the absorption peak at 3038.5 

cm−1, the SNR for the 20 Hz method is 278.3, and the corresponding value for the 100 Hz 

method is 803.5. Furthermore, the FWHM of identical absorption peaks remains the same: 

for the 20 Hz method the peak at 3038.5 cm−1 has a FWHM of 0.02700 cm−1 and the 

corresponding peak for the 100 Hz method has a FWHM of 0.02695 cm−1. 
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Figure 3-15 20 Hz vs 100 Hz Acquisition Method. CH4 fundamental ν3 vibrational 
spectrum from 3033 to 3070 cm−1 incorporating three rovibrational transitions. The red 
spectrum, and the left y-axis, corresponds to the spectrum acquired with the 20 Hz 
method. The green spectrum, and the right y-axis, corresponds to the spectrum acquired 
with the 100 Hz method. Inset i, shows a small 1.75 cm−1 window of the spectra.  

 

However, when attempting to obtain cold temperature spectra for different 

molecules, the results were poor. An example of this is shown in Figure 3-16, for the infrared 

spectrum of the small molecule bromoform, CHBr3, from 3042.5 to 3055.0 cm−1 

incorporating the fundamental 10
1 vibrational transition. The room temperature spectrum 

(grey, left y-axis) has a strong absorption peak value of 8.5 × 10−3 at approximately 3048 

cm−1
 and with an approximate FWHM of 1 cm−1 which incorporates many rovibrational 

transitions. However, the corresponding peak in the cold spectrum (red, right y-axis, taken 

with the 20 Hz acquisition method) is weaker with an absorption peak of 3.58 × 10−5, and an 

approximate FWHM of 0.03 cm−1. This smaller FWHM is due to the decrease in rotational 

states in the ground state of CHBr3, causing there are fewer rovibrational transitions at 

colder temperatures. In addition, the SNR of the two spectra can be compared, where the 

room temperature data has a value of 128.6 and the cold temperature has a value of 3. 

Within Figure 3-16 the red peaks along the baseline of the spectrum are attributed to noise. 

The low SNR for the cold spectra means that the peak can only just be classified as an 

absorption peak, if the assumption is made that the peak intensity must be three times 
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greater than the baseline noise, σ. However it is difficult to fully compare the two spectra 

as they are acquired with varying concentration and path lengths: room temperature data 

have a concentration of approximately 24.5 mbar and a path length of 430 cm, cold 

temperature data have an unknown concentration and an unknown path length. However, 

information is known about the sample used to supply the free-jet expansion pulse valve. A 

liquid sample of CHBr3 was soaked in an approx. 20 cm3 piece of glass wool, which was 

placed directly before the pulsed valve in a sample cup holder. At room temperature, the 

saturated vapour pressure of CHBr3 is approximately 6.7 mbar at room temperature. A flow 

of pure N2 at a pressure of approximately 2000 mbar was passed over the glass wool, giving 

a 0.3 % mix of CHBr3 in N2.  

Using the CHBr3 spectrum as a guide for other molecules, predications can be made 

for the cold spectra of CH2I2 and CH2Br2 based on their respective absorption cross sections, 

σν. Although, as the temperature of the molecule decreases the maximum σν for a particular 

vibrational transition will change, literature σν values for CH2I2 and CH2Br2 at lower 

temperatures (< 298 K) do not exist. Therefore, assumptions will be made in the following 

analysis. For the main peak at 3048 cm−1 in the CHBr3 fundamental ν1 vibrational spectrum, 

the maximum σν at room temperature is approximately 2.5 x 10−19 cm2 molecule−1. However, 

the peak observed in the cold spectra, is just above the minimum we can observe, assuming 

the peak has a minimum absorption of 3σ above the baseline noise. For CH2I2 and CH2Br2, 

the room temperature maximum σν values are 2 x 10−20 cm2 molecule−1 and 1 x 10−20 cm2 

molecule−1, respectively. Therefore, if similar experimental conditions are applied, we do 

not anticipate seeing any peaks in the spectrum for the 20 Hz acquisition method of either 

molecule. This held true when initial experiments were performed. Furthermore, moving to 

the 100 Hz acquisition method for CH2I2 and CH2Br2 did not yield any observable peaks. 

Efforts where then made to attempt to increase the % concentration of both samples before 

the free-jet expansion. Using the same glass wool method as used for the CHBr3 spectrum, 

heating tape was applied around the outside of the sample cup containing the sample. 

Heating the sample with the tape increase the saturated vapour pressure of the sample and 

thus increases the % mix of the sample within the bath gas flow. However, this method 

proved futile and did not yield any observable peaks. Hence, the future work of moving to 

an enhancement cavity. It is impossible to increase the σν of the molecules, the total 

concentration within the free-jet cannot be held higher than the average of 2 x 10−4 mbar 

(due to how the free-jet expansion apparatus operates), and so we the path length needs 

to be significantly increased. This enhanced cavity is further discussed in section 7.1.1. 
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Figure 3-16 CHBr3 300 K and ∼40 K Comparison Spectra. CHBr3 fundamental C-H vibrational 
spectrum from 3042.5 to 3055.0 cm−1. The grey spectrum was acquired at 300 K with a CHBr3 
concentration of approximately 24.5 mbar and a path length of 430 cm, and corresponds to 
the left y-axis. The red spectrum was acquired at approximately 40 K with an average CHBr3 
concentration of 2 × 10−4 mbar and an unknown path length, and relates to the right y-axis. 

 

3.7. Conclusion 

This chapter, alongside the previous chapter, has shown the work undertaken to 

build, characterise and commission a new frequency comb spectrometer. Such building of 

the spectrometer included aligning the VGC detector set-up, developing the analysis 

MATLAB code, and understanding the contribution of noise to the spectrometer. For the 

spectrometer presented in this thesis, the ILS is calculated to be 0.0142 cm−1. Furthermore, 

considering the specifics of the spectrometer and analysis method, the average baseline 

noise for 2000 images averaged together is 1.20 × 10−4, whereas for 190 images the baseline 

noise is 5.79 × 10−4. In addition, based on these baseline noises, the minimum observable 

concentration for methane is [CH4]min = 1.7 × 1011 molecule cm−3. Finally, the NEA1s for 190 

images is 9.8 × 10−8 cm−1 Hz−1/2, which is comparable to other spectrometers. Furthermore, 

efforts were made to build a free-jet expansion apparatus in order to record cold 

temperature mid-IR spectra. However, although the current cold spectra results showed 

promise, they currently not useable due to poor SNR and an inability to observe low 

concentrations of the sample molecules. 
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4. Rovibrational Absorption 
Spectroscopy of CH2I2 from 2960 to 

3125 cm−1 

This chapter covers the work undertaken to record a mid-IR spectrum of CH2I2 from 

2960 to 3125 cm−1 and determine the spectroscopic constants of the two measured 

vibrational states, ν6 (v = 1) and ν1 (v = 1). In addition further spectroscopic constants for 

measured for the combination states ν6 (v = 1) + ν4 (v ≤ 5) and ν1 (v = 1) + ν4 (v ≤ 4) which 

arise from population in the ν4 (v ≤ 5) vibrational states. The effects of pressure broadening 

on the observed rovibrational transitions are also reported here. In addition, computational 

studies of CH2I2 are undertaken to allow comparison between semi-empirical simulated 

spectra and the experimental spectrum. The majority of the work presented in this chapter 

has already been published: Roberts, F.C. and J.H. Lehman, Infrared frequency comb 

spectroscopy of CH2I2: Influence of hot bands and pressure broadening on the ν1 and ν6 

fundamental transitions. The Journal of Chemical Physics, 2022. 156(11): p. 114301, and any 

figures and results are reproduced here with the permission of AIP Publishing. 

4.1. Background of CH2I2 

In recent years, the understanding of CH2I2 contributing to the global iodine budget 

has grown in significance. In particular, CH2I2 is known to be a significant contributor to the 

global iodine budget at coastal locations and in the marine boundary layer, with average 

mixing ratios ranging from 0.1 pptv around the west coast of Ireland, [27] to 0.001 pptv 

around Cape Verde in the North Atlantic Ocean. [28] By itself, diiodomethane in the 

atmosphere has limited impact due to its short atmospheric lifetime of 2 to 10 minutes. [80, 

238] This short lifetime is due to the rapid photolysis of the molecule to form CH2I and I. It 

is these products, in particular the iodine radical, that then react in the atmosphere and 

interrupt important processes such as the tropospheric HOx and NOx cycles, whilst also 

contributing to stratospheric ozone depletion and aerosol formation: [239-243]  
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𝐶𝐻2𝐼2 + ℎ𝜈 (< 320 𝑛𝑚) 
 
→   𝐶𝐻2𝐼 + 𝐼 

Reaction 4-1 

𝐼 + 𝑂3  
 
→   𝐼𝑂 + 𝑂2 Reaction 4-2 

𝐼𝑂 + 𝐻𝑂2  
 
→   𝐻𝑂𝐼 + 𝑂2 Reaction 4-3 

𝐼𝑂 + 𝑁𝑂2  
 
→  𝐼𝑂𝑁𝑂2 Reaction 4-4 

In addition to its atmospheric influence, CH2I2 is commonly used in laboratory experiments 

to generate the simplest Criegee intermediate CH2OO. This is achieved through the reaction 

of CH2I and O2. [244] However, despite its atmospheric and laboratory experimental 

importance, fundamental spectroscopic studies of CH2I2 are scarce, particularly in the 

infrared. Justifiably, there is a plethora of studies surrounding the electronic spectroscopy 

and photolysis pathways of CH2I2 (for example, references [80, 82, 101-104] and references 

therein). However, due to the dissociative nature of the excited electronic states, most of 

these studies do not contain much spectral information outside of absorption cross section 

values. For rotational spectroscopy, there have only been two significant studies by the 

same research group. [105, 106] Despite there only being two studies, useful rotational 

constants have been reported for the ground state (v = 0) and the ICI bending mode ν4 

(where v ≤ 4), all of which were necessary to include in the analysis of the rovibrational 

spectrum reported in this thesis. 

Moving onto vibrational spectroscopy, there has been one recent (2006) published 

study on the gas-phase IR spectrum of CH2I2. [95, 107] In addition, the work of Ford [108] 

reported some gas-phase vibrational frequencies, however only five out of the nine 

fundamental transitions were recorded (ν9, ν7, ν8, ν2, and ν6, see Table 4-1). However, there 

are other studies covering solid state, [75, 109, 110] liquid, [108, 111, 112] and 

computational results [113] for vibrational spectroscopy. A comprehensive table collecting 

all the vibrational frequencies for the nine different fundamental modes of CH2I2 is 

presented here (Table 4-1). Focusing firstly on the gas-phase IR literature, there have been 

two recorded spectra at temperatures 298.15 K and 323.15 K, [95, 107] and measured σν 

from 530 to 7100 cm−1. These two spectra are included in the HITRAN database. [216] The 

spectrum recorded at 298.15 K is used as a reference spectrum for this work and is referred 

to as such in this chapter. However, both of the spectra in the HITRAN database were 

recorded at atmospheric pressure, meaning the observed peaks are broadened due to the 
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high pressure. This broadening means no upper vibrational state rotational constants can 

be confidently measured, and the reported information is limited to band origins and σν. A 

third study has been found, [245] in which the IR spectrum of gas phase CH2I2 was recorded 

from 2250 to 3400 cm−1 with a spectral resolution of 0.002 cm−1. However, this study 

remains unpublished (and thus not peer-reviewed) and the only information available is 

from presentation slides where rotational constants for the ν6 (v = 1) and ν1 (v = 1) 

vibrational states were extracted.  

Theoretical studies are fairly limited on CH2I2 vibrational spectroscopy, however, one 

particular study [113] used the internal coordinate model to calculate anharmonic 

vibrational frequencies of fundamental and overtone bands, which did show good 

agreement between theory and observations. Some vibrational information for CH2I2 can be 

found within references that focus on the influence of vibrational relaxation and 

redistribution within electronic energy levels. However, these types of studies do not list 

rotational constants of specific vibrational states. [102, 246] Solid state IR spectra, mainly 

involving the adsorption of CH2I2 onto a surface, have demonstrated two different phase 

forms of the molecule is possible on surfaces. [75, 109, 110] These works then led to two 

different observed frequencies for each observed normal mode. However, while these 

studies are broadband, and so report transition wavenumbers for many normal modes, the 

studies are typically of low resolution (4 cm−1) and therefore does not contribute largely to 

understanding the more minute points of the IR spectra. In addition, while there have been 

more studies of CH2I2 in the solution phase than solid phase, this did not results in significant 

improvement to the understanding of the fundamental vibrational modes. The work of 

Plyler [112] and of Voelz [111] simply report low resolution spectra alongside a list of the 

fundamental transition wavenumbers. Furthermore, many liquid IR experiments only utilise 

IR based techniques to observe vibrational relaxation and energy transfer in solution after 

electronic excitation rather than focusing on the fundamental IR spectroscopy. [247-251] 

Considering all the previous spectroscopic studies of CH2I2, predictions can be made 

for the high resolution spectrum we wish to obtain. As CH2I2 is a monoisotopic molecule, the 

spectrum and consequent rovibrational assignment should remain simple. Furthermore, 

there is a trend amongst the di-halogenated molecules that coupling and resonances are 

weaker with increasing weight of the molecule, such that spectra of CH2F2 molecules 

observe strong coupling and resonances, whereas the opposite should be true for CH2I2. [73] 

Therefore, the two expected observed fundamental bands, ν1 and ν6, of CH2I2 should be free 

of couplings and resonances.  
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Table 4-1 Literature CH2I2 Fundamental Vibrational Band Origins. Collection of available all 
fundamental normal vibration transitions in cm−1. 

 Symmetry Gas Phase Liquid Phase Solid State Computational 

ν4 a1 …. 
121a 
125b 

…. 127c 

ν3 a1 
493.01a 

 

485a 
481b 
445c 

486d 

484e 
484f 

494h 
487c 

ν9 b2 
584.21a 

585b 
 

571a 
564b 
577c 

572d 

570e 
574f 

584h 
567c 

ν7 b1 
718.08a 

717b 
 

717a 
714b 
717c 

717d 

716e 
733f 

719g*, 729g† 

716c 

ν5 a2 
1041.99a 

 

1033a 
1033b 
1034c 

1035d 

1031e 
1036f 

1028c 

ν8 b2 
1113.87a 
1113.5b 

 

1106a 
1104b 
1105c 

1182d 

1105e 
1104f 

1100g*, 1082g† 

1164h 
1105c 

ν2 a1 
1373.61a 

1230b 
 

1352a 
1351b 
1350c 

1351d 

1350e 
1349f 

1351c 
1348c 

ν1 a1 
3002.00a 

 

2968a 
2961b 
2967c 

2967d 

2967e 
2964f 

2959g*, 2953g† 

2993h 
2968c 

ν6 b1 
3073.01a 

3074b 
 

3046a 
3036b 
3051c 

3049d 

3047e 
3044f 

3041g*, 3035g† 

3072h 
3050c 

a. Ref. [107] 
b. Ref. [108] 
c. Ref. [111] 
d. Ref. [112] 

e. Ref. [110], Crystal Form I 
f. Ref. [75] 
g. Ref. [109], * is Phase I, † is Phase II 
h. Ref. [113] 
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4.2. Experiments 

4.2.1. 300 K Rovibrational Spectrum 

For the room temperature spectrum of CH2I2, the apparatus described in chapter 2.2 

was used. The Herriott multipass flow cell was aligned to a path length of 570 ± 60 cm, as 

determined using a known concentration of CH4. The full mid-IR spectrum was recorded 

from 2960 to 3125 cm−1 using six different diffraction grating positions (also known as 

windows). For each window, three different repetition rates of the frequency comb laser 

were selected: 249.9999 MHz, 250.0000 MHz, and 250.0001 MHz. This yields a data point 

separation of 0.0028 cm−1 once the three individual spectra are interleaved. The three 

different repetition rates are useful for seeing some finer structure within individual peaks, 

but it was not wholly necessary to acquire. For each window, and for each repetition rate, 

10,000 images (collected with a 50 μs integration time, 125 Hz camera frame rate) were 

averaged together for both the signal (CH2I2 sample present plus Ar buffer gas) and 

background (N2 only). Comparable data was collected to obtain a CH4 spectrum for each 

window and repetition rate in order to frequency calibrate the CH2I2 spectrum. This 

comparable data comprises of 2000 images averaged together for both signal (CH4 present) 

and background (N2 only), with a camera integration time of 50 μs and a 125 Hz camera 

frame rate.  

For each background acquisition, a pure flow of N2 is used with a total pressure in the 

flow cell of approximately 10 mbar. This background pressure was kept similar to the sample 

pressure in order to minimise scattering effects. For each sample acquisition, a mixture of 

Ar and CH2I2 is used: a low pressure of Ar is passed over a liquid sample of CH2I2 (Sigma 

Aldrich, 99% pure) and an MFC and vacuum pump controls the flow into the cell for a total 

pressure of 11.3 ± 0.3 mbar. As the vapour pressure of CH2I2 is low at room temperature 

(1.6 mbar at 298 K), [252] the sample was heated within the sample container (Teflon PTFE 

coated), to approximately 313 K yielding a vapour pressure of 6.15 mbar. However, this 

method lead to a high level of uncertainty in the vapour pressure of CH2I2 and the specific 

partial pressure of the sample within the flow mixture. Firstly, as the Teflon lined sample 

container is not an effective thermal conductor, the temperature of the water bath (313 K) 

is not an accurate indication of the temperature of the liquid sample within the sample cup. 

Secondly, the distance between the flow cell and the sample cup is approximately 2 m of 

Teflon tubing, so the probability of losing sample to deposition on the walls is high. 

Supposing that the sample temperature is known exactly and that there is no loss to the 
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walls, the concentration of CH2I2 would be (2.29 ± 0.05) × 1016 molecule cm−3.  

However, comparing the reported σν from the reference spectrum available in 

HITRAN [216] to the experimental spectrum gives a factor of approximately 3.7 difference 

between the ∫σν (integrated absorption cross section) in the region 2965.1 to 3025.0 cm−1: 

1.81 × 10−20 cm2 molecule−1 for our work and 6.74 × 10−20 cm2 molecule−1 for the reference 

spectrum. Moreover, the factor is increased to 4.5 for the full spectrum (from 2936.3 to 

3125.4 cm−1), with the experimental spectrum giving a total ∫σν of 1.08 × 10−19
 cm2 

molecule−1 and 4.87 × 10−19 cm2 molecule−1 for the reference spectrum. The difference 

between these two factors can be attributed to a combination of recording the wrong 

concentration of CH2I2 or having the wrong path length of the Herriot flow cell. In addition, 

a few negative absorption values which occur in the baseline of the experimental spectrum 

could contribute to the differences. As the path length of Herriott flow cell in our apparatus 

is determined to a high level of uncertainty (as calculated through spectral analysis of a 

known concentration of CH4), it is unlikely this is the cause of the large difference in ∫σν. 

Therefore, the biggest contributor to the reported difference is the uncertainty in the 

concentration of CH2I2. 

For the reference spectrum, [107] there was a strong attention to detail when 

designing the delivery method to ensure little sample loss between the syringe pump and 

the measurement cell used in the experiment. [253] Although this study uses 2-propanol 

instead of CH2I2 to study the effectiveness of the delivery method, the logic remains. This 

method involved heating the connecting parts between the sample and the measurement 

cell, and using a disseminator head. This delivery method then led to a less than 1% 

difference between the calculated and measured concentrations for 2-propanol. Therefore, 

the reported σν can be considered as significantly accurate, and can be used to “correct” the 

concentration of CH2I2 used in this experiment. Using an average of the two factors reported 

above (3.7 and 4.5), the concentration of CH2I2 in the experimental spectrum can be 

corrected to give a lower limit of (6.8 ± 1.3) × 1015 molecule cm−3. Use the ideal gas law, this 

would correspond to a sample temperature of 297 K. However, as we observe an increase 

in peak intensity with the IR spectrum when using the water bath method, the uncertainty 

of the temperature of the liquid sample would not account for the four factor difference. 

Therefore, loss of sample to the walls is also contributing to the discrepancy, however this 

cannot be quantitatively determined. Thus, the right y-axis (σν in cm2 molecule−1) for the 

spectrum shown in Figure 4-1 has been calculated using the corrected CH2I2 concentration. 

The error of the σν has also been calculated, using the error in the concentration and the 
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error in the cell path length, yielding an overall error of 11.6% (seen as the grey trace in 

Figure 4-2 inset i). 

As discussed in chapter 3.2, the images collected for each window are transformed 

into spectra using the MATLAB code and then frequency calibrated using the acquired CH4 

spectra. Before the individual experimental spectra for each repetition is interleaved, each 

spectrum underwent a fast Fourier transform band-pass filtering at 840 MHz. This 840 MHz 

noise manifested itself in the baseline of the spectra (no dependence on sample being 

present), and is caused by unknown source, but is generally used for broadcasting and 

mobile services. [254] Removing the 840 MHz noise reduced the baseline noise from 4.92 × 

10−4 to 2.35 × 10−4. Next, the individual spectra are baseline subtracted due to the drift in 

laser intensity across the course of an experiment. After the baseline subtraction, the three 

different spectra corresponding to the three different repetition rates for each window are 

interleaved. Finally, the six interleaved spectra are concatenated together to give one full 

and final spectrum from 2960 to 3125 cm−1. Where different windows of spectra overlap, 

the spectra are averaged together to give an average of 7 cm−1 overlap between adjacent 

windows. 

4.2.2. Pressure Broadening 

To investigate the effect of pressure broadening on the observed peaks within the 

CH2I2 spectrum, two experiments were performed, both within the flow cell. In these 

experiments a sample of CH2I2, with the concentration kept approximately constant at 

(2.7 ± 0.5) × 1014 molecule cm−3, was recorded in a mixture with either N2 or Ar at various 

pressures from 20 to 1000 mbar. For each total pressure mixture, the concentration of CH2I2 

was controlled by the 30 sccm MFC and the bath gas was controlled by either the 500 or 

1000 sccm MFC. In addition, to reach pressures beyond 100 mbar, the needle valve after 

the gas cell was slowly closed in order to increase the pressure within the flow cell. Each 

different total pressure was recorded from 3052 to 3070 cm−1, however the analysis was 

only performed from 3056.5 to 3069.0 cm−1, which incorporated 9 different Ka transitions 

within the ν6 vibrational band. To keep the analysis simple, only one repetition rate, 

250.0000 MHz, was used. 

After the spectra were acquired, the overall Lorentzian broadening parameter for 

each bath gas was determined using contour fitting in PGOPHER (as described in section 

3.3.1). Further analysis was then undertaken which is described in section 4.3.2 alongside 

the final results. 
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4.2.3. Computational Calculations 

In order to validate the proposed assignment of the full spectrum (see section 5.3.1), 

computational calculations were undertaken to acquire anharmonic vibrational frequencies 

and spectroscopic rotational constants. Due to the lack of appropriate basis sets which can 

handle the heavy element iodine, only two suitable basis sets were used: a Karlsruhe 

Def2QZVPP [255] and MidiX. [256] In particular, the Def2QZVPP basis set is one of the most 

extended basis sets, can be used with a wide range of atoms (H to La, and Hg to Rn), and 

can nearly reach the DFT basis set limit, but is computationally faster than coupled-cluster 

basis sets which are generally considered to be the best basis set. In addition, the use of 

effective core potentials within this basis set helps to reduce the number of basis functions 

and ensures heavier atoms are sufficiently accounted for within the electronic structure 

calculation. On the other hand, MidiX is a Slater-Type orbital basis set and can only be used 

with a handful of atoms (H, C to F, S to Cl, Br, and I). However, this basis set was specifically 

created to produce optimized results for non-metal atoms, with a specific emphasis on 

biological functional groups. Despite being a small basis set, the results can be considered 

highly accurate, especially when comparing the results to other basis sets. [256] Although 

they are typically used as an initial calculation step as they are efficient and cheap, no Pople 

basis sets were able to be utilized for the electronic structure calculations of CH2I2. This is 

due to the Pople basis sets not being optimised for heavier atoms, and the highest level 

basis set of 6-311G is only valid for atoms H to Kr. [257] 

However, several levels of theory have been shown to work well with iodine-

containing molecules, so 5 different methods were selected: wB97X, M062X, B3P86, B3LYP, 

and MP2. This gave the calculation pairs: wB97X/Def2QZVPP, M062X/Def2QZVPP, 

B3P86/Def2QZVPP, B3LYP/Def2QZVPP, and MP2/MidiX. All calculations were performed in 

Gaussian 09 using a tight anharmonic setting. [234] In addition, all Gaussian calculations 

were undertaken by Dr Lehman, and only the output files were used for the analysis here. 

The appropriate semi-empirical rotational constants were calculated using the method 

described in section 3.3.2. Briefly, the Δi value between the upper and lower calculated 

rotational constants is determined, and this Δi can be added to the experimentally 

determined rotational constants. This semi-empirical method was adapted from work 

published by Sadiek and Friedrichs. [93] 
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4.3. Results and Discussions 

4.3.1. 300 K Rovibrational Spectrum 

Figure 4-1 shows the full acquired rovibrational spectrum for CH2I2 from 2960 to 3125 

cm−1 incorporating two fundamental vibrational transitions: ν1 and ν6. The left-hand y-axis 

of the spectrum is absorption, as measured in this experiment, defined as ln(I/I0). The right-

hand y-axis is given in 𝜎�̃� (cm2 molecule−1), as defined in the HITRAN database:  

𝜎�̃� = 
ln (𝜏�̃�)

𝜌𝐿
 Equation 4-1 

where 𝜎�̃� is the absorption cross section (cm2 molecule−1) at wavenumber ṽ, τ is the spectral 

transmittance at ṽ, and ρ is the concentration (molecule cm−3) along an optical path of 

length, L (cm). [216] In addition, Figure 4-1 inset (i) shows a 3 cm−1 portion of the spectrum, 

and inset (ii) shows the CH2I2 molecule superimposed on the rotational axis system used 

during the analysis. CH2I2 is a near prolate asymmetric top molecule with C2v symmetry, with 

a κ value of −0.9986, using Equation 1-91, as calculated using the ground vibrational state 

rotational constants, measured in reference. [106]  

As stated above, the acquired spectrum covers two fundamental vibrational 

transitions: ν1 from 2967 to 3032 cm−1 and ν6 from 3032 to 3115 cm−1. The ν1 normal mode 

can be described as the symmetric C-H stretch and the ν6 normal mode is the anti-symmetric 

C-H stretch, both of which involve the CH2 moiety. Firstly, the ν1 band is a b-type transition 

with a1 symmetry, which manifests itself with well-defined P/RQKa(J) branches and no central 

Q branch. Conversely, the ν6 band is a c-type transition with b1 symmetry and has a strong, 

central Q branch alongside well-defined P/RQKa(J) branches. To determine the band strength 

ratio between the two modes, the ∫σν areas are calculated. For ν1 this value is 7.32 × 10−20 

cm2 molecule−1 (from 2970.003 to 3028.001 cm−1), and for ν6 this value is 3.21 × 10−19 cm2 

molecule−1 (from 3045.003 to 3099.999 cm−1). These regions do not cover the whole of the 

bands in order to exclude water impurity peaks and avoid the overlapping region of the two 

bands around 3032 cm−1. Therefore, the band strength ratio is 1:0.23 for ν6:ν1 which agrees 

well with the reference data. In the case of the reference data, [95, 107] for ν1 (from 2970.00 

to 3028.03 cm−1) the ∫σν is 7.03 × 10−20 cm2 molecule−1, and for ν6 (from 3045.02 to 

3099.98 cm−1) the integrated value is 3.63 × 10−19 cm2 molecule−1. This gives a band strength 

ratio of 1:0.19 for ν6:ν1.  
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Figure 4-1 Full Experimental CH2I2 Spectrum.  The full experimental vibrational spectrum from 2960 to 3125 cm−1, acquired under the conditions: 298 
K, path length of 570 ± 60 cm, CH2I2 partial pressure of 0.28 ± 0.05 mbar, total pressure of 11.3 ± 0.1 mbar. Red asterisks indicate water impurities within 
the spectrum. The left y-axis shows the absorbance measured in this thesis, and the right y-axis shows absorption cross section (cm2 molecule-1). (i) 

Zoomed in portion of the ν6 spectrum from 3060.5 to 3063.5 cm-1, showing two Ka transitions (8  9 and 7  8). (ii) Molecular structure of CH2I2 
(iodine = purple, carbon = grey, hydrogen = white). The axes show the labels used for this analysis: the ν6 asymmetric stretch causes a transition dipole 
moment (TDM) along the c-axis and the ν1 symmetric stretch causes a TDM along the b-axis. This figure is reproduced from ref. [258] with the permission 
of AIP Publishing. 
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As seen in Figure 4-1 inset (i), there are many peaks within a vibrational transition. 

Each peak consists of many rotational transitions, which due to Doppler, pressure, and 

instrument line-shape broadening appear as one peak. The majority of this broadening is 

likely to be pressure broadening. However, there are too many peaks in the full spectrum 

which can be attributed to either of the fundamental vibrational transitions, even when 

considering the amount of possible rovibrational transitions. Looking at inset (i), this shows 

two different Ka transitions, where Ka = 8  9 and Ka = 7  8. While there should only be 

two peaks, one for each Ka transition, there are at least 6 peaks near each Ka transition. 

Hereafter, the repeating stacks of peaks within a Ka transition are referred to as 

progressions. For the reference data, [107] as the spectrum was recorded at atmospheric 

pressure, the individual peaks in the progressions are not visible. This is due to the peaks 

convolving into one single broad peak (average FWHM of 0.3 cm−1), albeit with an 

asymmetrical line-shape. This is further visible in Figure 4-2, where the reference spectrum 

(red line) is overlaid on the experimental spectrum (black line).  

However, the peak progressions have been seen before in a previous high resolution 

study of CH2Br2. [93] In this case, at least 4 peaks are visible within each Ka progression. For 

this study, the progressions are attributed to the three isotopologues of CH2Br2. However, 

this argument fails for CH2I2, due to the monoisotopic nature of iodine. Consequently, a 

different hypothesis is needed to explain the peak progressions seen in the experimental 

spectrum. The two following sections describe the fitting of each fundamental vibrational 

band, and offers an explanation as to the source of the additional peaks within the peak 

progressions.



 

 
 

1
3

0
 

 

Figure 4-2 Comparison of Experimental and Reference Spectra of CH2I2.  Experimental spectrum in black from 2960 to 3125 cm−1, and corresponding 

portion of the reference spectrum in red. [107] (i) Zoomed in portion of the two spectra from 3060.5 to 3063.3 cm−1, showing two Ka transitions (8  9 

and 7  8). The grey shading shows the error of the black experimental spectrum as determined by the path length and concentration of the sample. 
This figure is reproduced from ref. [258] with the permission of AIP Publishing. 
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 Fitting results of the ν6 band 

For the ν6 vibrational band, the discernible peaks span 3032 up to 3115 cm−1, with the 

band origin at 3072.906(3) cm−1. Approximately 210 peaks in this band are detectable, which 

assumes a minimum detectable absorption of 3σ above the baseline noise (σ = 2.4 x 10−4). 

These peaks involve a strong central Q branch and P/RQKa(J) branches which are spaced by 

approximately 2(A−B̅). For a c-type transitions such as this, and using the inertial axes as 

labelled in Figure 4-1 inset (ii), the rotational selection rules are: ΔJ = 0, ±1, ΔKa = ±1, and 

ΔKc = 0, ±2. Due to broadening of the observed transitions, each peak is a combination of 

many transitions, where there are different J and Kc transitions, but the same Ka transition 

occurs for each peak. For example, the peak at 3068 cm−1 is attributed to the Ka = 3  4 

transition in the P branch, which is made up of rotational transitions from different J and Kc 

rotational states but still have the same Ka = 3  4 transition.  

In order to fit the experimental spectrum and determine the rotational constants of 

the ν6 (v = 1) vibrational state, PGOPHER was used as described in section 3.3.1. For this 

fitting procedure, the origin, A, B̅, δ, DJ, DJK, and Dk constants for the ν6 (v = 1) state were 

fitted using the band-head fitting procedure (as described in section 3.3.1) and using 

Watson’s S reduction Hamiltonian. Within some literature, the alternative Watson’s A 

reduction Hamiltonian is used. However, investigations of the two different Hamiltonians 

on the fitted spectrum, produced no significant differences. [259] Higher level distortion 

constants (dk, dJ, HK, HKJ, HJK, HJ) were also included in the simulations for the lower and 

excited vibrational states.  However, these constants were not fitted due to a lack of 

appropriate higher Ka transitions. While values of these higher level constants are only 

shown in Table 4-2 for the ground (v = 0) state and the ν6 (v = 1) state, the constants are 

held the exact same for all vibrational states included in the simulation. For the simulation 

presented in Figure 4-3, the temperature was set to 300 K, the Gaussian broadening 

parameter was 0.0029 cm−1, and the Lorentzian broadening parameter was set to 

0.0149 cm−1. For the 60
1 band, the results of the fitted rotational constants for each 

vibrational state are produced in Table 4-2.  

While the initial simulation of the 60
1 band produced a good similarity between the 

highest intensity peak in each peak progression between the experimental spectrum and 

corresponding peaks in the simulation, the additional peaks within the Ka progressions were 

not captured. Therefore, further analysis was needed to understand which vibrational 

transitions were causing the additional extra peaks within the progressions. Taking into 
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account all nine fundamental normal mode vibrations of CH2I2 (see Table 4-1), there are no 

obvious overtone or combination bands which would cause visible absorption peaks from 

2960 up to 3115 cm−1. However, the lowest energy fundamental vibrational transition is the 

ν4 ICI bending mode, with a transition wavenumber of 121 cm−1 for liquid IR studies. [107] 

Unfortunately, the fundamental ν4 vibrational transition is yet to be observed in the gas 

phase. The energy of this fundamental vibrational transition is lower than the available 

thermal energy at room temperature (kBT ≈ 200 cm−1). Therefore, it is reasonable to assume 

that the ν4 (v = 1) state has population during the course of the experiment. Higher 

vibrational states of the ν4 could also be populated due to the available thermal energy 

being a distribution of values, rather than a fixed energy. This theory is further bolstered as 

the initial rotational spectroscopy experiment [105], witnessed peaks within their 

microwave spectrum which could be attributed to the first four vibrational states of ν4. This 

lead to their second work, in which the rotational constants of the first four ν4 states were 

calculated. [106] 

PGOPHER automatically calculates the Boltzmann population distribution for the 

population residing in the ground state and the excited ν4 states. However, the expected 

ratio for the ground state and the ν4 v ≤ 4 states are: 1:0.56:0.32:0.18:0.10. The population 

residing in the ν4 (v > 0) can then be excited with a transition frequency similar to that of the 

fundamental ν6 transition. This means that the additional observed transitions are denoted 

61
041

1 for population initially in ν4 (v = 1). These types of transitions are referred to as 

hot-bands as it requires the initial population to reside in a vibrational state other than the 

ground state, but are not considered combination bands, as only one vibrational quantum 

number is changed with the transition. However, cross anharmonicity terms are still 

present.  

Using the rotational constants as determined in the microwave spectroscopy paper 

[106] for the ν4 (v ≤ 4) states, and extrapolating to calculate the ν4 (v = 5) state, the inclusion 

of the 60
14n

n (n > 0) transitions (where the notation “n” is used in order to not be confused 

between ν and v, however n and v can be used interchangeably) shows a very good to the 

overall experimental spectrum (Figure 4-3). As for the ν6 (v = 1) state, the origin, A, B̅, δ, DJ, 

DJK, and Dk constants were fitted for the ν6 (v = 1) + ν4 (v ≤ 5) vibrational states using the 

band-head fitting procedure. And as previously mentioned, the higher level distortion 

constants were held constant to match those in the ground state. The spectroscopic 

rotational constants for each vibrational state determined in the fitting procedure are 

shown in Table 4-2. 
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Figure 4-3 Comparison of CH2I2 ν6 Simulation to Experimental Spectrum. A. Comparison of 
the experimental spectrum (black) and the overall simulation (red), as determined in 
PGOPHER, for the ν6 band from 3050 to 3095 cm−1. The overall simulation is comprised of 
the different simulated transitions for the fundamental 61

0 band and the 61
0 4n

n hot bands, 
where n ≤ 5. Y-axis shows relative absorbance of the experimental and simulation spectra, 
where the simulation has been scaled up to match the experimental. The green line is the 
residual plot of experimental minus the overall simulation. B. Zoomed in portion of the three 
spectra, from 3062.4 to 3068.7 cm−1 showing 4 different Ka transitions in the PQ branch. 
This figure is reproduced from ref. [258] with the permission of AIP Publishing. 
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Figure 4-4 CH2I2 ν6 Simulation Breakdown. Breakdown of the 6 different vibrational 
transitions which make up the PGOPHER simulation shown from 3050 to 3095 cm−1: 60

1 (light 
blue), 60

141
1 (yellow), 60

142
2 (purple), 60

143
3 (light green), 60

144
4 (dark blue), 60

145
5 (orange). 

Experimental spectrum (black), overall simulation (red), and residual plot (dark green) are 
also shown. This figure is reproduced form ref. [258] with the permission of AIP Publishing. 
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While Figure 4-3 shows the complete simulation, Figure 4-4 shows the breakdown of 

the different 60
14n

n transitions included in the simulation. For the case of the ν6 analysis, 

there are 6 vibrational transitions which can attributed to either the 60
1 fundamental 

transition or the 60
14n

n up to n = 5 hot-band transitions. Both figures also show the residual 

plot (green line) between the experimental spectrum and the full simulation. While there is 

a general good agreement between the two spectra, there is a small mismatch in the 

observed relative intensities. The shape of the residuals indicate that the discrepancy is 

largely attributed to the peak intensity rather than a peak position or width mismatch. This 

is particularly noticeable in the PQKa(J) branch between 3060 and 3070 cm−1, and most 

notably for the 60
1 transitions as opposed to any of the hot-band transitions. As this region 

in particular region was also used for the pressure broadening analysis, many spectra were 

recorded in this range and the different spectra did not show significant difference in the 

relative intensities between peaks, specifically in the peak progressions. As the simulation 

is over-predicting the intensity, this indicates that there is a possible perturbation in the 

system that is not currently included in the simulation. Such perturbations could be arising 

from intensity borrowing by other vibrational transitions or by not correctly accounting for 

the spin of the iodine atoms. 

Unfortunately, there are no current gas-phase studies which have observed the ν4 

(v = 1  0) fundamental transition, so the transition energy for 40
1 was approximated to 

121 cm−1, as determined from liquid IR studies. Subsequent transitions are then 

approximated as integer multiples of 121 cm−1. These chosen values do not significantly 

impact the simulated spectrum, as the excited state origins for ν6 (v = 1) + ν4 (v ≤ 5) are fitted 

during the band-head fitting procedure. Therefore, the Δorigin between the ν4 (v ≤ 5) and the 

ν6 (v = 1) + ν4 (v ≤ 5) states is correctly determined. The only impact from approximating the 

ν4 (v ≤ 5) band origins is the intensity of the transitions, since these are dependent on the 

PGOPHER calculated Boltzmann population distribution, based on a rotational temperature 

of 300 K and the calculated line strengths, S. However, it is anticipated that the actual origin 

value in the gas phase is not too dissimilar from the liquid value, and so the population 

distribution of the different observed vibrational transitions will not drastically change. 

Unfortunately, as the vibrational quantum number does not change for ν4 in the observed 

transitions, the vibrational band origins for 40
n cannot be calculated. However, two different 

assumptions can be made in an attempt to derive further vibrational origin information, 

though this only leads to the constraint that the difference between the cross anharmonicity 

constants, 𝓍64 and 𝓍14, must be equal to 0.188(4) cm−1.  
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In order to calculate an anharmonicity constant, a general equation to describe a 

vibrational energy level is first needed (adapted from Equation 1-77): 

𝐺(𝑣1𝑣2. . . 𝑣3𝑁−6)

=∑𝜈𝑟(𝑣𝑟 + 1 2⁄ )

𝑟

+∑𝑥𝑟𝑠(𝑣𝑟 + 1 2⁄ )(𝑣𝑠 + 1 2⁄ )

𝑟≤𝑠

 

Equation 4-2 

After calculating the transition energy, ΔG, the cross-anharmonicity terms could be 

calculated, however, this requires that the initial vibrational state energy for ν4 is known. 

For example, the transition energy for the 60
14n

n transition is: 

∆𝐺 = 𝜈6 + 2𝑥66 + 1 2⁄ ∑ 𝑥6𝑠
𝑠≠4,6

+ 𝑥64(𝑛 + 1 2⁄ ) Equation 4-3 

where 𝓍6s are the cross anharmonicity constants for ν6, where s ≠ 6, 4, and n denotes the 

vibrational quantum number for ν4. As this transition energy is the difference between 60
14n

n 

and 4n
n, Equation 4-3 can be rewritten as; 

60
14𝑛
𝑛 − 40

𝑛  = 𝜈6 + 2𝑋66 + 1 2⁄ ∑ 𝑋6𝑠
𝑠≠4,6

+ 𝑋64(𝑛 + 1 2⁄ ) Equation 4-4 

Assuming the 40
n band origin is 121 cm−1, as was the case in the analysis presented above, 

the 𝓍64 and 𝓍14 anharmonicity constants can be determined. However, if we assume we do 

not know the 40
n band origin value, then we can write an equation to describe the band 

origin but this relies on anharmonicity and cross anharmonicity terms: 

40
𝑛 = 𝑛𝜈4 + 𝑥44𝑛(𝑛 + 1) + 1 2⁄ ∑𝑥4𝑠

𝑠≠4

 Equation 4-5 

Note that the final term in the equation relies on the cross anharmonicity terms: 𝓍64 and 

𝓍14. Therefore, inserting Equation 4-5 into Equation 4-4 yields: 

60
14𝑛
𝑛   = 𝜈6 + 2𝑥66 + 1 2⁄ ∑ 𝑥6𝑠

𝑠≠4,6

+ 𝑥64(𝑛 + 1 2⁄ ) + 𝑛𝜈4

+ 𝑥44𝑛(𝑛 + 1) + 1 2⁄ ∑𝑥4𝑠
𝑠≠4

 

Equation 4-6 

Which has the following unknowns: ν4, ν6, 𝓍66, 𝓍44, 𝓍64, and all other cross anharmonicity 

constants. Therefore two different assumptions can be made in order to determine the 40
n 
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band origins or anharmonicity constants: assume all anharmonicity and cross anharmonicity 

constants are zero, or assume 𝓍64 and 𝓍14 are non-zero but all other anharmonicity and cross 

anharmonicity constants are zero. 

For the first assumption that all anharmonicity and cross anharmonicity constants are 

zero, Equation 4-4 can be rewritten as: 

60
14𝑛
𝑛 = 𝜈6 + 𝑛𝜈4 Equation 4-7 

10
14𝑛
𝑛 = 𝜈1 + 𝑛𝜈4 Equation 4-8 

A linear fit of the origins given in Table 4-2 as a function of n would yield a slope of ν4 and 

an intercept of ν6 and ν1 for the two different linear fits. However, this method yields two 

different values of ν4: 121.1949(9) cm−1 and 121.076(3) cm−1. Therefore, this assumption is 

incorrect, which is further proved when considering the experimental observation that the 

61
04n

n peak progressions are further apart (better resolved) than the 11
04n

n peak 

progressions.  

The second assumption, that the 𝓍64 and 𝓍14 are non-zero but all other anharmonicity 

and cross anharmonicity constants are zero, means that Equation 4-6 can be rewritten as:  

60
14𝑛
𝑛   = 𝜈6 + 𝑥64(𝑛 + 1 2⁄ ) + 𝑛𝜈4 + 1 2⁄ 𝑥64 + 1 2⁄ 𝑥14 Equation 4-9 

10
14𝑛
𝑛   = 𝜈1 + 𝑥14(𝑛 + 1 2⁄ ) + 𝑛𝜈4 + 1 2⁄ 𝑥64 + 1 2⁄ 𝑥14 Equation 4-10 

These two equations can then be subtracted to yield the following: 

60
14𝑛
𝑛  − 10

14𝑛
𝑛  = 𝜈6 + 𝑥64(𝑛 + 1 2⁄ ) − 𝜈1 − 𝑥14(𝑛 + 1 2⁄ ) 

Equation 4-11 

Or in other words, a linear equation with the form: 

60
14𝑛
𝑛  −  10

14𝑛
𝑛  = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 + (𝑥64 − 𝑥14)(𝑛 + 1 2⁄ ) 

Equation 4-12 

However, Equation 4-12 puts a constraint on the difference between 𝓍64 and 𝓍14. Using the 

measured band origins from Table 4-2, this constraint has the value of 0.188(4) cm−1. 



 

138 
 

Equation 4-9 and Equation 4-10 can be further rearranged to give the following: 

60
14𝑛
𝑛   = 𝜈6 + 𝑥64 + 𝑛(𝜈4 + 𝑥64)  + 1 2⁄ 𝑥14 Equation 4-13 

10
14𝑛
𝑛   = 𝜈1 + 𝑥14 + 𝑛(𝜈4 + 𝑥14)  + 1 2⁄ 𝑥64 Equation 4-14 

Further linear fits can be made using these two equations. However, the slope becomes ν4 

+ 𝓍64 (or ν4 + 𝓍14) and the intercept becomes ν6 + 𝓍64 +1/2𝓍14 (or ν1 + 𝓍14 +1/2𝓍64), meaning 

there are more unknown values than equations. Hence, the values of ν4, 𝓍64, and 𝓍14 cannot 

be derived.  

 Fitting results of the ν1 band 

For the ν1 vibrational band, the discernible peaks span 2967 up to 3032 cm−1, with the 

band origin at 3001.9407(4) cm−1. Again, assuming a minimum detectable absorption of 3σ 

above the baseline noise (σ = 2.4 x 10−4), approximately 100 peaks in this band are 

detectable. These peaks involve P/RQKa(J) branches which are spaced by approximately 

2(A−B̅). For a b-type transitions such as this, and using the inertial axes as labelled in Figure 

5-1 inset (ii), the rotational selection rules are: ΔJ = 0, ±1, ΔKa = ±1, and ΔKc = ±1. Once again, 

due to broadening of the observed transitions, each peak is a combination of many 

transitions, each with a different J and Kc, but with the same Ka transition. 

Once again, in order to fit the experimental spectrum and determine the rotational 

constants of the ν1 (v = 1) vibrational state, PGOPHER was used as described in section 3.3.1. 

In this situation, the origin, A, B̅, δ, DJ, DJK, and Dk constants were fitted using the band-head 

fitting procedure using Watson’s S reduction Hamiltonian. Higher level distortion constants 

(dk, dJ, HK, HKJ, HJK, HJ) were also included in the simulations for the ground and excited 

vibrational states, however, the constants were not fitted due to a lack of appropriate higher 

Ka transitions. For the simulation presented in Figure 4-5, the temperature was set to 300 K, 

the Gaussian broadening parameter was 0.0029 cm−1, and the Lorentzian broadening 

parameter was set to 0.0149 cm−1. For the 10
1 band, the results of the fitted rotational 

constants are produced in Table 4-2.  
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Table 4-2 Experimentally determined rotational constants for CH2I2 for the vibrational 
modes ν1 (v = 1), ν6 (v = 1), ν1 (v = 1) + ν4 (v ≤ 4), and ν6 (v = 1) + ν4 (v ≤ 5). All constants in 
cm−1. Standard deviation in brackets. Constants for ν4 (v ≤ 4) vibrational states are from ref. 
[106], and the rotational constants for ν4 (v = 5) are calculated from the reference constants. 
This table is reproduced from ref. [258] with the permission of AIP Publishing. 

 Ground state  (v = 0)a ν6 (v = 1) ν1 (v = 1) 

Origin ··· 3072.906(3) 3001.9407(4) 

A 0.734994042 0.735004(2) 0.733603(3) 

B̅ 0.020453481 0.0204549(4) 0.0204527(1) 

δ 0.000493192 0.000493(6) 0.000498(3) 

DK × 10−5 1.18601 1.201(2) 1.180(1) 

DJK × 10−7 −2.14926 −2.13(2) −2.103(7) 

DJ × 10−9 2.29197 2.23(6) 2.26(2) 

dk × 10−13 −8.339 −8.339a −8.339a 

dJ × 10−11 −9.553 −9.553a −9.553a 

HK × 10−10 2.769 2.769a 2.769a 

HKJ × 10−12 −8.442 −8.442a −8.442a 

HJK × 10−15 −7.705 −7.705a −7.705a 

HJ × 10−16 2.825 2.825a 2.825a 

 
ν6 (v = 1) +  
ν4 (v = 1) 

ν6 (v = 1) +  
ν4 (v = 2) 

ν6 (v = 1) +  
ν4 (v = 3) 

ν6 (v = 1) +  
ν4 (v = 4) 

ν6 (v = 1) +  
ν4 (v = 5) 

Origin 3194.0936(9) 3315.291(1) 3436.489 (1) 3557.691(1) 3678.876(1) 

A 0.737785(7) 0.740639(8) 0.74345(1) 0.74634(1) 0.74940(2) 

B̅ 0.0204485(1) 0.0204404(1) 0.0204333(1) 0.0204251(1) 0.0204168(1) 

δ 0.0004951(5) 0.0004950(7) 0.0004950(9) 0.000495(2) 0.0004940(7) 

DK × 10−5 1.216(2) 1.219(2) 1.222(2) 1.226(4) 1.224(9) 

DJK × 10−7 −2.158(9) −2.19(1) −2.225(9) −2.29(1) −2.33(2) 

DJ × 10-9 2.241(2) 2.23(1) 2.18(2) 2.17(2) 2.13(2) 

 
ν1 (v = 1) +  
ν4 (v = 1) 

ν1 (v = 1) +  
ν4 (v = 2) 

ν1 (v = 1) +  
ν4 (v = 3) 

ν1 (v = 1) +  
ν4 (v = 4) 

ν1 (v = 1) +  
ν4 (v = 5) 

Origin 3123.0288(8) 3244.1060(7) 3365.185(2) 3486.246(1) ··· 

A 0.736356(8) 0.739179(6) 0.742023(2) 0.744904(1) ··· 

B̅ 0.0204458(1) 0.0204383(1) 0.0204308(3) 0.0204241(1) ··· 

δ 0.0000490(2) 0.00050(1) 0.00051(1) 0.00052(1) ··· 

DK × 10−5 1.201(3) 1.2251(2) 1.2663(8) 1.299(6) ··· 

DJK × 10−7 −2.22(1) −2.19(1) −2.18(3) −2.17(2) ··· 

DJ × 10−9 2.28(2) 2.25(2) 2.23(4) 2.21(2) ··· 

a. Constants from ref. [106] 
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 As seen in the ν6 band, the ν1 band also exhibits the peak progressions (evident in 

Figure 4-5, part B). Once again, these progressions are attributed to the ν4 hot-bands, and 

transitions up to v = 4 are visible in the ν1 band. The breakdown of the individual vibrational 

transitions are shown in Figure 4-6. However, the hot-band peaks converge into one peak 

at lower Ka values unlike in the ν6 band. This is due to the difference in anharmonicity and 

cross-anharmonicity constants between the ν6, ν1, and ν4 vibrational bands. Using the 

vibrational origins in Table 4-2, some of the anharmonicity constants can be calculated: 

𝓍11 = −0.009(4) cm−1 and 𝓍66 = −0.052(4) cm−1, with the added relationship of 𝓍64 − 𝓍14 = 

0.118(4) cm−1. As the anharmonicity constant is a numerical description of the anharmonic 

oscillator potential energy surface, 𝓍 values close to zero describe an energy surface that is 

close to a harmonic oscillator. Whereas, 𝓍 values not close to zero describe an anharmonic 

oscillator. With the 𝓍 11 being close to zero and the 𝓍66 being more negative than 𝓍11, this 

pattern is expected for symmetric versus asymmetric stretching vibrations. Therefore, the 

symmetric stretching vibration closely resembles a harmonic oscillator, and the asymmetric 

stretching vibration is an anharmonic oscillator. 

For both the ν6 (v = 1), ν1 (v = 1) and the combination vibrational states, there is a 

difference in the degree of uncertainty of the experimentally determined rotational 

constants. For example, the origins for ν6 (v = 1) and ν1 (v = 1) differ in uncertainty by a factor 

of 10, with the ν1 constant being the more accurate value. This is mainly due to the how the 

PGOPHER band-head fitting procedure calculates the uncertainties given in Table 4-2. When 

undergoing the band-head fitting procedure, the uncertainty in a constant is the calculated 

standard deviation based on the quality of the fit. This quality of the fit can be physically 

described as the difference between the experimental transition peak and the assigned 

simulation peak. This uncertainty will be impacted by the number of transitions included in 

the fitting procedure. Therefore, as more peaks are incorporated into the fit from higher Ka 

transitions, as is the case for the ν6 fitting compared to the ν1 fitting, higher level distortion 

constants need to be included in the simulation to ensure these peaks match the 

experimental spectrum. Not including these higher level constants within the fitting 

procedure (as is the case here) means the quality of fit for the origin constant and other 

rotational constants will have a higher uncertainty.  
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Figure 4-5 Comparison of CH2I2 ν1 Simulation and Experimental Spectra. A. Comparison 
of the experimental spectrum (black) and the overall simulation (red), as determined in 
PGOPHER, for the ν1 band from 2985 to 3020 cm−1. The overall simulation is comprised of 
the different simulated transitions for the fundamental 11

0 band and the 11
0 4n

n hot bands, 
where n ≤ 4. Y-axis shows relative absorbance of the experimental and simulation spectra, 
where the simulation has been scaled up to match the experimental. The green line is the 
residual plot of experimental minus the overall simulation. B. Zoomed in portion of the 
three spectra, from 2992.3 to 2997.5 cm−1 showing 4 different Ka transitions in the PQ 
branch. This figure is reproduced from ref. [258] with the permission of AIP Publishing. 
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Figure 4-6 CH2I2 ν1 Simulation Breakdown. Breakdown of the 5 different vibrational 
transitions which make up the PGOPHER simulation shown from 2985 to 3020 cm−1: 10

1 
(light blue), 10

141
1 (yellow), 10

142
2 (purple), 10

143
3 (light green), 10

144
4 (dark blue). 

Experimental spectrum (black), overall simulation (red), and residual plot (dark green) are 
also shown. This figure is reproduced from ref. [258] with the permission of AIP 
Publishing. 

 

 Additional Peaks 

Although the inclusion of the ν4 hot-bands in the PGOPHER simulations helps to 

capture the majority of the observed peaks in the experimental spectrum, there are still 

some low intensity peaks that have not been simulated. This is mainly visible in the ν1 band 

(Figure 4-5, part B), where there are multiple peaks near to 2993.3 cm−1, 2994.5 cm−1, and 

2996.0 cm−1. The first possible source of these peaks is CH2I2 dimers, as the presence of the 

peaks are dependent on CH2I2 being present. These dimers have been calculated to be stable 

by circa 4 kcal mol−1 (1400 cm−1), so it is possible they exist over the course of the 

experiment. However, when keeping the total pressure of the cell constant but increasing 
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the concentration of CH2I2 from 0.1 to 10%, the relative intensity of the additional peaks to 

the known peaks (i.e. those caused by the fundamental or hot-band transitions) did not 

increase. This indicates that it is unlikely the dimers are present during the experiments and 

they are not responsible for the additional peaks.  

The most likely source of the additional peaks is other overtones, combination bands 

or hot-band transitions. Looking at Table 4-1, there are no obvious combinations or 

overtones of the vibrational modes that can contribute to visible peaks within the 2960 to 

3125 cm−1 region. Therefore, further hot-band transitions are considered. Since the 

simulation shows there is population in the ν4 vibrational states up to and including the ν4 

(v = 5), which has a transition frequencies close to 605 cm−1 (estimated from the liquid IR 

studies), any other vibrational mode with a transition frequency lower than 605 cm−1 could 

be populated as well. This includes the ν3 (v = 1) state at 493.01 cm−1 and the ν9 (v = 1) state 

at 584.21 cm−1. [107] However, a lack of microwave data for these states means simulating 

these hot-band transitions would introduce a large degree of uncertainty. In addition, as 

there are two potential hot-band transitions (population from ν3 and ν9), it is difficult to 

know which low intensity peak corresponds to which transition. An effort was made to 

simulate the ν3 and ν9 bands within PGOPHER using the results from the wB97X/Def2QZVPP 

calculations (section 4.3.3). While the simulation did prove that the 60
131

1 and 60
191

1 would 

be possible in terms of intensity, the uncertainty in the band origins and cross-

anharmonicity terms meant the results were difficult to quantify in terms of peak 

assignment. 

4.3.2. Pressure Broadening Coefficients 

Each peak in the spectrum of CH2I2 is comprised of many different rovibrational 

transitions which are broadened due to a variety of factors. Firstly, the expected Doppler 

broadening for the transitions at room temperature is 0.0023 cm−1, which is observed as a 

Gaussian line-shape. Secondly, there is the Lorentzian line-shape due to the instrument line-

shape function (as discussed in section 3.4), which has a FWHM of 0.0142 cm−1. When 

including both of these values in the PGOPHER simulations, the experimental spectrum 

shows additional broadening which is not captured using 0.0023 cm−1 as the Gaussian 

contribution and 0.0142 cm−1 Lorentzian contribution to the linewidth. The remainder of 

this linewidth is most likely due to pressure broadening. [260-262] This is further confirmed 

by considering the reference spectrum (Figure 4-2). Here, the observed peaks are 

broadened due to the atmospheric pressure experimental conditions.  
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As stated in the experimental section, the spectra for the pressure broadening 

analysis was collected from 3052 to 3070 cm−1, within the ν6 band, for two different bath 

gases, N2 and Ar. Contour fitting (as described in section 3.3.1) was then undertaken in 

PGOPHER to fit an overall Lorentzian broadening parameter (as a FWHM) between 3056.5 

to 3069 cm−1 which incorporated 51 peaks across nine different Ka transitions. This region 

was chosen as it has well-defined transitions and high intensity peaks. The overall parameter 

includes the contribution from the instrument line-shape function, so this is removed before 

further analysis is undertaken. Then, the remaining FWHM is converted to a half-width-at-

half-maximum (HWHM) for the rest of the analysis. For each HWHM, the pressure 

broadening contribution can be split into two parts: 

Γ𝑏𝑟𝑜𝑎𝑑𝑒𝑛𝑖𝑛𝑔 = 𝑝1  × 𝑏𝑠𝑒𝑙𝑓 + 𝑝2  ×  𝑏𝑥 Equation 4-15 

Where, bself is the self-broadening parameter for CH2I2, bx is the broadening parameter for 

each bath gas, (x = N2 or Ar), and p1 and p2 are the partial pressures of the respective gases.  

Unfortunately, the concentration of CH2I2 varies slightly between 0.003 to 0.05 mbar 

for each acquired spectrum. This variation is due to the experimental conditions and the 

MFC configurations. However, as this variation is only small and experiments were not 

undertaken to vary the concentration of CH2I2, bself was not determined. Since the 

concentration of CH2I2 does vary slightly, the variance must be removed from each overall 

HWHM Lorentzian parameter in order to accurately determine the broadening coefficient 

for each bath gas. This process requires a few steps. Firstly, an initial plot of Γbroadening vs bath 

gas partial pressure (one each for N2 and Ar) is created, and a linear slope is fitted. The 

intercepts from the fits represent the average self-broadening parameter (one each for N2 

and Ar). The average parameters are then removed from the individual HWHM parameters 

to give a new Lorentzian value.[263] This new value can then be plotted against the partial 

pressure of the appropriate bath gas. Once again, a linear slope can be fitted, where the 

slope corresponds to the bx parameter. The results of these two linear fits are shown in 

Figure 4-7.  

For N2, the Γbroadening parameter ranged from 0.003 cm−1 at 26.3 mbar to 0.18 cm−1 at 

1000 mbar. This corresponds to a bx value of 1.41(6) × 10−4 cm−1 mbar or 0.143(6) cm−1 atm−1. 

Conversely, for Ar the Γbroadening parameter ranged from 0.003 cm−1 at 24.0 mbar to 0.11 cm−1 

at 980 mbar. This corresponds to a bx value of 1.14(6) × 10−4 cm−1 mbar or 0.116(6) cm−1 

atm−1. These values are also recorded in Table 4-3. 
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Figure 4-7 CH2I2 Pressure Broadening Linear Fit. Γbroadening (cm−1) as a function partial 
pressure of either N2 or Ar from 0 to 1000 mbar. Blue squares are the N2 data with a 
corresponding blue linear line-fit and a 95% confidence limit. Red triangles are the Ar data 
with a red linear line-fit and a 95% confidence limit. The reference data is also shown as 
a green circle. Inset (i) shows the same data but between 20 and 100 mbar. This figure is 
reproduced from ref. [258] with the permission of AIP Publishing. 

 

 

Table 4-3 CH2I2 Pressure Broadening Coefficients. Broadening coefficients from this work 
for N2 and Ar with the error fit of the linear line-fit given in brackets. Average J-dependent 
broadening coefficients from available literature for CH3I, CH2F2 and CH3F, with the 
standard deviation in brackets. 

Collision 

Partner 

CH2I2  

b (cm−1 atm−1) 

CH3I  

b (cm−1 atm−1) 

CH2F2  

b (cm−1 atm−1) 

CH3F  

b (cm−1 atm−1) 

N2 0.143(6)a 0.107(14)b 0.087c 0.101(14)d 

Ar 0.116(6)a … … 0.063(6)e 

a. This work 
b. Ref. [264] 
c. Ref. [263] 

d. Ref. [265] 
e. Ref. [266] 
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Comparisons can now be made between the two broadening parameters. While the 

two values are of similar magnitude, they differ in absolute value and are just outside the 

margins of error to be considered the same value. For the two coefficients, bAr is 

approximately 1.25 times smaller than the bN2 value. The magnitude of the bN2 value also 

means that any atmospheric observations of CH2I2 vibrational transitions will be broad.  

Attempting to compare the experimental values reported here to other available 

values is difficult due to the lack of appropriate pressure broadening studies for CH2X2 

molecules (were X = F, Cl, Br, or I). For bN2 there is only one study for the CH2F2 molecule. 

For this molecule the bN2
 parameter ranges from 0.061 to 0.125 cm−1 atm−1, with an average 

value of 0.087 cm−1 atm−1. [263]  

However, there have been more studies for the CH3X molecules, where each of the 

four halogen-substituted methane molecules has an observed bN2
 parameter. Calculating 

average values for different CH3X molecules yields an average of 0.105 cm−1 atm−1, and 

specifically for CH3I, the average is bN2 parameter = 0.107(14) cm−1 atm−1. [264] These two 

values are averages over J-dependent values, where such values for CH3I ranged from 

0.072(2) cm−1 atm−1 to 0.148(4) cm−1 atm−1. In addition, there is only study in total for a bAr 

parameter, which is for the CH3F molecule. For both of the studies involving the CH3F 

molecule, the bN2
 parameter ranges from 0.087 to 0.123 cm−1 atm−1, with an average value 

of 0.101(14)cm−1 atm−1, [265] and the bAr parameter ranges from 0.050(3) cm−1 atm−1 to 

0.080(5) cm−1 atm−1 with an average of 0.063(6) cm−1 atm−1. [266] Comparing to the CH2I2 

broadening coefficients in Table 4-3, both of the experimental values in this thesis are much 

higher than those reported for CH3F. However, the general trend of bN2 being higher than 

bAr still stands true.  

While the value reported in this thesis is higher than the average bN2 value, it is within 

the upper range of the J-dependent value for CH3I. Therefore, the observed bN2 and bAr 

parameters are potentially higher than expected. The most probable explanation for this is 

that the contribution of the bath gas to the pressure broadened transitions has been over-

predicted. Simultaneously, the contribution from the self-broadening by CH2I2 might be 

under-predicted. Full comparisons between the CH2X2 and CH3X molecules will be made in 

section 6.2. 

Comparisons can also be made to the reference spectrum. The experimental 

conditions for that study uses N2 as a bath gas with a total pressure of 1013 mbar 

(atmospheric pressure). Using the same PGOPHER contour fitting method, the Γbroadening 
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value is determined to be 0.158 cm-1. Using the linear fit results shown in Figure 4-7, a 

prediction Γbroadening value can be calculated to be 0.14(1) cm−1 at the same 1013 mbar 

pressure. While the predicted Γbroadening
 is lower than the fitted Γbroadening value, the reference 

data still incorporates any ILS function and does not account for any self-broadening 

contributions.  

4.3.3. Computational Calculations 

Table 4-4 and Table 4-5 show the results of the semi-empirical computational values 

for the five different levels of theory and the corresponding basis sets. Table 4-4 gives the 

values for the ground state (v = 0), ν6 (v = 1), ν4 (v = 1), and ν6 (v = 1) + ν4 (v = 1) vibrational 

states, whereas Table 4-5 gives the corresponding values for the ν1 containing vibrational 

states. The band origin values within the tables are the calculated values, however the band 

origin values used within the PGOPHER simulations (shown in Figure 4-8 part A for ν6 and 

part B for ν1), are adjusted in order to match the experimental spectrum. Out of the five 

simulated spectra, the results for wB97X/Def2QZVPP calculations matched the closest to 

the experimental spectrum in terms of peak position, so a comparative analysis is given 

between these two simulations. However, the results from the other four stimulated spectra 

were not too dissimilar from the experimental spectrum. In addition, the results for 

MP2/MidiX gave the most accurate band origins when comparing with the experimental 

band origins. For example, for the experimental ν6 (v = 1) vibrational state, the band origin 

= 3072.906 cm−1, and for the MP2/MidiX ν6 (v = 1) vibrational state, the band origin = 

3072.330 cm−1. However the simulation for the MP2/MidiX results does not match 

qualitatively with the experimental spectrum and struggles to capture the hot-band 

transitions with the peak progressions accurately. 

Initially looking at the values for wB97X/Def2QZVPP within Table 4-4, the calculated 

rotational values are different to the microwave ground state and the experimentally 

determined rotational constants by 0.02 cm−1. In addition, the Δi between the A rotational 

constant for the calculated ground state and ν6 (v = 1) is much larger than the equivalent 

difference between the experimental ground state and ν6 (v = 1), −46.3 cm−1 compared to 

9.8 cm−1 respectively. On the other hand, the Δi value for the B and C constants match well 

to experimental Δi values. However, for the ν1 results (Table 4-5), the ΔI values for the A 

rotational constant are better matched between the experimental results and the 

wB97X/Def2QZVPP results, −139 cm−1 and −144 cm−1 respectively. 
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Figure 4-8 CH2I2 Computational Simulated Spectra. A. Comparison of the experimental 
spectrum and the five computational spectra from 3045 to 3100 cm−1 showing the ν6 
band. B. Comparison of the experimental and the five computational spectra from 2097 
to 3030 cm−1 showing the ν1 band. The colours of the spectra are: Experimental (black), 
wB97X/Def2QZVPP (green), B3LYP/Def2QZVPP (purple), M062X/Def2QZVPP (yellow), 
B3P86/Def2QZVPP (blue), and MP2/MidiX (orange). This figure is reproduced ref. [258] 
with the permission of AIP Publishing. 
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However, this large difference (56.1) for the Δi between the A rotational constants 

does not manifest itself in the simulated spectra. Figure 4-9 shows the results of the 

experimental spectrum (black), the simulated results from section 4.3.1.1 (red), and the 

wB97X/Def2QZVPP results (blue) for the ν6 band. The general shape of each peak is well 

matched, which is dependent on the B and C constants. But there is a slight 0.03 cm−1 

difference in the peak locations between the experimental and the wB97X/Def2QZVPP 

simulation, which is due to the A rotational constant. Similar results can be seen for the ν1 

simulations. Figure 4-10 shows the results of the experimental spectrum (black), the 

simulated results from section 4.3.1.1 (red), and the wB97X/Def2QZVPP results (blue) for 

the ν1 band. Once again, the general shape of the peaks is well matched and the peak 

locations are better matched for the ν1 band than the ν6 band, with a difference of only 0.01 

cm−1 between the experimental and wB97X/Def2QZVPP simulation. 

Alongside the fundamental transitions, the hot-band transitions were also calculated 

and simulated. As shown in both Figure 4-9 and Figure 4-10, the inclusion of these hot-bands 

qualitatively match well to the experimental simulation, which helps to confirm the hot-

band theory and analysis as presented in section 4.3.1. 
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Figure 4-9 CH2I2 ν6 wB97X/Def2QZVPP Simulation Comparison Results. Comparison of 
the experimental spectrum (black), the line-fitted simulation (red), and the semi-
empirical simulation based on the results of the wB97X/Def2QZVPP calculations (blue). 
A. Sub-section of all three spectra, from 3055 to 3085 cm−1 covering the 61

0 band 
(including the 61

0 4n
n transitions where n ≤ 5) band. B. Zoomed in portion of the three 

spectra, from 3063.5 to 3068.6 cm−1 showing four different Ka transitions in the PQ branch. 
This figure is reproduced from ref. [258] with the permission of AIP Publishing. 
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Figure 4-10 CH2I2 ν1 wB97X/Def2QZVPP Simulation Comparison Results. Comparison of 
the experimental spectrum (black), the line-fitted simulation (red), and the semi-
empirical simulation based on the results of the wB97X/Def2QZVPP calculations (blue). 
A. Sub-section of all three spectra, from 2970 to 3030 cm−1 covering the 11

0 band 
(including the 11

04n
n transitions where n ≤ 4) band. B. Zoomed in portion of the three 

spectra, from 2992.4 to 2997.5 cm−1 showing four different Ka transitions in the PQ branch. 
This figure is reproduced from ref. [258] with the permission of AIP Publishing. 
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Table 4-4 CH2I2 ν6 Semi-empirical Computational Values. Comparison of calculated and 
experimentally determined anharmonic frequencies and rotational constants for CH2I2 
for the vibrational ground state (v = 0), ν6 (v = 1), ν4 (v = 1), and the first hot band ν6 (v = 
1) + ν4 (v = 1). All values given in cm−1, error bars for experimental values are given above 
in Table 4-2. This table is reproduced from ref. [258] with the permission of AIP 
Publishing. 

 

Ground 

state 

(v=0) 

ν6  

(v=1) 
Δi /10−6 ν4 (v = 1) 

ν6 (v = 1) + 

ν4 (v = 1) 

Δj 

/10−6 

Experimental 

ν 0 3072.906 ··· 121.0 3194.0936 … 

A 0.734994a 0.735500 9.8 0.737856a 0.737784 −70.1 

B 0.020700a 0.207014 1.3 0.020694a 0.020696 2.5 

C 0.020206a 0.020208 1.5 0.020198a 0.020201 2.5 

wB97X 

/ 

Def2QZVPP 

ν 0 3196.503 ··· 122.802 3319.646 ··· 

A 0.756904 0.756858 −46.3 0.758381 0.758335 −46.0 

B 0.020722 0.020723 0.9 0.020741 0.020742 1.0 

C 0.020248 0.020250 1.2 0.020265 0.020266 1.0 

B3LYP 

/ 

Def2QZVPP 

ν 0 3084.591 ··· 113.560 3198.268 ··· 

A 0.754299 0.754001 −298.1 0.755808 0.755509 −299 

B 0.019928 0.01994 11.4 0.019947 0.019958 11.0 

C 0.019490 0.019501 11.3 0.019506 0.019517 11.0 

M062X 

/ 

Def2QZVPP 

ν 0 2824.927 ··· 116.988 2940.409 ··· 

A 0.746255 0.744737 −1518 0.747667 0.746149 −1518 

B 0.020673 0.020692 19.2 0.020692 0.020711 19 

C 0.020198 0.020215 17.4 0.020215 0.020232 17 

B3P86 

/ 

Def2QZVPP 

ν 0 3091.403 ··· 114.929 3206.442 ··· 

A 0.758783 0.758516 −267.3 0.760348 0.760081 −267 

B 0.020428 0.020437 9.0 0.020447 0.020456 9.0 

C 0.019970 0.019979 8.7 0.019987 0.019996 9.0 

MP2 

/ 

MIDIX 

ν 0 3072.330 ··· 118.861 3191.309 ··· 

A 0.715676 0.715986 309.8 0.718191 0.718501 310 

B 0.019623 0.019624 1.5 0.019662 0.019617 −44.5 

C 0.019172 0.019174 2.0 0.019164 0.019166 2.0 

a. Constants from ref. [106] 
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Table 4-5 CH2I2 ν1 Semi-empirical Computational Values. Comparison of calculated and 
experimentally determined anharmonic frequencies and rotational constants for CH2I2 
for the vibrational ground state (v = 0), ν1 (v = 1), ν4 (v = 1), and the first hot band ν1 (v = 
1) + ν4 (v = 1). All values given in cm−1, error bars for experimental values are given above 
in Table 4-2. This table is reproduced from ref. [258] with the permission of AIP 
Publishing. 

 

Ground 

state 

(v=0) 

ν1  

(v=1) 
Δi /10−6 ν4 (v = 1) 

ν1 (v = 1) + 

ν4 (v = 1) 

Δj 

/10−6 

Experimental 

ν 0 3001.939 … 121.0 3123.029 … 

A 0.734994a 0.733606 −139 0.737856a 0.736355 −150 

B 0.020700a 0.020698 −1.9 0.020694a 0.020691 −2.7 

C 0.020206a 0.020210 3.1 0.020198a 0.020201 2.3 

wB97X 

/ 

Def2QZVPP 

ν 0 3133.216 … 122.802 3256.026 … 

A 0.756904 0.755465 −144 0.758381 0.756941 −144 

B 0.020722 0.020724 18.9 0.020741 0.020743 2.0 

C 0.020248 0.020251 16.2 0.020265 0.020268 3.0 

B3LYP 

/ 

Def2QZVPP 

ν 0 3017.650 … 113.560 3131.131 … 

A 0.754299 0.752528 −177 0.755808 0.754036 −177 

B 0.019928 0.019937 8.4 0.019947 0.019955 8.0 

C 0.019490 0.019498 8.3 0.019506 0.019514 8.0 

M062X 

/ 

Def2QZVPP 

ν 0 2774.860 … 116.988 2890.359 … 

A 0.746255 0.743240 −301 0.747667 0.744676 −299 

B 0.020673 0.020692 19.2 0.020692 0.020711 19.0 

C 0.020198 0.020215 17.4 0.020215 0.020232 17.0 

B3P86 

/ 

Def2QZVPP 

ν 0 3022.180 … 114.929 3136.833 … 

A 0.758783 0.757036 −175 0.760348 0.758601 −175 

B 0.020428 0.020435 7.0 0.020447 0.020711 8.0 

C 0.019970 0.019977 6.7 0.019987 0.020232 7.0 

MP2 

/ 

MIDIX 

ν 0 3008.467 … 118.861 3127.338 … 

A 0.715676 0.714785 −89.1 0.718191 0.717300 −89.1 

B 0.019623 0.019620 −2.5 0.019662 0.019613 −48.5 

C 0.019172 0.019170 −2.0 0.019164 0.019162 −2.0 

a. Constants from ref. [106] 
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4.4. Conclusion 

Firstly, the room temperature rovibrational absorption spectrum of CH2I2 has been 

measured from 2960 to 3125 cm−1. Within this region, two fundamental transitions of CH2I2 

were observed, belonging to the ν6 and ν1 normal modes. However, further analysis of these 

two bands revealed contributions from hot-band transitions arising from population in the 

ν4 vibrational states. Within the ν6 band, there were six assigned vibrational transitions: 60
1 

and 60
14n

n (where n ≤ 5). Within the ν1, there were five assigned vibrational transitions: 10
1 

and 10
14n

n (where n ≤ 4). In addition, within both bands there were unassigned transitions 

which could be attributed to 60
131

1 or 60
191

1 within the ν6 band, or 10
131

1 within the ν1 band. 

A PGOPHER simulation was generated to experimentally determine the spectroscopic 

rotational constants of all 11 vibrational states observed in the experimental spectrum. 

Some of the cross anharmonicity constants were determined: 𝓍11 is −0.009(4) cm−1 and 𝓍66 is 

−0.052(4) cm−1 and the added constraint that 𝓍64 − 𝓍14, must be equal to 0.188(4) cm−1. 

Secondly, the pressure broadening coefficients of N2 and Ar have also been measured 

for CH2I2, with bN2 = 0.143(6) cm−1 atm−1 and bAr = or 0.116(6) cm−1 atm−1. Both of these 

experimental values are much higher than corresponding values for CH3X and CH2X2 

molecules. However, the general trend of bN2 being higher than bAr is observed here. The 

most probable explanation for the high values is that the contribution of the bath gas to the 

pressure broadened transitions has been over-predicted. Simultaneously, the contribution 

from the self-broadening by CH2I2 might be under-predicted. 

Lastly, the results of five different computational calculations were used to predict 

the spectra of the ν1 and ν6 bands in order to confirm the hot-band theory. The 

computational basis set and method pairs were: wB97X/Def2QZVPP, M062X/Def2QZVPP, 

B3P86/Def2QZVPP, B3LYP/Def2QZVPP, and MP2/MidiX. Out of the ten simulation spectra, 

five for the ν6 and five for the ν1 band, the semi-empirical simulated spectra for the 

wB97X/Def2QZVPP computational calculation were qualitatively the best match for the 

experimental spectrum for both vibrational bands. 
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5. Rovibrational Absorption 
Spectroscopy of CH2Br2 from 2925 

to 3125 cm−1 

This chapter covers the experimental work undertaken to record a mid-IR spectrum 

of CH2Br2 from 2925 to 3125 cm−1 and the attempts to determine the spectroscopic 

constants of the two measured vibrational states, ν6 (v = 1) and ν1 (v = 1). In addition, further 

spectroscopic constants are measured for the combination states ν6 (v = 1) + ν4 (v ≤ 3) which 

arise from population in the ν4 (v ≤ 3) vibrational states. The effects of pressure broadening 

on the observed rovibrational transitions are also reported here. In addition, computational 

studies of CH2Br2 are undertaken to guide the fitting process and allows for comparison 

between semi-empirical simulated spectra and experimental spectrum. The majority of the 

work presented in this chapter is currently being prepared for a manuscript, including the 

full recorded spectrum, the ν6 fitting analysis, and the pressure broadening analysis. 

5.1. Background of CH2Br2 

Dibromomethane, CH2Br2 is a known contributor to the global bromine budget and, 

as seen for CH2I2, is mostly found in coastal regions as it is produced in seawater by 

macroalgae. [81] A number of studies have observed the mixing ratio of CH2Br2 in the 

atmosphere to be around 1 pptv: 0.88 pptv over the western Pacific Ocean,[24] 0.85 to 1.75 

pptv over the East China Sea, [25] and 1.08(17) pptv at Cape Point, South Africa. [26] 

Atmospheric studies have also shown that CH2Br2 has a moderate tropospheric lifetime of 

approximately 120 days [80, 267] and an ozone depletion potential (ODP) of 0.17. [267] This 

ODP is the relative amount of degradation to the ozone layer a molecule can cause, with 

CCl3F being fixed at 1.0. Within the atmosphere CH2Br2 undergoes two main reactions, 

namely photolysis and reaction with the OH radical: 

𝐶𝐻2𝐵𝑟2 + ℎ𝜈 (<  320 𝑛𝑚) 
 
→   𝐶𝐻2𝐵𝑟 + 𝐵𝑟 Reaction 5-1 

𝐶𝐻2𝐵𝑟2 + 𝑂𝐻 
 
→   𝐶𝐻𝐵𝑟2 +𝐻2𝑂 Reaction 5-2 
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The generation of the bromine radical contributes to the ozone depletion cycle in the 

upper stratosphere (as discussed in section 1.1.1). [10] As was the case with CH2I2, CH2Br2 

has also been used in laboratory settings to generate Criegee intermediates. [268] However, 

unlike CH2I2, there is more available gas-phase spectroscopy literature for CH2Br2. For 

electronic spectroscopy, there have been many studies into the UV-Vis spectrum of CH2Br2, 

in particular understanding its photolysis rates as a function of UV light, which acts as a 

simulation for solar radiation. [79-85] While some of these studies did observe vibrational 

overtone and combination bands, only band-origin information can be gleaned from these 

studies. [81] For rotational spectroscopy studies, there are six studies probing the ground 

vibrational state. [86-91] Furthermore, one of these studies also determines rotational 

constants for the ν4 (v = 1) vibrational state but only for the 79/81 isotopologue. [90] 

Understanding the vibrational and rotational spectroscopy of CH2Br2 can be complex due to 

the introduction of isotopologues. As the bromine molecule has two stable isotopes, with 

mass 78.91834 and mass 80.91629, three isotopologues are stable for CH2Br2: CH2
79Br79Br, 

CH2
79Br81Br, and CH2

81Br81Br. For the purpose of this thesis, the written masses are simplified 

to 79 and 81. These have an abundance ratio of 1:2:1, and for simplicity reasons (and where 

appropriate) the isotopologues will be referred to as 79/79, 79/81, and 81/81. For the 

analysis presented later, the rotational constants for the ground vibrational state are taken 

from ref. [88] for the 79/79 and 81/81 isotopologues and from ref. [90] for the 79/81 

isotopologue.  

Moving onto vibrational studies, there have been four studies focusing on the IR gas 

phase spectrum of CH2Br2. [92-95] Only two of these papers cover a broad range of the IR 

spectrum, from 400 to 4000 cm−1, and measures eight of the nine possible normal 

vibrational fundamental transitions. Unfortunately, ν4 could not be measured as its 

transition wavenumber (approximately 171 cm−1) is lower in energy than the available light 

source, however the transition wavenumber was calculated. [92] Furthermore, this study 

does not reproduce the full IR spectrum so it is unknown if the authors witnessed any 

rovibrational structure. The other two studies, however, focus on specific vibrational bands 

and do observe rovibrational structure and hyperfine splitting. Brumfield et al. [94] use 

cavity ring-down spectroscopy coupled to a supersonic jet expansion to record a very high 

resolution spectrum of the fundamental vibrational transition of ν8 from 1196.14 to 

1197.92 cm−1. From this spectrum, rotational constants for the ν8 (v = 1) state are 

determined for each of the three isotopologues. Furthermore, complex hyperfine splitting 

at low-J values (for both the P and R branches) was observed, which is attributed to the 
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presence of the two bromine nuclei within the molecule. Lastly, Sadiek et al. [93] acquired 

a Doppler limited spectrum from 2955 to 3086 cm−1 which incorporated the ν6 and ν1 

vibrational bands. Within this study, they also saw the peak progressions which are observed 

for CH2I2 (see section 4.3.1). However, these progressions are attributed to the three 

isotopologues. This study will be furthered discussed in section 5.3.1, in comparison to the 

results obtained in this thesis.  

In addition to these three gas phase studies, there are further liquid IR, [97] solid state 

IR, [76, 98] and computational studies, [99, 100] for CH2Br2. While the majority of these 

papers do not provide additional information that cannot be gleaned from other studies, 

one computational paper does attempt to calculate rotational constants (A, B, and C) and 

vibrational frequencies for the (v = 1) vibrational states of the all nine normal modes. [100] 

However, the calculated anharmonic frequencies do not match the experimental values, 

where differences range from the calculated energy being 7 cm−1 lower in energy (ν4) to 

being 141 cm−1 higher in energy (ν1) (see Table 5-1). Furthermore, the calculated 

spectroscopic rotational constants are also different than available in given literature, at 400 

MHz or 0.013 cm−1 higher.  
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Table 5-1 Literature CH2Br2 Fundamental Vibrational Band Origins. Collection of available 
all fundamental normal vibration transitions in cm−1.  

 Symmetry Gas Phase Liquid Phase Solid State Computational 

ν4 a1 171.1i …. …. 
172a 
165g 
165h 

ν3 a1 588a 
577a 
580e 

577e 
576.5f 

577a 
558g 
559h 

ν9 b2 653a 
635a 
639e 

645e 
636f 

638a 
640g 
608h 

ν7 b1 812a 
812a 
810e 

810e 
807e 

813a 
809g 
812g 

ν5 a2 …. 
1095a 

1090e 
1089e 
1090f 

1095a 
1105g 
1111h 

ν8 b2 
1195a 

1196.957b† 

1192a 
1191e 

1182e 
1179f 

1193a 
1219g 
1215h 

ν2 a1 1382a 
1387a 
1388e 

1385e 
1385f 

1388a 
1423g 
1434h 

ν1 a1 3009a 
2989a 
2994d 
2988e 

2987.5e 
2990f 

2987a 
3004g 
3150h 

ν6 b1 
3073a 

3077.126c* 

3061a 
3067d 
3063e 

3064e 
3063f 

3063a 
3089g 
3240h 

a. Ref. [92] 
b. Ref. [94], † is the 79/81 isotope, although 
all 3 are given.  
c. Ref. [93], * is the 79/81 isotope, although 
all 3 are given. 
d. Ref. [97], C6D6 solvent used (there are 
others) 
 
 

e. Ref. [98] 
f. Ref. [76] 
g. Ref. [99] 
h. Ref. [100], DFT results, assignments 
changed to match other literature chosen 
i. Ref. [90], microwave spectroscopy 
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5.2. Experiments 

5.2.1. 300 K Rovibrational Spectrum 

For the room temperature spectrum of CH2Br2, the apparatus described in chapter 

2.2 was used. The Herriott multipass flow cell was aligned to a path length of 1130 ± 30 cm, 

as determined using a known concentration of CH4. The full mid-IR spectrum was recorded 

from 2921.85 to 3123.78 cm−1 using 13 different diffraction grating positions (different 

windows). For each window, only one repetition rate of the frequency comb laser was used:  

250.0000 MHz. This yields a data point separation of 0.0083 cm−1. Due to the broader nature 

of the peaks within the spectrum, additional repetition rates were not necessary. Each 

window was recorded multiple times, where each acquisition contained 2000 images 

(collected with a 50 μs integration time, 125 Hz camera frame rate) and were averaged 

together for both the signal (CH2Br2 sample present) and background (N2 only). This meant 

across the 13 windows, 48 spectra were acquired. For each window, comparable data were 

collected to obtain a CH4 spectrum in order to frequency calibrate the CH2Br2 spectrum. 

However, only one spectrum was obtained for each window, so only 13 CH4 spectra total 

were used for the frequency calibration. 

For each background acquisition, a pure flow of N2 is used. For each sample 

acquisition pure CH2Br2 is used: a liquid sample of CH2Br2 (Sigma Aldrich, 99% pure) within 

the sample container (Teflon PTFE coated) is allowed to reach equilibrium at a vapour 

pressure of 59.2 mbar (at 298 K). Then an MFC and the vacuum pump controls the flow into 

the flow cell for a total pressure of 0.7 ± 0.03 mbar. Unlike the measurements for CH2I2, no 

bath gas was used for the full spectrum measurements as the vapour pressure was sufficient 

enough to allow the MFC to flow the gas. As with the CH2I2 experimental, the concentration 

was verified against the reference spectrum. [95, 216] A factor of 1.48 was calculated as the 

difference between the ∫σν of the reference and experimental spectra: 

reference = 1.4 × 10−19 cm2 molecule−1 and experimental = 1.00 × 10−19 cm2 molecule−1 (from 

2921.8 to 3002.6 cm−1). Using this factor, a final concentration of (1.69 ± 0.08) × 1016 

molecule cm−3 is determined. This factor is much less than the factor for CH2I2 due to the 

elimination of the water bath, therefore the only major component to the difference in 

concentration is loss to the Teflon walls. 

As discussed in chapter 3.2, the images for each window are transformed into spectra 

using the MATLAB code and then frequency calibrated using the acquired CH4 spectra. For 
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an unknown reason, the 840 MHz noise is no longer present in the baseline of the 48 

individual spectra, so no fast Fourier transform band-pass is applied. Furthermore, no 

baseline subtraction was applied to the individual spectra due to improvements in the 

stability of the laser intensity. Finally, the 48 spectra are concatenated together to give one 

full and final spectrum from 2921.85 to 3123.78 cm−1. Where adjacent windows overlapped, 

the spectra was averaged together. In addition, due to the overlapping nature of the 

windows, each frequency data point was recorded in at least two different windows. The 

final absorption spectrum can also be converted to σν (in cm2 molecule−1), as seen as the 

right y-axis for the spectrum shown in Figure 5-1. The error of the σν has also been 

calculated, using the error in the concentration and the error in the cell path length, yielding 

an overall error of 5.7%. This is a lower error bar than the measurements for CH2I2 due the 

lack of water bath (no heating of the sample).  

5.2.2. Pressure Broadening 

To investigate the effect of pressure broadening on the observed peaks within the 

CH2Br2 spectrum, two experiments were performed, both within the flow cell. In these 

experiments a sample of CH2Br2 (concentration kept approximately constant at 

(1.60 ± 0.08) × 1016 molecule cm−3) was recorded in a mixture with either N2 or Ar at various 

pressures from 10 to 350 mbar. Unfortunately, the pressure reader capable of reading up 

to atmospheric pressure broke before measurements could be made, so the upper limit of 

measurements was 350 mbar. Each different total pressure spectrum was recorded from 

3048 to 3070 cm−1, however the analysis was performed from 3054 to 3063 cm−1 which 

incorporated 5 different Ka transitions within the ν6 vibrational band. To keep the analysis 

simple, only one repetition rate at 250.0000 MHz was used. 

After all of the spectra were acquired, the overall Lorentzian broadening parameter 

was determined using contour fitting in PGOPHER (as described in section 3.3.1). Further 

analysis is then undertaken which is described in section alongside the final results. 

5.2.3. Computational Calculations 

Due to the increased complexity of the CH2Br2 spectrum, especially the introduction 

of three isotopologues, computational results are needed to guide the spectra fitting 

process. In addition, a lack of reported rotational constants for ν4 (v ≤ 3) vibrational states 

meant that meaningful calculations were needed in order to begin to simulate the extra 

peaks within the peak progressions.  
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Even though there are more basis sets that can be used with bromine-containing 

molecules, the same basis sets and theory methods that were utilised for CH2I2 are also used 

for CH2Br2: wB97X/Def2QZVPP, M062X/Def2QZVPP, B3P86/Def2QZVPP, B3LYP/Def2QZVPP, 

and MP2/MidiX. All calculations were performed in Gaussian 09 using a tight anharmonic 

setting. [234] All Gaussian calculations were undertaken by Dr Lehman, and only the output 

files were used for the analysis here. The appropriate semi-empirical rotational constants 

were calculated using the method described in 3.3.2. This semi-empirical method was 

adapted from work published by Sadiek and Friedrichs. [93] 

5.3. Results and Discussions 

5.3.1. 300 K Rovibrational Spectrum 

Figure 5-1 shows the full acquired rovibrational spectrum for CH2Br2 from 2925 to 

3125 cm−1 incorporating two fundamental vibrational transitions: ν1 and ν6. Just as in the 

previous chapter: the left-hand y-axis of the spectrum is absorbance, as measured in this 

experiment, defined as ln(I/I0). The right-hand y-axis is given in σν (cm2 molecule−1), as 

defined in the HITRAN database and discussed in the previous chapter (Equation 4-1). [216] 

In addition, Figure 5-1 inset (i) shows a 3 cm−1 portion of the spectrum, and inset (ii) shows 

the CH2Br2 molecule superimposed on the rotational axis system used during the analysis. 

Furthermore, CH2Br2 is a near prolate asymmetric top molecule with C2v symmetry, an 

average κ value of −0.996, using Equation 1-91, as calculated using the ground vibrational 

state rotational constants from references [88] and [90].  

As stated above, the acquired spectrum covers two fundamental vibrational 

transitions: ν1 from 2935 to 3040 cm−1 and ν6 from 3040 to 3125 cm−1. The ν1 normal mode 

can be described as the symmetric C-H stretch and the ν6 normal mode is the asymmetric 

C-H stretch, both of which involve the CH2 moiety. Firstly, the ν1 band is a b-type transition 

with a1 symmetry, which manifests itself with P/RQKa(J) branches and no central Q branch. 

Conversely, the ν6 band is a c-type transition with b1 symmetry and has a strong, central Q 

branch alongside well-defined P/RQKa(J) branches. To determine the band strength ratio 

between the two modes, the ∫σν areas are calculated. For ν1 this value is 3.49 × 10−19 

cm2 molecule−1 (from 2935.001 to 3034.998 cm−1), and for ν6 this value is 2.02 × 10−19 

cm2 molecule−1 (from 3040.001 to 3123.783 cm−1). These regions cover the majority of the 

two   
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Figure 5-1 Full Experimental CH2Br2 Spectrum. The full experimental vibrational spectrum from 2925 to 3125 cm−1, acquired under the conditions: 298 
K, path length of 1130 ± 30 cm, CH2Br2 pressure of 0.7 ± 0.03 mbar. Red asterisks indicate water impurities within the spectrum. The left y-axis shows 
the absorbance measured in this thesis, and the right y-axis shows absorption cross section (cm2 molecule−1). (i) Zoomed in portion of the ν6 spectrum 

from 3060.7 to 3064.2 cm−1, showing two Ka transitions (9  10 and 8  9). (ii) Molecular structure of CH2Br2 (bromine = purple, carbon = grey, 
hydrogen = white). The axes show the labels used for this analysis: the ν6 asymmetric stretch causes a transition dipole moment (TDM) along the c-
axis and the ν1 symmetric stretch causes a TDM along the b-axis. 
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bands, however, they avoid the overlapping region of the two bands around 3035 to 3040 

cm−1. Therefore, the band strength ratio is 1:1.73 for ν6:ν1 which agrees well with the 

reference data. In the case of the reference data, [95] for ν1 (from 2935.00 to 3035.00 cm−1) 

the ∫σν is 3.58 × 10−19 cm2 molecule−1, and for ν6 (from 3040.00 to 3125.00 cm−1) the 

integrated value is 1.93 × 10−19 cm2 molecule−1. This gives a band strength ratio of 1:1.86 for 

ν1:ν6.  

As seen in Figure 5-1 inset (i), there are many peaks within each vibrational transition 

band. Each peak consists of many J transitions, which due to Doppler, pressure, and 

instrument line-shape broadening appear as one peak. The majority of this broadening is 

likely to be pressure broadening. However, there are too many peaks in the spectrum which 

can be attributed to the fundamental vibrational transitions, even considering the amount 

of rovibrational transitions. Looking at inset (i), this shows two different Ka transitions, 

where Ka = 9  10 and Ka = 8  9. While there should only be two peaks, one for each Ka 

transition, there are at least 4 peaks near each Ka transition. Hereafter, the repeating stacks 

of peaks within a Ka transition are referred to as progressions. For the reference data, [95] 

as the spectrum was recorded at atmospheric pressure, the individual peaks do begin to 

convolve into one broad peak, (average FWHM of 0.6 cm−1) however the top of each peak 

is still visible. This is further visible in Figure 5-2 and inset (i), where the reference spectrum 

(red line) is overlaid on the experimental spectrum (black line).  

The progressions seen in this spectrum were previously seen in the work of Sadiek et 

al. [93]. However in this instance, the progressions were attributed to the three 

isotopologues of CH2Br2. The most intense peak in each progression was assigned to the 

81/81 isotopologue, followed by 79/81 and finally, 79/79. While this theory is justifiable, it 

does have its limitations. Firstly, this theory ignores the 4th peak in the progressions. 

Secondly, the relative intensity of the peaks in the progressions do not match the expected 

abundance ratio of 1:2:1 (for 81/81:79/81:79/79), and instead follows a pattern of 

approximately 1:0.5:0.25. Finally, the isotopic shift between the isotopologues has to be 

0.28 cm−1 between the 79/79 and 79/81 molecules, and 0.395 cm−1 79/81 and 81/81 

molecules. This is much higher than any of the calculated isotopic shifts, which are typically 

on the order of 0.01 cm−1.  

Therefore, this thesis proposes that the observed peak progressions are due to hot-

bands transitions from the ν4 vibrational states. The following section describes the fitting 

results for ν6 band in which the hot-band transitions are included.
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Figure 5-2 Comparison of Experimental and Reference Spectra of CH2Br2. Experimental spectrum in black from 2925 to 3130 cm−1, and corresponding 
portion of the reference spectrum in red. [95] (i) Zoomed in portion of the two spectra from 3060.6 to 3064.3 cm−1 incorporating two Ka transitions (9 

 10 and 8  9). The grey shading shows the error of the black experimental spectrum as determined by the path length and concentration of the 
sample.  
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 Fitting results of the ν6 band 

For the ν6 vibrational band, the discernible peaks span from 3035 up to 3120 cm−1, 

with the band origin at 3076.7205(5) cm−1. Approximately 150 peaks in this band are 

detectable, which assumes a minimum detectable absorption of 3σ above the baseline noise 

(σ = 1.5 x 10−4). As was the case for CH2I2, these peaks involve a strong central Q branch and 

P/RQKa(J) branches which are spaced by approximately 2(A−B̅). Once again, for a c-type 

transition and using the inertial axes as labelled in Figure 5-1 inset (ii), the rotational 

selection rules are: ΔJ = 0, ±1, ΔKa = ±1, and ΔKc = 0, ±2. Due to broadening of the observed 

transitions, each peak is a combination of many transitions, where there are different J and 

Kc transitions, but the same Ka transition for each peak.  

In order to fit the experimental spectrum and determine the rotational constants of 

the ν6 (v = 1) vibrational state, PGOPHER was used as described in section 3.3.1. This fitting 

procedure was undertaken by Dr Sadiek (Leibniz Institute for Plasma Science and 

Technology) as part of an ongoing collaboration. For this fitting procedure, the origin, A, B, 

and C constants for each isotopologue ν6 (v = 1) state were fitted using the band-head fitting 

procedure (as described in section 3.3.1) and using Watson’s A reduction Hamiltonian. The 

initial starting point for each rotational constant in each vibrational state (apart from the 

ground state), were taken from the semi-empirical results of the wB97X/Def2QZVPP 

computational results. Unlike for CH2I2, higher level distortion constants (ΦK, ΦKJ, ΦJK, ΦJ) 

were not included in the simulations due to a lack of appropriate constants within available 

literature. However, the distortion constants, DJ, DJK, Dk, δk, and δJ were included in the 

simulations, but were not fitted due to a lack of appropriate higher Ka transitions. While 

values of these distortion constants are only shown in Table 5-2 for the ground (v = 0) state 

and the ν6 (v = 1) state for each isotopologue, the constants are held the same for all 

vibrational states included in the simulation. For the simulation presented in Figure 5-3, the 

temperature was set to 300 K, the Gaussian broadening parameter was 0.0029 cm−1, and 

the Lorentzian broadening parameter was set to 0.0281 cm−1.  

For the ν6 band, the results of the fitted spectroscopic rotational constants for each 

isotopologue ν6 (v = 1) vibrational state are stated in Table 5-2. The degree of uncertainty 

given in Table 5-2 (and Table 5-3) is the calculated standard deviation based on the quality 

of the fit and the difference between the experimental transition peak and the assigned 

simulation peak. These errors are of similar magnitude to the errors seen for the CH2I2 

vibrational state rotational constants. However, it is notable that the three isotopologue 
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band origins for ν6 (v = 1) are more accurate than the equivalent band origin for CH2I2. This 

difference is due to the reduction in the number of higher Ka transitions which need to be 

included within the band-head fitting procedure.  

Once again, in order to ensure the simulation of all three isotopologues matches the 

experimental spectrum, the hot-band transitions arising from the ν4 vibrational states are 

included. However, as CH2Br2 has a higher transition frequency for the fundamental ν4 

transition with a transition wavenumber of 171.1 cm−1, [90] there are fewer visible hot-

bands. Calculating the Boltzmann population distribution for the population residing in the 

ground state and the ν4 (v ≤ 3) states yields of ratio of: 1:0.44:0.19:0.08.  

However, unlike for CH2I2, there is a lack of literature citing spectroscopic rotational 

constants for the ν4 vibrational states. There is one study which cites ν4 (v = 1) rotational 

constants for the 79/81 isotopologue, [90] however it is impossible to extroplate the 

constants for the two other isotopologues based on one set of results. Therefore, the semi-

empirical results of the wB97X/Def2QZVPP (see section 5.3.3) for the origin, A, B, and C 

rotational constants, were utilized as a starting point for the ν4 (v ≤ 3) vibrational states. In 

order to ensure the fitting results are accurate, both the lower vibrational states (ν4 (v ≤ 3)) 

rotational constants were fitted alongside the excited vibrational states (ν6 (v = 1) + ν4 

(v ≤ 3)) rotational constants for each isotopologue. The results of the fitting can be seen in 

Table 5-3.  

While there is literature citing the 40
1 transition energy for CH2Br2, this is only one 

value at 171.1 cm−1 and which is for the 79/81 isotopologue. [90] Once again however, as 

the vibrational quantum number does not change for ν4 in the observed transitions, the 

vibrational band origins for 40
n cannot be calculated. However, the band-head fitting 

procedure did attempt to fit the 40
n

 band origins, alongside the 60
14n

n band origins (Table 

5-3). Furthermore, the value for the 𝓍64 cannot be calculated, but the 𝓍66 anharmonicity 

constant for the 79/81 isotopologue is calculated to be −0.747(4) cm−1.  

While Figure 5-3 shows the complete simulation for the ν6 band, Figure 5-4 part A 

shows the breakdown of the different 60
14n

n transitions included in the simulation. For the 

ν6 band, there are 4 different vibrational transitions which can be attributed to either the 

60
1 vibrational transition or the 60

14n
n up to v = 3. In addition, there are the three different 

isotopologues for CH2Br2, which means there is a total of 12 different vibrational transitions 

within the full simulation. Both figures also show the residual plot (green line) between the 

experimental spectrum and the full simulation. While there is a good agreement between  
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Figure 5-3 Comparison of CH2Br2 ν6 Simulation to Experimental Spectrum. A. Comparison 
of the experimental spectrum (black) and the overall simulation (red), as determined in 
PGOPHER, for the ν6 band from 3050 to 3100 cm−1. The overall simulation is comprised of 
the different simulated transitions for the fundamental 61

0 band and the 61
0 4n

n hot bands, 
where n ≤ 5. Y-axis shows relative absorbance of the experimental and simulation spectra, 
where the simulation has been scaled up to match the experimental. The green line is the 
residual plot of experimental minus the overall simulation. B. Zoomed in portion of the 
three spectra, from 3065.5 to 3072.2 cm−1 showing 4 different Ka transitions in the PQ 
branch. 
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Figure 5-4 CH2Br2 ν6 Simulation breakdown. A. Breakdown of the 6 different vibrational 

transitions which make up the PGOPHER simulation shown from 3050 to 3095 cm−1: 60
1 (light 

blue), 60
141

1 (yellow), 60
142

2 (purple), 60
143

3 (light green). Experimental spectrum (black), 

overall simulation (red), and residual plot (dark green) are also shown. B. Breakdown of the 

three different isotopologues which make up the PGOPHER simulation shown from 3065.5 

to 3072.2 cm−1: 79/81 (orange), 79/79 (dark blue), 79/81 (brown). The experimental 

spectrum is also shown in black. 
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the two spectra, there is a small mismatch in the observed relative intensities. Most notably, 

at 3064 cm−1 there is a large discrepancy between the two spectra. However, this 

discrepancy can be attributed to a water absorption within the experimental spectrum 

which is causing the observed peak to be lower in intensity than expected (red asterisks in 

Figure 5-1).  This is due to a water contamination within the background images that was 

not present in the signal images. Fortunately, this did not cause any significant issues with 

the fitting of any of the spectroscopic rotational constants. There is a further difference in 

intensity in the R branch of the spectra, where the simulated spectrum is under predicting 

the intensities of the absorption peaks. Notably, this is the opposite of the effect seen in 

CH2I2 (refer to section 4.3.1).  

Furthermore, part B shows the breakdown of the three different isotopologues: grey 

is the experimental spectrum, yellow is the 79/81 isotopologue, blue is 79/79 isotopologue, 

and purple is the 81/81 isotopologue. While the isotope shift has been governed by the 

wB97X/Def2QZVPP semi-empirical results, the breakdown shows there is a small difference 

in the isotope shift, so much so it is practically negligible. The bigger difference between the 

isotopologues is the relative intensities, which follows the pattern of 1:2:1 for the 

79/79:79/81:81/81 isotopologues.  

 Fitting results of the ν1 band 

For the ν1 vibrational band, the overall band spans from 2935 to 3040 cm−1, however 

unlike for the ν6 band, there is no defined structure. In addition, the few visible peaks around 

3005 cm−1 are difficult to assign. As will be discussed in section 5.3.3, the semi-empirical 

results could not simulate the experimental spectrum correctly, even though all three 

isotopologues and hot-bands transitions from ν4 (v ≤ 3) were included in the simulations. As 

such, there are no fitting results for this band.  

Possible explanations for the crowded spectrum can be sought in the work of CH2F2 

and CH2Cl2. For CH2Cl2, there has been evidence of Fermi coupling between the 10
1 and 20

2 

transitions, which have transition wavenumbers of 2997.3 cm−1 and 2853 cm−1, respectively. 

[73] However, for CH2Br2 the same transitions have wavenumbers of approximately 3009 

cm−1 and 2764 cm−1, so any possible Fermi coupling would be very weak. For CH2F2, there 

has been evidence of coupling between 6 different transitions between 2800 and 3100 cm−1: 

10
1, 60

1, 20
2, 80

2, and 20
180

1. [46] However, for CH2Br2 the 80
2 and 20

180
1 transition 

wavenumbers are 2390 cm−1 and 2577 cm−1, which are much too low in energy to consider 

coupling to the 10
1 transition. This is further explored later on in the context of the other  
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Table 5-2 Experimentally determined rotational constants for CH2Br2 for the 

vibrational ν6 (v = 1) state for each isotopologue. All constants in cm−1. Standard 
deviation in brackets. 

79/79 Ground state  (v = 0)a ν6 (v = 1) 

Origin ··· 3076.7205(5) 

A 0.86831117 0.867759(6) 

B 0.041313137 0.0413355(6) 

C 0.039725549 0.0397480(3) 

DK × 10−5 1.2922 1.2922 

DJK × 10−7 −3.8403 −3.8403 

DJ × 10−9 7.932 7.932 

dk × 10−8 3.936 3.936 

dJ × 10−10 5.228 5.228 

79/81 Ground state  (v = 0)b ν6 (v = 1) 

Origin ··· 3076.7187(5) 

A 0.867519156 0.866907(5) 

B 0.040804716 0.040827(6) 

C 0.039253679 0.0392753(5) 

DK × 10−5 1.290 1.288 

DJK × 10−7 −3.806 −3.750 

DJ × 10−9 7.749 7.566 

dk × 10−8 −6.438 3.783 

dJ × 10−10 −1.034 4.877 

81/81 Ground state  (v = 0)a ν6 (v = 1) 

Origin ··· 3076.7177(4) 

A 0.866756 0.866122(4) 

B 0.040297 0.0403195(3) 

C 0.038782 0.0388033(3) 

DK × 10−5 1.288 1.290 

DJK × 10−7 −3.750 −3.806 

DJ × 10−9 7.566 7.749 

dk × 10−10 3.783 −6.438 

dJ × 10−9 4.877 −1.034 

a. Constants from ref. [88] 
b. Constants from ref. [90] 



 

171 
 

Table 5-3 Experimentally determined rotational constants for CH2Br2 for the vibrational 

states ν4 (v ≤ 3) and ν4 (v ≤ 3) + ν6 (v = 1) for each isotopologue. All constants in cm−1. 
Standard deviation in brackets. 

79/79 ν4 (v = 1) 
ν6 (v = 1) +  
ν4 (v = 1) 

ν4 (v = 2) 
ν6 (v = 1) +  
ν4 (v = 2) 

ν4 (v = 3) 
ν6 (v = 1) +  
ν4 (v = 3) 

Origin 172.078(3) 3249.204(3) 343.859(1) 3421.381(3) 515.4599(6) 3593.360(7) 

A 0.87187(5) 0.87123(6) 0.87543(1) 0.87472(1) 0.879395(7) 0.87843(2) 

B 0.041315(7) 0.041337(7) 0.041275(8) 0.041303(8) 0.041257(2) 0.041328(2) 

C 0.039711(4) 0.039731(4) 0.039711(7) 0.039729(6) 0.039666(7) 0.039673(7) 

79/81 ν4 (v = 1) 
ν6 (v = 1) +  

ν4 (v = 1) 
ν4 (v = 2) 

ν6 (v = 1) +  

ν4 (v = 2) 
ν4 (v = 3) 

ν6 (v = 1) +  

ν4 (v = 3) 

Origin 171.1008(3) 3248.229(3) 341.6389(3) 3419.16(3) 512.5325(4) 3590.406(1) 

A 0.871208(2) 0.870566(6) 0.874895(3) 0.87421(1) 0.87850(2) 0.878058(2) 

B 0.040788(1) 0.04081(1) 0.040747(8) 0.040773(8) 0.040747(2) 0.040778(2) 

C 0.039227(5) 0.039246(4) 0.039247(7) 0.039265(7) 0.039195(7) 0.039211(7) 

81/81 ν4 (v = 1) 
ν6 (v = 1) +  

ν4 (v = 1) 
ν4 (v = 2) 

ν6 (v = 1) +  

ν4 (v = 2) 
ν4 (v = 3) 

ν6 (v = 1) +  

ν4 (v = 3) 

Origin 170.1369(2) 3247.264(2) 340.0197(3) 3417.538(3) 509.649(4) 3587.537(4) 

A 0.870371(6) 0.869715(6) 0.874255(9) 0.873564(9) 0.87892(2) 0.87866(3) 

B 0.039961(7) 0.03998(7) 0.040262(7) 0.040287(8) 0.040081(2) 0.040118(2) 

C 0.038468(4) 0.038487(4) 0.038731(6) 0.03875(6) 0.038794(7) 0.038802(7) 

 

CH2X2 molecules (see section 6.1). 

However, liquid Raman studies of CH2Br2 shows evidence of Fermi coupling between 

the 10
1 fundamental transition and several forbidden transitions. [269] These transitions 

appear when an allowed transition is close in energy to the forbidden transition, and 

intensity is borrowed between the transitions giving a Fermi doublet. Such forbidden 

transitions were theorised to be 20
170

2, 30
280

190
1, 20

140
290

2, and 30
390

2. Although these 

transitions were observed in liquid Raman studies, they are also allowed IR transitions, with 

symmetry labels of a1, and have approximate gas-phase transition wavenumbers of 

approximately 3006 cm−1, 3024 cm−1, 3026 cm−1, and 3070 cm−1, respectively. Further work 

in the study used the modified Winther method to calculate the Fermi coupling constant, 

W, of the perturbed transitions. This calculated coupling constant gave imaginary values for 

the 30
280

190
1 and 30

390
2 transitions, meaning that the 20

170
2 and 20

140
290

2 are the most 
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probable transitions causing the observed Fermi-doublet coupling. Considering the normal 

modes and symmetry of these combination bands where ν2 (a1) is the CH2 scissor motion, 

ν7 (b2) is the CH2 rocking motion, ν4 (a1) is the CX2 scissor motion and ν9 (b2) is the CX2 

asymmetric stretch, it is possible these different normal modes could combine into different 

combination band. In the case of the 20
170

2 and 20
140

290
2 both of these states have an a1 

symmetry, which allows for coupling to the ν1 (a1) vibrational mode.  Furthermore, although 

these complex combination bands could be the cause of the congested ν1 band, it would be 

difficult to confirm this in practice, both experimentally and computationally.  

5.3.2. Pressure Broadening Coefficients 

Just as for the CH2I2 spectrum, each peak within the CH2Br2 spectrum is comprised of 

many rovibrational transitions which are broadened due to a variety of factors. The 

expected Doppler broadening for the transitions around 3000 cm−1 at room temperature is 

0.0029 cm−1, which is observed as a Gaussian line-shape. There is also the Lorentzian line-

shape contribution from the instrument line-shape function, which as discussed in section 

3.4, is 0.0142 cm−1. However, when including both of these broadening values in the 

PGOPHER simulations, the experimental spectrum shows additional broadening which is not 

captured. In order to match the simulation to the experimental spectrum (as shown in Figure 

4-3), the Gaussian contribution is set to 0.0029 cm−1 and the Lorentzian contribution is 

0.0281 cm−1. Therefore, the increase of the Lorentzian contribution from 0.0142 cm−1 to 

0.0281 cm−1 is most likely due to pressure broadening. This is further confirmed by 

considering the reference spectrum (Figure 5-2). Here, the observed absorption peaks are 

broadened due to the atmospheric experimental conditions.  

As stated in the experimental section, the spectra for the pressure broadening 

analysis was collected from 3048 to 3070 cm−1, which incorporated the ν6 band, for two 

different bath gases; N2 and Ar. Contour fitting was then undertaken in PGOPHER to fit an 

overall Lorentzian broadening parameter (as a FWHM) between 3054 to 3063 cm−1. This 

region incorporated 6 different Ka transitions. This region was chosen as it has well-defined 

absorption transition peaks with high intensity, and does not incorporate any overlap with 

the complicated ν1 band. The overall fitted Lorentzian parameter includes the contribution 

from the instrument line-shape function, so this is removed before further analysis is 

undertaken. Then, the remaining FWHM is converted to a HWHM for the remainder of the 

analysis. For each HWHM, the pressure broadening can be split into two contributions; self-

broadening and bath gas-broadening (Equation 4-15).  
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Unfortunately, due to the configuration of the gas delivery set up, the concentration 

of CH2Br2 varies slightly for each acquired spectrum. Within the N2 spectra the CH2Br2 

concentration varies from 0.37 to 1.10 mbar, and for Ar spectra the CH2Br2 concentration 

varies from 0.32 to 0.61 mbar. However, as this variation is only small compared to the 

variation in the pressure of the bath gases, experiments were not undertaken to vary the 

concentration of CH2Br2, and bself was not determined. Since there is a small variation in the 

concentration of CH2Br2, the variance must be removed from each overall HWHM Lorentzian 

parameter. This removal ensures the broadening coefficient for each bath gas is accurately 

determined. The process follows the same as described in the previous chapter (section 

4.3.2), where an initial plot of Γbroadening vs bath gas partial pressure (one each for N2 and Ar) 

is created, and the intercept from a linear slope represents the average self-broadening 

parameter. The average parameter is them removed from the individual HWHM parameters 

to give a new Lorentzian value. [263] The new HWHM values are then plotted against the 

partial pressure of the appropriate bath gas, and linear slopes are fitted to the data, where 

the slope corresponds to the bx parameter. The results of the two linear fits are shown in 

Figure 5-5.  

For N2, the Γbroadening parameter ranged from 0.0004 cm−1 at 10.3 mbar to 0.049 cm−1 

at 326.7 mbar (after correcting for the self-broadening). This corresponds to a bx value of 

1.44(6) × 10−4 cm−1 mbar or 0.145(7) cm−1 atm−1. Conversely, for Ar the Γbroadening parameter 

ranged from 0.0002 cm−1 at 11.4 mbar to 0.033 cm−1 at 336.9 mbar (after correcting for the 

self-broadening). This corresponds to a bx value of 1.04(5) × 10−4 cm−1 mbar or 0.105(5) cm−1 

atm−1. These values are also recorded in Table 5-4. For all given values, the error values given 

in brackets correspond to the fit of the slope.  

Comparisons can then be made between the two broadening parameters. Just as for 

CH2I2, the two values are of similar magnitude, but they differ in absolute value and are 

outside the margins of error to be considered the same value. For the two coefficients, bN2 

is 1.38 times bigger than the bAr value. This means as the molecules collide with nitrogen, 

this result in 1.38 times broader CH2Br2 transitions. In addition, this means that any 

atmospheric observations of CH2Br2 vibrational transitions will be significantly broad.  

Attempting to compare the experimental values reported here to other available 

values is difficult due to the lack of appropriate pressure broadening studies for CH2X2 

molecules (were X = F, Cl, Br, or I). For bN2 there is only one study for the CH2F2 molecule. 
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Figure 5-5 CH2Br2 Pressure Data. Γbroadening (cm−1) as a function partial pressure of either 
N2 or Ar from 0 to 350 mbar. Blue squares are the N2 data with a corresponding blue linear 
line-fit and a 95% confidence limit. Red triangles are the Ar data with a red linear line-fit 
and a 95% confidence limit.  

 
 

 

Table 5-4 CH2Br2 Pressure Broadening Coefficients. Broadening coefficients from this 
work for N2 and Ar with the error fit of the linear line-fit given in brackets. Average J-
dependent broadening coefficients from available literature for CH3Br, CH2F2 and CH3F, 
with the standard deviation in brackets. 

Collision 

Partner 

CH2Br2  

b (cm−1 atm−1) 

CH3Br  

b (cm−1 atm−1) 

CH2F2  

b (cm−1 atm−1) 

CH3F  

b (cm−1 atm−1) 

N2 0.145(7)a 0.103(11)b 0.087c 0.101(14)d 

Ar 0.105(5)a … … 0.063(6)e 

a. This work 
b. Ref. [270] 
c. Ref. [263] 

d. Ref. [265] 
e. Ref. [266] 
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For this molecule the bN2
 parameter ranges from 0.061 to 0.125 cm−1 atm−1, with an average 

value of 0.087 cm−1 atm−1. [263]  

However, there have been more studies for the CH3X molecules, where each of the 

four halogen-substituted methane molecules has an observed bN2
 parameter. Calculating 

average values for different CH3X molecules yields an average of 0.105 cm−1 atm−1, and 

specifically for CH3Br, the average is bN2 parameter = 0.103(11) cm−1 atm−1. [270] These two 

values are averages over J-dependent values, where values for CH3Br ranged from 0.0737 

cm−1 atm−1 to 0.1284 cm−1 atm−1. In addition, there is only study in total for a bAr parameter, 

which is for the CH3F molecule. For both of the studies involving the CH3F molecule, the bN2
 

parameter ranges from 0.087 to 0.123 cm−1 atm−1, with an average value of 0.101(14) cm−1 

atm−1, [265] and the bAr parameter from 0.050(3) cm−1 atm−1 to 0.080(5) cm−1 atm−1 with an 

average of 0.063(6) cm−1 atm−1. [266] Comparing to the CH2Br2 values in Table 5-4, both of 

the experimental values are much higher than those reported for CH3F. However, the 

general trend of bN2 being higher than bAr still stands true. Furthermore, the experimental 

value in this thesis for the bN2 parameter is much higher than the highest J-dependent bN2 

value for CH3Br. Therefore, the observed bN2 and bAr parameters are potentially higher than 

expected. The most probable explanation for this difference in the literature and 

experimental parameters is that the contribution of the bath gas to pressure broadened 

transitions has been over-predicated. Furthermore, the contribution of self-broadening by 

CH2Br2 might be under-predicted. Further comparisons between the CH2X2 and CH3X 

molecules will be made in chapter and section 6.2. 

Comparisons can also be made to the reference spectrum. [95] The experimental 

conditions for that study uses N2 as a bath gas with a total pressure of 1013 mbar 

(atmospheric pressure). Using the same PGOPHER contour fitting method, the Γbroadening 

value is determined to be 0.231(5) cm−1. Using the linear fit results shown in Figure 4-7, a 

prediction Γbroadening value can be calculated to be 0.146(1) cm−1 at the same 1013 mbar 

pressure. While the predicted Γbroadening
 is lower than the fitted Γbroadening value, the reference 

data still incorporates any ILS function and does not account for the self-broadening of 

CH2Br2. 

5.3.3. Computational Calculations 

While the computational results for CH2I2 were used to confirm the hot-band theory, 

the corresponding computational results for CH2Br2 were acquired in order to guide the 

fitting procedure. The computational results were especially necessary as there was limited 
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literature available for the spectroscopic rotational constants of the ν4 (v ≤ 3) vibrational 

states. In addition, computational results for involving the ν1 (v = 1) vibrational state may 

allow for some understanding of the observed congested band.  

Table 5-5 to Table 5-10 give the semi-empirical computational values for the four 

different levels of theory and the corresponding basis sets. Unfortunately, the 

computational results for the MP2/MidiX combination produced nonsensical results which 

were impossible to interpret, and so they not reproduced within this thesis. Table 5-5, Table 

5-6, and Table 5-7 give the values for the ground state (v = 0), ν6 (v = 1), ν4 (v = 1), and the 

first hot band ν6 (v = 1) + ν4 (v = 1), for each of the three isotopologues: 79/79, 79/81, and 

81/81, respectively. Table 5-8, Table 5-9, and Table 5-10 give the values for the ground state 

(v = 0), ν1 (v = 1), ν1 (v = 1), and the first hot band ν1 (v = 1) + ν4 (v = 1), for each of the three 

isotopologues: 79/79, 79/81, and 81/81, respectively. Initially looking at all the semi-

empirical values within Table 5-5 (and also Table 5-6 and Table 5-7), the rotational constants 

for the ground state do differ from the literature ground state values. However, the Δi 

between the three rotational constants for the calculated ground state and upper 

vibrational states are all on the same magnitude and value: typically 5 × 10−3 cm−1 for the A 

rotational constant, and −2.0 × 10−5 cm−1 for the B and C constants.  

For the ν6 band, once again the wB97X/Def2QZVPP results matched the closest to the 

experimental spectrum (black spectrum), as seen in Figure 5-6 part A, so a comparative 

analysis is given for this semi-empirical simulation. However, the results from the other four 

stimulated spectra were not dissimilar from the experimental spectrum. 

Alongside calculating rotational constants of the different vibrational states, the 

computational results were also used to understand the isotopic shift between the band 

origins of the three different isotopologues. For each of the computational results the 

isotope shift was calculated. For wB97X/Def2QZVPP: Δ(79/81 − 79/79) = 0 cm−1 and 

Δ(79/81 − 81/81) = −0.003 cm−1. For B3LYP/Def2QZVPP: Δ(79/81 − 79/79) = −0.019 cm−1 and 

Δ(79/81 − 81/81) = 0.043 cm−1. For M062X/Def2QZVPP: Δ(79/81 − 79/79) = 0.134 cm−1 and 

Δ(79/81 − 81/81) = 0.237 cm−1. Lastly, for B3P86/Def2QZVPP: Δ(79/81 − 79/79) = 0.02 cm−1 

and Δ(79/81 − 81/81) = −0.103 cm−1. The first thing to note is that the isotope shifts are not 

identical between the three isotopologues for each computational result. Secondly, the 

expected pattern that the band origins decrease in wavenumber with increasing isotope 

weight is not exhibited by every computational result. In addition the overall pattern of band 

origin energies is inconsistent, such that the 79/79 isotope pair should exhibit the highest 
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Figure 5-6 CH2Br2 Computational Simulated Spectra. A. Comparison of the experimental 
spectrum and the 5 computational spectra from 3050 to 3100 cm−1 showing the ν6 band. B. 
Comparison of the experimental and the 5 computational spectra from 2970 to 3050 cm−1 
showing the ν1 band. For both panels the colours of the spectra are: Experimental (black), 
wB97X/Def2QZVPP (green), B3LYP/Def2QZVPP (purple), M062X/Def2QZVPP (yellow), 
B3P86/Def2QZVPP (blue), and MP2/MidiX (orange). 
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wavenumber band origin and the 81/81 isotope pair should have the lowest wavenumber 

band origin, with the 79/81 isotope pair having a band origin in the middle of the other two 

isotope pairs. However, these calculated isotopic shift values do further help to confirm the 

hot-band theory presented in this thesis. The highest isotopic shift is calculated to be 0.237 

cm−1, however the separation between adjacent peaks within a peak progression, for 

example Ka = 6  7 is 0.35 cm−1. This separation stays constant within a progression but the 

peak separation decreases as Ka increases.  Therefore, the frequency separation between 

peaks within a progression is greater than the highest isotopic shift value, and the three 

isotopologues cannot be reason for the multiple peaks within the progressions. 

While the origin values within all six of the tables are the calculated values, the origin 

values used with the PGOPHER simulations (Figure 5-6 part A for ν6 and part B for ν1) are 

adjusted in order to match the experimental spectrum. However, the calculated isotopic 

shifts between the three isotopologues are kept constant within each of the simulations.  

Figure 5-7 shows the results of the experimental spectrum (black), the simulated 

results from section 5.3.1.1 (red), and the wB97X/Def2QZVPP results (blue) for the ν6 band. 

Both simulations include contributions from the three isotopologues and include 61
0 

transitions and 61
0 4n

n transitions where n ≤ 3. The general shape of each peak is well 

matched, which is dependent on the B and C constants. There is a 0.02 cm−1 difference in 

the peak locations between the experimental and the wB97X/Def2QZVPP simulation, which 

is due to the A rotational constant. Furthermore, the inclusion of the hot-bands qualitatively 

matches well to the experimental simulation, which helps to confirm the hot-band theory 

and analysis as presented in this chapter, and the previous chapter.  

On the other hand, none of the computational results were able to accurately 

simulate the ν1 band, even though over 12 different vibrational transitions across the three 

isotopologues were included in the simulations. Figure 5-6, part B highlights the stark 

differences between the computational simulated spectra and the experimental spectrum 

(black spectrum). Therefore, the possibility of Fermi resonances, as discussed in section 

5.3.1.2, is highly probable.  
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Figure 5-7 CH2Br2 ν6 wB97X/Def2QZVPP Simulation Comparison Results. Comparison of 
the experimental spectrum (black), the line-fitted simulation (red), and the semi-
empirical simulation based on the results of the wB97X/Def2QZVPP calculations (blue). A. 
Sub-section of all three spectra, from 3055 to 3100 cm−1 covering the 61

0 band (including 
the 61

0 4n
n transitions where n ≤ 3) band. B. Zoomed in portion of the three spectra, from 

3065.5 to 3072.2 cm−1 showing four different Ka transitions in the PQ branch. 
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Although, the ν1 simulation results were not as expected, the wB97X/Def2QZVPP 

results are still shown in depth here. Figure 5-8 shows the results of the experimental 

spectrum (black) and the wB97X/Def2QZVPP results (blue) for the ν1 band. The 

computational simulation includes contributions from the three isotopologues and includes 

11
0 transitions and 11

0 4n
n transitions where n ≤ 3. Although an effort was made to choose a 

band origin that placed the centre of the band around 3007 cm−1, this did not help in being 

able to assign an experimental peak to a simulated peak. Furthermore, it is difficult to match 

experimental absorption peaks to those in the simulation, as there is no reoccurring pattern 

to the visible peaks, specifically the peaks visible around 3005 cm−1. The peaks that are 

noticeable between 3020 and 3050 cm−1 are assigned to the ν6 band.  
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Figure 5-8 CH2Br2 ν1 wB97X/Def2QZVPP Simulation Comparison Results. Comparison of 
the experimental spectrum (black), and the semi-empirical simulation based on the 
results of the wB97X/Def2QZVPP calculations (blue). A. Sub-section of both spectra, from 
2970 to 3050 cm−1 covering the 11

0 band (including the 11
04n

n transitions where n ≤ 3) 
band. B. Zoomed in portion of the two spectra, from 3000.0 to 3008.5 cm−1 showing five 
different Ka transitions in the PQ branch, which are based on the simulation, not the 
experimental spectrum. 
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Table 5-5 CH2
79Br79Br ν6 Semi-empirical Computational Values. Comparison of 

calculated and experimentally determined anharmonic frequencies and rotational 
constants for CH2

79Br79Br for the vibrational ground state (v = 0), ν6 (v = 1), ν4 (v = 1), and 
the first hot band ν6 (v = 1) + ν4 (v = 1). All values given in cm−1, error bars for experimental 
values are given above in Table 5-2 and Table 5-3, along with the full value. 

CH2
79Br79Br 

Ground 

state 

(v=0) 

ν6  

(v=1) 
Δi /10−6 ν4 (v = 1) 

ν6 (v = 1) + 

ν4 (v = 1) 

Δj 

/10−6 

Experimental

* 

ν … 3076.721 … 172.078 3249.204 … 

A 0.86831a 0.8677590 552 0.87187 0.871230 640 

B 0.04131a 0.0413355 −22.0 0.041315 0.041337 −22 

C 0.03973a 0.0397480 −22.0 0.039711 0.039731 −20 

wB97X 

/ 

Def2QZVPP 

ν … 3178.091 … 176.549 3354.850 … 

A 0.883522 0.882879 643 0.887190 0.886546 644 

B 0.041172 0.041193 −21.0 0.041155 0.041176 −21 

C 0.039641 0.039660 −19.0 0.039621 0.039640 −19 

B3LYP 

/ 

Def2QZVPP 

ν … 3081.965 … 165.961 3248.5 … 

A 0.875877 0.875043 834 0.879677 0.878843 834 

B 0.039747 0.039790 −43.0 0.039724 0.039767 −43.0 

C 0.038308 0.038347 −39.0 0.038283 0.038323 −40.0 

M062X 

/ 

Def2QZVPP 

ν … 2833.362 … 175.563 3009.197 … 

A 0.875347 0.874930 417 0.878321 0.877904 417 

B 0.040890 0.040911 −21.0 0.040872 0.040893 −21.0 

C 0.039368 0.039388 −20.0 0.039348 0.039367 −19.0 

B3P86 

/ 

Def2QZVPP 

ν … 3087.553 … 168.100 3256.095 … 

A 0.885051 0.884181 870 0.888854 0.887984 870 

B 0.040603 0.040641 −38.0 0.040485 0.040622 −37.0 

C 0.039119 0.039154 −35.0 0.039098 0.039133 −35.0 

a. Constants from ref. [88] 

* Not the full value due to table constraints 
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Table 5-6 CH2
79Br81Br ν6 Semi-empirical Computational Values. Comparison of 

calculated and experimentally determined anharmonic frequencies and rotational 
constants for CH2

79Br81Br for the vibrational ground state (v = 0), ν6 (v = 1), ν4 (v = 1), and 
the first hot band ν6 (v = 1) + ν4 (v = 1). All values given in cm−1, error bars for experimental 
values are given above in Table 5-2 and Table 5-3, along with the full value. 

CH2
79Br81Br 

Ground 

state 

(v=0) 

ν6  

(v=1) 
Δi /10−6 ν4 (v = 1) 

ν6 (v = 1) + 

ν4 (v = 1) 

Δj 

/10−6 

Experimental 

ν … 3076.719 … 171.101 3248.299 … 

A 0.86752a 0.866907 613 0.871208 0.870566 642 

B 0.04080a 0.0408270 -27.0 0.040788 0.040810 −22.0 

C 0.03925a 0.0392753 -25.3 0.039227 0.039246 −19.0 

wB97X 

/ 

Def2QZVPP 

ν … 3178.091 … 175.338 3353.638 … 

A 0.882735 0.882093 642 0.886373 0.885731 642 

B 0.046660 0.040686 −20.0 0.040649 0.040669 −20.0 

C 0.039170 0.039189 −19.0 0.03915 0.039169 −19.0 

B3LYP 

/ 

Def2QZVPP 

ν … 3081.946 … 165.336 3247.778 … 

A 0.875095 0.874262 833 0.878865 0.878031 834 

B 0.039258 0.039300 −42.0 0.039236 0.039278 −42.0 

C 0.037852 0.037891 −39.0 0.037827 0.037867 −40.0 

M062X 

/ 

Def2QZVPP 

ν … 2833.496 … 174.508 3008.258 … 

A 0.874567 0.874151 416 0.877518 0.877102 416 

B 0.040387 0.040408 −21.0 0.040369 0.040390 −21.0 

C 0.038900 0.038920 −20.0 0.038880 0.038900 −20.0 

B3P86 

/ 

Def2QZVPP 

ν … 3087.573 … 167.591 3255.645 … 

A 0.884262 0.883394 868 0.888034 0.887166 868 

B 0.040104 0.040141 −37.0 0.040086 0.040123 −37.0 

C 0.038654 0.038688 −34.0 0.038633 0.038668 −35.0 

a. Constants from ref. [90] 
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Table 5-7 CH2
81Br81Br ν6 Semi-empirical Computational Values. Comparison of 

calculated and experimentally determined anharmonic frequencies and rotational 
constants for CH2

81Br81Br for the vibrational ground state (v = 0), ν6 (v = 1), ν4 (v = 1), and 
the first hot band ν6 (v = 1) + ν4 (v = 1). All values given in cm−1, error bars for experimental 
values are given above in Table 5-2 and Table 5-3, along with the full value. 

CH2
81Br81Br 

Ground 

state 

(v=0) 

ν6  

(v=1) 
Δi /10−6 ν4 (v = 1) 

ν6 (v = 1) + 

ν4 (v = 1) 

Δj 

/10−6 

Experimental

* 

ν … 3076.718 … 170.137 3247.264 … 

A 0.866756 0.866122 634 0.870371 0.869715 656 

B 0.040297 0.0403195 -22.5 0.039961 0.039980 −19.0 

C 0.038782 0.0388033 -21.3 0.038468 0.038487 −19.0 

wB97X 

/ 

Def2QZVPP 

ν … 3178.094 … 174.527 3352.829 … 

A 0.881945 0.881305 640 0.885554 0.884914 640 

B 0.040160 0.040181 −21.0 0.040143 0.040164 −21.0 

C 0.038699 0.038718 −19.0 0.038680 0.038699 −19.0 

B3LYP 

/ 

Def2QZVPP 

ν .. 3081.903 … 163.340 3245.778 … 

A 0.874311 0.873480 831 0.878049 0.877218 831 

B 0.038770 0.038812 −42.0 0.038748 0.038790 −42.0 

C 0.037396 0.037435 −39.0 0.037373 0.037412 −39.0 

M062X 

/ 

Def2QZVPP 

ν … 2833.259 … 173.227 3006.682 … 

A 0.873784 0.873371 413 0.876712 0.876298 414 

B 0.039885 0.039905 −20.0 0.039867 0.039888 −21.0 

C 0.038433 0.038452 −19.0 0.038413 0.038432 −19.0 

B3P86 

/ 

Def2QZVPP 

ν … 3087.676 … 166.783 3255.000 … 

A 0.883471 0.882605 866 0.887214 0.886348 866 

B 0.039605 0.039642 −37.0 0.039588 0.039624 −36.0 

C 0.038189 0.038223 −32.0 0.038169 0.038203 −34.0 

a. Constants from ref. [88] 

* Not the full value due to table constraints 
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Table 5-8 CH2
79Br79Br ν1 Semi-empirical Computational Values. Comparison of 

calculated and experimentally determined anharmonic frequencies and rotational 
constants for CH2

79Br79Br for the vibrational ground state (v = 0), ν1 (v = 1), ν1 (v = 1), and 
the first hot band ν1 (v = 1) + ν4 (v = 1). All values given in cm−1. 

CH2
79Br79Br 

Ground 

state 

(v=0) 

ν1  

(v=1) 
Δi /10−6 ν4 (v = 1) 

ν1 (v = 1) + 

ν4 (v = 1) 

Δj 

/10−6 

Experimental

* 

ν … … … 172.078 … … 

A 0.86831a … … 0.87187 … … 

B 0.04131a … … 0.041315 … … 

C 0.03973a … … 0.039711 … … 

wB97X 

/ 

Def2QZVPP 

ν … 3116.302 … 176.549 3923.051 … 

A 0.883522 0.881525 2000 0.887190 0.885192 2000 

B 0.041172 0.041188 −16.0 0.041155 0.041170 −15.0 

C 0.039641 0.039655 −14.0 0.039621 0.039635 −14.0 

B3LYP 

/ 

Def2QZVPP 

ν … 3017.138 … 165.961 3183.437 … 

A 0.875877 0.873580 2300 0.879677 0.877380 2300 

B 0.039747 0.0397750 −28.0 0.039724 0.039753 −29.0 

C 0.038308 0.038334 −26.0 0.038283 0.038309 −26.0 

M062X 

/ 

Def2QZVPP 

ν … 2778.998 … 175.563 2954.645 … 

A 0.875347 0.873705 1640 0.878321 0.876679 1640 

B 0.040890 0.040901 −11.0 0.040872 0.040883 −11.0 

C 0.039368 0.039348 −11.0 0.039348 0.039358 −10.0 

B3P86 

/ 

Def2QZVPP 

ν … 3021.327 … 168.100 3189.645 … 

A 0.885051 0.882743 2310 0.888854 0.886546 2310 

B 0.040603 0.040629 −26.0 0.040485 0.040611 −26.0 

C 0.039119 0.039143 −23.0 0.039098 0.039122 −24.0 

a. Constants from ref. [88] 

* Not the full value due to table constraints 
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Table 5-9 CH2
79Br81Br ν1 Semi-empirical Computational Values. Comparison of 

calculated and experimentally determined anharmonic frequencies and rotational 
constants for CH2

79Br81Br for the vibrational ground state (v = 0), ν1 (v = 1), ν4 (v = 1), and 
the first hot band ν1 (v = 1) + ν4 (v = 1). All values given in cm−1. 

CH2
79Br81Br 

Ground 

state 

(v=0) 

ν1  

(v=1) 
Δi /10−6 ν4 (v = 1) 

ν1 (v = 1) + 

ν4 (v = 1) 

Δj 

/10−6 

Experimental 

ν … … … 171.101 … … 

A 0.86752a … … 0.871208 … … 

B 0.04080a … … 0.040788 … … 

C 0.03925a … … 0.039227 … … 

wB97X 

/ 

Def2QZVPP 

ν … 3116.299 … 175.338 3291.823 … 

A 0.882735 0.880741 1990 0.886373 0.8854379 1990 

B 0.046660 0.040681 −15.0 0.040649 0.0406640 −15.0 

C 0.039170 0.0396184 −14.0 0.039150 0.0391640 −14.0 

B3LYP 

/ 

Def2QZVPP 

ν … 3017.127 … 165.336 3182.778 … 

A 0.875095 0.872800 2290 0.878865 0.876698 2170 

B 0.039258 0.039286 −28.0 0.039236 0.039197 39.0 

C 0.037852 0.037878 −26.0 0.037827 0.037854 −27.0 

M062X 

/ 

Def2QZVPP 

ν … 2779.106 … 174.508 2953.679 … 

A 0.874567 0.872928 1640 0.877518 0.875878 1640 

B 0.040387 0.040398 −11.0 0.040369 0.040380 −11.0 

C 0.038900 0.038911 −11.0 0.038880 0.038891 −11.0 

B3P86 

/ 

Def2QZVPP 

ν … 3021.354 … 167.591 3189.206 … 

A 0.884262 0.881957 2310 0.888034 0.885730 2300 

B 0.040104 0.040129 −25.0 0.040086 0.040112 −26.0 

C 0.038654 0.038678 −24.0 0.038633 0.038657 −24.0 

a. Constants from ref. [90] 
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Table 5-10 CH2
81Br81Br ν1 Semi-empirical Computational Values. Comparison of 

calculated and experimentally determined anharmonic frequencies and rotational 
constants for CH2

81Br81Br for the vibrational ground state (v = 0), ν1 (v = 1), ν4 (v = 1), and 
the first hot band ν1 (v = 1) + ν4 (v = 1). All values given in cm−1. 

CH2
81Br81Br 

Ground 

state 

(v=0) 

ν1  

(v=1) 
Δi /10−6 ν4 (v = 1) 

ν1 (v = 1) + 

ν4 (v = 1) 

Δj 

/10−6 

Experimental

* 

ν … … … 170.137 … … 

A 0.866756 … … 0.870371 … … 

B 0.040297 … … 0.039961 … … 

C 0.038782 … … 0.038468 … … 

wB97X 

/ 

Def2QZVPP 

ν … 3116.307 … 174.527 3291.033 … 

A 0.881945 0.879954 1990 0.885554 0.883563 1990 

B 0.040160 0.040175 −15.0 0.040143 0.040158 −15.0 

C 0.038699 0.038713 −14.0 0.038680 0.038694 −14.0 

B3LYP 

/ 

Def2QZVPP 

ν .. 3017.074 … 163.340 3190.701 … 

A 0.874311 0.872020 2290 0.878049 0.875758 2290 

B 0.038770 0.038798 −28.0 0.038748 0.038776 −15.0 

C 0.037396 0.037422 −26.0 0.037373 0.037399 −14.0 

M062X 

/ 

Def2QZVPP 

ν … 2778.902 … 173.227 2952.147 … 

A 0.873784 0.872149 1640 0.876712 0.875076 1640 

B 0.039885 0.039896 −11.0 0.039867 0.039878 −11.0 

C 0.038433 0.038443 −10.0 0.038413 0.038432 −19.0 

B3P86 

/ 

Def2QZVPP 

ν … 3021.460 … 166.783 3188.567 … 

A 0.883471 0.881170 2300 0.887214 0.884913 2300 

B 0.039605 0.039631 −26.0 0.039588 0.039613 −25.0 

C 0.038189 0.038213 −24.0 0.038169 0.038193 −24.0 

a. Constants from ref. [88] 

* Not the full value due to table constraints 
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5.4. Conclusion 

Firstly, the room temperature rovibrational absorption spectrum of CH2Br2 has been 

measured from 2920 to 3125 cm−1. Within this region, two fundamental transitions of 

CH2Br2 were observed, belonging to the ν6 and ν1 normal modes. However, further analysis 

of the ν6 band revealed contributions from hot-band transitions arising from population in 

the ν4 vibrational states. Within the ν6 band, there were six assigned vibrational transitions: 

60
1 and 60

14n
n (where n ≤ 3). For the ν6 band, the 𝓍66 anharmonicity constant for the 79/81 

isotopologue is calculated to be −0.747(4) cm−1. Furthermore, the three isotopologues of 

CH2Br2: 79/79, 79/81, and 81/81, are considered and their effect on the spectrum is 

discussed. A PGOPHER simulation was generated to experimentally determine the 

spectroscopic rotational constants of all 12 vibrational states across the three isotopologues 

observed in the experimental spectrum. However, the portion of the spectrum attributed 

to the ν1 band was too complicated and congested to have specific rovibrational states 

assigned or spectroscopic rotational constants determined.  

Secondly, the pressure broadening coefficients of N2 and Ar have also been measured 

for CH2I2, with bN2 = 0.145(7) cm−1 atm−1 and bAr = or 0.105(5) cm−1 atm−1. Both of these 

experimental values are much higher than corresponding values for CH3X and CH2X2 

molecules. However, the general trend of bN2 being higher than bAr is observed here. The 

most probable explanation for the high values is that the contribution of the bath gas to the 

pressure broadened transitions has been over-predicted. Simultaneously, the contribution 

from the self-broadening by CH2Br2 might be under-predicted.  

Lastly, the results of four different computational calculations were used to predict 

the spectra of the ν1 and ν6 bands in order to confirm the hot-band theory and help with 

peak assignment in regards to the three isotopologues. The computational basis set and 

method pairs were: wB97X/Def2QZVPP, M062X/Def2QZVPP, B3P86/Def2QZVPP, and 

B3LYP/Def2QZVPP. Out of the eight simulation spectra, four for the ν6 and four for the ν1 

band, the semi-empirical simulated spectra for the wB97X/Def2QZVPP computational 

calculation were qualitatively the best match for the ν6 band of the experimental spectrum. 

However, none of the semi-empirical simulated spectra for the ν1 band could reproduce the 

complicated and congested structure observed experimentally.  
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6. Comparison of CH2X2 Molecules 

This chapter will cover the similarities and differences between the results presented 

in the previous two chapters of this thesis. First, the difference between the two acquired 

spectra for CH2I2 and CH2Br2 will be discussed, followed by comparisons to previous works 

for CH2F2 and CH2Cl2. Secondly, the observed pressure broadening coefficients will be 

evaluated against similar literature values for CH3X, CH2X2, and CHX3 molecules (where X = 

F, Cl, Br, or I). 

6.1. Room Temperature Mid-IR Spectra 

As CH2I2 and CH2Br2 are both asymmetric top molecules, comparisons can be made 

with their respective infrared spectra. Figure 6-1 shows the two spectra overlaid on top of 

each other, where green is CH2I2 and blue is CH2Br2. While both spectra are shown in units 

of σν (cm2 molecule−1), they have to be plotted with their own separate y-axis due to the 

large differences in magnitude of their absorption cross section. The peak absorption cross 

section for CH2I2 is 4 times larger than the peak of the CH2Br2 absorption cross section. In 

the case of Figure 6-1, the left y-axis corresponds to CH2I2 and the right y-axis corresponds 

to CH2Br2.  

Firstly, the rigorous approach of calculating the integrated σν for both spectra can be 

used to compare the two spectra. For CH2I2, the integrated σν is 7.32 × 10−20 cm2 molecule−1 

for ν1 (from 2970.003 to 3028.001 cm−1), and for ν6 this value is 3.21 × 10−19 cm2 molecule−1 

(from 3045.003 to 3099.999 cm−1). For CH2Br2, the corresponding value for ν1 is 3.49 × 10−19 

cm2 molecule−1 (from 2935.001 to 3034.998 cm−1), and for ν6 the value is 2.02 × 10−19 cm2 

molecule−1 (from 3040.001 to 3123.783 cm−1). This gives a ratio for ν1:ν6 of 0.28:1 for CH2I2 

and 1.73:1 for CH2Br2. However, looking at the overall spectra, it is obvious that CH2Br2 has 

lower cross section peaks overall than CH2I2, approximately a four times difference between 

the two most intense peaks. Furthermore, the relative differences between the ν1 and ν6 

bands are different for both molecules, where we are looking at the overall peak heights 

rather than comparing integrated σν. For CH2I2 the ratio of ν1:ν6 is 0.25:1, whereas for CH2Br2 

the ratio of ν1:ν6 is 1:1. In addition, the general intensity of the ν1 band for CH2I2 is similar to 

both the ν1 and ν6 bands for CH2Br2, approximate intensity for the peaks is between 1 to 

2 × 10−21 cm2 molecule−1. 
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Figure 6-1 Comparison of Room Temperature CH2I2 and CH2Br2 Spectra. Full spectrum for both CH2I2 (green) and CH2Br2 (blue) from 2950 to 3125 cm−1 
as presented in Chapters 4 and 5. The left y-axis in green corresponds to the absorption cross section of CH2I2 in units of cm2 molecule−1. The right y-axis 
in blue corresponds to the absorption cross section of CH2Br2 in units of cm2 molecule−1.  
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For both molecules, the ν6 bands are very similar in overall shape and show the 

appearance of the peak progressions. Both bands have a strong central Q branch with 

P/RQKa(J) branches, but with a different central peak wavenumber of 3073 cm−1 for CH2I2 and 

3077 cm−1 for CH2Br2. However, for both molecules the ν6 covers a similar range: the CH2I2 

ν6 band ranges from 3030 to 3120 cm−1 and the CH2Br2 ν6 band ranges from 3030 to 3125 

cm−1. For the peak progressions within the ν6 band, a different number of hot bands are 

visible for CH2I2 and CH2Br2. This difference is due to the difference in the transition 

wavenumber of ν4 (v = 1  0) between the two molecules and the effect this has the 

Boltzmann population for the subsequent vibrational states of ν4. For CH2I2, there are a 

maximum of six visible peaks within the peak progressions, assuming that the ν4 (v = 1) state 

has a transition wavenumber of 121 cm−1, and subsequent vibrational states are integer 

multiples of this transition wavenumber, the Boltzmann population distribution (see 

Equation 1-2) of the ν4 states is as follows: 1:0.56:0.31:0.17:0.1:0.05 (for v = 0:1:2:3:4:5 in 

the ν4 state). Correspondingly, for CH2Br2, there are a maximum of four peaks within each 

peak progression, assuming that the ν4 (v = 1) state has a transition wavenumber of 171 

cm−1, and subsequent vibrational states are integer multiples of this transition wavenumber. 

The Boltzmann population distribution of the ν4 states is as follows: 1:0.44:0.19:0.08 (for v 

= 0:1:2:3 in the ν4 state). Transitions arising from the ν4 (v = 4) state have a Boltzmann 

population ratio of 0.04 (in comparison to the other states), and could potentially be 

discerned in the spectrum, however they are extremely weak and were not included in the 

final simulations. 

However, the ν1 band is visibly different between the two molecules. For CH2I2, the ν1 

band has a similar defined structure peak progression structure that the ν6 band exhibits, 

with a key difference being there are less peaks attributed to the ν4 hot-bands within each 

progressions and the absence of a central Q-type peak. On the other hand, for CH2Br2 there 

is no defined peak progressions or rovibrational peaks, so much so that there is no final 

simulation for the ν1 band and theoretical calculations were not able to simulate the 

observed overall profile. The chapter for CH2Br2 covers the possible reasons for the 

congestion the ν1 band (section 5.3.1.2). 
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Table 6-1 Fundamental Vibrational Frequencies of CH2X2 Molecules. Vibrational 
frequencies for nine fundamental vibrational transitions of the CH2X2 molecules, where 
X = F, Cl, Br, or I. Values in cm−1.  

Mode Symmetry CH2F2
a CH2Cl2b CH2Br2

c CH2I2
d 

ν4 a1 528.34 281.5 172† 122* 

ν3 a1 1111.61 712.9 588 493.01 

ν9 b2 1089.9 759.82 653 584.21 

ν7 b1 1178.74 898.66 812 718.08 

ν5 a2 1256.8 1153 1095 1041.99 

ν8 b2 1435.5 1268.86 1195 1113.87 

ν2 a1 1509.6 1434.15 1382 1373.61 

ν1 a1 2947.9 2997.66 3009 3002.00 

ν6 b1 3014.45 3055 3073 3073.01 

a. Ref. [36] 
b. Ref. [73] 

c. Ref. [92], † is calculated 
d. Ref. [107], * Liquid IR 

 

Further comparisons can also be made to the other two dihalomethane molecules, 

CH2F2 and CH2Cl2. Although the spectra of these two molecules have not been recorded 

within this thesis, there is previous literature available concerning the ν1 and ν6 bands for 

CH2F2 and CH2Cl2. [36, 46, 73, 95] Figure 6-2 shows a comparison of the four reference 

spectra for CH2F2 (black), CH2Cl2 (red), CH2Br2 (blue), and CH2I2 (green) from 2920 to 3125 

cm−1. Although these spectra were all recorded at atmospheric pressure (1013 mbar) and 

with a resolution of 0.112 cm−1, some rotational structure can be seen within each band. 

However, the resolution is not sufficient enough to see the hot band structure. Strangely, 

for the CH2Cl2 the ν6 band seems to be missing, according to the vibrational frequency list 

(see Table 6-1) the band should appear around 3055 cm−1. The work of Liu et al. [73] 

however states that the ν6 band is very weak in intensity and could be hidden under the very 

intense ν1 band. Even stranger, the peaks attributed to the ν1 band in the CH2F2 spectra does 

not follow the expected trend for a b-type transition as it has a central Q-type peak.  

Considering the possibility of the ν4 hot band structure for CH2F2 and CH2Cl2, it is 

unlikely the peak progressions would be seen to the same extent. Based on the CH2I2 peak 

progressions, a reasonable assumption can be made that a minimum population ratio of 

ground state to ν4 state of 1:0.05 is needed to record a transition arising from that particular 

state, assuming the same experimental are used (~1 mbar of sample and a cavity path length 

of ~600 cm). For CH2Cl2, the ν4 vibrational transition wavenumber is 281.5 cm−1, [73] which 
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Figure 6-2 Reference Spectra Compare.Comparison of reference spectra for CH2F2 (black), CH2Cl2 (red), CH2Br2 (blue), and CH2I2 (green) from 2920 to 3125 
cm−1. Due to the differences in absorption cross section, the left y-axis corresponds to the CH2F2 spectrum, whereas the right y-axis corresponds to the 
CH2Cl2, CH2Br2, and CH2I2 spectra. All spectra are available from the HITRAN database. [95, 216] 
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gives rise a Boltzmann population distribution of 1:0.26:0.07 for ν4 v = 0:1:2, meaning there 

would be potentially three peaks within the progression. For CH2F2 this is reduced to only 

two peaks in the progression as the transition wavenumber for ν4 is much higher at 528.34 

cm−1, [45] giving rise to a Boltzmann population distribution of 1:0.08 for ν4 v = 0:1.  

Despite this lack of hot band structure for CH2Cl2 and CH2F2, their vibrational spectra 

in this region of the infrared show other interacting vibrational transitions that do not 

appear in the corresponding spectra for CH2Br2 and CH2I2. Figure 6-3 shows five different 

vibrational transitions, 10
1, 60

1, 20
2, 80

2, 20
180

1, and their corresponding frequencies between 

2700 and 3150 cm−1 for each of the four dihalomethane molecules. This figure also shows 

the different types of coupling between the different vibrational states. Although these 

types of couplings were previously discussed in more detail in section 1.3.5, a brief summary 

is covered here. Fermi resonances occur between a fundamental vibrational transition and 

an overtone vibrational transition of the same symmetry and similar energy. Darling-

Dennison resonances occur between overtone and combination vibrational transitions 

which also have the same symmetry and are of similar energy. For Coriolis coupling, there 

are three different types: a-axis, b-axis, or c-axis. Between similar energy vibrational 

transitions an a-axis coupling occurs between two vibrational states with symmetries of a1 

and b1. Conversely, b-axis coupling occurs between two vibrational states with symmetries 

of b1 and b2, and c-axis coupling between two vibrational states with symmetries of a1 and 

b2. Coupling to a vibrational state with the symmetry of a2 is not possible in IR spectroscopy, 

as the a2 modes are not IR active.  

CH2F2 shows medium intensity overtone bands of 20
2 centred at 3026.23 cm−1 and 80

2 

at 2838.64 cm−1, alongside 10
1 at 2947.9 cm−1 and 60

1 at 3014.45 cm−1. [46] Experiments have 

demonstrated an a-axis Coriolis interaction between the 20
2 and 60

1 bands. However, CH2Cl2 

exhibits two overtone bands of 20
2 and 80

2 at 2853.66 cm−1 and 2526.58 cm−1 respectively, 

which are both somewhat nearby 10
1 at 2997.33 cm−1 and 60

1 at 3055 cm−1. [73] Within the 

CH2Cl2 literature, Fermi resonances between 10
1 and 80

2 bands and 10
1 and 20

2 bands have 

been reported, alongside Darling-Denison resonances between 10
2 and 60

2, and 20
2 and 80

2. 

[46, 73] 

The same transitions for CH2I2 and CH2Br2 are much lower in wavenumber than 10
1 

and 60
1. For CH2I2, 20

2 is predicted near 2747 cm−1 and 80
2 at 2222.42 cm−1, and for CH2Br2 

the same transitions are expected near 2776 cm−1 and 2386 cm−1, respectively. As the 

overtone band of 80
2 is at a much lower frequency than the transitions, we do not expect 
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any coupling or resonances from this band with either ν1 or ν6. However, there may be a 

small Fermi resonance between 10
1 and 20

2 for either CH2I2 or CH2Br2. Furthermore, as stated 

in Chapter 5 for CH2Br2, there might be other overtones which give rise to the complicated 

structure seen for the ν1 band. These may potentially arise from Fermi doublets between 

10
1 and 20

170
2 or 20

140
290

2, which have vibrational transition frequencies of approximately 

3006 and 3026 cm−1, however these are not shown on Figure 6-3. 

 

 

Figure 6-3 Vibrational Frequencies of CH2X2 Molecules and Types of Coupling Between 

the Vibrational States. Five different vibrational transition wavenumbers: 10
1, 60

1, 20
180

1, 
20

2, and 80
2, are shown for CH2F2 (black), CH2Cl2 (red), CH2Br2 (blue), CH2I2 (green) between 

2700 and 3100 cm−1. The different types of coupling between the vibrational states are 
shown along the bottom. One of each type of coupling is shown for simplicity. Fermi 
resonances (purple) between states of the same symmetry and similar energy, where one 
state must a fundamental transition. Darling-Dennison resonances (yellow) between 
states of the same symmetry and similar energy, where both states must be a 
combination or overtone state. All 3 types of Coriolis coupling are shown (aqua): a-axis is 
between states with symmetry a1 and b1, b-axis is between states with symmetry b1 and 
b2, and c-axis is between states with symmetry a1 and b2. States must still have similar 
energy for the Coriolis coupling to occur. 
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6.2. Pressure Broadening Coefficients 

Although comparisons have been previously made between pressure broadening 

coefficients in the respective chapters for each molecule, this section will give a broader 

assessment of coefficients for all CH3X and CH2X2 molecules, where X = F, Cl, Br, or I (CHX3 

molecule would have also been included, but no data was found for these molecules). Table 

6-2 collates the pressure coefficients for the molecules. Although there is a plethora of data 

there the table only shows the coefficients for self-, N2-, and Ar-broadening as these are 

most relevant to this thesis. In addition, within this table, any of the quoted literature values 

are either an average of J-dependent broadening coefficients, or the range of broadening 

coefficients is given due to the amount of individual coefficients given in the literature. 

Firstly, for the N2-broadening coefficients, all of the literature values are within a 

similar value ranging from 0.087 cm−1 atm−1 for CH2F2 to 0.133 cm−1 atm−1 for CH3I. A general 

trend shows that the coefficient increases with significant increasing weight of the molecule, 

although the reported value for CH2F2 is smaller than that of CH3F despite being heavier 

(52.02 amu compared to 34.03 amu). In addition, the two quoted values for Ar-broadening 

follow the same trend, with 0.072 cm−1 atm−1 for CH3F and 0.092 cm−1 atm−1 for CH3Cl. 

However, the N2- and Ar-broadening coefficients reported in this thesis are larger than 

expected, although they are just outside the high value reported for each of the J-dependent 

broadening coefficients. While this was touched upon in the previous chapters, for 

continuity and clarity, some of the explanation will be reiterated here. The most probable 

explanation of the increase in broadening coefficient is that that the contribution of the bath 

gas to the pressure broadened transitions has been over-predicted. Simultaneously, the 

contribution from the self-broadening by CH2I2 and CH2Br2 might be under predicted.  

For both CH2I2 and CH2Br2 a self-broadening contribution was removed from the 

overall Lorentzian broadening, these values are: for CH2I2, 0.0054 cm−1 for N2 self-

broadening and 0.0048 cm−1 for Ar self-broadening, and for CH2Br2, 0.0089 cm−1 for N2 self-

broadening and 0.0132 cm−1 for Ar self-broadening (with all four of these numbers 

representing a HWHM for an average pressure). For the self-broadening parameters of the 

CH3X and CH2F2 molecule, these parameters are much higher than the coefficients 

attributed to N2 and Ar. Furthermore, there is the opposite trend where increasing weight 

decreases the self-broadening coefficient. Using one of the average values for CH3I, 0.284 

cm−1 atm−1, [264] for the data presented for CH2I2 a corresponding contribution of self-

broadening would be 1.39 × 10−6 cm−1 based on an experimental CH2I2 concentration of 
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4.9 × 10−6
 atm (or 0.005 mbar, as given in section 4.2.2). For CH2Br2, using an averaged value 

of 0.327 cm−1 atm−1 based on the self-broadening of CH3Br, the corresponding self-

broadening contribution would be 1.82 × 10−4 cm−1, based on an experimental CH2Br2 

concentration of 6.4 × 10−4 atm (or 0.66 mbar, as given in section 5.2.2). Comparing these 

values, shows the contribution of self-broadening has potentially been over predicted. 

However, this does not explain why the presented N2- and Ar-broadening parameters are 

larger than expected. 
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Table 6-2 Pressure Broadening Coefficients of Various Halogenated Molecules. 
Broadening coefficients from this work for N2 and Ar, values quotes on their own are 
averages, values given in ranges are the lowest and highest measured value (a reasonable 
average could not be obtained). 

Molecule 
Self-Broadening  

b (cm−1 atm−1) 

N2  

b (cm−1 atm−1) 

Ar 

b (cm−1 atm−1) 

CH2F2 
0.493a 

0.519b 
0.087b … 

CH3F 0.388 to 0.600c 
0.094d 

0.100e 
0.072f 

CH3Cl 0.152 to 0.483h 

0.100g 

0.108i 

0.105j 

0.092g 

CH2Br2 … 0.145(7)k 0.105(5)k 

CH3Br 
0.180 to 0.481L 

0.154 to 0.493n 

0.089 to 0.135L 

0.075 to 0.131m 

0.103n 

… 

CH2I2 … 0.143(6)o 0.116(6)o 

CH3I 

0.284p 

0.221q 

0.290 to 0.386s 

0.107p 

0.133r 

0.089 to 0.130s 

… 

a. Ref. [271] 
b. Ref. [263] 
c. Ref. [272] 
d. Ref. [273] 
e. Ref. [265] 

f. Ref. [274] 
g. Ref. [275] 
h. Ref. [276] 
i. Ref. [277] 
j. Ref. [278] 

k. This work 
L. Ref. [279] 
m. Ref. [280] 
n. Ref. [270] 
o. This work 

p. Ref. [264] 
q. Ref. [281] 
r. Ref. [282] 
s. Ref. [283] 
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7. Final Remarks 

This final chapter will cover the future work of this thesis and present an overall 

conclusion to the thesis. For the future work, this section will cover the attempts to move 

towards an enhanced optical cavity, which is needed for acquiring cold temperature spectra 

of CH2I2 and CH2Br2, and in general, more sensitive gas phase measurements. Furthermore, 

PGOPHER simulations are utilised to predict what will be observed for the cold temperature 

spectra.  

7.1. Future Work 

7.1.1. Enhanced Optical Cavity  

Although a Herriott Cell was originally used for the free-jet expansion, as discussed in 

section 2.2.3.2, the path length through the cell was never long enough to observe the cold 

molecules. This is for two reasons: the free-jet expansion method gives a lower 

concentration of molecules in the cell, and the interaction region, where the molecules 

interact with the laser, is much smaller for this set-up than the room temperature Herriott 

cell (see section 2.2.3 and Figure 2-9 and Figure 2-10). Therefore, an enhanced cavity will be 

used to improve the path length for the cold temperature experiments.  

As discussed in the introduction (see section 1.4.4.2), CE-DFCS is an established 

technique as the method improves the path length of the optical cavity from cm in length 

to kms, which allows for lower concentration detection limits. [140, 284] However, this 

technique significantly reduces the transmission power of the comb out of the cavity, which 

reduces the sensitivity of the acquired spectra and decreases the SNR. Thus the absorption 

peaks are harder to detect, which defeats the purpose of increasing the path length of the 

cavity. To improve the power of the comb out of the cavity, efficient comb-cavity coupling 

is needed, of which there are two methods to achieve this: tight locking scheme and swept 

coupling scheme. In the tight locking scheme, the comb modes and the cavity resonances 

are kept identical through feedback mechanisms such as the Pound-Drever-Hall (PDH) 

method or a dither lock. [284, 285] However, this scheme causes large dispersion issues with 

the comb frequencies which means less light is coupled into the cavity as a function of 

wavelength, so the entire bandwidth of the laser cannot be detected, and suffers from 

residual frequency noise which must be removed in post-processing to reach high signal-to-
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noise ratios. To negate these issues, the alternative swept coupling scheme can be 

implemented.  

In the swept coupling scheme, the comb modes are swept through the cavity modes 

with the amplitude of the sweep larger than the FWHM linewidth of the cavity resonance. 

[284] Slow drifts between the comb and cavity modes can be nullified by stabilising the time 

interval between transmission peaks, plus dispersion issues are avoided as the resonance 

between modes happens rapidly. The easiest way to sweep the comb modes within the 

cavity is to change the length of the cavity, which can be done through the implementation 

of a piezo-electrical device. Piezo-electrical devices, as already discussed in section 2.1.3, 

change in length in response to an applied voltage. The new enhanced cavity is also matched 

closely in length to the lasing cavity (60 cm or 250 MHz), which ensures the comb modes are 

efficiently swept through the cavity modes. Unfortunately, the swept-coupling scheme is 

slower than a tight-locking scheme, meaning the experimental time rises. [285] Faster 

sweeps can speed up the collection time and reduce associated noise, but this comes at the 

loss of transmission power. Therefore, optimum settings can be achieved with reduces 

baseline noise while retaining a high transmission power and a good S/N ratio. As this swept 

coupling scheme for an enhanced cavity has been achieved previously, [284] we do not 

anticipate significant hurdles in its construction 

Such construction has already commenced on moving towards the enhanced cavity. 

The necessary optics are two high finesse mirrors with focal lengths of +1000 mm (Layertec). 

In addition, the piezo-electrical device has already been identified and purchased. This is a 

hollow tubular 1” diameter piezo from Piezomechanik (part number HPSt 150/20-15/12), 

with a maximum stroke length of 16 μm.  

7.1.2. Cold Spectra Prediction 

In order to help confirm the hot-band theory presented in this thesis for the room 

temperature spectra of CH2I2 and CH2Br2, acquiring spectra take under colder conditions 

would be beneficial. As explained in previous chapters and the section above, the cold 

spectra will be acquired through the use of a free-jet expansion and an enhanced optical 

cavity. While the cold spectra have not yet been acquired due to experimental constraints, 

as explained in section 3.6, it can be useful to predict the expected spectra. The predictions 

can be achieved by changing the temperature within the ν6 PGOPHER simulations for both 

molecules (ν1 is not possible for comparison due to the lack of appropriate simulation for 

CH2Br2). However, while a free-jet expansion apparatus can be useful in reducing the 
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rotational temperature of the molecule, vibrational temperature is not always reduced to 

the same extent. This difference is due to a non-Boltzmann distribution of population. 

Therefore, the non-statistical population distribution must be accounted for in the predicted 

spectra. 

Figure 7-1 and Figure 7-2 show three different simulations for CH2I2 and CH2Br2, 

respectively. For both figures, the black is the simulation at a rotational and vibrational 

temperature of 300 K, the red is the simulation at a rotational temperature of 30 K and a 

vibrational temperature of 300 K, and the blue is the simulation at a rotational and 

vibrational temperature of 30 K. In order to keep the simulations accurate, all observed 

vibrational transitions and appropriate isotopologues are included in the simulations. For 

CH2I2, this includes 60
1

 4n
n, with n ≤ 5, and for CH2Br2 this includes 60

1
 4n

n, with n ≤ 4 and all 

three isotopologues.  

The initial obvious difference, for both molecules, between the room temperature 

(black) and cold spectra (red or blue, for this section of analysis the two can be 

interchangeable) is the intensity and breadth of the peaks. In both cases, the peaks in cold 

temperature spectra only cover a circa 30 cm−1 span rather than an 80 cm−1 span as seen for 

the room temperature spectra. In addition, the cold spectra intensity increases almost ten-

fold for the most intense peaks, assuming the concentration is the stays the same across 

both spectra. However, this does not mean the peaks in the experimental cold spectrum will 

be ten-fold in intensity than those seen in the room temperature spectrum. This is due to 

the difference in concentration and path length in the two experiments. For the room 

temperature experiments, the path length is well known (between 570 and 1130 cm) and 

the concentration of the sample molecules averages close to 1 mbar. However, for the cold 

temperature spectra the concentration for the sample molecules is close to 2 x 10−4 mbar 

(however this is just an average of the total pressure inside the free-jet expansion chamber), 

and the path length is currently undetermined. Considering the differences in concentration 

and path length, in order to see tangible peaks in the cold temperature spectra, the path 

length needs to be longer than 1,000 km. However, this is also dependent on the σν which 

is dependent on the temperature of the sample.  

Secondly, another obvious difference is the appearance of the central Q-band which 

is prominent for both molecules. This difference is due to the reduction of rotational levels 

being populated at low temperatures, as the majority of the central Q branch for the room 

temperature spectra consists of high Ka, J, and Kc rotational transitions.  
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Thirdly, there is a difference between all three spectra for each temperature in terms 

of the populated vibrational levels. Comparing the room temperature simulated spectrum 

(black) and the cold temperature spectrum where the rotational temperature is 30 K but 

the vibrational temperature is kept at 300 K (red), there is no difference in which vibrational 

states are populated. For both spectra, there is initial population in the ground state (v = 0) 

and the ν4 (v ≤ 5) states. In addition, there is no difference in the relative peak intensities 

between successive peaks within the peak progressions. However, there is obviously a large 

difference in the populated vibrational states between the two cold temperature spectra 

(red and blue spectra) in Figure 7-1 and Figure 7-2. This lower vibrational temperature for 

the red spectrum in both figures, reduces the population in the hot bands, as there is no 

longer sufficient thermal energy to excite the molecules to the ν4 vibrational states. In 

addition, this means the peaks concerning the fundamental ν6 vibrational band are more 

intense within the blue spectrum than the red spectrum. 
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Figure 7-1 Comparison of CH2I2 Spectra at 300 K and 30 K. A. The simulated ν6 vibrational 
band for CH2I2, from 3055 to 3090 cm−1, the black = rotational and vibrational temperature 
of 300 K (relative intensity on the left y-axis), the red = rotational temperature of 30 K and 
vibrational temperature of 300 K (relative intensity of the right y-axis), and blue 
= rotational and vibrational temperature of 30 K (relative intensity of the right y-axis). B. 
Region of interest (green box in part A), from 3069.0 to 3077.6 cm−1. 
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Figure 7-2 Comparison of CH2Br2 Spectra at 300 K and 30 K. A. The simulated ν6 
vibrational band for CH2Br2, from 3060 to 3095 cm−1, the black = rotational and vibrational 
temperature of 300 K (relative intensity on the left y-axis), the red = rotational 
temperature of 30 K and vibrational temperature of 300 K (relative intensity of the right 
y-axis), and blue = rotational and vibrational temperature of 30 K (relative intensity of the 
right y-axis). B. Region of interest (green box in part A), from 3072.0 to 3082.5 cm−1. 
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7.2. Conclusion 

As stated in the introduction, halogen containing CH2X2 molecules are important 

species within the atmosphere as they contribute ozone depletion, interfere with the HOx 

and NOx cycles (CH2Cl2, CH2Br2, and CH2I2) or have a high global warming potential (CH2F2). 

While GC-MS techniques are currently used to measure concentrations of molecules in the 

atmosphere, however, this has shortcomings such as molecule degradation and 

fragmentation issues. Therefore, it is advantageous to move towards optical spectroscopy 

methods in order to observe molecules in the atmosphere. However, in order to use optical 

spectroscopy to observe the molecules, reference spectra and spectroscopic constants must 

be recorded within a laboratory setting before moving to outdoor measurements. After 

considering available literature, it was clear that research into mid-IR high resolution 

rovibrational spectra of CH2I2 and CH2Br2 was lacking. Therefore the majority of the work 

presented in this thesis was directed towards two different parts: 1. building a high 

resolution optical spectroscopy technique and 2. recording the rovibrational spectra of CH2I2 

and CH2Br2. 

Firstly, this thesis has demonstrated that mid-IR direct frequency comb spectroscopy 

is a powerful spectroscopic technique that can, and should, be implemented. This technique 

allows for high spectral resolution measurements with a simultaneously broad bandwidth 

due to the nature of the light source. The combination of these two properties means 

numerous different molecules can potentially be detected within one experiment. 

Furthermore, the 2D spatially dispersive detection method, in particular the VGC detection 

method in the spectrometer developed here, allows for comb-mode resolved detection of 

the frequency comb laser. Chapters 2 and 3 of this thesis gave a detailed account of the 

work undertaken to build, commission and characterise the frequency comb spectrometer. 

The major obstacles in building the spectrometer involved designing the optical set-up and 

alignment procedure of VGC detection, creating a MATLAB code to process the acquisition 

images to convert to spectra, and characterising the properties of the system such as 

baseline noise levels and minimum detectable concentrations. Furthermore, efforts were 

made to build a free-jet expansion apparatus in order to record cold temperature mid-IR 

spectra. However, the current cold spectra results showed promise but are currently not 

useable due to a poor SNR and an inability to observe low concentrations of the sample 

molecules. Hence, the future work will be to build an enhanced optical cavity which allows 

for an increased cavity length of over several kilometres in length, increasing the sensitivity 
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of the measurement. 

Secondly, the newly built direct frequency comb spectrometer was then utilised to 

record the room temperature mid-IR rovibrational spectra of CH2I2 and CH2Br2. For CH2I2, 

the experimental spectrum was recorded from 2960 to 3125 cm-1, and for CH2Br2 the 

experimental spectrum was recorded from 2925 to 3125 cm-1. Within both spectra many 

different vibrational transitions were observed: fundamental 60
1 and 10

1 transitions, 

alongside hypothesised hot-band transitions 60
14n

n and 10
14n

n, where n ≤ 5 for CH2I2 and 

n ≤ 3 for CH2Br2. For each of these vibrational states, spectroscopic rotational constants 

were determined. The exception to this is the 10
1 band for CH2Br2 from 2935 to 3040 cm−1, 

as the spectra were too congested to observe any rovibrational structure or hot-band 

transitions which are needed to determined rotational constants. For both CH2I2 and CH2Br2 

computational results confirmed the hot-band transition hypothesis seen within the ν6 and 

ν1 bands. In addition, the effects of pressure broadening by N2 and Ar on the observed 

rovibrational spectra of CH2I2 and CH2Br2 was studied. For CH2I2, the bN2 parameter 

= 0.143(6) cm−1 atm−1, and the bAr parameter = 0.116(6) cm−1 atm−1. For CH2Br2, the the bN2 

parameter = 0.145(7) cm−1 atm−1, and the bAr parameter = 0.105(5) cm−1 atm−1. 

Finally, comparisons are made between the room temperature mid-IR rovibrational 

spectra for all four dihalomethane molecules and the pressure broadening coefficients 

measured within this thesis are discussed in comparison to broadening coefficients for 

CH2X2, CH3X, and CHX3 molecules. For the room temperature spectra, CH2F2 and CH2Cl2 are 

not expected to exhibit the ν4 hot-bands to such a degree as seen for CH2I2 and CH2Br2, owing 

to larger vibrational frequencies for the 40
1 fundamental transition. For CH2F2 we only expect 

to observe transitions from the ν4 (v = 1) vibrational state and for CH2Cl2 we only expect to 

observe transitions from the ν4 (v = 1) and ν4 (v = 2) vibrational states. However, despite the 

lack of significant hot-band transitions, CH2F2 and CH2Cl2 demonstrate resonances and 

couplings between multiple vibrational states of which CH2I2 and CH2Br2 do not. With 

regards to the pressure broadening coefficients reported in this thesis, both values are 

higher than equivalent values reported in the literature. Across 12 different bN2 parameters 

for various CH3X and CH2F2 molecules, the average is 0.103(18) cm−1 atm−1, whereas for the 

bAr parameters the average across two values is 0.082(14) cm−1 atm−1. The difference 

between the reported literature parameters and the parameters reported in this thesis is 

attributed to the potential shortcomings of the self-broadening parameters, over-predicting 

the contribution of the bath-gas, or using the wrong analysis method to analyse the pressure 

broadened spectra.  
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