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Summary  
In the United Kingdom (UK), High Level Waste (HLW) from nuclear energy generation will 

be incorporated into a glass before disposal in a deep geological facility. However, the ‘Safety 

Case’ for this depends on our understanding of the dissolution behaviour of such a glass over 

tens to hundreds of thousands of years. This work aims to contribute to this knowledge by 

conducting accelerated laboratory dissolution tests and studies of naturally dissolved samples. 

Two HLW glasses, the International Simple Glass (ISG) and the UK’s Magnox Waste glass 

with a 25% waste loading (MW25) were dissolved in ultrahigh quality water via the Materials 

Centre Characterisation test 1 (MCC-1) and Product Consistency Test B (PCT-B) procedures. 

The presence of magnesium in MW25 allowed precipitation of clays and thus more rapid 

dissolution of this glass compared to ISG (which did not contain magnesium). This magnesium 

variability may also explain alteration layer differences in MCC-1 tests: sodium-depleted layers 

initially formed on both, but the outer region was enriched in magnesium for MW25 but 

zirconium-enriched for ISG. Similarly, the later-formed outer magnesium clays on MW25 are 

absent from ISG where a further ‘scalloped’ inner sodium-depleted region is instead observed.  

Basaltic glasses with a variable magnesium-to-calcium ratio were synthesised and dissolved 

via the above procedures to further investigate this. Again, dissolution rates increased with 

magnesium content, potentially because the alteration layer on high-magnesium glasses is less 

passivating due to decreased aluminium content. Aluminium may instead incorporate into the 

secondary precipitates that form more readily during dissolution of high-magnesium glasses.  

Surface layer thickness may be defined as the diameter of the largest sphere which can be 

entirely enclosed by the layer. Applying a method using this definition to the surface layers 

generated in the above MCC-1 tests provides thickness measurements comparable to those 

made using previous, though more subjective, methods. This improved definition also provides 

surface layer thicknesses for laboratory-dissolved basaltic glasses which are consistent with 

values from the equivalent naturally dissolved glasses, providing more confidence in laboratory 

dissolution methods. Finally, the method also implied the innermost HLW glass alteration layer 

component may account for some differences in basaltic and HLW glass dissolution behaviour.  

Worm-like (‘vermiform’) features were observed to form in all of the aforementioned MCC-1 

tests. These were more abundant and complex in basaltic glasses, potentially because their 

formation was more progressed in this case. Features also show highly variable interaction with 

alteration layer components: the alteration layer partially fills features on basaltic glasses but 

completely fills the vermiform structures in HLW glasses (where innermost alteration layer 

components also appear to deform around the structures). Feature formation methods remain 

unclear, but biological sources are near-impossible and a precursor scratch/crack seems likely. 

Regardless, features are significant in potentially increasing glass surface areas by up to 40%. 

Samples from Dun Deardail vitrified hillfort were proposed as HLW glass analogues. These 

materials contain glass which is thought to form the highly-vesiculated aluminosilicate regions. 

By comparison with an undissolved synthesised replica glass, the microcavities and iridescence 

(initially thought to represent dissolution pits and alteration layers) in these ‘glassy’ areas were 

re-interpreted as micro-vesicles and surface fracture expressions. However, low density, low 

atomic number surface layers occur preferentially on potentially water-exposed surfaces and 

so may represent alteration layers comparable to the iron-rich layers observed within vesicles.   
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1. Introduction  
1.1. Background  

Nuclear power provides a reliable source of low-carbon electricity [1] and generated ~15% of 

the United Kingdom’s electricity in 2021 [2]. However, similar to all other energy generation 

mechanisms, nuclear energy production generates waste [3]. 

This waste, known as nuclear waste, accounts for the majority of the five million tonnes 

(4,560,000 m3) of radioactive waste in the UK, with the remainder arising from defence, 

research and medical activities [4]. A small proportion (< 0.1%) of this total waste is heat-

generating High Level Waste (HLW) which emits considerable quantities of ionising radiation 

and thus poses a potential threat to health/life [5]. This threat is significant and will remain 

higher than that posed by naturally occurring radioactive materials for several hundred 

thousand years [3]. Combined, the magnitude and longevity of this hazard necessitates isolation 

of HLW from humans and nature for tens to hundreds of thousands of years [6]. 

The internationally favoured approach to achieve this is via disposal in an engineered 

underground facility termed a Geological Disposal Facility (GDF) [6]. This solution, termed 

the ‘Geological Disposal’ concept, is augmented with the ‘Multi-barrier’ concept (Figure 1.1), 

to ensure HLW remains contained for the required durations. This is achieved using an entire 

suite of engineered and natural systems and materials (Figure 1.1) to reduce or prevent the 

release of potentially harmful chemical elements into the anthropo/biosphere [3].  

 
Figure 1.1: The multibarrier concept of nuclear waste disposal [3] showing the four main 

components (‘barriers’), the required properties of these, and some example materials 

 

Of these systems, arguably the innermost ‘wasteform’ barrier is the most crucial because the 

degradation of this ultimately controls release of potentially harmful radioactive elements [3]. 

Borosilicate glass is currently used for this purpose in the UK [7] and is the internationally 

favoured option owing to its high chemical-, mechanical-, and radiation-stability, its well-

established manufacturing route and its ability to space-efficiently incorporate many of the 

elements within HLW [8]. However, assessing the potential for degradation, via dissolution, 

of this glass wasteform over tens to hundreds of thousands of years is crucial if we are to 

demonstrate that nuclear waste can be safely stored over the required durations [9]. 

Wasteform  

Solid, passively safe,  

durable, radiation tolerant 

e.g. glass or cement  

  

Metal canister  

Corrosion-resistant metal  

e.g. copper or stainless steel 

Host Geology  

Ideally low porosity,  

low permeability and 

low fracture density  

 

Backfill:  

Low porosity, high 

sorbance of elements 

e.g. clay or cement 
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1.2. Aims and objectives  
This work aims to increase the scientific community’s understanding of glass dissolution from 

a nuclear waste disposal perspective. To achieve this, various objectives have been established: 

• Investigate the dissolution of HLW glasses in a simple aqueous system via laboratory 

testing; providing comparisons for other works and developing dissolution models  

• Explore the role of magnesium (an element uniquely high in the UK’s HLW) in glass 

dissolution via laboratory dissolution of a synthesised basaltic glass series with 

variable magnesium content  

• Use basaltic glasses to gain further insight into glass dissolution processes  

• Elucidate the properties and role of the layers developed on the aforementioned 

glasses via characterisation and development of an improved measurement method  

• Identify, characterise and compare the ‘worm-like’ (vermiform) features which form 

on the surface of dissolved glasses; compiling previous and current examples of these, 

assessing their potential influence on glass dissolution and discussing their potential 

formation mechanisms  

• Determine if and how materials collected from Dun Deardail vitrified hillfort can 

provide insight into glass dissolution by verifying and locating glassy material and 

seeking evidence of its dissolution 

 

1.3. Thesis structure  
This thesis comprises the following chapters:  

Following this introduction, chapter two reviews the academic community’s current 

understanding of glass dissolution. This includes a description of the most widely agreed upon 

kinetic model of glass dissolution and the potential role of magnesium in this. Glass alteration 

layers, a crucial component of this model, are also reviewed in terms of their formation, 

properties and potential effects on dissolution. Localised attack features generated during glass 

dissolution are then examined, with a particular focus on vermiform features. Finally, the value 

of using materials to analogue HLW glass dissolution is justified, with the role of these in the 

nuclear waste disposal safety case outlined. 

Chapter three thoroughly outlines the experimental methods used in the current investigations, 

providing sufficient detail to allow result replication. Sample production and acquisition is 

described along with the methods used to dissolve some of these. The treatment and analysis 

of the resulting data, leachates, and samples following their dissolution is then summarised, 

with a detailed description of the instrumental methods and parameters used to achieve this.  

Results from the aqueous dissolution of HLW glasses are outlined in chapter four. These 

glasses include the International Simple Glass (ISG) and a simulant of the UK’s Magnox Waste 

(or Mixed Windscale) HLW glass with a 25% waste loading (MW25). Both of these were 

dissolved via the Materials Characterisation Centre test one (MCC-1) and Product Consistency 

Test B (PCT-B) accelerated laboratory dissolution methodologies, with a pure water leachate. 

Leachants and post-dissolution glasses from these experiments are analysed and compared in 

order to develop a dissolution model for both glasses.  
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In chapter five, results from identical accelerated dissolution experiments performed on a 

basaltic glass series with variable magnesium and calcium contents are presented. PCT-B 

experiments were conducted on all five glasses from the suite (comprising basaltic glasses with 

a magnesium-to-calcium ratio of 0:100, 30:70, 50:50, 70:30 and 100:0), with MCC-1 

conducted on only the end- and mid-member compositions. Results including the dissolution 

rates and any surface layers generated during these experiments are discussed and compared, 

with the reliability of results from the two dissolution methodologies also compared.  

Chapter six considers methods used to measure glass alteration layer thicknesses, evaluating 

previous techniques before proposing a new method. Results generated via this new method 

are compared to those generated by other measurement methods to gauge method reliability. 

These results are also re-presented alongside data from longer-term natural experiments to 

gauge whether laboratory dissolution techniques can adequately simulate natural processes.  

Vermiform features are investigated in chapter seven. These features (observed on basaltic and 

HLW glasses dissolved via the aforementioned MCC-1 procedure) are fully characterised and 

compared, both in two- and three-dimensions. The potential impact of these features on glass 

dissolution is then discussed and estimated, before their formation mechanism is considered.  

The final results chapter investigates what, if anything, materials from Dun Deardail vitrified 

hillfort may reveal about long-term glass dissolution processes. Samples are characterised via 

microscopy, tomography and X-ray Diffraction (XRD); with evidence of glassy material and 

its alteration sought. To elucidate if observed features (pits and iridescence) may have formed 

via dissolution, results are compared to those from an undissolved glass which was synthesised 

to replicate the glassy material within the hillfort materials. Similarly, the potential for observed 

surface layers to have been formed via dissolution was assessed by analysing layer occurrence 

locations relative to the water-accessibility of surfaces.  

The concluding chapter provides a final discussion of the aforementioned topics, summarising 

the new glass dissolution understanding that has been achieved. Any implications this new 

knowledge may have on the nuclear waste disposal safety case are stated, with suggestions for 

future avenues of investigation also presented.  

In addition, Appendix I provides an overview of the method used to assess whether layers 

observed in X-ray Computed Tomography (XCT) of hillfort materials (as in Chapter 11) may 

have formed via dissolution. This appendix outlines how images were segmented, quantified 

and statistically treated. Techniques used both to verify method reliability and estimate errors 

are also presented.  
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2. Literature Review 
2.1. Standard model of glass dissolution  

Aqueous glass dissolution can be subdivided into the three phenomenological regimes, as 

shown in Figure 2.1. Stage I is known as the ‘Initial’ or ‘Forward Rate’; Stage II is termed the 

‘Residual Rate’; and Stage III is otherwise known as ‘Rate Resumption Regime’[10].  

 

Figure 2.1: The three kinetic regimes of glass corrosion, demonstrated schematically (above) 

and as a simplified graph (below).  

Two processes occur during Stage I: interdiffusion and hydrolysis. 

Interdiffusion, or ion exchange, occurs as the inward diffusion of positively charged water 

species (H2O and H3O
+) causes the concurrent outward diffusion of glass modifier cations 

(such as alkali metals) in order to maintain electric neutrality [11]–[15]. This selective release 

of alkalis is aided by the low stability (low energy of hydration) of silicon-oxygen-alkali bonds 

[15], and leaves a hydrated (water-enriched) glass layer.  

The hydroxyl ions (OH-) formed during interdiffusion increase the solution pH [15], [16] and 

cause rapid hydrolysis of the covalent bonds linking oxygen with network forming elements 

such as silica:  

 
≡ Si − O − Si ≡ +OH− → ≡ Si − OH+≡ Si − O− Equation 2.1 

This effect is then amplified via positive feedback, as the Si-O- from Equation 2.1 can combine 

with water molecules to produce another hydroxyl ion: 

 
≡ Si − O− + H2O → ≡ Si − OH + OH− Equation 2.2 
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which can then hydrolyse another siloxane bond as in Equation 2.1 [17]. Eventually, once all 

four bonds on the silica tetrahedron have been hydrolysed, an orthosilicic acid molecule 

(Si(OH)4) is released into the solution.  

In a static/closed system, dissolution will continue in this way until the concentration of 

orthosilicic acid in the solution reaches saturation. At this point an amorphous silica alteration 

layer precipitates on the glass surface [11], [12], [18] and the dissolution rate then falls during 

a ‘rate drop’ phase. Dissolution rates are likely limited during this phase by affinity and/or 

protective layer effects. In the former, as the solution concentration of silicic acid reaches 

saturation there is a reduced thermodynamic driving force for dissolution [19]. In the latter, the 

alteration layer formed on the glass surface may act as a transport barrier – minimising ion 

exchange between the glass and solution [20]–[23]. This may be encouraged by re-organisation 

of the gel-layer to minimise porosity [16]. Most authors consider both affinity and protective 

effects as contributing factors to the rate drop (e.g. [20], [24]), [25]); however, some instead 

favour the chemical affinity mechanism (e.g. [26], [27]) or protective gel theory (e.g. [28]).  

Following the rate drop, dissolution is slowed by three to four orders of magnitude (compared 

to initial rates) during the ‘Residual Rate’ [16], [29], [30]. Here, two mechanisms are operative: 

secondary phase precipitation can promote dissolution, whilst limited interdiffusion through 

the alteration layer can impede it [12], particularly if the alteration layer densifies.  

Silicate mineral precipitation consumes elements from both the solution and the alteration 

layer. This leads to a dual-effect: consumption of leachate elements promotes glass network 

hydrolysis [31], [32]; whilst consumption of network formers in the alteration layer reduces 

the layer’s ability to passivate [12], and/or leads to its continuous destruction and reformation 

[33], [34]. However, during Stage II, slowed interdiffusion (relative to initial rates) can act to 

counterbalance these effects. Decreased interdiffusion may be associated with alteration layer 

pore-closure [34], [35], other passivating layer property changes [36], [37], or silica-saturation 

of the pore solution in the interdiffusion zone [36]; however insufficient evidence exists to 

determine which of these dominates [10], [24]. 

A third “Rate Resumption” stage can - in some cases - follow, with dissolution resuming at 

rates approximately comparable to those in Stage I [38], [39]. This appears more probable in 

glasses with elevated Ca, Al, Fe or Mg (Section 2.2); and in high pH (>10.5), high temperature 

(>90 °C), and/or high sample surface area to leachant volume ratio (SA:V) systems [11], [16], 

[40], [16]. Stage III is typically hypothesised to result from precipitation of silicate minerals at 

the gel-solution interface [16], [39], [41]; however other explanations are speculated (see [16]).  

Precipitates, like those formed during Stage III, are unlikely to offer any protection to the 

dissolving glass [42]. Instead, their precipitation is commonly hypothesised to promote 

accelerated dissolution by consuming elements from the alteration layer and thereby decreasing 

its passivating ability [10], [11], [39], [42], [43]. Some argue a different mechanism for this, 

however, whereby secondary phase precipitation increases the thermodynamic driving force 

for further glass dissolution by consuming H4SiO4 from the leachant [40], [44]. This theory is 

less widely accepted, however, because H4SiO4 consumption has not yet been shown to cause 

dissolution rates to climb to rates comparable in magnitude to forward rates [45], [46].  

Typically, secondary phases are aluminosilicate compositions [42], however experimental 

parameters (including glass and leachant composition, temperature and time) strongly control 

this. Zeolites (particularly analcime and phillipsite) and clays (especially smectites) are most 
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common [15], [16], [47]. Experimentally determining minerals precipitation rates for these 

remains challenging, but accelerated dissolution testing can allow identification of probable 

phases [40]. Predicting which secondary phases will precipitate is paramount, because these 

strongly control dissolution rates and/or the occurrence of rate resumption [46].  

2.2. Role of magnesium in glass dissolution 
A comparison of international nuclear waste compositions (Table 2.1) illustrates that the UK’s 

HLW is uniquely elevated in magnesium [48]. This element, entrained during spent fuel re-

processing, is derived from the Magnox alloy used to clad nuclear fuel in the UK [49], [50]. 

Oxide 

(wt%) 

USA 

(Hanford) 

UK 

(Magnox) 

France 

(UOX1) 

Belgium 

(SM58) 

Russia 

(Myack) 

Japan 

(Tokaih) 

Al2O3 - 19.6 - - - - 

Cr2O3 1.21 1.6 3.15 - 0.58 1.69 

Fe2O3 29.09 10 18.06 10.81 6.07 9.02 

K2O - - - - 22 - 

MgO - 21.6 - - 2.07 - 

Na2O 15.15 - - 33.33 27.98 16.46 

NiO 0.6 1.2 2.54 0.91 3.39 1.48 

P2O5 1.52 - 1.76 - - 0.93 

FPOs 38.48 44.4 72.24 54.95 37.91 65.01 

Actinides 13.95 1.6 2.25 - - 5.41 

Table 2.1: Comparison of International HLW compositions, on a weight percent (wt.%) calcine 

oxide basis. Note that the UK’s Magnox waste is uniquely high in magnesium (highlighted in 

yellow). Table edited from [51] and references therein. FPO refers to Fission Product Oxides. 

This elevated magnesium is widely considered to limit the durability of UK HLW glass [52], 

[53] and can explain differences observed between the French nuclear waste glass and it’s 

inactive analogue [54]. However, the mechanistic reason for this is unclear and requires further 

research. Furthermore, studies investigating whether similar effects can be noted in other 

glasses (including analogues such as basaltic glasses) remain lacking.    

Magnesium content may have little effect on Stage I behaviour, with variable Mg:Ca ratios 

having minimal effect on the initial dissolution rate of MW25 glass [48], [50]. However, 

tentative evidence suggests Stage I may be prolonged in high-magnesium leachates at modest 

temperatures (60 °C) – though this effect appears inoperative at higher temperatures (90 °C) 

where stage divisions are clearer [55]. This potential temperature dependence requires further 

research given the temperature variability between other studies and the likely evolving 

temperatures in a GDF environment. The potential for compositional effects must also be 

considered given that other alkaline earth elements can increase Stage I dissolution rates by 

promoting Fe-Si mineral precipitation [16], [56], and that elevated iron or diminished alkali 

contents can reduce Stage I duration [57]–[59] by delaying alteration layer formation [42]. 

Whether magnesium can cause similar effects remains unclear.  

Magnesium content likely has a greater influence on residual dissolution rates. Backhouse [60] 

found that residual dissolution rates increased with increasing Mg:Ca ratio, and hypothesised 

this to result from either (1) more rapid formation of Mg-containing precipitates and/or (2) 

decreased alteration layer passivation [60]. High magnesium has been correlated with increased 

secondary phase formation and thus increased residual dissolution rates in other studies [31], 

[42], [48], [54]. This effect occurs as the silica required for secondary phase precipitation is 
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gained from either the leachate (increasing the chemical driving force for dissolution [42]), the 

alteration layer (degrading its passivation ability [61]), and/or the glass itself (catalysing its 

degradation directly [31]). High magnesium may also cause formation of a secondary alteration 

layer which can disrupt the passivation of the primary alteration layer [48]. However, elevated 

magnesium can also improve the passivation ability of the alteration layer, thereby causing the 

reverse effect: a decrease in residual rates with increasing Mg [54]. Magnesium can replace 

sodium in the alteration layer [62] and this replacement may hinder diffusion through the gel 

[54]. The relative dominance of these counter processes is still debated, but appears dependant 

on leachate pH, with high pH (pH > 9) favouring secondary phase precipitation, whilst more 

acidic conditions favour Mg incorporation into the gel [54]. This pH dependence leads to a 

self-buffering cycle, as shown in Figure 2.2: secondary phase precipitation (favoured at high 

pH) causes a pH drop as divalent cations (Mg2+) and hydroxide ions (OH-) are removed from 

the leachate simultaneously [63]. The wider effect of glass composition on these reactions, 

however, requires further research as it is currently unclear how these synergetic and further 

non-linear effects may interact [54]. Experiments aiming to elucidate the balance of this dual-

effect are also complicated by a potential surface-area-to-leachant-volume (SA:V) dependency 

[64]. At higher SA:V ratios, oversaturation with respect to Mg clays is more probable, 

favouring the precipitation of Mg-silicates. However, at lower SA:V ratios the opposite holds 

true: oversaturation is less probable and so Mg incorporation into the alteration layer is 

dominant [64]. This SA:V dependency is, however, not widely reported and more evidence of 

it is required before its effect can be agreed upon and confidently stated.    

Finally, occurrence of rate resumption is highly dependent on glass composition [16], with 

magnesium likely remaining influential. As with Stage II, high Mg (in the glass or solution) 

can promote magnesium silicate precipitation, and the silica required for this can be provided 

by partial or complete loss of the protective gel layer [54], [65] which may trigger Stage III. 

 
Figure 2.2. The effect of magnesium on residual glass dissolution rates. At low Surface Area 

to Volume ratios (SA/V) and/or at low pH (left hand side) magnesium has a greater propensity 

to enter the alteration layer and hinder further dissolution of the glass. At high SA/V or high 

pH, magnesium readily forms secondary precipitates which can degrade the alteration layer 

and cause dissolution rate increase. Precipitation also consumes hydroxide from the solution, 

driving conditions to a more acidic pH where secondary precipitate formation is less likely.  
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2.3. Glass alteration layers  
The term ‘alteration layer’ encompasses all of the surface layers (alteration layer components) 

formed at the water/glass interface during glass alteration (Figure 2.3). This includes any 

hydrated glass layer; any amorphous, porous, silica gel layer; and any secondary precipitates.  

 
Figure 2.3: Schematic showing the surface layers encompassed by the term “Alteration layer”.  

The presence or absence of the individual constituents may vary with dissolution duration and 

mechanism. For example, secondary phases may only precipitate after extended dissolution 

durations and some authors do not observe the element profiles characteristic of a hydrated 

glass layer [66].  

Previously, it was hypothesised that hydrated layers (produced by selective cation removal) 

formed on synthetic ‘simpler’ glasses; whereas gel layers (generated by reprecipitation) formed 

during dissolution of more complex or naturally-altered glasses [67]. However, these layer 

components and formation models are no longer thought to be mutually exclusive [66]. Instead, 

the dominant constituent and formation mechanism may depend on alteration conditions.  

2.3.1. Formation and destruction  

The hydrated layer is theorised to form as soluble cations rapidly diffuse out of the glass to 

leave a porous skeletal silicate network [47] which undergoes in-situ reorganisation [11], [42], 

[68], [69]. This theory is supported by isotopic evidence [68], diffusion-consistent sigmoidal 

cation depletion profiles through alteration layers [34], [70], [71], and the presence of alteration 

layers which are more polymerised than the parent glass they formed from [13].  

Contrastingly, the silica gel layer is hypothesised to form via condensation and reprecipitation 

of species from the aqueous solution [66], [72], [73]. As elements dissolve from the glass, the 

leachant becomes increasingly saturated in (typically siliceous) phases which can precipitate 

out of the solution to form amorphous, porous, gel layer. This saturation may occur in an 

ultrathin interfacial fluid film surrounding the glass, allowing the bulk solution to remain 

unsaturated with respect to amorphous silica [66]. Formation in this way, via condensation and 

reprecipitation, is evident as atomically sharp chemical and structural-interface between the 

alteration layer and pristine glass [66] and the presence of compositionally banded alteration 

layers on archaeological and nuclear glasses [74]–[76].  
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Secondary phases form via direct precipitation from solution, or through transformation of the 

thermodynamically unstable gel layer into crystalline phases [11]. The exact timing and process 

behind the latter is unclear [8], however some authors theorise that crystalline phases form via 

sequential transformation of metastable phases until the most stable state is achieved [46].  

2.3.2. Properties  

The composition and properties of an alteration layer are spatiotemporally variable and depend 

on multiple intrinsic/environmental parameters [77], [78], however microstructural and 

compositional commonalities do exist [47].  

Typically, alteration layers are amorphous and have a honeycomb morphology with an open 

porosity that is indicative of their low density (0.8-2 x 103 kg/m3; [11], [47]). These layers are 

frequently pitted (see Section 2.4.1), with scattered pits occasionally combining to produce 

‘chain-like’ patterns that may evolve into a ridge-and-furrow micro-topography [47]. The 

friable, delicate nature of these layers [75], [79]–[81] means they are readily damaged and/or 

destroyed (intentionally or otherwise) during both laboratory and natural experiments.  

Layers are highly inhomogeneous through their depth and across their surface [11]. The former 

is exemplified by the frequent presence of compositional sub-layers [60], [82] with typical 

thicknesses of 0.5-2 μm [47]. Contrastingly, lateral inhomogeneity is evident as 

compositionally variable gel ‘patches’ [15] and changes in the relative thickness of each 

compositional layer across the surface [37].  

The composition of these layers typically resembles that of the glass they formed on, though 

with an enrichment (relative to undissolved glass) in silica, aluminium, zirconium or iron [66]; 

and a depletion in easily-leached cations including sodium and calcium. Alteration layers also 

often contain molecular water [13], [83] and/or hydrogen [66].  

2.3.3. Passivation mechanism  

The degree to which an alteration layer can suppress dissolution (its ‘passivation ability’) likely 

depends on its thickness, diffusivity and porosity [11]. However, even with knowledge of these 

factors, alteration layer passivation ability remains impossible to predict because of our limited 

mechanistic understanding of how, exactly, an alteration layer can limit dissolution [37]. 

Though alteration layers may prevent outward diffusion of some species [37], kinetic models 

employing only this mechanism are unable to reproduce residual dissolution rates [11], [25], 

[84]. The diffusion barrier theory cannot totally explain an alteration layer’s passivation ability.  

Instead (or additionally), water accessing the pristine glass may be slowed due to its 

confinement in constricted micropores [13], [85]. The submicroporous alteration layer may 

readily allow passage of small atoms (e.g. deuterium), but not molecules larger than a given 

diameter [13], [86]. In this theory, porosity remains open but diffusion of mobile species is 

slowed [85]. This theory has been inferred to occur during alteration of some simplified glasses, 

however its wider applicability remains unproven [11]. 

Complete gel porosity closure may prevent water ever reaching the pristine glass [34], [87]. 

This could occur as the gel layer undergoes restructuring and densification [34], [35], or as 

crystalline phases precipitate into the pores [88], [89], [37]. Though this porosity closure has 

been inferred to occur in some glasses [37], equally alteration layer passivation has been noted 

despite lack of any porosity closure [12].   
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2.4. Localised attack in glass dissolution  
Localised attack (or localised corrosion) in the context of glass dissolution studies refers to the 

accelerated dissolution or degradation of a confined area on the glass surface, whilst the 

remaining glass surface appears to corrode at a much slower rate. The characteristic micron-

scale features generated via this process are of interest because they may influence overall 

dissolution rates [90] (e.g. by affecting exposed surface areas [14], [47]) and could offer insight 

into mechanisms of glass corrosion. Formation of these features may also be a key mechanism 

in the glass dissolution process [91], with localised attack and gel layer formation potentially 

coupled [92] as the former provides the elements to form the latter. 

2.4.1. Pits and pitting 

Pitting is frequently observed on altered archaeological glasses [76], [93]–[96], naturally 

dissolved glasses [97]–[99] and laboratory-dissolved glasses [14], [47], [82], [91]. Boring 

microorganisms can generate these features (and are occasionally assumed to have done so 

without adequate evidence [100]), as colonising microbes carve out hemispherical cavities 

mirroring their own shape and size [101], [102]. However so too can abiotic dissolution 

mechanisms [103] controlled by simple diffusive processes [102].  

Pits associated with glass dissolution typically occur on the glass below any alteration layers 

[14], [47]. Pits are approximately hemispherical, with diameters <10 μm [14], [92]; though 

they may be elongated with lengths up to 100 μm [14]. The features may be solitary [14] or 

may combine to produce ‘chain-like’ patterns [47] or pitted troughs [91]. Pits may also show 

orientation effects as they align into rows [14], [47].  

Pitting abundance appears to increase with dissolution duration and aggressiveness (e.g. high 

temperature/pH [47], [91], [92]). Pitting prevalence may also be positively correlated with 

surface precipitate abundance [47], with pits potentially forming preferentially around these 

precipitates [91]. The presence of a calcium-rich alteration layer may also favour pitting [104]. 

Many mechanisms of pit formation have been proposed. Initially it was thought that pits form 

due to either mechanical removal or dissolution of individual spheres (‘globules’) in the glass 

structure [99]. However, this theory was short-lived and is rarely, if ever, considered now. 

More commonly, analogies to the metallurgical theory of ‘Pitting Corrosion’ are drawn. In this, 

selective attack begins at a scratch, lattice defect, or compositional heterogeneity [105], [106]. 

This generates a cavity with a geometry which slows diffusion to and from the site, accelerating 

its further dissolution and deepening as a highly aggressive local chemistry develops at its tip 

[107]. Though this theory may not be directly applicable to glass corrosion, because glasses 

are amorphous, it may offer some insight into how comparable structures form on glasses. 

Pit formation in glass corrosion may result from preferential dissolution at micro-

heterogeneities such as alkali-rich areas [46], [92], [94], [108] or phase-separated components 

[91], [109]. Preferential dissolution around high energy sites is also possible, with these sites 

formed during sample production (e.g. residual un-annealed stresses [47], [91]) or sample 

preparation (e.g. cracks, or grinding/polishing defects [90], [91], [110]). Even without these 

flaws, all glasses inherently contain high energy sites due to their amorphous nature and 

variable bond angles. Finally, pits may also form due to localised pH increases (which enhance 

Si dissolution) in leachate trapped between the gel layer and hydrated/pristine glass [14], [47], 

[90], [111].   
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2.4.2. Vermiform features  

Features resembling tunnels, borings, tubes and ‘wormholes’ have also been postulated as 

evidence of localised attack during glass dissolution. These have been observed by authors 

from a range of disciplines (see below), however never have they been comprehensively 

reviewed from a multidisciplinary perspective. Such a review is necessary if only to highlight 

the nomenclatural inconsistency and range of interpreted formation mechanisms. 

When viewed in cross section, the features in question are curvilinear in nature: originating on 

the dissolved glass surface and penetrating down into the bulk glass a given distance before 

terminating arcuately. Features typically have a diameter on the order of microns and lengths 

of singular to tens of microns. These “tubes” may be hollow or filled and can be distinguished 

from fractures given their short (finite) length, smoothly curved non-angularity and rounded 

(high radius) termination.  

Material scientists at The Immobilisation Science Laboratory in Sheffield have struggled to 

reach a consensus on the nomenclature surrounding these features (Table 2.2). Heath [112] was 

one of the first to observe the features during MCC-1 dissolution testing of a Hot Isostatically 

Pressed (HIPed) clinoptilolite. In reference to their resemblance of biopores (‘burrows’) 

formed by earthworms in the drilosphere [113], Heath playfully termed these features 

“wormholes”. Mann & Thorpe [114] noted similar (though longer; ~170 μm), features on 

discarded glass bottles from Peakdale (Derbyshire, England). They termed these 

“chemiturbation channels” in reference to their resemblance of bioturbation channels (in 

ichnotaxonomy) but without implications of a biological origin (hence substitution of the prefix 

“bio-“ by “chemi-”). Backhouse [60] used both of the aforementioned terms to characterise the 

~30 μm penetrating tunnel features formed during PCT-type dissolution testing of a simplified 

borosilicate glass. Fisher [91] observed morphologically similar features, though only ever in 

surface views, and termed these “channels” or “troughs” where they formed on the surface of 

nuclear-type glasses including Magnox Waste (MW) glass and the International Simple Glass 

(ISG). This array of cited occurrences demonstrates the ubiquity of these features throughout 

a range of experimental conditions (methodologies, glass compositions, leachate compositions 

etc.). Furthermore, the lack of nomenclatural consensus revealed above goes some way to 

explaining why such features remain unreviewed and unsystematically documented.  

The occurrence of these features is also widely acknowledged by earth scientists studying 

volcanic (predominantly basaltic) glass alteration. However, these occurrences have already 

been comprehensively reviewed by those in this discipline (see [102], [115]). Again, however, 

a consensus has yet to be reached on naming, with morphologically-similar features referred 

to as “putative endolithic microborings” [116], “Longish structures” [117], “Etch planes” 

[100], “Curved-branched irregular micropits” [118], “Asperities” or “Grooves” [110], 

“Tunnels” [119], [120], or “Tubular structures” [121]. Though these features may have 

variable interpreted causal mechanisms (see below), all have similar morphologies and are 

named based on morphological appearance. This lack of consistent naming remains 

problematic if progress is to be made with a unifying scientific theory. 
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Author 

[reference] 

Representative 

SEM Image 

Name 

assigned to 

feature 

Experiment conditions: 

• Glass type, 

• Alteration environment 

• Exposure duration 

Heath 

[112] 

 

Wormhole 

features 

• Vitreous phase(s) in 

clinoptilolite 

• MCC-1 (90°C, UHQ) 

• 28 days 

Mann & 

Thorpe 

[114] 

 

Chemiturbation 

channels 

• Soda-lime-silica ‘Bottle Glass’ 

• ‘Natural’ environment  

(hyper-alkaline water at 8-9 °C) 

• 2-70 years 

Backhouse 

[60] 

 

Wormhole or 

Chemiturbation 

channels 

• Nuclear waste glass analogue 

• PCT-B experiment (50 °C, 

KOH) 

• 112 days 

Mann 

[82], [122] 

 

Not discussed 

or named 

• ISG 

• PCT-B (30 °C, cement water) 

• 672 days 

Fisher [91], 

[92] 

 

(Alkali-) 

Channel  

or trough 

• Nuclear waste glass analogues 

• SPFT experiment (40 °C; high-

pH (> 9) TRIS buffer solution) 

• 100 days 

Table 2.2: Vermiform features observed at The University of Sheffield’s Immobilisation 

Science Laboratory, including their author-assigned name(s) and formation conditions. 

The origin of these features is similarly widely debated. Given the features resemblance to 

biologically formed structures, their biogenicity is often the first point of contention. 

Colonizing microbes are able to form borings that are morphologically similar to those 

discussed herein by continuously excreting substances like acids, chelating agents and enzymes 

which dissolve the glass [102]. Why microorganisms evolved to do this is debated, with the 

main theories [123] including reasons of nutrient acquisition or protection (from physical 

extremes, predatory grazing, substrate detachment, or the potential for mineralisation). An 

array of criteria have been suggested to evaluate whether a biological origin, such as that 

outlined above, is possible. Considerations here include the geological/experimental context, 

the feature’s morphology and any geochemical evidence, as outlined in Figure 2.4 [116]. 

Whilst some authors neglect to acknowledge potential abiotic generation mechanisms [100], 

others go as far to state that microtubes such as those shown above have never been recreated 

in laboratory experiments (even via biological mechanisms) [124]–[126] and “Textures of 

biocorrosion features are too complex and too reminiscent of biological processes to be 

explicable by an abiotic process” [127, p. 2]. However, abiotic explanations are possible [100].  

Abiotic formation mechanisms, developed principally by material scientists, typically postulate 

that these features result from preferential dissolution of a precursor feature. This feature may 

be structural, morphological, chemical or a combination of these.  

2 μm 

200 μm 

5 μm 

50 μm 

25 μm 
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Figure 2.4: Schematic of microboring biogenicity-distinguishing criteria from [116].  

Structural precursors may include lower-angle, and thus more highly strained, bonds in the 

glasses ringed micro-structure (Figure 2.5a). Contrastingly, postulated chemo-structural 

precursors include percolation channels (also known as alkali channels; Figure 2.5b). These 

may dissolve preferentially during Stage I dissolution and thereby cause a localised pH increase 

and accelerated attack due to the decreased silica solubility at high pHs [46], [91], [92]. The 

presence of these alkali channels has been inferred in some HLW glass previously [128], [129]. 

Preferential attack around more macro-scale compositional regions has also been considered, 

with purely chemical precursors including phase-separated alkali areas [109].  

Morphological features, such as surface damage, cracks, scratches and polishing remnants may 

act as high-energy sites capable of promoting accelerated dissolution [60], [82], [110], [114], 

[130]. These features may break through a compressively-stressed surface layer, exposing 

regions of tensile stress below that dissolves more readily [112], [114]. Alternatively, these 

scratches/cracks may promote retention of the highly-aggressive high-pH leachate that forms 

during initial dissolution and this may promote localised attack [110], [130].  

Many of the formation mechanisms relevant in pit formation (Section 2.4.1) may also be 

relevant to these features; with pit-coalescence itself another postulated cause [91], [131]. 

Preferential dissolution along lines of stress is also a possibility [100]. Finally, pre-existing 

contamination (e.g. dirt, finger grease etc.) may also provide preferential sites for corrosion 

[132], [133], however adequate sample washing should prevent this in laboratory experiments. 
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Figure 2.5: Potential structural precursors of vermiform features, including low-angle bonds 

(a) as shown in the continuous random network model [134], [135]; and alkali-channels (b) 

as shown in the modified random network model [136]. 

Aside from formation via dissolution [100], the focus of this work, other potential abiotic 

causes include burial metamorphism of organic matter or un/misidentified ambient inclusion 

trails [124]. Ambient inclusion trails form as mineral inclusions forcibly migrate through a 

material with enough force and energy to erode a hollow tubular structure [124], [137]. These 

can often be excluded where the diagnostic features (a terminal crystal and longitudinal striae) 

are missing [117], [138] and none of these mechanisms are relevant to laboratory-dissolved 

crystal-free glasses. Similarly, though some authors [139] have interpreted morphologically 

similar features to be microcracks [126]; cracks are distinguished herein on the basis of their 

sharp pointed terminations or infinite length. 

Despite there being more studies conducted on abiotic glass alteration than biotic [140], the 

reverse appears to be the case when analysing these features specifically. Further experiments 

are needed to explore the abiotic explanations of these features [115], [116]. Such investigation 

are of pertinence to multiple scientific disciplines: earth sciences, palaeontology, biological 

sciences, material science [141] and even interplanetary science (given that subaqueous 

basaltic glass alteration on Mars has been postulated to involve both abiotic and biotic 

processes [142]). These features evidently require further research in order to understand their 

method of development, and to quantify their effect on the long term durability of glass 

wasteforms [114]. The latter is of particular importance given that features similar to those 

discussed herein have been known to increase glass surface areas by 240% [143].  

These possibilities, as well as the findings of other studies [103], [144], imply that features 

regarded as indisputably biogenic previously may, actually, be caused by abiotic processes. 

Similarly, the belief that abiotic glass alteration can only cause a surface area decrease with 

time [143], [145] may need to be reassessed.  
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2.5. Nuclear waste glass analogues 
Long-term nuclear waste glass corrosion studies are complicated by at least two factors: (1) the 

chemical complexity of nuclear waste glasses and (2) the necessarily large experimental 

timescales involved in dissolving these. To overcome the first of these, many researchers study 

‘simplified’ nuclear waste glass compositions or alternative compositions which are often 

based on natural/archaeological glasses. The second challenge can be overcome by studying 

glasses that have been dissolving in the natural environment. All of these glasses can be 

considered as ‘analogues’: samples or systems that are analogous to the conditions or materials 

of interest in a nuclear waste repository [146], [147].  

All of these analogues can contribute to the knowledge necessary to allow prediction of long-

term nuclear waste glass corrosion as in Figure 2.6. Comparing studies of the same (analogue) 

glass after its dissolution in the laboratory and in nature allows laboratory-based techniques to 

be proven representative of the ‘real world’ [148]. The ability of an analogue glass to model a 

nuclear glass can then be further tested by comparing the results of laboratory tests on both 

nuclear and natural glasses. Simplified glass analogues may provide a ‘stepping-stone’ to 

achieving the latter: Natural glasses, containing relatively few elements, may be more 

comparable to simplified nuclear glasses which may, in turn, be reliably compared to nuclear 

waste glasses. Simplified glasses provide a valuable starting point for piecing together 

understanding and allow inter-study comparison [8]. Finally, naturally dissolved 

geo/archaeological analogues contribute significantly towards developing models which can 

subsequently be applied to predict nuclear waste glass corrosion (Figure 2.7).  

However, prior to their confident application to long-term nuclear waste glass durability 

studies, the phenomenological and mechanistic comparability of analogue systems must be 

proven [29] [149]. Reliability must be evaluated to ensure analogues are suitably similar to the 

nuclear waste system/materials and that any differences are acknowledged [149].  

 

 

Figure 2.6: Principle of reasoning by analogy and comparison. If all comparisons (vertical 

arrows) and all analogies (horizontal arrows) are proven reliable, then short-term 

experimental data may be used to predict nuclear waste glass corrosion. Figure after [149].  
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Figure 2.7: The role of analogues in the development and validation of glass corrosion models 

applicable to nuclear waste glass corrosion 

 

2.5.1. Basaltic glass 

Geological glasses have been used as nuclear waste glass analogues for decades [150]–[153]. 

Of these, basaltic glasses are considered the most reliable [151] based on their comparable 

silica content to nuclear waste glass (40-55 wt.% SiO2 for basalt compared to ~35-50 wt.% 

SiO2
 for nuclear waste glasses [151], [154]). Both basaltic and nuclear waste glasses are known 

to have similar alteration mechanisms/kinetics [149], [155]–[157] and a similar free energy of 

hydration [151]. The alteration layers formed on basaltic and nuclear glasses have also been 

found to be analogous, with similar secondary precipitates reported (particularly analcime, with 

zeolites and clays, [15], [47], [60], [151]) and similarities in the composition, zonation and 

morphology of alteration layers [151], [152]. Comparable trends in alteration layer thickness 

development with time and temperature have also been observed [151]. Finally, similar debate 

concerning methods of alteration layer formation exists in both basaltic and nuclear waste glass 

discussions [155], [158]; with the potentially protective effect of alteration layers noted for 

both [159].  

However, basaltic glass dissolution is not always entirely analogous to nuclear waste glass 

dissolution. In high-pH environments, for example, the secondary phases evolution for basaltic 

and simulant nuclear waste glasses can differ considerably [60]. Many authors attribute such 

differences to the lack of appreciable boron and lithium in basaltic glasses compared to their 

nuclear counterparts [154], [159]. Comparisons with naturally altered basalts are further 

limited by the absence of appreciable thermal or radiation-damage effects in basaltic glasses 

and the incompatibility between the submarine environments (where most natural glasses are 

collected) and the GDF or laboratory environments [154], [159].  

Previous studies reveal that basaltic glasses exposed to groundwater develop an internally-

layered brown/orange crust) which has a sharp, often scalloped, boundary with the pristine 

glass [97], [155] [15]. Mineralogically, this layer is palagonite [15], [158] and is hypothesised 

to transforms from an amorphous state (‘gel-palagonite’) to a poorly-crystalline form (‘fibro- 
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palagonite’) with time [155], [158]. Typically, this palagonite layer contains Si, Al, Fe and Mg 

in proportions that resemble ferromagnesian clay minerals [15]. An enrichment, relative to the 

‘parent’ glass, in iron and titanium and a depletion in alkalis/alkaline earths is also often 

observed [15], [155]. However, some palagonites can be compositionally near-identical to their 

parent glasses, only differing in their far greater (20-30%) water content [160].  

Evidently, the dissolution of basaltic glasses may offer considerable insight into the potential 

longevity of nuclear waste glasses. However, further research is required to better understand 

the similarities and differences between the dissolution of nuclear and basaltic glasses [60]. 

Furthermore, increasing our understanding of the role of magnesium, which may be crucial to 

nuclear waste glass longevity, in basaltic glass dissolution is desirable.  

2.5.2. Vitrified hillfort materials  

Archaeological glasses may also be valuable nuclear waste glass analogues [149], with glasses 

from vitrified hillforts being a particularly novel example of these [161]. These vitrified 

hillforts were constructed in the late-Bronze to Iron-age by fusing together (vitrifying) the wall 

rocks of hilltop fortifications across Europe [162]–[165].  

Glasses from vitrified hillforts have many unique advantages as nuclear waste glass analogues. 

Vitrified hillfort glasses do not show the same alkali/alkaline earth enrichment as other 

archaeological glasses; potentially making them more viable as nuclear waste glass analogues 

[161], [164]. Furthermore, the vast array of glass compositions found at a single site benefit 

compositional-dependency studies, whilst the large compositional diversity between sites 

ensures a compositional range broad enough to overlap with nuclear waste glass compositions 

[165]. Finally, the environmental history of vitrified hillfort sites can be well-characterised if 

they are of archaeological importance or are in the vicinity of ancient settlements [81]. 

However, providing high-certainty long-term geochemical constraints for archaeological sites 

– a necessity for any analogue study [29] – remains challenging. Furthermore, vitrified hillfort 

glasses are low in boron and lithium compared to nuclear glasses [161] and the surface 

alteration conditions may differ from those expected in a GDF. The low-temperature oxidising 

environment in which vitrified hillfort glasses alter may be a poor proxy for the warmer more 

reducing environment at depth. Alteration mechanisms may also differ as surface weathering 

and erosion of vitrified hillfort materials is expected to be replaced by exclusively chemical 

corrosion in the GDF. The biological actors that can be influential in vitrified hillfort glass 

degradation [81] will also likely be absent or at least different in a repository environment.  

Regardless of these limitations, studies of vitrified hillfort glasses have provided a wealth of 

information valuable to those interested in nuclear waste glass dissolution and/or the use of 

vitrified hillfort materials analogues of this. Broborg vitrified hillfort, in Sweden, is the only 

site which is well-studied from a nuclear waste glass analogue perspective [165]. Here, initial 

studies devised a “top-down” analysis technique whereby non-destructive characterization of 

excavated samples (via XCT and photography) was to be followed by semi-destructive 

techniques (including dry-cutting to allow SEM analysis) and finally by destructive analyses 

[81]. The importance of water and oil-free preparation in this was emphasised, to avoid biasing 

results or irreversibly contaminating samples [165]. XCT was also recognised as a particularly 

valuable technique, as it provides internal characterisation whilst preserving artefact stability 

[165].  
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Initial sample characterisation identified two distinct glasses at Broborg: a clear glass 

containing Na, K, Al and Si; and a darker more basaltic glass enriched in Fe and Ca [81], [166]–

[168]. Alteration of the clear glass was evident as micron-scale semi-circular depletions of Na 

and K, however this was only found in areas showing significant evidence of microbial 

colonization [81], [166]. Subsequent microbiome characterisation found that the species 

colonising the vitrified material indeed had bio-corrosive properties [169]. Contrastingly, dark 

glass surfaces without organic material showed pitting; however, no semi-circular alteration 

patterns were found irrespective of the presence or absence of organics on the dark glass [81], 

[166]. These glasses remain under active investigation, with potential glass alteration phases 

within micro-cracks [170], corrosion-related surface layers [171] and biological factors [172] 

the current foci.  

Recent archeological investigations of Dun Deardail vitrified hillfort have provided new 

materials which may provide further information relevant to nuclear waste glass dissolution. 

Significant quantities of vitrified material were collected from within the excavated trenches 

of this site in 2015 [173], [174]. This material, unearthed from beneath a well-humified peat-

rich topsoil, is known to comprise variably vitrified clasts of calcareous pelite and schist 

alongside porphyry and quartz-diorite [175]. The degree of sample vitrification was noted to 

vary with location (more vitrification on the outer edges and the top of the rampart) and 

protolith composition (metamorphic clasts melted more readily than granitic boulders) [175]. 

Previous mineralogical analysis has implied vitrification temperatures were 850-1100 °C, with 

Mössbauer spectroscopy indicating reducing conditions [176]. The corrosion, dissolution and 

weathering of this vitrified material has not previously been studied, despite the unique 

information that such investigations could provide.  

Aside from this glassy material, charred organic matter (the hypothesised remnants of a 

supporting timber framework) was also found [173], [174]. Radiocarbon dating of this and 

other organic matter indicate a 5th Century BC construction for the Dun Deardail hillfort, with 

inhabitation between the 5th – 2nd Century BC and vitrification in ~310 BC [176]. Evidence of 

re-occupation post-vitrification was found [177], alongside a crucible fragment and 

metalworking waste which were both inferred to evidence ferrous and non-ferrous 

metalworking during occupation [173]. Two hearths, paved flooring [177] and an un-vitrified 

internal dividing wall was also found alongside a heavily corroded iron object, speculatively 

identified as a knife [178].  

 

2.5.3. Simplified and inactive nuclear waste glass analogues  

Simplified glasses provide an elementary system which can be built upon as researchers gain 

understanding of nuclear waste glass alteration [8]. These glasses also provide a ‘benchmark’ 

which allows comparison of results from differing research groups, using differing analytical 

methods and experimental techniques [10]. Contrastingly, inactive glass analogues are 

essential to researchers because these are more manageable, in terms of synthesis and 

processing, than their radioactive counterparts. However, the reliability of both as analogues to 

‘true’ nuclear waste glasses should be evaluated prior to their use.  
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Simplified glass 

The International Simple Glass (ISG) is one of the most widely studied simplified nuclear 

waste glass analogues. This simplified six-oxide glass was devised by the International Glass 

Corrosion Working Group [10] such that its main components were common to most 

boroaluminosilicate nuclear waste glasses used internationally. The specific abundances of 

these elements was based on the composition of SON68 (an inactive simulant of the R7T7 

glass formed to incorporate spent-fuel reprocessing products in France [10], [179]). Though 

researchers generally agree that this glass adequately replicates the dissolution behaviour of 

French HLW glass [25], [179], it is not a perfect or ‘replica’ analogue. ISG remains less durable 

than SON68 and develops different phyllosilicate secondary phases after extended dissolution 

durations [25]. More complex glasses can better analogue this HLW glass [25] because more 

complex glasses are more able to reproduce the cumulative and/or synergistic effects of major 

and minor oxide constituents in nuclear waste glass [16], [60]. 

The comparability of the French HLW glass system and the UK HLW glass system may also 

be questioned. Simulants of the UK’s nuclear waste glass (MW) have been found to dissolve 

faster than SON68 by a factor of ten in neutral pH conditions [31]; and by a factor of two 

compared to ISG in alkaline environments [60]. The secondary phases developed on MW in 

both of these experiments also differed from those developed on SON68 or ISG [31], [60].  

Inactive glass 

The reliability of modelling nuclear waste glass dissolution using non-radioactive (inactive) 

glasses must also be considered [180]. Radiation may alter the composition, microstructure and 

bonding within a glass, thereby impacting dissolution rates and behaviour [181].  

Generally, initial dissolution rates of radioactive glasses and their inactive analogues differ 

minimally [182]–[187]. This likely results from the inherently high radiation stability of glass 

[3] and the glass compositions already containing significant amounts of the elements produced 

(in a comparatively small quantity) by transmutation [188]. Radiation also appears to have 

minimal effect on alteration layer properties including thickness, composition and morphology 

[180]. This implies that inactive glasses are able to well-model the dissolution rates and 

mechanisms of their radioactive equivalents during early stages [187].  

However, longer-term (e.g. Stage II) rates have been shown to vary more considerably with 

radiation effects. Long-term dissolution rates are typically ten to fifteen times greater in active 

relative to inactive glasses [189]; with the majority of this attributable to radiation-induced 

structural changes [190]. In some cases, radioactive waste glasses may be up to 40 times more 

durable than their inactive counterparts, as radiolysis-induced acid generation suppresses or 

delays rate resumption [180].  

Evidently, careful considerations must be made when comparing the expected dissolution of 

the UK’s nuclear waste glass with the dissolution of ‘simplified’ compositions (potentially 

based on other nation’s HLW glass compositions), inactive simulants, or other glass types (e.g. 

basaltic or archaeological) dissolved in potentially incomparable environments. However, the 

study of all of these glasses may offer considerable insight into the mechanisms and dynamics 

of HLW glass dissolution; and so their study remains imperative.  
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3. Experimental Methods  
3.1. Sample acquisition & synthesis 

Samples used in this study were acquired or synthesised as outlined in Figure 3.1 and below.  

 

 

Figure 3.1. Overview of glasses utilised in this study and their method of synthesis/acquisition.  

 

 

3.1.1. ISG acquisition  

The International Glass Corrosion Working Group provided two 500-gram annealed blocks of 

the International Simple Glass (ISG) for this study. These glasses were produced by Mo-Sci 

Corporation (Rolla, MO, USA) and were melted in a platinum-rhodium crucible within an 

electric furnace at 1300 °C for four hours. The melt was cast into a graphite mould, with the 

resulting ingots annealed at 569 °C for six hours before being cooled to room temperature at 1 

K min-1 [13]. Two batches, both with the composition shown in Table 3.1, were used in this 

work: Lot L12012601-M12042001 and Lot L12012601-M12042501. Batches were assumed 

to be identical, hence further traceability was not maintained.  

 

Oxide Mol. % 

SiO2 60.32 

B2O3 16.43 

Na2O 12.65 

Al2O3 3.68 

CaO 5.27 

ZrO2 1.64 

  

Table 3.1. Analysed composition, in oxide molar percent (Mol. %), of the International Simple 

Glass (ISG) used in this study, as stated (originally in mass %) in reference [191].  

Samples used 

herein 

Synthesised samples  Acquired samples  

ISG Vitrified hillfort 

samples 

Synthesised from 

oxide precursors 
Synthesised from 

frit & calcine  

MW25 Hillfort replica 

glass 
Basaltic  

glass series  

0Ca100Mg  

basaltic glass  

30Ca70Mg  
basaltic glass  

50Ca50Mg  

basaltic glass  

70Ca30Mg  

basaltic glass  

100Ca0Mg  

basaltic glass  
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3.1.2. Hillfort sample acquisition 

Seven vitrified stone samples were provided for this project by Amanda-Jane Dolan (of The 

University of Stirling). Samples were originally collected by the AOC Archaeology group (on 

behalf of the Nevis Landscape Partnership and Forestry Commission Scotland) from Dun 

Deardail vitrified hillfort in August 2017 [178]. For traceability purposes, sample numbers used 

herein are preserved from the original archaeological record card provided with the samples. 

The prefix three digits (e.g. ‘601-’) relate to a sample context number, with the suffix three 

digits reflecting the find number. No further contextual information was provided or available 

on request, however ‘context’ numbers appear to be consistent with those used in 

accompanying archaeological reports [178]. The latter implies that all samples studied in this 

work (with context numbers beginning ‘6…’ or ‘4…’) are from the vitrified ramparts 

uncovered at Trench 6 and Trench 4 of the site (Figure 3.2).  

Samples were not washed upon collection; however, they were left exposed to the elements 

after collection for an unspecified duration. Ordinarily, on-site wet-sieving is typically 

conducted during archaeological excavations, however this was not completed at the Dun 

Deardail excavations due to the absence of nearby running water [175] and the logistical 

challenges associated with carrying sufficient quantities of water to the hill-top location.  

Hillfort samples were thoroughly catalogued and photographed before preparation. The 

potential archaeological significance of the samples necessitated minimisation of destructive 

testing and retention/re-use of by-products wherever possible.  

 

 
Figure 3.2. A photograph taken during archaeological excavations at Dun Deardail (left) and 

a site plan (right) showing the location of the archaeological trenches. Photograph shared with 

permission from Dr Amanda-Jane Dolan, with Trench Location Plan shared with permission 

from AOC Archaeology Group [178]. 
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3.1.3. Basaltic glass batching  

A standard tholeiitic basaltic glass composition [156] was modified such that the total molar 

percentage of magnesium- and calcium-oxide remained constant whilst the ratio between these 

constituents varied from 0:100 to 100:0 (at 30% intervals) as in Table 3.2. Aside from 

differences in magnesium and calcium, these glasses are expected to be chemically equivalent. 

Glasses were synthesised by batching and mixing the appropriate quantities of oxide precursors 

(Table 3.3), before melting as described in Section 3.1.6.  

Oxide 

Oxide mol. % 

Techer 

et al. 

[156] 

0Ca 

100Mg 

30Ca 

70Mg 

50Ca 

50Mg 

70Ca  

30Mg 

100Ca 

0Mg 

SiO2 53.654 53.295 53.295 53.295 53.295 53.295 

Al2O3 9.478 9.414 9.414 9.414 9.414 9.414 

Fe2O3 4.439 4.409 4.409 4.409 4.409 4.409 

Na2O 2.815 2.796 2.796 2.796 2.796 2.796 

Li2O 2.187 2.172 2.172 2.172 2.172 2.172 

CaO 12.642 0.000 7.779 10.844 18.151 25.932 

MgO 12.791 25.932 18.151 15.088 7.779 0.000 

P2O5 0.046 0.046 0.046 0.046 0.046 0.046 

SrO 0.227 0.225 0.225 0.225 0.225 0.225 

MnO2 0.143 0.142 0.142 0.142 0.142 0.142 

K2O 0.132 0.131 0.131 0.131 0.131 0.131 

TiO2 1.448 1.438 1.438 1.438 1.438 1.438 

Table 3.2. Compositions, in oxide molar percentage as batched, of basaltic glasses synthesised 

in this study (no shading) and the base glass which they were based on (grey shading). Note 

the variable CaO:MgO ratio (in italics). 

 

Oxide precursor Composition Supplier Purity 

Silica sand SiO2 Loch Aline sand 99.5% 

Sodium carbonate Na2CO3 Sigma-Aldrich 99.9% 

Calcium carbonate CaCO3 Sigma-Aldrich 99.9% 

Potassium carbonate K2CO3 Alfa Aesar 99% 

Magnesium carbonate, hydrated MgCO3 Fisher 99% 

Aluminium hydroxide Al(OH)3 Sigma-Aldrich 99% 

Ammonium dihydrogen phosphate NH4H2PO4 Alfa Aesar 98% 

Titanium (IV) oxide TiO2 Sigma-Aldrich 99.8% 

Strontium nitrate Sr(NO3)2 Aldrich >=98% 

Lithium carbonate Li2CO3 Alfa Aesar 99% 

Iron (III) oxide Fe2O3 Alfa Aesar 98% 

Manganese (II) carbonate MnCO3 Alfa Aesar 99.9% 

Table 3.3. Oxide precursors used to synthesise the basaltic glass series. 
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3.1.4. Replica hillfort glass batching  

Scanning Electron Microscopy and Energy Dispersive X- ray Spectroscopy (SEM-EDS; 

Section 3.4.2) was used to estimate the composition of the assumed-glassy material within the 

vitrified stone samples. Seven SEM-EDS spectra were taken from featureless (crystal-free) 

locations within the interior of Sample #410-401; with the average composition of these used 

to give a ‘target glass composition’ (Table 3.4). This glass was synthesised by batching and 

mixing oxide precursors (Table 3.3), before it was melted as in Section 3.1.6.  

 Mol. % 

Oxide 

Actual 

Hillfort 

“glass” 

Replica 

hillfort 

glass 

SiO2 61.55 62.74 

Al2O3 11.36 11.05 

K2O 6.91 5.44 

Na2O 11.08 11.03 

Fe2O3 2.36 2.50 

CaO 4.58 5.20 

MgO 2.16 2.03 

   

Table 3.4: Composition of areas hypothesised to be glassy in an actual hillfort sample (“Actual 

Hillfort ‘glass’”) and the replica glass synthesised based on these values (“replica hillfort 

glass”). Compositions, in oxide mole percentage, as measured by SEM-EDS. 

 

3.1.5. MW25 glass batching  

Alkali borosilicate base glass ‘frit’ (MW0.5Li) and simulated Magnox waste ‘calcine’ 

(WRW17), both provided by Mike Harrison at NNL, were combined in proportions calculated 

to ensure the final glass comprised 25 weight percent Magnox waste (MW25 glass; Table 3.5). 

The effect of de-nitration upon heating was mitigated by calculating the expected nitrate loss 

(RN%) using Equation 3.3  

 
𝑅𝑁% = 100 ×  

𝑤2 − 𝑤3

𝑤2 − 𝑤1
 Equation 3.3 

where is 𝑤1 is the mass of empty crucible (g), 𝑤2 is the mass of crucible and calcine sample 

before heating to 1000 °C (g) and 𝑤3 is the mass of crucible and calcine (g) after heating to  

1000 °C. The required calcine quantity can then be calculated using Equation 3.4  

 
𝑊𝑐 = 100 ×

25

100 − 𝑅𝑁%
 

Equation 3.4 

 

 

where 𝑊𝑐 is the amount of calcine to add for a 25% waste loading.  

Lithium carbonate (Table 3.3) was added to simulate processes at the Sellafield vitrification 

plant (where lithium is added during calcination to suppress spinel formation). The additional 

lithium quantity required was equal to the lithium already present in the frit. These components 

were added to a platinum-rhodium crucible and melted as outlined in Section 3.1.6.  
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Oxide  Mol. %  Oxide  Mol. % 

Al2O3 2.80  Na2O 8.84 

B2O3 15.86  Nd2O3 0.36 

BaO 0.20  NiO 0.32 

CaO 0.00  Pr2O3 0.11 

CeO2 0.43  RuO2 0.37 

Cr2O3 0.26  SiO2 50.50 

Cs2O 0.25  Sm2O3 0.07 

Fe2O3 1.19  SnO 0.00 

La2O3 0.12  SrO 0.18 

Li2O 8.93  TeO2 0.07 

MgO 7.52  Y2O3 0.05 

MnO2 0.00  ZnO 0.00 

MoO3 0.65  ZrO2 0.74 

Table 3.5. Nominal composition of MW25 glass in oxide molar percentage [192], [193]. 

 

3.1.6. Glass melting  

All batched reagents/components were then added to separate platinum-rhodium crucibles and 

were melted under the conditions outlined in Table 3.6.  

 

Basaltic 

glass 
MW25 

Hillfort 

glass 

 

Melt temp, °C 1450 1050 1650  

Melt duration (static + stir), hours 5 (1+4) 5 (1+4) 2.5 (2.5+0)  

Annealing temperature, °C 670 500 N/A  

Annealing duration, hours 1 1 N/A  

Cooling rate, °C min-1 1 1 Uncontrolled   

Furnace type Electric Electric Muffle  

Stirred Yes Yes No  

Crucible material Platinum Platinum Platinum  

 

Table 3.6. Melting and processing conditions used in glass synthesis for this study. 

 

Basaltic and MW25 melts were then poured into a pre-heated iron ingot mould and were 

transferred into the annealing furnace within minutes of pouring. Replica hillfort glasses could 

not be poured owing to their high viscosity. Instead, the crucible was partly submerged in water 

for ~1 minute, before being allowed to cool (unaided) to room temperature. The glass was then 

removed from the crucible using a hammer and chisel.  
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3.2. Dissolution methodology  
A comparison of the dissolution methodologies utilised in this work is provided in Table 3.7, 

with further details below. Monolith testing was completed to allow detailed examination of 

alteration layers; whilst the larger surface area provided by a powder test allowing greater 

reaction progress to be probed (though the latter is arguably limited by the more modest 

temperatures necessitated by the greater evaporative loss in these tests).  

 MCC PCT 

Sample type Glass monoliths Glass powders 

Temperature 90 °C (± 2 °C) 50 °C (± 2 °C) 

Glass SA 

Leachant V 

SA:V 

0.0004 m2 (400 mm2; ± 10%) 

0.00004 m3 (40 ml; ± 10%) 

10 m-1 

0.02 m2 (20000 mm2 ± 5%) 

0.00001 m3 (10ml; ± 5%) 

2000 m-1 

Glasses tested:   

B
as

al
ti

c 
g
la

ss
 

0Ca100Mg ✓ ✓ 

30Ca70Mg  ✓ 

50Ca50Mg ✓ ✓ 

70Ca30Mg  ✓ 

100Ca0Mg ✓ ✓ 

 ISG ✓ ✓ 

 MW25 ✓ ✓ 

Leachant UHQ (Ultra High Quality) water UHQ (Ultra High Quality) water 

Atmosphere Oxic (atmospheric air) Oxic (atmospheric air) 

Timesteps 

(days) 
28, 56, 112, 224, 461(/468), 672  7, 14, 28, 56, 112, 224 days 

Table 3.7. Summary comparison of dissolution experiment parameter used in this study.  

 

3.2.1. MCC-1 

Chosen glasses from the synthesised basaltic glass series (0Ca100Mg, 50Ca50Mg & 

100Ca0Mg) alongside both ISG and MW25 were prepared following the Materials 

Characterisation Centre Test-1 (MCC-1) procedure, as defined by ASTM standard C1220-17 

[194]. This static leaching test utilises monolithic samples which are stored (at 40, 70, or 90 

°C) in a leachant volume such to ensure a glass surface area to leachant volume (SA:V) ratio 

of 10 ± 0.5 m-1. A temperature of 90 °C was utilised to allow comparisons with other works 

and to maximise probable dissolution rates whilst limiting potential evaporative losses (likely 

to be problematic at temperatures > 100 °C). Samples were tested in triplicate, with two 

additional blank vessels containing only leachant, prepared per timepoint. 

For this, glass ingots were cut into ‘coupons’ (measuring ~10 x 10 x 5 mm) using a Struers 

Secatom-50 and/or Buehler Isomet slow saw, both with a diamond blade and Isomet cutting 

fluid. Coupons were then ground (using P600-, P800- and P1200-grit SiC abrasive papers 

successively) and polished using a Buehler EcoMet 250 Pro and/or a Kemet 300 Lapping and 

Polishing wheel (the three-stage polishing procedure utilised a 6 μm and 3 μm oil-based 

diamond suspension liquid with separate MetPrep planocloths and then 1 μm oil-based 

diamond suspension with a MetPrep cashmere cloth). Coupons were subsequently placed in an 

ultrasonic bath containing Ultra High Quality (UHQ) water and isopropanol sequentially, for 

three minutes per cycle, before samples were allowed to dry at 90 °C overnight.  
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Coupons were then placed into clean (washed via an in-house modified version of the method 

outlined in ASTM C1285 [195]) Savillex 60 ml perfluoralkoxy (PFA) Teflon standard vessels 

containing a support screen (‘basket’) of the same material. Leachant, in the form of Milli-Q® 

Ultra-High Quality (UHQ) water (with a resistivity of 18.2 MΩ), was added in appropriate 

quantities to these vessels using a FinnPipette F1 variable-volume pipettor, with 10 ml 

FinnPipette tips. The required leachant volume for each timestep was calculated based on the 

average geometric surface area measured for all monoliths of a given timestep. Though it is 

possible to vary this depending on specific monolith dimensions, this was not undertaken here 

to minimise the likelihood of human error and time-spent making arbitrarily fine adjustments. 

Subsequent calculations (Section 3.2.3) utilised monolith-specific surface areas. 

Vessels (containing leachant and a monolith) were then closed and placed into a 90 °C GenLab 

MINO/40 oven, as shown in Figure 3.3. After the durations (‘timesteps’) outlined in Table 3.7 

the vessels were removed from the oven, weighed and allowed to cool to room temperature 

before the monolith was removed and allowed to air-dry for 24-48 hours before further 

processing. Two aliquots of solution were then taken using a FinnPipette F1 variable-volume 

pipettor (as previously): The first 10-15 ml aliquot was transferred into a polypropylene 

centrifuge tube where the pH was measured as in Section 3.4.3. The second, similarly sized, 

aliquot was forced (using a polyethylene/polypropylene syringe) through a Puradisc 0.2 μm 

cellulose acetate filter and then acidified with 1 vol. % ultrapure concentrated nitric acid (to 

avoid precipitation of secondary phases prior to elemental analysis). Any remaining solution 

was disposed of; however, the first (unfiltered/un-acidified) aliquot taken was speculatively 

retained for possible further investigation. Acidified solutions were subsequently analysed via 

ICP-OES (Section 3.4.2), with monoliths prepared for SEM analysis (Section 3.4.2). 

 

 

Figure 3.3: Schematic representation of MCC-1 procedure followed in this study. 
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3.2.2. PCT-B 

The entire basaltic glass series, alongside ISG and MW25, were tested following the Product 

Consistency Tests (PCT-B) as defined by ASTM standard C1285-14 [195]. This temperature-

controlled static test utilises powdered samples submerged in a leachate in quantities to ensure 

an SA:V ratio of 2000 m-1. An experiment temperature of 50 °C was selected after trials at 

90°C resulted in unacceptably high evaporative loss, to allow comparison with other authors 

[60], [82] and based on the current GDF specifications (max air temperature = 50°C) in the UK 

[196]. Temperatures of 40-50 °C are also more consistent with geothermal gradients which 

state that temperature typically increase by 25-30 °C with every kilometre of depth [197]. 

Experiments were undertaken in triplicate, with duplicate blank vessels per timepoint. 

Glass ingots were size-reduced using a percussion pestle and mortar and were sieved to obtain 

the 75-150 μm size fraction. Powder samples were then cleaned (to remove adhered fines) in 

an ultrasonic bath containing UHQ water and isopropanol sequentially until each waste 

solution was visibly particulate-free (circa 30-60 minutes per washing stage). After oven-

drying (at 90°C for ~8 hours), powder density (measured via pycnometery in Section 3.4.1) 

was used to calculate the sample volume required to achieve the desired target surface area 

(Table 3.7). These geometric surface area calculations assumed spherical particles of a fixed 

diameter equal to the mean of the size fraction [195]. 

Powders were then weighed and added to 15 ml PFA test vessels, which had previously been 

cleaned via an modified version of the method outlined in ASTM C1285 [195]. UHQ water, of 

the same type added in Section 3.2.1, was added to these vessels (using the same pipettor/tips 

outlined in Section 3.2.1), before vessels were closed, tightened and placed into a 50 °C 

GenLab MINO/40 oven, as shown in Figure 3.4.  

 
Figure 3.4. Schematic representation of PCT-B procedure followed in this study. 

 

After a given time interval (Table 3.7) vessels were removed from the oven, allowed to cool to 

ambient temperatures and then weighed. Two aliquots of solution were then taken: One seven 

millilitre aliquot was filtered and acidified (as in Section 3.2.1), whilst the remaining 2-3 ml 

was removed and used for pH measurement (Section 3.4.3). No un-acidified solutions were 

retained, however acidified solutions were subsequently analysed via ICP-OES (section 3.4.2). 

Vessels (containing glass powder and minimal leachate) were then placed into a modestly-

heated (30 °C) drying oven for 8 – 48 hours before powder was removed and prepared for SEM 

analysis (Section 3.3.1). 
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3.2.3. Leachate normalised mass loss calculations  

Leachate concentrations (from ICP-OES analysis, Section 3.4.2) were numerically processed 

to correct for four factors: (1) evaporative loss of solution during testing (post-dissolution 

vessel mass was used to estimate this); (2) background elemental concentrations (potentially 

derived from inadequate vessel cleaning or leaching of the vessel itself and measured from a 

“blank” vessel containing only leachant); (3) glass surface area (based on the measurements 

made on individual samples, including the monolith dimensions in MCC and the exact powder 

mass for PCT), and; (4) the initial glass composition. 

These corrections were made via the calculation of a normalised mass loss (NLi; in gm-2) for 

each element (i) in each glass, as outlined by ASTM [194], [195] and given by 

 
𝑁𝐿(𝑖) =

𝐶𝑖 − 𝐶𝑖,𝑏

𝑥𝑖 × (𝑆𝐴/𝑉)
 

Equation 3.5 

 

 

where Ci and Ci,b are the average concentration (in g m-3) of element i in the triplicate analysed 

leachates and duplicate “blank” vessels (containing only UHQ water) respectively; SA/V is the 

sample Surface Area (m2) to leachant Volume (m3) ratio (m-1); and 𝑥𝑖 (unitless) is the elemental 

fraction of i in the initial glass composition.  

The uncertainty in the normalised mass loss was calculated, following Backhouse [60] using 

 

𝜎𝑁𝐿𝑖
= 𝑁𝐿𝑖 × √

(�̂�𝐶𝑖
× 𝐶𝑖)

2
+ (�̂��̅�𝑖,𝑏

× 𝐶�̅�,𝑏)
2

(𝐶𝑖 − 𝐶�̅�,𝑏)
2 + �̂�𝑥𝑖

2 + �̂�𝑆𝐴
2 + �̂�𝑉

2
 Equation 3.6 

 

where �̂� denotes the relative uncertainty in the subscripted parameter and the macron diacritical 

mark denotes the average of the accented parameter (e.g., 𝐶�̅�,𝑏 denotes the average 

concentration of element i in the blank vessels: the average 𝐶𝑖,𝑏). Relative uncertainties are 

equal to absolute uncertainties on a given measurement divided by the value of that 

measurement. Absolute uncertainties for xi, SA and V were taken to be 5%, 15% and 5% 

respectively; the term ‘uncertainty’ can be equated to ‘standard deviation’ for average 

measurements.  
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3.3. Post-dissolution sample preparation  

3.3.1. SEM, Raman & XRD sample preparation 

MCC monoliths were lifted from their support screens, using soft plastic tweezers. Despite the 

considerable care, minimal handling and careful choice of manipulating equipment, some 

damage to alteration layers during this process was noted. In some cases even the static energy 

(from the user/tweezers) was sufficient to cause the visible loss of thin (near optical 

transparency) alteration layer fragments. Nevertheless, most damage was localised (restricted 

to the area in contact with tweezers) and crucially samples were not washed post-dissolution. 

Two of the triplicate monoliths per composition/timestep were placed into plastic sample clips 

(which themselves also likely caused localised alteration layer damage), before being mounted 

in epoxy resin (80% Buehler EpoxiCureTM 2 Epoxy Resin thoroughly mixed with 20% 

Buehler EpoxiCureTM 2 Epoxy Hardener) which was then allowed to set for at least 12 hours. 

The remaining monolith of the triplicate samples was stored (unmounted) under ambient 

conditions within a standard plastic container. 

For PCT tests, a small quantity (~0.2 g) of dried powder from each composition/timestep was 

mixed in a ~50:50 ratio with epoxy resin/hardener (see above for details), before the resulting 

‘paste’/‘slurry’ was transferred into a cylindrical plastic sample clip (~0.5 mm in diameter) and 

additional epoxy/hardener was poured around this. The remaining (~0.8 g of) powder was 

stored in a sealed plastic vial prior to, in some cases, XRD analysis. 

To reveal a cross section, epoxy-mounted samples were then ground and polished to a 1 μm 

finish as outlined for MCC monoliths in Section 3.2.1. Considerable effort was made to limit 

alteration layer damage by minimising platen speed (~121 rpm) and applied force (8 N) during 

this process. Water, previously used as a grinding lubricant was also replaced with isopropanol 

at this stage of sample preparation. Raman analysis (Section 3.4.3) was also conducted at this 

stage (prior to carbon coating).  

After preparation, copper-tape was applied to electrically connect the bottom and top of the 

resin-mounted samples which were then carbon-coated using a Quorum Q150T ES Plus. This 

was conducted to allow incident electron dissipation and prevent ‘charging’ during SEM 

analysis, as this can cause beam repulsion and image stability and contrast issues [198], [199].  

Based on initial observations, three vitrified hillfort samples (Samples #410-401, #601-607 and 

#601-602) were selected for further analysis. These were observed to contain optically vitreous 

material and had evidence of exposure to an aqueous alteration environment in the form of 

probable plant roots. These were prepared as an unmounted fragment and as geological thin 

sections for SEM analysis. To prevent disturbance or removal of water-soluble alteration 

products, preparation involved no water usage and oil-based lubricant was used only when 

strictly necessary (partly because of the difficulties envisaged in subsequently removing this 

from the highly porous samples). Samples #410-401 and #601-607 were prepared, in a water-

sensitive manner, as double-polished geological thin sections (30 μm thick) by The Open 

University, with sampling location carefully considered (Figure 3.5). A fragment was also cut 

from Sample #601-602 using a hand-operated Vitrex tungsten carbide-tipped tile saw without 

lubricant. To minimise additional sample modification/preparation, and to allow unhindered 

Raman analysis subsequently, hillfort samples were not carbon coated prior to SEM analysis. 

Instead, the ‘Charge Reduction’ SEM mode was used to introduce a small amount of 

atmospheric air into the sample chamber, thereby allowing some electron discharging.  
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Figure 3.5: Thin section (a) cut from hillfort sample monolith (b) for this study. The section 

was cut (red dashed line) to maximise intersection with vitreous material (outlined in green) 

and evidence of surface-exposure (roots, arrowed in blue). 

 

XRD was conducted on dissolved and undissolved PCT powders without further preparation. 

For XRD of hillfort materials, a fragment of Sample #601-602 was removed (using a geological 

hammer) and crushed into a powder (of ~100 μm) using a percussion pestle and mortar. 

 

3.3.2. XCT sample preparation  

Hillfort samples were placed into the XCT as received, without any further sample preparation. 

However, MCC monoliths and PCT powders (after dissolution) were prepared as below.  

Attempts were made to scan entire epoxy-mounted MCC monoliths without further size 

reduction, however trial scans of this type (and at the desired resolution) contained significant 

noise. This likely resulted from excess sample thickness which greatly attenuated x-rays 

reaching the detector despite the high beam power. The necessitated high beam power also 

potentially over-saturated the detector after the sample had rotated and the significantly thinner 

dimension was scanned. XCT samples should be of a minimal thickness and aspect ratio [200]; 

parameters not fulfilled by MCC monoliths prior to further size reduction. 

Instead, epoxy-mounted post-dissolution monoliths were size reduced into slender ‘pillars’ 

using an Isomet slow saw (as above). The resulting samples, shown and prepared as in Figure 

3.6, comprised: a glass pillar with an intact alteration layer embedded in epoxy; a standalone 

glass pillar without the attached alteration layer or epoxy coating; and an alteration layer 

embedded into the surface of an epoxy ‘pillar’. Such sample diversity was necessitated by the 

novel nature of this methodology.  

Samples selected for XCT monolith analysis were of a single glass composition (50Ca50Mg 

basaltic glass) and had been dissolved for the maximum durations considered herein (672 days 

and 468 days). The former choice, of consistent sample composition, allows self-comparison 

of XCT data; whilst the latter choice maximised the probability of observing (thick) alteration 

layers and other features.  

10 mm 5 mm 

a) b) 
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Figure 3.6. Schematic showing how MCC samples were prepared for XCT scanning. Whole 

MCC monoliths were first mounted in epoxy (a), before a plane was cut from this (b) and this 

plane was cut into pillars (c). Some of these pillars disintegrated upon cutting (d), however 

these samples were retained and scanned. Sectioning was performed using a Buehler Isomet 

slow saw, with a diamond blade and Isomet cutting fluid.  

 

Post-dissolution PCT powders were also characterised via XCT. These were scanned as ‘dry’ 

powders (funnelled into a plastic drinking straw capped with sponge at both ends and supported 

by adhesive tack) and as powders submerged in their original leachate (‘wet’ samples; 

transferred into a micro-pipette tip which was sealed using quick-bonding superglue and 

loosely placed adhesive tack, as shown in Figure 3.7). Such novel sample mounting methods 

were developed to minimise excess x-ray attenuation through containment vessels.  

Samples selected for XCT powder analysis were all dissolved 50Ca50Mg basaltic glasses. One 

sample, scanned only as a dry powder, had been subjected to 112 days of dissolution (at 

temperatures of 50 °C, as outlined in Section 3.2.2); whilst the other, scanned both ‘wet and 

‘dry’, had been dissolving for 353 days at an increased temperature (of 90 °C). The latter 

sample was part of a (failed) trial to test the viability of conducting long-term PCT testing at 

high temperatures. All other powder dissolution testing completed herein was conducted at  

50 °C, however samples subjected to this increased dissolution temperature were selected for 

XCT analysis after SEM analysis revealed minimal visible dissolution at 50 °C and in the 

knowledge that increased dissolution temperatures allow analysis of later-stage dissolution. For 

clarity, the potentially incomparable dissolution temperature of this sample will be highlighted 

in future discussions and sample nomenclature. 

 

Figure 3.7. Schematic showing dissolved glass powder samples as prepared for XCT scanning 

both ‘dry’ (left) and ‘wet’ (right).  
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3.4. Characterisation/Analytical methods  

3.4.1. X-ray Diffraction  

X-ray diffraction (XRD) is used to investigate a material’s crystal structure. It was used to 

determine if un-dissolved synthesised ‘glasses’ and hillfort samples were amorphous; and to 

identify any crystalline components in hillfort and post-dissolution PCT samples.  

In powder XRD, an approximately parallel beam of x-rays with a known wavelength (λ) is 

directed at a powder specimen. These X-rays interact with the sample to generate secondary 

diffracted x-ray beams at specific diffraction angles (θ) that can be related to spacing between 

crystallographic planes (d) via the Wulff-Bragg equation [201]  

 𝑛𝜆 = 2𝑑 𝑠𝑖𝑛 𝜃 Equation 3.7 

 

where n is the diffraction order. Bragg’s law will be satisfied (to give constructive interference 

and diffraction peak) only at certain diffraction angles and the angles at which this occurs can 

be used to calculate the interplanar spacing that generated the diffraction (Figure 3.8). A 

diffraction pattern is generated by varying the diffraction angle (the angle of the incoming x-

ray beam) and measuring the amount/strength of refracted x-rays observed at each angle [202].  

Crystalline materials generate characteristic diffraction patterns (peaks with specific positions 

and intensities) that can be compared to reference spectra to allow phase identification. Instead 

of sharp ‘Bragg’ peaks, the diffraction patterns of amorphous materials, which lack long-range 

crystallographic order, are dominated by a single broad peak corresponding to the average 

short-range atomic distances between pairs/clusters of atoms [201].  

 

Figure 3.8. Illustration of the Wulff-Bragg Law (Equation 3.7). 

 

Experimental parameters  

Powder samples (with a grain size of approximately 75-150 μm) were front-loaded into a zero 

background (polymethyl methacrylate/PMMA) sample holder before the sample surface was 

made flush with the container using a glass microscope slide. The sample and holder were then 

placed into a Bruker D2 Phaser XRD with a Cu Kα X-ray source (λ = 1.54056 Å), Lynx-Eye 

detector (with a lower and upper discriminator set to 0.19 and 0.27 in order to reject Fe 

fluorescence), 1 mm divergence slit, nickel filter, and a working voltage and current of 30 kV 

and 10mA respectively. Data was collected, in 0.02° intervals with a count time of  

0.6 s step-1, between 10-90 °2θ, in scans lasting ~ 40 minutes per sample. Diffraction patterns 

containing sharp peaks were compared to those in the PDF4+ database from the International 

Centre for Diffraction Data (ICDD) for phase analysis [203].  
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3.4.2. Scanning Electron Microscopy and Energy Dispersive X- ray Spectroscopy 

Scanning Electron Microscopy (SEM) is used to characterise sample morphology at a  

(sub-)micron scale, with the accompanying Energy Dispersive X-ray Spectroscopy (EDS) able 

to elucidate compositional heterogeneity.  

Typically in an SEM, electrons (produced via thermionic emission from a tungsten filament) 

are accelerated through a potential difference down a column towards an anode. The 

accelerated electrons, now in a beam, are then shaped by a series of apertures and 

electromagnetic lenses: condenser lenses reduce the beam size, whilst apertures exclude 

extraneous electrons. This beam is then focussed by applying variable current to an objective 

lens and rastered (using deflector coils) across the sample as shown in Figure 3.9. 

The electron beam then interacts with a small volume of the sample (known as the interaction 

volume) to generate backscattered electrons, secondary electrons, Auger electrons and X-Ray 

photons. Secondary electrons result from inelastic collision of incident electrons with specimen 

electrons. Because of their low energy (<50 eV), only secondary electrons emitted close to 

materials surface (<20 nm) are detected [198]; hence these can be used to provide topographical 

information [204]. In contrast, backscattered electrons (BSE) result from elastic collision 

between incident electrons and nuclei in the specimen surface (depth < 1 μm). These result 

from the coulumbic force of the nuclei (which repels the incident electron away), hence their 

abundance depends on the size (atomic number) of the element: More backscattered electrons 

are generated from regions with a higher atomic number, hence their appearance as ‘brighter’ 

areas in BSE images [205]. BSEs are collected close to the beam aperture because they are 

scattered ~180°. X-ray photons are generated when electrons in the beam cause ejection of a 

so-called Auger electron from a low-energy orbital in the target atom to leave a vacancy. An 

electron from a higher energy level in this atom subsequently drops down an energy level to 

fill this vacancy, and in doing so releases its excess energy (equivalent to the energy difference 

between the two electron shells) in the form of X-ray radiation [206]. The amount of energy 

released is unique for each element, hence elemental composition can be determined via 

Energy Dispersive X-ray Spectroscopy (EDX/S). Composition can then be approximately 

quantified by measuring the number of emitted X-rays per given energy per unit time (i.e. 

“peak heights” [207]). 

 Electrons of all types (distinguished on the basis of their energy and scatter angle) and x-rays 

are collected and amplified by detectors. The number of interactions (‘counts’) of each type 

per scan dwell point is then used to define the greyscale intensity of an image pixel. This 

process is repeated for every pixel in the grid scan, until a full image is generated.  

Experimental parameters 

Samples were characterised with a Hitachi TM3030 Plus SEM coupled with Bruker Quantax 

70 EDS. An accelerating voltage of 15kV and a beam current of 2x10-9 A was used at a working 

distance of seven to nine millimetres and various magnifications. EDS spectra were collected 

for at least ten minutes, with BSE images collected at the maximum available resolution. 

Micrograph post-processing (including segmentation and quantification) is described in 

subsequent sections.  
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Figure 3.9: Schematic of Scanning Electron Microscope including inset showing beam-sample 

interaction volumes. Adapted from [207] and [198]. 
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3.4.3. Raman Spectroscopy  

Raman spectroscopy, which provides data on the vibrational modes of bonds in a material, was 

used in this study to elucidate the mineralogical composition of hillfort samples and to reveal 

structural differences (attributable to the variable Ca:Mg content) in the basaltic glass series. 

Raman spectra were also taken from unaltered regions of the nuclear-type glasses to allow 

comparison with other work. 

In this technique, a laser (most commonly producing radiation in the visible range of the 

electromagnetic spectrum (400-660 nm), but also potentially the ultraviolet or near-infrared 

range) produces monochromatic radiation that is focussed onto a point on the sample using a 

confocal microscope (which utilises spatial filtering -a pinhole aperture- to eliminate out-of-

focus light).  

The photons comprising this radiation interact with the sample in two ways: Most photons are 

elastically scattered at the same wavelength as the incoming radiation (in a process known as 

Rayleigh scattering); however, in Raman-active molecules a small proportion of incoming 

photons (roughly 1 in 106-1015) are inelastically scattered at a wavelength differing from 

(typically lower than) the radiation source. The wavelength difference, or Raman shift (in  

cm-1), between the incident (λincident) and scattered (λscattered) photon wavelength is given by  

 
𝑅𝑎𝑚𝑎𝑛 𝑠ℎ𝑖𝑓𝑡 =  

1

𝜆𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡
− 

1

𝜆𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑑
 

 

Equation 3.8 

 

This Raman shift can provide information about the vibrational and rotational energies of 

molecular bonds.  

In the Raman technique, this scattered radiation is collected and focussed (using a concave 

mirror) onto a diffraction grating containing a certain number of lines or grooves on its surface 

per unit length. This grating (part of a ‘dispersive’ or Czerny-Turner spectrometer as shown in 

Figure 3.10) spatially splits the beam into its constituent wavelengths which can then be 

projected on to a Charge Coupled Device (CCD) detector in the focal plane of another 

focussing mirror. The CCD, typically a photosensitive silicon device containing a two-

dimensional array of light sensitive elements (pixels) that converts the electrical charge into a 

digital value, transmits these data to a computer where it is converted to a spectrum showing 

the intensity of scattering versus the Raman shift. The position and intensity of features in the 

spectrum reflect the molecular structure and are attributable to specific chemical bonds.  

Experimental parameters  

For this study, Raman spectra between 100-2000 cm-1 were collected using a Renishaw InVia 

Raman microscope with a grating of 2,400 lines/mm. Spectra were excited for ten seconds 

using a 514 nm line of 25 mW Argon ion laser at 80% power, with ten acquisitions per sampled 

area and an image magnification of 50x. 

Samples of dissolved glass powders were analysed using this technique, however only grain 

interiors were measured. These were assumed to be pristine/unaltered based on minimal visible 

evidence of dissolution on the grain surfaces and the minimal dissolution duration (< 112 days 

at 50 °C).  
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Figure 3.10. Schematic of Raman microscope, including inset showing details of the Czerny-

Turner design for a spectrometer. Figure after [204]. 

 

3.4.4. X-ray Computed Tomography  

X-ray Computed Tomography (XCT), which primarily provides data concerning sample 

morphology and local density, was used for two purposes in this study: first, to broadly 

characterise hillfort samples (including their probable glass content) before seeking potential 

evidence of dissolution in them; and second to characterise the alteration layers and features 

formed on laboratory-dissolved glasses. Both of these applications are considered novel, 

allowing a third purpose to be considered: the development of a methodology to allow XCT 

scanning of MCC- and PCT-type materials post-dissolution; and the development of 

quantitative techniques to analyse surface-features and their potential relation to aqueous 

surface processes in naturally weathered macro-porous (pumiceous) materials.  

In XCT, electrons are generated (typically via thermionic emission from a heated element), 

before being accelerated by an applied current between the cathode and anode. These electrons 

are then focussed into to a spot (of a size specified by the “spot size”) on a target material of 

tungsten, molybdenum or copper, as shown in Figure 3.11. The interactions of these electrons 

with the target material generates Bremsstrahlung X-rays and characteristic radiation. The 

former occurs as electrons approaching the nucleus decelerate and lose energy via photon 

emission; whereas the latter occurs as a displaced electron in the target material is substituted 

by an electron from a higher energy level [208]. These X-rays are then released from the X-ray 

source (through the vacuum envelope) and propagate, in the direction of travel, as a cone-

shaped beam. 
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The sample to be scanned, placed in the path of this beam, interacts with these incident X-rays 

via two processes: the photoelectric effect (whereby an incident x-ray photon collides with and 

ejects an inner-shell electron from the sample, causing characteristic x-ray photon emission as 

an outer electron ‘jumps’ down an energy-level to take its place) and Compton scattering 

(whereby incident photon is deflected as it collides with an outer shell electron in the target). 

The magnitude of these effects can then be quantified using Lambert-Beer’s law for 

monochromatic x-rays [208] 

 𝐼 = 𝐼0𝑒−𝜇𝑥 Equation 3.9 

 

Here, the x-ray intensity transmitted through the sample (I) can be related to the initial X-ray 

intensity (I0) via the beam travel distance (𝑥) and the local linear attenuation coefficient (μ). 

The latter (energy-dependant) coefficient depends primarily on the material density, however 

to a lesser extent it is also dependant on the mass attenuation coefficient (approximately 

proportional to the cubed atomic number for the X-ray energies typically used in XCT; [209], 

[210]). Notably, because of the co-dependency of the local linear attenuation coefficient, 

neither density or composition can be determined or quantified without a priori knowledge of 

one of these factors. Instead, quantitative XCT results are usually considered as relative rather 

than absolute numbers [211]. 

Any transmitted X-rays then travel through a scintillator (converting the x-ray photons to 

visible light) and potentially also a series of high-resolution detector optics (lenses), before 

being converted into an electrical signal by a detector (typically a CCD). This produces a two-

dimensional radiograph (sometimes termed a ‘projection,’ ‘tomogram’ or ‘shadow’) showing 

local variations in μ throughout a sample’s entire thickness. The sample is then rotated, step by 

step, through 360°, with radiographs taken at each step.  

Two dimensional tomograms can then be ‘reconstructed’ into a three-dimensional volume 

using computational algorithms. Most commonly this involves using is a filtered back 

projection algorithm to back-project a one-dimensional dataset across two dimensions (Figure 

3.11), however a full discussion of these algorithmic methods is outside the scope of this work 

(though [212] does provide this). During this processing various correction methods are applied 

to minimise noise, blurring and imaging artefacts; however these artefacts are frequently 

impossible to entirely eradicate and are often considerations in XCT studies [208], [211].  

For this study, data (once collected and reconstructed) was subsequently analysed using 

Dragonfly software from the Object Research Systems. Details of the software methodologies 

developed for this analysis are provided in Appendix I.  

Experimental parameters  

XCT was completed in two ‘cycles’ for this study.  

The first experimental ‘batch’ analysed only vitrified hillfort materials and was conducted at 

the Manchester X-Ray Imaging Facility (MXIF), with image acquisition by Daniel Sykes. In 

this, all six hillfort samples were scanned with a Nikon XT H 225 XCT scanner (Figure 3.12) 

equipped with a 190 kV, 50-58 uA X-Ray beam and a 0.25 mm copper filter. Table 3.8 

illustrates how beam current and resolution were varied inter-sample to account for variable 

sample densities and dimensions, whilst maximising spatial resolution and contrast [213], 

[214]. 
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Figure 3.11. Schematic illustrating a typical XCT system, including insets showing an x-ray 

generation method (below; left), and how a three-dimensional dataset is constructed by taking 

projections at various angles (below; centre), and then back-projecting one dimensional 

dataset across two dimensions (below; right) and 2D datasets into 3D space.  

 

 

 

  

Sample 

number 

Beam 

current 

(μA) 

No. of 

projections 

Voxel 

size 

(mm3) 

601401 53 5013 0.020647 

601602 53 4396 0.042757 

601604 58 4377 0.060972 

601612 58 4238 0.060111 

601655 50 3306 0.026572 

602639 50 3750 0.03271 

Table 3.8. Scanning parameters used in XCT of hillfort samples. 
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Figure 3.12. The Nikon XT H 225 XCT scanner used in this study (a) and the sample 

positioning within the cabinet (b). Samples were not removed from their sample bag and were 

held in place using phenolic foam of a sufficiently low density to appear identical to the 

surrounding air in scanned images. Note that during scanning the sample appears darker than 

the surrounding air – a correlation which is inverted during image reconstruction (see below).  

 

A second experimental plan was devised to study laboratory-dissolved (PCT and MCC-type) 

samples. These data were collected at the Sheffield Tomography Centre (STC), with scans and 

reconstructions performed by Ria Mitchel (who also aided considerably in experiment design). 

These laboratory-dissolved samples (described in Section 3.2.1) were scanned in a Zeiss Xradia 

620 Versa equipped with a 30-160 kV, <25 W X-Ray beam and 0.25 mm copper filter. The 

620 Versa is also equipped with a range of objective lenses (0.4x, 4x, 20x, 40x) and various 

Zeiss proprietary filters. The latter, used to filter low energy x-rays, were selected by the 

operator to optimise the quality of each scan.  

Table 3.9 illustrates the range of samples (MCC and PCT, in different forms, with dissolution 

durations from 353 - 672 days) and scan conditions utilised. The range of resolutions (pixel 

sizes) utilised represent the initial low resolution “overview scans” which were used to identify 

regions of interest to be re-scanned at high resolutions.  

3.4.1. Pycnometry  

Pycnometry was used to determine the density of the hillfort replica glass and the glasses used 

in laboratory dissolution experiments. Knowledge of this variable was necessary to determine 

the mass of PCT powder required to achieve the desired surface area (see [195] for more 

details).  

Densities were determined via gas pycnometry. In this, inert gas is introduced (at a known 

pressure) into an empty sealed sample chamber and a baseline pressure measurement is made. 

The sample is then placed into the same chamber and the same quantity of gas is introduced at 

the same pressure, before a second pressure measurement is made. The pressure differential 

can then be used to determine the sample volume (the volume of gas displaced by the sample), 

which can be combined with the known sample mass, to calculate the sample density.  

Experimental parameters  

Circa one gram of glass powder (<75 μm) was measured per composition using an AccuPyc II 

1340 Gas Displacement Pycnometry System. The average density measurement across ten 

purge cycles was calculated using helium introduced at 2.23 kPa s-1.   
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Scan 

no. 
Res. 

Diss. 

dur. 

(days) 

Diss. 

exp. 

type 

Sample 

type 
Filter kV µA 

Objective 

lense 

mag. 

No. 

of 

proj. 

Pixel 

size 

(μm) 

309 Low 672 MCC 
Glass + 

A.L. 
Air  60 108 0.4x 801 8.6 

310 High 672 MCC 
Glass + 

A.L. 
LE3 120 146 20x 1601 0.7 

311 High 672 MCC 
Glass + 

A.L. 
LE3 120 146 20x 1601 0.6 

312 Low 353 
PCT  

(90 °C) 

Dry 

powder 
LE3 110 141 4x 801 1.37 

313 Low 353 
PCT 

(90 °C) 

Dry 

powder 
LE3 110 141 4x 1601 1.37 

314 High 353 
PCT 

(90 °C) 

Dry 

powder 
LE6 110 141 20x 1601 0.55 

315 Low 353 
PCT 

(90 °C) 

Wet 

powder 
LE3 110 141 4x 801 1.37 

316 High 353 
PCT 

(90 °C) 

Wet 

powder 
LE3 110 141 4x 1601 1.37 

317 High 353 
PCT 

(90 °C) 

Wet 

powder 
LE6 110 141 20x 1601 0.55 

318 Low 468 MCC 
A.L. 

only 
Air 90 133 4x 1601 1.00 

319 High 468 MCC 
A.L. 

only 
LE2 90 133 20x 1601 0.54 

320 High 468 MCC 
A.L. 

only 
LE2 110 141 40x 1601 0.35 

321 Low 468 MCC 
Glass 

only 
LE2 110 141 4x 1601 1 

322 High 468 MCC 
Glass 

only 
LE4 120 146 20x 1601 0.54 

333 High 468 MCC 
Glass 

only 
LE5 140 150 40x 1601 0.34 

 

Table 3.9: Scanning parameters used in XCT of laboratory-dissolved samples (all 50Ca50Mg 

basaltic glasses), including the duration for which samples were dissolved (Diss. dur.), the 

experiment type (Diss. exp. type), the number of projections (No. of proj.) and the Zeiss 

proprietary Low Energy (LE) filters used for each scan. For more details of dissolution 

experiment meanings/parameters see Section 3.2. 
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3.4.2. Inductively Coupled Plasma Optical Emission Spectroscopy  

Inductively Coupled Plasma Optical Emission Spectroscopy was used to determine unaltered 

glass compositions and to quantify the elemental contents of leachates post-dissolution. 

In this, the filtered and acidified liquid sample is peristaltically pumped into a nebuliser where 

it combines with argon gas to produce an aerosol spray as shown in Figure 3.13. This is 

introduced into a spray chamber which separates the larger droplets (subsequently drained) 

from the finer droplets which are directed into the fused silica torch. In the torch, the aerosol 

mix is forced through the centre of an induction coil which generates an electromagnetic field 

sufficient to ionize the argon into a plasma. This causes excitation (atomisation and ionization) 

of electrons in the sample via two mechanisms: inelastic scattering of an electron (e) from an 

atom (M) to leave this atom in an excited state (M*);  

 𝑒 + 𝑀 → 𝑀∗ + 𝑒 Equation 3.10 

 

and by recombination of an ion (M+) with an electron (e) which leads to photon (hv) emission: 

 𝑀+ + 𝑒 → 𝑀+∗ + ℎ𝑣 Equation 3.11 

 

These photons have an energy (wavelength) which is characteristic of each element, and they 

are emitted in quantities proportional to the amount of that element in the sample.  

Emitted photons pass through a ‘window’ positioned axially and radially to the plasma (a 

‘duo’-type setup which combines the improved sensitivity provided by axial views with the 

increased precision when analysing multi-elements given by radial viewing [215]). These 

optical photons then travel through a high-resolution optical system including a spectrometer 

(used to separate photons based on their energies) and CCDs (used to convert the optical signal 

to an electronic one).  

Using an accompanying computer, the intensity of the characteristic emission is quantified 

before being compared to a calibration curve generated apriori by measuring a set of standard 

solutions that contain all measured elements in a range of concentrations.  

 

Figure 3.13. Schematic of a standard ICP-OES system after [215]. 
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Experimental parameters 

ICP-OES of glasses prior to their dissolution was conducted externally (by Heather Grievson 

of The University of Sheffield’s Faculty of Science Mass Spectrometry Centre - ICP Facility). 

For this, all seven glass types studied herein (five basaltic glasses, MW25 and ISG) were 

provided as fine (< 75 μm) powders. Prior to ICP-OES analysis these were fully 

digested/dissolved in Teflon beaker containing ultra-pure hydrofluoric acid.  

Leachate analysis was carried out by the author using a ThermoFisher iCAPDuo 63000 ICP-

OES equipped with a fused silica torch. A suite of ten multi element standards were used in the 

calibration of this instrument. Each was prepared using high-quality Fluka elemental standards 

of a known concentration (10,000 mg L-1) which were diluted in 1% ultra-pure nitric acid to 

achieve the concentrations outlined in Table 3.10.  

 

Standard 

number 

(name) 

Elemental contents 

el. 

conc. 

(ppm) 

0 (blank) Nitric acid only 0 

1 Minor + Major elements 0.01 

2 Minor + Major elements 0.1 

3 Minor + Major elements 1 

4 Minor + Major elements 10 

5 Minor + Major elements 25 

6 Minor + Major elements 50 

7 Only Major elements 100 

8 Only Major elements 150 

9 Only Major elements 250 

Table 3.10: Contents and elemental concentration (el. conc.) of chemical standard solutions 

prepared for ICP-OES analysis. “Major Elements” are those expected at concentrations > 

~10 ppm (K, Cr, Fe, Na, Al, Zr, Mn, Li, Mg, B, Ca, Si) and “Minor Elements” are those 

expected to be present at < ~10 ppm (Pr, Cs, Nd, Mo, Ti, Sr, La, P, Ce).  

 

 

3.4.3. pH measurement 

Leachate pH was measured post-dissolution to inform geochemical modelling and to aid in 

elucidation of dissolution mechanisms. Digital potentiometric pH meters typically comprise 

two electrodes: a measuring electrode and a reference electrode. These are housed within a 

single ‘probe’ in the case of combination electrode system. Both electrodes typically comprise 

an Ag/AgCl wire submerged within a potassium chloride solution 

The measuring electrode consists of a glass membrane (or ‘bulb’) which separates the solution 

to be tested and the internal buffer solution (KCl). Hydrogen ions in the test solution can diffuse 

into or out of the outermost layer of the glass membrane: in alkali test solutions H+ ions diffuse 

out and set up a negative potential on the outer surface, whereas the reverse is true for acidic 

solutions (Figure 3.14). Contrastingly, the electrical charge on the inside of this probe remains 

constant and thus the total membrane potential is dependent on the H+ content of the test 

solution.  



 43 

 
Figure 3.14. A glass membrane and its function in a pH probe. Redrawn after [216]. 

The reference electrode is also submerged (and in electrical contact with) the test solution, 

however it does not contain a glass membrane through which H+ ions can diffuse. The voltage 

of this electrode thus remains constant, allowing comparisons to be drawn between the voltage 

of the measuring and reference electrode. The electrical potential voltage difference between 

the two electrodes can then be correlated to the test solution pH.  

Experimental parameters  

pH measurements were conducted at room temperature (~ 20 °C) using a Mettler Toledo Five 

Easy Plus reader and Mettler Toledo LE422 probe. This was calibrated using Lovibond Water 

Testing (Tintometer Group) buffers at pH 4, 7 and 11. 

3.4.4. Geochemical modelling  

Geochemical modelling was used to gain an indication of which mineral phases may be at 

saturation at each measurement timepoint. Note that this modelling gives no indication of 

mineral saturations between the timepoints.  

For each timestep, leachate elemental concentrations (measured via ICP-OES) and leachate pH 

were inputted. Boundary conditions were set identically for all timesteps, with pressure set to 

1 atmosphere and temperature set to either 50°C for PCT-B or 90°C for MCC-1. Equilibrium 

with atmospheric air (gaseous carbon dioxide and oxygen) was also set.  

These data were inputted into the PHREEQC (version 3.0) software package [217]. This used 

the aforementioned input parameters to calculate Ion Activity Products (IAP) and combined 

these with equilibrium constants (𝐾𝑠
0) from the Lawrence Livermore National Laboratory 

(LLNL) thermodynamic database [218] to calculate a saturation index (SI) for each phase using  

 
𝑆𝐼 = log (

𝐼𝐴𝑃

𝐾𝑠
0 ) Equation 3.12 

In the resulting output data, phases with a saturation index greater than zero were assumed to 

be potentially saturated in the leachate. 

3.4.5. Optical Microscopy  

Optical microscopy was used to characterise hillfort samples and seek evidence of dissolution. 

Samples were magnified (by a 50 to 200 times) using a Nikon Eclipse LV150 microscope. 
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4. Dissolution of Simulant and Simplified 

HLW Glasses 
 

4.1. Introduction  
Studying dissolution of simulant and simplified glasses analogous to those which will be used 

in the geological disposal of HLW can significantly aid the global effort to demonstrate the 

long-term safety of this disposal method. Such glasses are particularly valuable because of their 

ease of synthesis/handling. Furthermore, comparison between different glasses and 

methodologies used to dissolve these can also provide insight into the glass dissolution 

processes that may, in the future, impact the safety of communities within the hydrological 

vicinity of any GDF.  

The International Simple Glass (ISG) and the UK’s Magnox Waste (MW) glasses represent 

some of the most well-studied examples of these analogues. Significant differences have 

previously been observed during the long-term dissolution of these glasses in Ca(OH)2
 

leachants [60]; however comparative studies using simpler aqueous leachates have until now 

been absent. This is in spite of the value of ‘simplified’ leachates in elucidating key dissolution 

mechanisms and the significant uncertainty in the composition of any solutions reaching HLW 

glass in future disposal scenarios. Further investigations of these glasses is also necessary to 

elucidate any differences in their dissolution behaviour [60]. 

In light of that, this chapter presents results from the dissolution of an ISG glass and an MW25-

type glass in a pure water leachant via the MCC-1 and PCT-B procedures outlined in Section 

3.2. Dissolution rates are calculated and compared for both glasses, with glass alteration layers 

thoroughly characterised and (where available) used to develop models outlining the alteration 

mechanisms of these glasses. 
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4.2. Results  

4.2.1. Pristine glass characterisation  

SEM-EDS 

SEM (Figure 4.1) of undissolved samples shows ISG to be uniform and single-phase, as in 

other studies [219]. In contrast, unaltered MW25 samples contain clusters of angular 

precipitates, each of 1-2 µm in size. EDS indicates these predominantly comprise chromium 

and iron as quantified in Figure 4.1. Powder samples, prior to dissolution, show surface 

fracturing within a ~1 µm perimeter of their edges.   

 

Figure 4.1. BSE images of MW25 and ISG after preparations as monoliths and powders (left), 

with precipitates (arrowed in red) shown and quantified using EDS (right).  

Acid-digest & ICP-OES 

Glass compositions, measured via acid digest and ICP-OES are given in Table 4.1 (for 

constituents present in at least one glass in quantities greater than one weight percentage).  

 ISG MW25 

SiO2 56.35 50.10 

B2O3 18.60 17.56 

Na2O 14.10 9.01 

Al2O3 3.57 2.55 

CaO 5.77 0.24 

ZrO2 1.29 0.67 

Li2O 0.00 6.93 

MgO 0.08 7.83 

Fe2O3 0.08 1.56 

Table 4.1. Compositions, in oxide molar percentage, of ISG and MW25. MW25 also contains 

a range of minor elements (<1 wt. % each), which are not shown here for brevity. Errors 

assumed to be ±1% for major elements and ±5% for minor elements. 
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XRD 

Figure 4.2 presents XRD patterns taken from pristine, undissolved, MW25. Diffuse scattering 

is evident as the dominant broad peak from ~15 to 40 °2θ, and as a lower amplitude peak from 

~40 to 50 °2θ. No other notable peaks are discernible. ISG has already been verified as X-ray 

amorphous in previous studies [219]. 

  
Figure 4.2: XRD pattern of pristine (undissolved) MW25.  

 

Raman Spectroscopy   

Raman spectra collected from both a precipitate and the ‘matrix’ of MW25 sample are shown 

in Figure 4.3. In the glass ‘matrix’ a broad (~350 cm-1 wide) double-peak was observed to be 

centred around ~340 and 480 cm-1, with another similar width peak at ~920 cm-1 containing a 

shoulder at ~875 cm-1. Lower amplitude (~200 cm-1 wide) peaks were also observed at  

~1400 cm-1 and 1680 cm-1. All of these peaks are similarly evident, though with a reduced 

amplitude, in Raman of the precipitate component, however this spectrum is dominated by the 

presence of a narrower (100 cm-1 width) peak at ~700 cm-1.  

  
Figure 4.3: Raman spectra of pristine MW25 sample from an area observed to be crystal-free 

(‘glass’) and a precipitate.   
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4.2.2. pH  

Leachate pH evolution during the dissolution of ISG and MW25 is shown in Figure 4.4, with 

error bars indicating the standard deviation between triplicate samples. 

In all experiments blank vessels, containing only UHQ water, typically have a large 

repeatability error (frequently > 1 pH units), with measured pH values of 6 - 7.5. Two blanks 

are shown for the penultimate MCC-1 timestep because samples from this timestep were 

initiated asynchronously with separate blanks for each initiated ‘batch’. 

MW25 and ISG show a similar trend in MCC-1 experiments, though MW25 shows somewhat 

higher absolute pH values (typically exceeding ISG by ~0.5 pH units). Assuming a neutral pH 

initially, pH rises to a value of 9.5 by 56 days of dissolution for MW25 and to a pH value of 

9.3 by 112 days for ISG. Measured pH for both glasses then decrease to pH ~9.1 (by 224 days 

of dissolution), before plateauing at this value for MW25 or continuing to fall slightly (to values 

of 8.9) and then plateauing beyond 468 days for ISG.  

In PCT-B tests, MW25 shows a similar trend to that shown for MCC-1 tests, increasing to pH 

values of 9.9 within 14 days of dissolution before decreasing and plateauing at a value of 9.4 

by day 112. For ISG, pH rises to 9.4 within 7 days of dissolution, before plateauing at this level 

until somewhere from 28 to 56 days of dissolution where pH values decrease to 9.2. This pH 

value is then approximately sustained until at least day 224 of dissolution. 

  

  
Figure 4.4. Measured leachate pH after MCC-1 (left) and PCT-B (right) dissolution of ISG, 

and MW25. Note that in MCC-1 experiments the pH of 50Ca50Mg and MW25 were near-

identical at 28 days, as also occurs for ISG and 50Ca50Mg at 56 days. Error is within the 

extent of the plotted datapoint in MCC-1 blank vessels after 461 and 672 days of dissolution.     
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4.2.3. Normalised mass losses 

Normalised mass loss (NL) values calculated for selected elements (i) are shown in Figure 4.5 

and Figure 4.6 for MCC-1 and PCT-B experiments respectively. Elements include all those 

measured in ISG (see Table 4.1) and all elements present in MW25 in quantities greater than 

five weight percent. Zirconium, although present in ISG, is omitted for brevity and because it 

shows no meaningful or consistent trend for either glass composition.  

Boron and sodium mass loss values in MCC-1 experiments show similar trends to each other, 

however sodium normalised mass losses are typically three to four times larger in terms of 

absolute values. In both sodium and boron, all glasses show an approximately logarithmic 

increase initially, reaching an approximate plateau within 112 days of dissolution for ISG. For 

MW25 this plateau is never achieved, with a circa linear increase instead observed from 112 

days of glass dissolution onwards. With regard to absolute values, NLNa and NLB values for 

ISG and MW25 are approximately within error for the first 224 days of dissolution, before 

values for MW25 begin exceeding those for ISG by an ever-increasing factor.  

Silicon normalised mass loss values show similar trends to those for Na and B with a few 

exceptions. For MW25, for example, NLSi values appear to plateau after 112 days, whilst for 

NLNa and NLB this was not observed. Absolute NLSi
 values beyond 112 days of ISG dissolution 

also exceed those for MW25 (by a factor of 1.5-2.5) in a manner not observed for NLNa and 

NLB data.  

For MW25, NLMg shows a decrease from ~0.25 g m-2 (at 28 days of dissolution) to near-zero 

values (where they remain for the remainder of the test duration) by dissolution day 56. For 

NLAl, both glasses show an exponentially decreasing trend with dissolution duration, with 

absolute values typically two to three times lower for MW25 compared to ISG.  

For ISG, calcium normalised mass losses appear approximately constant, though with some 

evidence of a modest linear increase from values of ~4 g m-2 by dissolution day 28 to ~5 g m-2 

by 672 days. Values for MW25 are consistently zero until dissolution day 672 when values 

reach ~2 g m-2, however the error on this measurement is substantial.  
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Figure 4.5. Normalised mass loss (NL) values calculated after the dissolution, via the MCC-1 

procedure, of ISG and MW25. 
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In PCT-B experiments, NLB shows a similar trend to NLNa. Values rise linearly throughout the 

experiment, but at different rates. This increase is relatively rapid between 7-28 days, with the 

greatest rate of increase observed for MW25. Rates of increase then slow from 28 to 112 days 

of dissolution, with this again appearing slightly more rapid for MW25. By 28 days of 

dissolution, the absolute NLNa and NLB values for MW25 exceed those for ISG, with this 

deviation then increasing from a difference of 1 g m-2 (at 28 days) to 3 g m-2 (by day 112). 

Absolute values for MW25 exceed those for ISG for all timesteps excluding seven days of 

dissolution. A final more rapid increase may be speculated between 112-224 days of 

dissolution (although this is dependent on the two bounding datapoints for this period), with 

this rate of increase again appearing larger for MW25.  

For silicon normalised mass loss, values for ISG are constant for the first 112 days of 

dissolution (~0.06 g m-2), before increasing to ~0.08 g m-2 by day 224. For MW25, NLSi values 

increase linearly from ~0.04 g m-2 to ~0.06 g m-2 between seven and 28 days of dissolution. 

The latter value is then approximately maintained for the remaining test duration, although 

there may be a subtle (within error) decrease of 0.005 g m-2 at day 112 of dissolution, which is 

recovered by alteration day 224. Absolute NLSi values for ISG and MW25 are within error for 

all dissolution durations except day seven, where MW25 has a value of  

~ 0.02 g m-2 below that for ISG.  

For NLCa, ISG shows similar trends to those for NLB: an approximate linear increase in values 

for the first 56 days of dissolution, before this rate of linear increase slows between dissolution 

day 56 and 224. For MW25, the NLCa trend is more complex: with an increase from near-zero 

values to 0.025 g m-2 between day seven and 28 of dissolution followed by a decrease back to 

zero, where normalised mass losses remain, by alteration day 112.  

ISG consistently maintains a near-zero (~0.0001 g m-2) aluminium normalised mass loss for 

the entire experiment duration. MW25 NLAl is similarly negligeable until dissolution day 28, 

before values increase to ~0.005 and then to ~0.01 g m-2 at 56 to 112 days of dissolution 

respectively. NLAl
 has fallen to zero by day 224 for MW25.  

MW25 NLMg values show a little consistent trend: decreasing from 0.025 g m-2 to 0.01 g m-2 

between seven and 14 days of dissolution, before remaining at this value until dissolution day 

28. NLMg then rapidly increases to 0.03 g m-2 by day 56, before linearly decreasing to near-

zero by day 224 of alteration.  
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Figure 4.6. Normalised mass loss (NL) values calculated after the dissolution, via the PCT-B 

procedure, of ISG and MW25. 
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4.2.4. SEM EDS analysis 

MCC-1/BSE 

Figure 4.7 shows representative SEM-BSE images from ISG and MW25 at each MCC-1 

timestep. To facilitate comparison, images are of an identical magnification and wherever 

possible are from areas free from vermiform features (see Chapter 6). Note that layer 

thicknesses are further described and quantified in Section 4.2.5. 

For ISG, two distinct surface layers are evident by day dissolution 28. The outermost ‘blocky’ 

layer (Layer 1) has a roughly constant thickness across the monolith (see Section 4.2.5 for 

quantification), though it is laterally discontinuous due to regular breakages across its length. 

This layer is of comparable greyscale intensity to the pristine sample internally. Moving 

inwards from this, the second layer (Layer 2) is notably darker in greyscale intensity than either 

the pristine glass or Layer 1. The layer also varies considerably in depth/thickness across the 

monolith, with occasional scallop-shape protrusions penetrating microns into the pristine glass.  

By day 56 of dissolution, Layer 1 has increased in thickness (see Section 4.2.5) and the edges 

of its constituent fragmented ‘blocks’ increasingly curl upwards at their ends to form more 

arcuate or curvilinear features than were evident previously. Layer 2 shows minimal growth in 

thickness, however the scallop-protrusions have increased in their depth of penetration (now 

reaching up to 10-15 μm from the apparent glass surface). Though these features appear similar 

in greyscale intensity to Layer 2 to the unaided eye, detailed analysis of greyscale histograms 

(Figure 4.8) reveal these to be slightly ‘darker’ than Layer 2. This justifies classification of 

these protrusions as a separate layer: Layer 3. This is separated from Layer 2 by a thin (<1 μm) 

‘bright’ layer which is unquantifiable using EDS, but is evident in BSE images.  

Layer 1 remains relatively unchanged after 112 days of dissolution, with Layer 2 also showing 

little difference except a potential increase in thickness (Section 4.2.5). Layer 3 now penetrates 

up to ~60 μm from the apparent glass surface. In accordance with their semi-circular shape (in 

cross section), these protrusions have increased in width at the same rate they have grown in 

penetration depth. This increase in radii allows individual protrusions to have, by this stage, 

combined to form a more continuous layer, though the scalloped edge to this layer remains.  

Little change in Layer 1 and 2 is observed between 112 to 224 days of dissolution, although 

both may have modestly increased in depth. Layer 3, by this stage, is nearly entirely un-broken 

across the surface of the monolith. The scalloped edge to this layer observed at 112 days of 

dissolution is by now increasingly replaced by an irregular boundary. This is characterised by 

angular (approximately rectangular) protrusions which can be accompanied by isolated 

globular or well-rounded ‘islands’ of altered glass within the altered monolith cross sections. 

By 468 days of dissolution, Layer 3 appears compositionally-banded in BSE images. Though 

uniform for its outermost 20-30 μm, moving inwards from this (towards the pristine glass) the 

layer shows micron-thickness ‘stripes’ of material similar in greyscale intensity to the outer 

zone. These are separated by ‘brighter’ zones of similar thickness (microns). At semi-regular 

intervals (~30 μm) these bright zones extend outwards (towards the leachate) in micrometre-

thin bright bands orientated perpendicular to the surface. This provides a ‘bread-loaf’ like 

morphology (as if bread rolls or bread-based patisseries have coalesced as they extended 

laterally during their batch-baking).  
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Figure 4.7. SEM-BSE images of MW25 and ISG after MCC-1 dissolution for various times. 

Images all of same scale, with a 20 μm scale bar and epoxy orientated towards image top.  
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Figure 4.8. Left: Histogram of pixel greyscale intensities for ISG MCC-1 monolith (dissolved 

for 112 days) with deconvolution to show the distinct contributions from three separate layers. 

Right: The three identified surface layers illustrated and segmented in an SEM-BSE image.  

The surface layers developed on ISG show significant changes by 672 days of dissolution. 

Layer 1 appears to be absent across much of the monolith surface, however where it is present 

it appears thicker than after 468 days of dissolution. A second more laterally continuous sub-

layer (of similar greyscale intensity to Layer 1, hence its classification as sub-layer 1a) has 

formed atop the initial more broken/blocky layer in some places. Layer 1, where present, 

appears to have grown in depth at the expense of Layer 2 which is also frequently absent. 

Instead, Layer 1 (where present) is regularly in near-direct contact with the bright layer that 

previously demarcated the boundary between Layer 2 and Layer 3. Layer 3 may have increased 

in thickness, with the compositional sub-zoning no-longer evident. The boundary between 

Layer 3 and the pristine glass remains characterised by finger- or globular-like protrusions of 

up to 10 μm in length.  

For MW25, two distinct zones or layers are visible by 28 days of dissolution. The outermost 

layer at this stage (Layer 2) is of similar greyscale intensity to the pristine sample. The 

otherwise relatively diffuse boundary between this layer and the below Layer 3 is often 

demarcated by the presence of well-rounded globular bright occurrences approximately one to 

two microns in diameter. Layer 3, initially of a similar thickness to Layer 2, appears darker 

than the pristine glass; exhibiting a slightly scalloped boundary with it. Layer 2, much like 

Layer 3, is laterally continuous across the surface of the monolith – with no significant breaks.  

Within 56 days of dissolution Layer 2 in MW25 appears to have increased modestly in 

thickness (Section 4.2.5), with the brighter particles at it’s boundary with Layer 3 also 

potentially having increased in average diameter (to a few microns). Layer 3 has increased in 

thickness, but in a discontinuous manner – extending instead as penetrating ‘fingers’ with an 

oblong or spire-shape. Protrusions appear to reach a maximum distance (~25 μm by dissolution 

day 56) into the glass. Those protrusions with an oblong-shape typically have a penetration 

depth equal to the maximum value, whilst those which are more ‘pointed’ at their termination 

penetrate a lesser distance, potentially implying that features initially ‘grow’ in length until 

they reach a maximum depth and then they grow ‘outwards’ (in width). By day 56 an additional 

layer, evident from day 112 onwards at the scale shown in Figure 4.9, is evident on the outer-

30 μm 
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surface of Layer 2 (i.e. at the once interface between the dissolved glass layer and the leachate). 

This layer, termed Layer 1, appears darker in BSE images than the pristine glass – a similar 

greyscale intensity to Layer 3. Layer 1 appears laterally continuous, but is too thin by 

dissolution day 56 to comment any further on its internal features or characteristics.  

No new features or layers are evident after 112 days of dissolution, however some have become 

more pronounced. Layer 1 has increased in thickness, with Layer 2 relatively constant and 

Layer 3 now penetrating to a maximum ‘depth’ of ~ 50 μm into the pristine glass (as measured 

from the alteration layer/epoxy boundary). The bright particles at the Layer 2/3 boundary show 

some evidence of having increased minimally in average radius, with many of these now 

appearing to ‘fan’ inwards (towards the pristine glass) in a deltaic manner.  

Micrographs taken after 224 days of dissolution show Layer 1 has continued to increase in 

depth (Section 4.2.5), with this layer now observably fibrous in morphology. Between Layer 1 

and Layer 2 an additional sub-layer is becoming increasingly evident – comprised of sub-

micron (< 0.5 μm) micro-spheres of brighter material, far below the resolution of EDS. Layer 

2 remains relatively unchanged in depth, though the bright features at the Layer 2-3 boundary 

may have increased in maximum diameter. Layer 3 now penetrates a maximum of ~ 60 μm 

into the glass (10 μm more than at 112 days), and the apparent boundary from where the 

protrusions originate shows some evidence of migrating inwards. In other words, the minimum 

thickness of Layer 3 increases.  

Similar trends are evident from 224 to 468 days. Layer 1, by 468 days of dissolution, has grown 

in depth considerably and now appears ‘cotton wool’-like, with roughly clumps or clusters of 

fibrous materials. Bright spheres at the Layer 2-3 interface appear to have increased in average 

size, with the maximum penetration depth of Layer 3 potentially now only ~5 μm greater than 

it was at 224 days. The only significant change by 672 days of dissolution is that the maximum 

penetration depth of Layer 3 has increased to ~ 90 μm.  

Quantitative analysis of the bright ‘white’ globular features at the boundary between Layer 2 

and Layer 3 reveal an imperfect, and only very approximate logarithmic increase in the 

maximum diameter of these with dissolution duration (Figure 4.10). However, no trend is 

evident in mean sphere diameters.  

 
Figure 4.9. High magnification BSE-SEM images of MW25 after MCC-1 dissolution for 

various durations (indicated, in days, in top right). All images of same scale to aid comparison.  
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Figure 4.10. Change in maximum diameter of ‘bright’ features at the interface between Layers 

2-3 in MW25 with dissolution duration, as determined via SEM-BSE image analysis. 

Logarithmic trend (dotted black line) shown as guide to the eye.  

 

MCC-1/EDS 

The ‘raw’ compositions, as estimated using SEM-EDS, of surface layers 1-3 developed on ISG 

are shown for various dissolution durations in Table 4.2a-c respectively. Note that Layer 1 

could not be quantified before dissolution day 112, and layer 3 could not be measured until day 

56. Further note that due to its low atomic number, boron cannot be measured in EDS, however 

it is not expected to be retained in surface layers in significant quantities [25], [70], [220]. 

Data show that Layer 1 compromises predominantly silicon and zirconium, with minor calcium 

and aluminium and only a trace of sodium. No consistent trends with dissolution duration were 

noted. Layer 2 is similar but with much less zirconium; instead predominantly compromising 

mostly silica, with minor aluminium, calcium and zirconium and only a trace of sodium. No 

large or consistent trends with dissolution duration were noted, though sodium sharply 

decreases between 28 to 56 days of dissolution, whilst aluminium and zirconium may show 

increasing influence with experiment duration. Layer 3 is similar to layer 2.  

Recalculating surface layer composition as a proportion of elemental abundance in pristine 

glass (Figure 4.11) highlights these trends. Layer 1, has a strong enrichment in zirconium (up 

to four times that in pristine), with a significant depletion in sodium and only slight calcium 

and aluminium enrichment (maximum 1.5 times original).  

Layer 2 shows an aluminium enrichment up to 2.5 times higher than the pristine composition, 

with this enrichment showing some evidence of increasing with dissolution duration. Calcium 

may show a similar increasing enrichment trend (up to twice that of pristine) with experiment 

duration. A modest (max 1.5-2 times) enrichment in zirconium is observed, with a significant 

depletion in sodium. Silicon is typically depleted modestly (0.7-0.8 times pristine) for the first 

468 days of dissolution, with a moderate enrichment (1.2 to 1.3 times pristine) beyond this.  

The innermost layer (Layer 3) appears consistently enriched in all elements except sodium 

(typically depleted to 0.05-0.1 times that of pristine glass). This is most notable for zirconium 

(1.5-2× enrichment) and aluminium (typically ~1.7-2×), with calcium close behind (mostly 

1.5-1.8×). Silica is typically present in similar quantities to the pristine glass (0.85-1.15×). 
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a) ISG Layer 1 

Element weight % 

Duration 

(days) 
112 224 468 672 

Al 1.91 (0.11) 3.71 (0.2) 3.85 (0.2) 2.09 (0.12) 

B - - - - 

Ca 3.72 (0.14) 4.55 (0.16) 6.08 (0.21) 6.03 (0.2) 

Si 10.12 (0.44) 21.67 (0.92) 22.84 (0.97) 17.32 (0.74) 

Na 0.48 (0.05) 1.76 (0.13) 0.7 (0.07) 1.01 (0.09) 

Zr 10.94 (0.43) 11.76 (0.46) 6.25 (0.26) 14.07 (0.55) 

 

b) ISG Layer 2  

Element weight % 

Duration 

(days) 
28 56 112 224 468 672 

Al 3.83 (0.2) 2.63 (0.15) 4.16 (0.22) 4.01 (0.21) 5.83 (0.29) 6.81 (0.34) 

B - - - - - - 

Ca 4.91 (0.17) 5.58 (0.19) 7.86 (0.26) 6.46 (0.22) 7.44 (0.25) 8.05 (0.26) 

Si 
24.82 

(1.05) 

18.89 

(0.81) 

20.86 

(0.89) 

19.05 

(0.81) 

30.77  

(1.3) 

30.19 

(1.28) 

Na 5.62 (0.37) 0.65 (0.06) 0 (0) 0.62 (0.06) 0.86 (0.08) 0.87 (0.08) 

Zr 3.65 (0.16) 3.28 (0.15) 3.98 (0.17) 3.6 (0.16) 4.83 (0.2) 5.66 (0.24) 

 

c) ISG Layer 3 

Element weight % 

Duration 

(days) 
56 112 224 468 672 

Al 3.13 (0.17) 5.2 (0.27) 4.39 (0.23) 4.62 (0.24) 5.35 (0.27) 

B - - - - - 

Ca 5.42 (0.19) 7.63 (0.25) 6.04 (0.2) 6.84 (0.23) 6.99 (0.23) 

Si 18.31 (0.78) 27.33 (1.16) 26.26 (1.11) 25.29 (1.07) 28.79 (1.22) 

Na 0.25 (0.04) 0.26 (0.04) 0.75 (0.07) 0.51 (0.06) 0.8 (0.07) 

Zr 3.58 (0.16) 5.43 (0.23) 3.84 (0.17) 4.36 (0.19) 4.87 (0.21) 

Table 4.2. SEM-EDS estimated compositions of the surface layers developed during MCC-1 

testing of ISG: Layer 1 (a, top); Layer 2 (b, middle) and Layer 3 (c, bottom). Values stated are 

elemental weight percent with absolute measurement error in parathesis.  
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Figure 4.11. Surface layer compositions (as in Table 4.2) recalculated as a proportion of the 

pristine ISG glass composition for Layer 1 (top left), Layer 2 (top right) and Layer 3 (bottom).  
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Surface layer compositions for MW25 and prior to further processing are presented in Table 

4.3a-c. Only major elements (present in more than one weight percentage in the pristine glass) 

excluding boron (unmeasurable via this technique) are shown for brevity and not all layers 

could be measured at all dissolution durations.  

Layer 1 mostly comprises silicon, with variable magnesium and potentially decreasing sodium 

contributions with dissolution duration. Minor amounts of aluminium and iron are also present. 

Layer 2 is also predominantly silicon with some magnesium. This layer, however, contains 

more iron, zirconium and aluminium compared to Layer 1, with less sodium. The innermost 

layer (Layer 3) is compositionally similar to Layer 2, again mostly comprising silicon, but here 

magnesium shows lesser contribution. Layer 3 also contains less iron than Layer 2 until day 

672, with comparable zirconium throughout. All layers contain negligible calcium.  

Comparisons with pristine glass compositions (Figure 4.12) show Layer 1 is highly enriched 

in magnesium, containing up to six times (but more typically four times) that present in the 

pristine glass. All other elements appear depleted, relative to pristine, except for aluminium 

and silicon which are present in similar quantities to the pristine glass. No consistent variation 

in this with dissolution duration was noted for either Layer 1 or 2. Layer 2 also appears enriched 

in magnesium – typically containing two to three times more of this element than pristine 

glasses. Sodium in this layer is highly depleted, with silicon in similar (if not slightly lower) 

quantities as the pristine glass. Iron, zirconium and aluminium are modestly enriched by a 

factor of 1.1 to 2. Layer 3 is highly depleted in sodium, with a lesser depletion in magnesium. 

Silicon is present in this layer in quantities comparable to, or slightly below, the concentration 

in pristine glass; with zirconium similar although more variable with dissolution duration. Iron 

is typically modestly depleted until dissolution day 672 where it shows some evidence of 

modest enrichment. Aluminium is consistently enriched by a factor of 1.1 to 1.9, though this 

factor shows no consistent trend with dissolution duration.  

Average EDS-estimated compositions of the “bright globules” at the Layer 2/Layer 3 boundary 

are shown in Table 4.4 (for constituents > 1%), alongside a decimal comparison with unaltered 

glass compositions. This material predominantly comprises silicon and phosphorous, with the 

latter element enriched by a factor of more than 150 compared to pristine material. 

Molybdenum and nickel (minor components of the bright globules) are also enriched, though 

only by a factor of circa two. All other elements including Zr appear depleted, though elemental 

maps imply the latter element can be enriched.  
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a)   MW25 Layer 1   Elemental weight % 

Duration    

(days) 
224 468 672 

Si 8.5 (-) 26.97 (5.52) 21.32 (0.48) 

Na 1.58 (-) 0.56 (0.71) 0 (0) 

Mg 0.44 (-) 15.21 (3.64) 9.78 (0.41) 

Al 0.67 (-) 2.08 (1.5) 1.97 (0.85) 

Fe 0 (-) 1.06 (1.36) 2.19 (0.98) 

Zr 0 (-) 0.98 (0.51) 0.49 (0.43) 

Ca 0.29 (-) 0.2 (0.21) 0.06 (0.1) 
 

b)    MW25 Layer 2                                    Elemental weight % 

Duration 

(days) 
28 56 112 224 468 672 

Si 
14.27 

(0.01) 

19.83 

(3.52) 

17.57 

(5.38) 

18.69 

(0.52) 

17.06 

(2.53) 

19.95 

(0.97) 

Na 0 (0) 0 (0) 0 (0) 0.51 (0.88) 0.58 (0.6) 0.36 (0.33) 

Mg 3.51 (0.08) 6.54 (2.27) 5.51 (0.32) 5.78 (0.88) 5.22 (0.57) 5.29 (0.6) 

Al 2.82 (0.08) 4.44 (1.51) 3.13 (0.15) 3.23 (0.84) 3.54 (0.77) 3.07 (0.57) 

Fe 4.29 (0.13) 5.42 (0.11) 3.62 (0.86) 4.3 (1.16) 3.03 (0.43) 2.54 (0.96) 

Zr 2.91 (0.08) 2.86 (0.83) 2.16 (0.19) 2.52 (0.7) 1.9 (0.59) 2.14 (0.26) 

Ca 0.06 (0.04) 0.09 (0.13) 0.04 (0.05) 0.15 (0.23) 0.06 (0.1) 0.08 (0.12) 
 

c)     MW25 Layer 3                                Elemental weight % 

Duration  

(days)  
28 56 112 224 468 672 

Si 15.09 (-) 21.05 (4.69) 17.14 (3.64) 19.15 (4.05) 23.92 (3.9) 20.29 (7.15) 

Na 0.13 (-) 0.55 (0.95) 0.09 (0.12) 0.24 (0.41) 1.86 (1.03) 0.45 (0.79) 

Mg 0.98 (-) 1.48 (0.74) 1.1 (0.45) 1.64 (1.23) 1.65 (0.4) 1.15 (0.47) 

Al 2.46 (-) 3.1 (1.44) 2.33 (0.75) 2.44 (0.94) 4.22 (0.82) 3.27 (1.34) 

Fe 2.38 (-) 2.54 (0.47) 2.27 (0.29) 2.98 (0.78) 2.54 (0.6) 4.18 (0.61) 

Zr 2.23 (-) 1.95 (0.36) 1.24 (0.43) 1.7 (1.15) 2.7 (0.77) 2.19 (1) 

Ca 0.32 (-) 0.15 (0.25) 0 (0) 0.04 (0.08) 0.29 (0.1) 0.02 (0.03) 

Table 4.3. SEM-EDS estimated compositions of the layers developed after MCC-1 of MW25: 

Layer 1 (a, top); Layer 2 (b, middle) and Layer 3 (c, bottom). Values are average elemental 

weight percent, with standard deviation in parathesis (unless only one measurement possible). 

Where standard deviation is as large as measurement, value can be assumed to be zero  

 Wt. % Pristine diff 

Si 9.74 (2.62) 0.44 

P 3.36 (0.86) 168 

Fe 1.89 (0.3) 0.63 

Mg 1.67 (0.26) 0.69 

Zr 1.59 (0.88) 0.84 

Al 1.38 (0.51) 0.62 

Mo 1.19 (0.35) 1.97 

Ni 1.11 (0.32) 1.83 

Table 4.4. SEM-EDS estimated composition of the ‘bright’ material at the Layer 2/Layer 3 

boundary of dissolved MW25. Values stated as: Average elemental weight percent (‘Wt. %’) 

with standard deviation from average shown in parenthesis and as a fraction of pristine glass 

(‘Pristine diff’) where ‘pristine’ compositions are as measured via the same technique.  
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Figure 4.12. Surface layer compositions (as in Table 4.3) recalculated as a proportion of the 

pristine MW25 composition for Layer 1 (top left), Layer 2 (top right) and Layer 3 (bottom).   
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PCT-B/BSE 

Figure 4.13 shows representative BSE images taken after all experimental durations conducted 

in the PCT-B method. As noted for pristine powders, the powder particles exhibit fracturing 

within a few microns of the surface.  

Few striking differences, relative to pristine samples, are noted for ISG until 224 days of 

dissolution. By this point, ISG powders show evidence of contracting inwards from the epoxy 

to leave an air-filled void. This void separates the bulk sample and a highly-discontinuous  

(~1 μm thickness) surface layer, not always present, of similar greyscale to the pristine sample.  

MW25 appears near-identical to pristine powders for at least the first 28 days. By experiment 

day 56, MW25 occasionally shows evidence of a thin (~1 μm) discontinuous surface layer 

which is slightly darker in greyscale than the pristine glass (Figure 4.14a). Similarly, images 

taken after 224 days show evidence of darker (relative to pristine glass) roughly semi-circular 

regions surrounding the precipitates within the pristine glass where these are in the vicinity of 

particle surfaces (Figure 4.14b). By experiment day 224, MW25 powders are surrounded by a 

void (either epoxy or air filled and <1 μm wide) which separates a continuous dark surface 

layer of minimal thickness (<< 1 μm) from otherwise pristine glass (Figure 4.14c-d). In one 

instance this darker surface layer appears as a significantly thicker (up to ~ 5 μm) layer. This 

is accompanied by ‘agglomerations’ of similar-appearing material that may have detached from 

the particle surface (Figure 4.14e). This material appears somewhat ‘fluffy’ and contains bright 

‘flecks’ of acicular material (<< 1 μm wide and 1-3 μm long; Figure 4.14e inset). These bright 

flecks resemble the bright dendritic features (Figure 4.14f-g), of up to 5 μm in size, that are 

occasionally observed elsewhere at 224 days of experiment duration.  

PCT-B/EDS 

Compositional maps and ‘line-scans’ intersecting ISG powder surfaces showed no 

compositional variations at any magnification or dissolution duration. EDS of speculative 

surface layers tentatively highlighted in Figure 4.13 was not possible given the layer’s size and 

the achievable EDS resolution. Regardless, compositional deviation of this layer from pristine 

glass was not expected given its strong greyscale resemblance to the pristine sample in BSE. 

In comparison, EDS of the dark material surrounding surface-proximal precipitates in MW25 

shows this region is depleted in magnesium, sodium and silicon relative to pristine values 

(Figure 4.15). This region may be enriched in zirconium and iron, however this is not evident 

in qualitative elemental ‘maps’ and this quantification may lack accuracy due to the feature 

size, the inability to measure boron, and the quantities of these elements in the pristine glass.  

EDS of the MW25 surface layer was only possible in the few instances where it’s thickness 

was sufficient (Figure 4.16). Here, this material comprises silicon, magnesium and aluminium, 

with minor zirconium. Compared to pristine glass, the layer is highly enriched in magnesium 

(up to 800% of the pristine glass), with a lesser enrichment of silicon (~230%). The small 

enrichment in aluminium (~150% of pristine) and zirconium (up to ~200% pristine values) is 

less convincing given they are only minor constituents of the pristine glass or the altered region.  

EDS of the ‘bright’ dendritic forms on the surface of MW25 (Figure 4.14f/g) and within the 

darker layer (Figure 4.14e) was not possible because their size was below the resolution of 

EDS. However, their bright appearance in BSE implies they may be enriched in somewhat 

heavier elements than the pristine glass.  
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Figure 4.13. BSE images of ISG and MW25 after given durations of PCT-B experiments. 

Features formed on MW25 are illustrated at higher magnification in Figure 4.14, with the only 

observable difference (compared to pristine) for ISG described in-text and arrowed in yellow. 

ISG MW25 

7
 

1
4
 

 

2
8
 

5
6
 

1
1
2
 

2
2
4
 

D
is

so
lu

ti
o
n

 d
u

ra
ti

o
n

 (
d

a
y
s)

 

25 μm 25 μm 

25 μm 

25 μm 

25 μm 

25 μm 

25 μm 25 μm 

25 μm 25 μm 

25 μm 25 μm 



 64 

. 

  
 

Figure 4.14. BSE images of features formed on MW25 after various durations (as indicated) 

of PCT-B experimentation. a) Thin surface layer evident by day 56, arrowed in red; b) dark 

semi-circles formed by day 224 where precipitates in pristine glass are in vicinity of powder 

surface, arrowed in yellow; c), d), and e) dark surface layer, arrowed in blue, evident at 

experiment day 224, with inset showing bright ‘flecks’ within this; f) and g) bright flecks at day 

224 evidencing dendritic form, arrowed in green.  
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 Altered Pristine Diff. 

 (weight %) (%) 

Si 17.02 22.68 75 

Na 1.34 5.33 25 

Al 2.07 2.78 74 

Ca 0.20 0.10 200 

Zr 2.24 1.72 131 

Mg 0.09 2.48 3 

Fe 3.04 2.94 104 
 

Figure 4.15. EDS images (left) and estimated quantification (right) of dark material 

surrounding surface-proximal precipitates in MW25 after 224 days of dissolution via PCT-B. 

Difference (“Diff.”) between pristine (as measured via EDS) and altered compositions shown.  

 

  
Figure 4.16. BSE & EDS images, with estimated quantification of “Altered” dark layer 

surrounding MW25 powders after 224 days of dissolution via PCT-B. Difference (“Diff.”) 

between pristine (as measured via EDS) and altered compositions shown in percent.  

 

   

Na 

Si Mg 

BSE 

BSE Si Na Al 

Mg Fe Zr  Altered 

(wt. %) 

Diff. 

(%) 

Si 42.85 229 

Na 0.00 0 

Al 3.55 148 

Mg 17.41 834 

Fe 0.12 10 

Zr 2.14 194 
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4.2.5. MCC-1 surface layer thickness analysis  

Figure 4.17 shows the results from ISG surface layer thickness analysis, as performed via the 

method outlined in Chapter 6. Layer 1 thickness increases approximately linearly with time 

from day 28 (1.3 μm) to 224 (2.2 μm). However, by day 468 this layer thickness has fallen (to 

1.8 μm), before it sharply re-increases (to 7.4 μm) by dissolution day 672. In contrast, Layer 2 

shows little such consistent trend in thickness with dissolution duration, with all thicknesses 

(ranging from 0.9 μm to 4.4 μm) within error of each other. Absolute average values may 

increase linearly up to a maximum thickness (of 4.4 μm) by day 112, but beyond this averages 

decrease (to 2.2 μm by day 224), then re-increase (to 3.3 μm by 468 days) and finally re-

decrease (to 0.91 μm at 672 days). Layer 3 thickness measurements are similarly all within 

error of each other; however absolute (average) values in this case may show a step-like trend 

of increasing with dissolution duration: Thicknesses range from 1.9 μm to 5.5 μm between 28 

and 56 days, before they show a stepped increase to 33 ±3 μm between days 112-468 and a 

further step-increase to thicknesses of 73.7 μm by day 672.  

 

 

  
Figure 4.17. Development of surface layer thicknesses with experimental duration for ISG 

dissolved via the MCC-1 method. Measured via SEM/BSE combined and the method outlined 

in Chapter 6. Datapoints show average of two measurements, with error bars representing 

standard deviation on this.  
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MW25 surface layer thickness development is shown in Figure 4.18. For Layer 1, thickness 

appears to increase logarithmically with experiment duration. Data from the penultimate 

timestep represent the only significant deviation from this, however these data are considered 

anomalous. Though individual datapoints at this 468 day timestep are self-consistent (see 

Figure 4.18), these have a large associated error and lack consistency with data from solution 

analysis and other layer thicknesses. By removing these data, as may be considered valid based 

on these inconsistencies, a logarithmic fit with a correlation factor of 0.99 can be fitted to Layer 

1 growth. Layer 2 shows no such clear trend, with its thickness instead appearing to fluctuate 

around 4.0 ± 0.5 μm throughout the experiment. In contrast, Layer 3 appears to increase in 

thickness approximately logarithmically (or with a power law function) with dissolution 

duration. However, the latter cannot be argued with certainty given the high standard 

deviations. Considering these, a linear or power-law increase of Layer 3 thickness with 

dissolution duration is also possible; however a constant thickness with dissolution duration is 

not feasible (within error). 

  

 
Figure 4.18. Surface layer thicknesses development for MW25 dissolved via the MCC-1 

method, as measured via SEM/BSE and the method outlined in Chapter 6. Filled datapoints 

show average of two measurements, with error bars representing whichever is higher: the 

standard deviation on this average, or the standard deviation on either measurement. For 

MW25 Layer 1, individual datapoints are shown (as open symbols) at dissolution day 468.  
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Total surface layer thicknesses for both ISG and MW25 are shown in Figure 4.19. MW25 

shows an increase in total surface thickness with dissolution, with this increase relatively rapid 

for the first 112 days (~0.32 ± 0.06 μm day-1), before slowing for the remainder of the 

experiment (~0.12 ± 0.00 μm day-1 from 224 – 672 days). For ISG, layer thicknesses initially 

increase similarly to MW25 from 28 – 112 days, before potentially plateauing or modestly 

decreasing from 112 - 468 days and then rapidly re-increasing by 672 days. Comparison 

indicate similar total thicknesses and growth rates for MW25 and ISG from 28 – 112 days, 

beyond which MW25 surface layer thickness consistently exceeds that of ISG.  

 

 
Figure 4.19. Total surface layer thicknesses for ISG and MW25 dissolved via MCC-1 method 

 

4.2.6. XRD 

Diffraction data collected from ISG and MW25 PCT-B samples dissolved for 224 days is 

shown in Figure 4.20. Neither show evidence of crystalline peaks. Instead, diffuse scattering is 

evident both from 15 to 40 °2θ and more weakly from 40 to 50 °2θ. Comparison with XRD of 

‘pristine’ MW25 samples (Figure 4.2) reveals no significant differences post-dissolution.  

 
Figure 4.20. XRD of MW25 (pink) and ISG (blue) PCT-B samples after 224 days of dissolution. 
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4.3. Discussion of Results 

4.3.1. Pre-dissolution characterisation  

XRD shows glasses are predominantly amorphous, with acid digest and ICP-OES indicating 

their composition is as-expected. However, SEM and Raman spectroscopy indicate the 

presence of a minor (< 5 wt.%) crystalline precipitate component in MW25.  

The precipitates observed in pristine MW25 are hypothesised to be chromium-containing 

spinel [(Fe,Mg)(Cr,Fe)2O4], as are commonly observed in HLW glasses including MW25 

[192], [196], [221]–[224]. This hypothesis is consistent with the dominant peak, at ~694 cm-1, 

evident in Raman data collected from the crystallites (Figure 4.3). This peak is assignable to 

the symmetric breathing mode of the AO4 unit within spinel lattice, which typically occurs at 

~690 - 700 cm-1 [223], [225], [226]. These phases typically have minimal effect on HLW glass 

durability (as tested via accelerated leaching [227]) because they are highly durable and have 

a high degree of symmetry which minimises grain boundary effects [51], [228], [229]. 

Surface fracturing of pristine ISG and MW25 powders must result from sample preparation 

and not dissolution. This damage may have arisen during powder production (via aggressive 

and repetitive impact of glass fragments within a percussion pestle and mortar) and/or during 

epoxy-mounting (which involved vigorously mixing a viscous slurry comprising powder and 

epoxy resin). The damage resulting from this may have been further amplified during epoxy 

curing and via dehydration. 

4.3.2. MCC-1 experiments  

The rapid initial pH increase inferred from Figure 4.4 (if a starting pH of 7 is assumed) is to be 

expected given the alkali/alkaline contents of the glasses. Rapid early release of these elements 

during Stage I dissolution is expected to increase leachant pH, which will remain high as these 

elements remain in the solution. Differences in pH may be accounted for by the differences in 

glass composition and alteration products/rates.  

Boron is widely used as a ‘tracer’ element to indicate overall glass dissolution trends as it is 

assumed that it is not involved with the formation of secondary precipitates or alteration layers 

[25], [70], [220]. On the basis of the normalised mass losses of this element, ISG shows 

evidence of Stage I initial dissolution from 0-112 days, with steady Stage II dissolution beyond 

this. MW25 shows a similar trend, though with a less clear (or at least more rapid) residual rate 

from 112 days of experiment duration onwards. No rate resumption is seen for either glass. On 

these bases, dissolution rates can be calculated as in Figure 4.21.  

Comparisons of these with published values is shown in Table 4.5, however comparisons are 

challenging due to the range of test conditions (predominantly temperature and leachant 

composition). Considering these differences, initial ISG and MW25 dissolution rates are 

consistently circa twice the equivalent rates calculated at lower temperatures (50°C compared 

to 90 °C) in alkaline leachants. These differences are consistent with the lower dissolution rates 

expected for both lower temperatures [224], [230], [231] and HLW glass dissolution in a 

saturated Ca(OH)2 compared to pure water leachant [232], [233]. Residual rates for ISG 

calculated under the same (lower temperature alkaline) conditions differ from zero by the same 

magnitude as the rates here-calculated (approximately -0.005 g m-2 d-1 herein and +0.005 g m-

2 d-1 in [60]). Residual rates for MW25 in these studies differ by an order of magnitude 

(approximately 0.004 g m-2 d-1 herein and 0.04 g m-2 d-1 in [60]).  
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Figure 4.21. Initial and residual dissolution rates in grams per metre squared per day  

(g m-2 d-1); calculated for MCC-1 on the basis of NLB and an initial rate of 112 days duration. 

Glass Leachant 
Temp. 

(°C) 

Initial and residual  

dissolution rates (g m-2 d-1) 
Author 

MW25 H2O 90 
Initial = 0.162 ± 0.008 

Residual = 0.004 ± 0.004 
This work 

MW25* H2O 90 
Initial = ~1.2 

Residual rate not stated 

Brookes et al. [234]; 

Zwicky et al. [235]  

MW25 Ca(OH)2 50 
Initial = 0.168 ± 0.02** 

Res= 0.0544 ± 0.007 ** 
Corkhill et al. [233] 

MW25 Ca(OH)2 50 
Initial = 0.087 ± 0.013 

Residual =0.047 ± 0.007 
Backhouse [60] 

ISG H2O 90 
Initial = 0.263 ± 0.046 

Residual = -0.005 ± 0.006 
This work 

ISG Ca(OH)2 50 
Initial = 0.146 ± 0.022 

Res. =0.0025 ± 0.0004 
Backhouse [60] 

ISG Ca(OH)2 40 
Initial = 0.075 ± 0.000 

Residual = 0.031 ± 0.000 

Fisher & Corkhill 

[236]  

Table 4.5. Comparison of dissolution conditions and calculated rates from this study (shaded 

rows) and others using the MCC-1 method (SA/V = 10 m-1) and boron as a tracer. Note that: 

* Monolith used “as cut” without polishing; ** Values initially published (in [233]) were two 

orders of magnitude lower, however this was subsequently identified as erroneous and 

corrected by Fisher & Corkhill [236]. 

The reliability of both initial and residual rates calculated for ISG may be questioned. Initial 

rates for ISG appear greater than those for MW25 – an unexpected result given PCT-B 

experiment results and given previous studies have found the reverse trend [31], [60]. These 

high rates may result from the high NLB value at 112 days (Figure 4.5). This datapoint is 

identified as anomalous given the trend indicated by the two prior datapoints and the lower 

NLB value at later timepoints. Rates instead calculated for only the 28-0.13 56 day data  

(0.130 g m-2 d-1) may be more reliable. Unrealistic residual rates for ISG may similarly be 

caused by this anomalously high NLB value at 112 days, with rates calculated from 224-672 

days (-0.0027 ± 0.0099 g m-2 d-1) potentially more reliable, although still negative. Stating a 

‘near-zero’ residual rate for ISG is perhaps more prudent. 
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ISG  

ISG shows evidence of an alteration layer within 28 days of dissolution; with Layer 1 and Layer 

2 both evident by this time. Which layer formed first is challenging to determine, however it 

may be hypothesised that Layer 2 formed initially and uniformly across the glass surface as 

soluble network modifying cations (particularly sodium) are preferentially released via ion-

exchange compared to network forming elements (such as Al, Si and Zr) [237].  

Layer 1 may then have formed above Layer 2 and within 28 days of dissolution, as illustrated 

in Figure 4.22. Zirconium, highly enriched in this layer, is often retained (along with Al, Ca 

and Si [64], [87], [122]) and enriched in ISG alteration layers formed in alkaline conditions 

[60], [64], [122]. However, the formation mechanism of this layer is much debated. In the 

dissolution-reprecipitation method, Zr-containing phases precipitate from the leachate after Zr 

in the leachate reaches saturation [60]. This formation mechanism is supported by the 

heterogenous distribution of Zr within alteration layers formed on ISG in highly-alkaline (pH 

>11) solutions [60], [68]; however is less compatible with observations of low Zr solubility at 

pHs below 10.5 [34], [87], [238]. Instead, at lower pHs, the zirconia-enriched layer may form 

via glass network reorganisation following the release of more readily dissolved elements (B, 

Na, Ca) [86]. The latter mechanism, however, is contrary to findings that Zr hinders silicate 

network hydrolysis and gel restructuring due to the greater cross-linking it allows through its 

high coordination number [34], [87], [239]. Although Figure 4.4 shows pH values some authors 

have correlated with low Zr solubility, the heterogenous distribution of zirconium throughout 

the alteration layer shown in Table 4.2 and the continued growth of Layer 1 at later timepoints 

implies this layer most likely formed by reprecipitation, however this cannot be definitely 

concluded.  

The onset of Layer 1 formation may have triggered formation of the sub-layer at the base of 

Layer 2, however this is difficult to interpret without compositional analysis. This layer may 

have formed at the inward-migrating diffusion/dissolution front (at the base of Layer 2) via 

elemental precipitation or a reduction in the driving force for a specific chemical’s removal.  

Regardless of which formed first, the calcium within these earliest-formed layers (5.9 ± 2.2 

weight percent calcium across both layers) likely gives these alteration layers a highly 

protective effect [54], [70], [240]; significantly passivating further dissolution. This variable 

passivation may account for the slower initial dissolution of ISG compared to MW25 (<0.5 

weight percent calcium in the alteration layer).  

Dissolution rates remain in the rapid forward rate regime by day 56, with Layer 1 increasing in 

thickness as hypothesised precipitation continues. Layer 2 remains unchanged as the elements 

required for Layer 1 growth are now supplied by dissolution of the glass to form Layer 3. This 

dissolution is hypothesised to be via the same interdiffusion and ion-exchange mechanism as 

Layer 2 (hence the similarities in compositions shown in in Table 4.2 and Figure 4.11). 

However, by 56 days this process has become increasingly localised, leading to the distinctive 

scallop morphology observed. Given the semi-circular shape of these features, it may be 

speculated that their formation is around loci either within the alteration layer or at the 

glass/solution interface. This ‘scalloped’ interface is widely observed in other studies [15], 

[74], [122], [236] and has been proposed to occur due to preparation-induced defects on the 

original glass surface [236]. Similarly, lateral alteration layer heterogeneities have been 

speculated [11] and observed [15] in other studies. A combination of any or all of these factors 
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may have caused the scalloped interfaces observed in Figure 4.7: Layer 1 and/or 2 may contain 

structural or compositional heterogeneities which disrupt their passivation ability; or sample 

preparation may have led to micro-weaknesses/cracks on the sample surface. Preferential 

dissolution below these features could conceivably lead to a scalloped morphology. 

Layer 3 shows limited evidence of continued growth between day 56-112; with Layer 1 and 2 

remaining a constant thickness as dissolution continues in the forward rate regime. This is 

consistent with dissolution continuing only around localised heterogeneities. The approximate 

increase in radii of the scallop features and the resulting coalescence of these to form a 

continuous layer, as illustrated in Figure 4.22 is consistent with continued localised attack.  

Normalised mass loss data indicate that the system transitions into the residual regime between 

experiment days 112 and 224. It may be hypothesised that this was due to an increase in 

alteration layer passivation – potentially caused by pore closure and/or restructuring of one or 

more of the alteration layer components [22], [33], [241], [242]. This is coincident with a 

termination in Layer 3 growth, potentially after Layer 3 penetration reached a critical depth - 

beyond which lateral growth was more favourable than growth in thickness. This would explain 

the increase in horizontal layer continuity. Growth beyond this depth may have remained 

possible but unfavourable, allowing formation of rare trapezoid fingers penetrating from the 

otherwise laterally continuous layer.  

Between 224-468 days, dissolution remains in the residual regime and alteration layers remain 

broadly unchanged in thickness. However, Layer 3 now shows clear zonation and internal 

heterogeneity, as may be further evidence of continued alteration layer restructuring.  

Residual rates are maintained, according to NLB data, between 468 and 672 days of dissolution. 

However the alteration layer during this time appears much less stable or consistent with other 

observations/datasets. Which layers remain evident by 672 days varies across the monolith 

surface, and classification of the observed layers is challenging. However it is probable that 

significant restructuring has occurred: Layer 1 and Layer 2 may have combined, potentially via 

formation (speculatively precipitation) of an additional ‘sub-layer’ of Layer 1. Dissolution and 

reprecipitation of Layer 1 during this time is supported by the doubling of NLZr
 values between 

468 days (0.09 g-1 cm-2) to 672 days (0.18 g-1 cm-2). PHREEQC geochemical modelling also 

indicates that at 468 and 672 days of dissolution calcium zirconate (CaZrO3) is highly saturated 

in the solution, potentially after calcium and zirconium were released into the leachate due to 

loss/restructuring of Layer 1/2. Layer 3 remain unchanged, or may show evidence of entering 

a renewed period of thickening/growth.  
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Figure 4.22. Schematic illustration of ISG dissolution in MCC-1 experiments.  
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MW25 

Two surface layers have formed on MW25 within 28 days of experiment duration; however 

neither is hypothesised to be significantly passivating given the rapid forward dissolution rates 

shown in NLB data. Both Layer 2 and Layer 3 are compositionally similar (notably depleted in 

sodium), however Layer 2 is enriched in magnesium whilst Layer 3 is depleted in this. The 

sodium depletion and early dissolution stage supports formation of both layers via 

interdiffusion as the inward migration of protonated water species is allowed by outward 

diffusion of weakly-bound network modifiers [69]. However, which layer formed first, if 

formation was not synchronous, is impossible to confidently state. Synchronous formation is 

possible as sodium is leached into the solution from both layers whilst magnesium effectively 

migrates outwards from Layer 3 into Layer 2.  

Alternatively, the logarithmic growth trend of Layer 3 (Figure 4.18) can be back-projected to 

intercept the y-axis at ~13 days of experiment duration. Based on these data it may be 

speculated that Layer 2 formed prior to Layer 3. However, back-projection in this manner is 

unreliable and Layer 3 thickness measurements are distorted by its distinct ‘finger’-like 

morphology (the circle-fitting method often falsely identifies the narrower ‘finger’ width as the 

‘layer thickness’; as further discussed in Chapter 6). However, this unique morphology may 

also provide some chronological evidence. 

The finger-like penetrations of Layer 3, also observed in other studies [235], are likely evidence 

of non-uniform (‘localised’) attack and thus may imply the presence of local heterogeneities. 

These heterogeneities appear to interact minimally with Layer 2, potentially implying the 

heterogeneity results from or formed after Layer 2. As discussed for ISG, these heterogeneities 

may be surface defects or the alteration layer heterogeneities speculated/observed in other 

studies [11] [15]. It thus may be hypothesised that the first-formed Layer 2 contains structural 

and/or compositional heterogeneities which disrupt its passivation ability and allow the unique 

morphological development of Layer 3.  

The ‘bright’ phosphorous-enriched particles separating Layer 2 and Layer 3 are challenging to 

identify. PHREEQC modelling indicates no phosphorous-containing phases would be saturated 

at 28 days and post-dissolution XRD shows no crystalline peaks. However, previous studies 

(of Magnox glass dissolved via MCC-1 in UHQ water) identified rare-earth/Zr phosphate nano-

particles at the glass/alteration layer interface [31], [91]. Alternatively, apatite has also been 

identified as a glass alteration product [243] and was saturated (though only beyond 56 days) 

in geochemical modelling. These phases may be highly beneficial in a GDF environment 

because they can act as a sink for some long-lived fission products [31]. Their continued growth 

with dissolution duration, also potentially beneficial, is likely via Ostwald ripening.  
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Layer 1, with a magnesio-aluminosilicate composition, is evident in SEM-BSE from day 56. 

Magnesium-enriched alteration layers such as these are typically interpreted as secondary 

phases or M-S-H (Magnesium-Silicate Hydrate) phases in other MW-glass dissolution studies 

[60], [82], [91], [233]. However, here the presence of aluminium in Layer 1 (Table 4.2) and 

the crystal-like morphologies shown in Figure 4.23 imply this layer comprises crystalline 

phases. These minerals likely started precipitating after a silicon and/or magnesium reached 

saturation [240]. These are observed to rest atop gel layers (Layer 2-3), as is widely seen 

elsewhere [36], [244], [245]. Alignment of these fibrous clays perpendicular to the glass 

surface (Figure 4.23) is also widely observed in natural systems [246], [247] and an analogous 

“fuzzy blanket” of phyllosilicates has also been identified following PCT-B dissolution of other 

HLW glasses [248, p. 197].  

 

 
Figure 4.23. Alignment of crystalline phases (highlighted in red) perpendicular to the surface 

of MW25 glass (delineated in blue) dissolved under MCC-1 conditions for 468 days. 

 

Geochemical modelling (Table 4.6) implies these phases are most likely saponite and/or 

nontronite. Smectites such as these have been similarly identified after comparable aqueous 

dissolution of MW [31], [82], [91] and other HLW glasses [54], [246], [248], [249]. SEM-EDS 

compositions (Figure 4.24) support this identification, indicating some nontronite-like minerals 

and some intermediaries between saponites and hectorites. All are broadly compositionally 

comparable to those in other aqueous MW25 dissolution studies [31].  

 

  
Figure 4.24. Ternary diagram comparing composition of clays observed on MW25 (measured 

using SEM-EDS), in comparable works (Curti et al. [31]) and in other works (Newman [250] 

and references therein).   

5 μm 
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Phase Formula  
Saturation Index (SI) at day # 

28 56 112 224 468 672 

Amesite Mg4Al4Si2O10(OH)8 + + + + + + 

Celadonite KMgAlSi4O10(OH)2 + - - - + + 

Clinochlore Mg5Al2Si3O10(OH)8 + + + + + + 

Montmorillonite 

(Ca/Mg) 

Ca0.165Mg0.33Al1.67Si4O10(OH)2 

/ Mg0.495Al1.67Si4O10(OH)2 
+ - - - - - 

Nontronite 

(Ca/H/K/Mg/Na)  

Ca0.165Fe2Al0.33Si3.67H2O12 

H0.33Fe2Al0.33Si3.67H2O12 

K0.33Fe2Al0.33Si3.67H2O12 

Mg0.165Fe2Al0.33Si3.67H2O12 

Na0.33Fe2Al0.33Si3.67H2O12 
 

/ + + + + + 

Phlogopite KAlMg3Si3O10(OH)2 + + + + + + 

Saponite 

(Ca/H/K/Mg/Na) 

Ca0.165Mg3Al0.33Si3.67O10(OH)2 

H0.33Mg3Al0.33Si3.67O10(OH)2 

K0.33Mg3Al0.33Si3.67O10(OH)2 

Mg3.165Al0.33Si3.67O10(OH)2 

Na0.33Mg3Al0.33Si3.67O10(OH)2 
 

+ + + + + + 

Table 4.6. Potential magnesio-aluminosilicate silicate phases precipitated during MW25 

dissolution, as identified using PHREEQC modelling. Common smectites identified in bold. 

Saturation index calculated for each experiment timestep based on the measured elemental 

abundances and pHs of the leachate at the time of sampling. “+” indicates a potentially 

saturated phase, “-” a phase unlikely to be saturated and “/” indicates a lack of data.  

The precipitation of these minerals can explain the stepped decrease in leachate Mg contents 

between 28 days (0.203 ppm Mg) and 56 days (0.107 ppm Mg) and the onset of a pH decrease 

comparable in magnitude to that noted elsewhere during magnesio-aluminosilicate mineral 

precipitation [54], [251]. The formation of these phases may also explain the rapid (not -

plateauing) residual dissolution rates. The consumption of silicon and magnesium required for 

secondary precipitate formation is expected to increase the driving force for further hydrolysis 

of the glass network [12], [224], [240]; thereby increasing dissolution rates. This effect is 

widely reported for MW-glass dissolution studies performed in both pure aqueous [31], [52], 

[234], [252] and more complex leachates [82]. Aggressive Stage II dissolution of other 

borosilicate glasses, including ISG [91], has also been correlated with phyllosilicate 

precipitation [55], [84], [240].  

Secondary phase precipitation has also been hypothesised to hinder gel layer growth; as both 

alteration products compete for the same dissolved glass constituents [82]. This may explain 

why the magnesium-rich Layer 2 remains a constant thickness from 56 days (Figure 4.18). 

Magnesium and silicon sourced from dissolution (to form Si/Mg-depleted Layer 3) is no longer 

consumed to form (gel) Layer 2, as it is now utilised in precipitation of Layer 1. The alteration 

layer destruction hypothesised as the source of these elements in other studies [240] was not 

evident as a decrease in Layer 2 silica content (Table 4.3) or in layer thickness (Figure 4.18).  

Residual dissolution rates are maintained during and following this mineral precipitation, 

without evidence of rate resumption by 672 days. Continuation of residual dissolution rates in-

spite on mineral precipitation is similarly observed in other HLW glass corrosion studies [248]. 

Residual rates are often maintained during phyllosilicate (smectite) phase formation, with the 

precipitation instead of zeolite-type phases implicated with rate resumption [248].  
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4.3.3. PCT-B experiments  
Continuing the use of boron as a tracer element, MW25 shows Stage I (initial) rate behaviour 

in PCT-B experiments from 0-28 days, with Stage 2 beyond this. Stage II continues until at 

least 112 days, with the next and final datapoint potentially indicating rate resumption (Stage 

III), although this cannot be confidently asserted without further data. ISG shows a similar 

trend, though qualitatively the initial rates (approximately from 0-28 days) appear less distinct 

from residual rates. Again, for ISG, the final datapoint may indicate the occurrence of rate 

resumption, although further data is required to verify this. On these bases, and assuming no 

rate resumption, the dissolution rates presented in Figure 4.25 can be calculated.  

 
Figure 4.25. Dissolution rates in grams per metre squared per day (g m-2 d-1) calculated using 

NLB data and an initial rate regime from 7-28 days with residual rates from 28-112 days  

These values can be compared to others in Table 4.7; however caution is again required as 

parameters including temperature, SA/V and leachant type vary, and dissolution rates are 

highly dependent on these [231]. Caution is also necessary given that some particle coalescence 

was observed in the present PCT-B experiments. Though NLi data appears minimally impacted 

by this and coalescence was lesser than for basaltic glasses (Chapter 5), this may adversely 

affect NLi data by reducing the effective surface area in contact with leachate and thus leading 

to a discrepancy between assumed and actual SA/V values. Rates presented in Figure 4.25 may 

thus be underestimated. This coalescence has similarly been observed by authors studying 

comparable systems (within a few days of MW25 corrosion via PCT-B in UHQ water [235]).  

For MW25, initial and residual rates appear consistent with the most reliable comparable 

studies using UHQ water at 40-90 °C [30], [31], [252], [253]. Though in some cases rates from 

these (40-90°C UHQ) studies appear an order of magnitude greater than those measured herein, 

the authors of these studies recognise their own values are likely overestimates due to the 

measurement period and powder coalescence. Correcting their measurements for these factors 

would likely bring them to comparable orders of magnitude to the rates measured in this work.    

Rates calculated in Table 4.7 are also lower, by a factor of 2-8, than those elsewhere calculated 

for more aggressive (Ca[OH]2) leachates [53], [60], [252]. For ISG, initial rates are of a similar 

magnitude to those calculated for dissolution in UHQ water between 25-90 °C [254], [255], 

with no comparisons between residual rates available. Rates here-calculated for UHQ are a 

factor of 15-35 lower than those calculated for aggressive alkali leachates [53], [60], [236], 

[252]. These differences are consistent with other studies comparing HLW glass dissolution in 

a saturated Ca(OH)2 and pure water leachant [232], [233].  
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Experimental pH values (Figure 4.4) initially rapidly rise, if a near-neutral start is assumed, to 

9.1 and 9.3 for ISG and MW25 dissolved for 7 days respectively. As in MCC-1 experiments, 

this is likely a characteristic of the initial dissolution regime, as alkali/alkaline earth elements 

in the glass are rapidly exchange with protonated water species in the solution [69].  

Glass 

type  

Leachant 

type 

Temp. 

(°C) 

SA/V 

(m-1) 

Initial and residual  

dissolution rate (g m-2 d-1) 
Author 

MW25 H2O 50 2000 
Initial = 0.010 ± 0.000 

Residual = 0.002 ± 0.001 
This work 

MW25 H2O 90 1200 
Initial rate not stated  

Residual = 0.001 ± 0.001 
Curti et al. [30], [31] 

MW25 H2O 40 1200 
Initial = 0.024 ± 0.004 

Residual = 0.003 + 0.000 

Schofield et al. [53], 

[252] 

MW25 H2O 90 2000 
Initial rate not stated  

Residual = ~ 0.12* 
Brookes et al. [234] 

MW25 H2O 90 1200 
Initial note stated  

Residual = ~ 0.01** 
Zwicky et al. [235] 

MW25 Ca(OH)2 40 1200 
Initial = 0.023 ± 0.002 

Residual = not stated 

Schofield et al. [53], 

[252] 

MW25 Ca(OH)2 50 1200 
Initial = 0.062 ± 0.008  

Residual = 0.017 ± 0.002 
Backhouse [60]  

ISG H2O 50 2000 
Initial = 0.002 ± 0.000 

Residual = 0.000 ± 0.000 
This work 

ISG H2O 40 1200 
Initial = 0.016 ± 0.002 

Residual rate not stated  

Schofield et al. [53], 

[252] 

ISG H2O 25 2000 
Initial 0.005 ± 0.0002 

Residual rate not stated 

Thorpe et al.  

[254] 

ISG H2O 90 2000 
Initial 0.039 ± 0.005 

Residual not achieved 

Calculated from  

Smith [255] 

ISG Ca(OH)2 50 1200 
Initial = 0.051 ± 0.007 

Residual = 0.0034 ± 0.001 
Backhouse [60] 

ISG Ca(OH)2 40 1200 
Initial = 0.0329 ± 0.0047  

Residual rate not stated 

Schofield et al. [53], 

[252] 

ISG Ca(OH)2 40 1200 
Initial = 0.0356 ± 0.000  

Residual = 0.002 ± 0.000 

Fisher & Corkhill 

[236] 

Table 4.7. Comparison of dissolution conditions and calculated rates from this study (shaded 

rows) and others using the PCT-B method and boron as a tracer. Readers should note that: 

* Brookes et al. [234] identified residual rates as probable over-estimates because they were 

calculated from the earliest (hypothesised fastest) stages of residual dissolution and 

** Zwicky et al. [235] observed significant powder coalescence within days of the experiment, 

leading the authors to identify these rates as probable overestimates. 

ISG and MW25 NLB data indicate initial dissolution continues until experiment day 28 and 

little evidence of alteration layer formation during this time is observed. Though leachate 

magnesium content drops (from 2.3 to 1.0 ppm) for MW25 from 7 to 14 days, no other element 

concentrations notably decrease, as might be expected during alteration layer formation. 

Similarly, no distinguishable alteration layer is evident in SEM. However, the degree of surface 

fracturing (relative to that observed in pristine samples; Figure 4.1) may have increased. These 

fractures are often associated with sample preparation [82] and are readily correlated with the 
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drying of a hydrated layer [74], [75], [256]–[258]. Increased fracturing may thus imply the 

formation of a hydrated layer via the aforementioned migration of water species into the glass. 

De/hydration is known to cause fracturing of rhyolitic [259] and basaltic [260] glasses [261].  

Within 56 days NLB data imply both glasses have entered residual dissolution. From this 

duration onwards, NLi data also imply the drawdown of elements to form an alteration layer.  

For MW25, NLMg and NLAl
 decreases constantly from this point until the experiment 

termination, with NLSi decreasing until at least 112 days. EDS analysis of the layers formed on 

MW25 MCC-1 monoliths (Table 4.3) implicate these elements in alteration layer formation, 

supporting the hypothesis of alteration layer formation over this time in PCT-B. SEM of post-

dissolution powders also show an alteration layer on MW25 from 56 days onwards. Though 

significantly thinner (likely due to the less aggressive conditions), these layers appear 

consistent with Layers 2/3 in MCC-1 experiments; with both appearing slightly darker in BSE 

than pristine glass. Further comparisons or identifications is impossible due to EDS resolution. 

NLi data for ISG similarly implies alteration layer formation, though this alteration layer is not 

observed in SEM until after 224 days. Decreasing NLAl
 and NLSi from day 56 until at least day 

112 is consistent with formation of layers with a comparable composition to those formed in 

the equivalent MCC-1 experiments (Table 4.2). These hypothesised surface layers may not be 

evident in SEM due to instrument resolution and the lesser thickness generally of ISG surface 

layers compared to MW25 (as observed for MCC-1 surface layer thicknesses in Figure 4.19).  

Residual dissolution continues for both experiments until at least day 112; with no noteworthy 

changes observed in NLi or SEM from 56-112 days. By 224 days of dissolution, most 

observations imply both glasses are in the residual rate regime, however this cannot be verified 

with certainty without further data. Both glasses show a significant increase in NLB
 from 112-

224 days, with the rate of increase particularly high for MW25, however this is not 

hypothesised to be rate resumption. This interpretation is supported by the lack of observed 

zeolite phases (typically associated with rate resumption [43], [248]) and SEM indications of 

alteration layer growth over this time (contrary to the expected alteration loss/damage during 

rate resumption). The high leachant pH (>11) required for zeolite precipitation and rate 

resumption [16], [43] was also not observed in Figure 4.4. Instead, for MW25 at least, 

magnesio-aluminosilicate precipitation is hypothesised to sustain relatively rapid residual 

dissolution rates via silica consumption [31], [54], [262], as observed in MCC-1.  

Within 224 days of experimental duration, the alteration layer hypothesised to have started 

forming on ISG from day 56 of dissolution is now evident in SEM. This layer is highlighted 

by the increased dehydration associated with sample-preparation by this stage; however why 

dehydration is more pronounced can only be speculated. Samples may have been air-dried for 

longer or in more aggressive conditions after test termination (sample drying was uncontrolled 

and variable), or samples may have become increasingly hydrated (pre-drying) with dissolution 

duration. Elucidation of the formation mechanism or identification of this layer is challenging 

due to lack of available EDS and limited observations, however comparisons with layers 

formed in MCC-1 experiments may offer some insight. Comparison of the single layer 

observed in PCT-B with MCC Layer 3 are least plausible given this layer was last-formed and 

had a unique scallop-morphology never observed in PCT-B. Comparison with Layer 2 in 

MCC-1 experiments are supported by the previous hypothesis of this layer’s early formation 

via a process, ion exchange, that would make it highly susceptible to the dehydration observed 
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in PCT-B. However, in MCC-1, Layer 2 appeared darker than pristine glass in BSE - which 

was not observed for PCT-B. Instead, MCC-1 Layer 1 was of comparable greyscale to the 

pristine glass, however this layer occurred only in tandem with a second layer which was never 

seen in PCT-B. Furthermore, Layer 1 in MCC-1 was consistently thicker than Layer 2, so why 

Layer 2 would now, in PCT-B, be thicker or more readily observed remains unclear. EDS and 

NLi
 data are unable to provide further insight: EDS of MCC-1 Layers 1 and 2 indicate a 

predominantly aluminosilicate composition (consistent with NLSi and NLAl PCT-B decreases), 

with the only notable difference being the greater zirconium content of Layer 1. However, in 

PCT-B, NLZr shows no consistent trend from the onset of hypothesised layer formation. In 

summary, if this layer is not solely the result of variable sample preparation then it appears 

most comparable to Layer 1 or 2 in MCC; however any comparison is at-best speculative.  

MW25 shows multiple notable features in SEM by 224 days. The first is a ~5 μm thick surface 

layer which appears fibrous (‘fluffy’) and darker than pristine glass (in BSE). This magnesio-

aluminosilicate layer appears comparable to the hypothesised precipitate layer (Layer 1) 

formed in MW25 MCC-1. Both have a similar mineral habit, magnesium enrichment, and 

chemical composition. Geochemical modelling again indicates saponite precipitation is 

possible from day 7 onwards, with potential nontronite precipitation from day 28 onwards. As 

previously stated, the precipitation of these phases can explain the rapid residual dissolution 

rates, as the dissolution driving force is increased by consumption of silicon and magnesium 

[12], [224], [240]. Identification of the brighter dendritic forms within this precipitate layer is 

more challenging owing to their size, absence in post-dissolution XRD, and the lack of EDS 

data. However, geochemical modelling indicates manganese, iron and zirconium-containing 

phases become increasingly saturated beyond 28 days of dissolution and rare-earth/Zr 

phosphates have previously been identified during aqueous Magnox glass dissolution [31], 

[91].  

The arcuate depleted zones surrounding near-surface spinel crystallites in MW25 are also 

notable in 224 day dissolved samples. The magnesium, sodium and silicon depletion in these, 

as well as their delayed formation, implies formation via dissolution. Similar preferential 

dissolution around crystallites has been observed in previous HLW glass corrosion studies 

[236]; however explanations are elusive. Multiple possibilities exist: crystallite formation may 

have locally depleted the glass in network forming/strengthening elements (e.g. Fe), or 

crystallite dissolution may have generated local leachate zones that were more aggressive to 

glasses. However, no chemical variation in the glass surrounding the crystallites was noted pre-

dissolution, and spinel phases are relatively durable [51], [228], [229], so should minimally 

influence local leachate chemistry. Alternatively, the crystallite/glass boundary may have 

contained more dangling bonds and structural defects than elsewhere in the glass; or crystallite 

formation may have increased localised glass stresses, thereby promoting dissolution. 

However, glass/spinel grain boundary effects have previously been considered minimal [51], 

[228], [229] and samples were annealed to minimise stresses post-casting. Regardless of their 

cause, the overall effect of these features is likely low given their rarity (<5 % of sample 

volume), particularly at powder surfaces. However, they may offer insight into formation of 

the scalloped boundary observed in MCC-1. Alteration layers may contain crystallites or local 

precipitate clusters [60] which may promote dissolution of the underlying glass in a comparable 

way to the spinel in MW25 PCT-B experiments. This localised dissolution requires further 

investigation to establish the causes and magnitude of any effects.  
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4.4. Summary 
Glasses formulated to simulate the behaviour of nuclear waste glasses have been dissolved in 

simplified aqueous conditions via the MCC-1 and PCT-B procedures. Dissolution rates and 

alteration products were found to differ, both between glasses and between test methods.  

In MCC-1 experiments, MW25 likely dissolves more rapidly than ISG during the initial 

dissolution period, however an anomalous datapoint may mask this trend (Figure 4.26). In this 

period (“Stage I”) behaviour is associated with formation, via interdiffusion and ion exchange, 

of two sodium-depleted layers in each glass within 28 days of dissolution. The outer of these 

layers is notably enriched in magnesium for MW25, with the equivalent outer layer for ISG 

showing a zirconium enrichment. Both glasses develop an additional third layer within 56 days. 

For ISG this new innermost layer is compositionally comparable to its neighbouring sodium-

depleted layer, though now with a distinctive scallop-morphology. For MW25, this third layer 

compromises crystalline smectites (probable saponites/nontronites) formed at the leachate 

interface. The scalloped boundary of altered layers with pristine glass for ISG is thought to 

result from localised attack comparable to that which forms the ‘finger’-like morphology 

between pristine MW25 glass and the alteration layer. “Stage II” behaviour is achieved within 

224 days of alteration for both glasses. Rapid (residual) dissolution rates for MW25 over this 

period are linked to consumption of elements from the leachate in order to precipitate the 

aforementioned clays. These magnesio-aluminosilicate minerals did not form on ISG 

potentially because this glass composition lacks the required magnesium for their formation. 

Rate resumption (“Stage III”) was not observed for either glass, however ISG alteration layers 

show evidence of significant instability and restructuring between 468-672 days of dissolution 

and the rapid residual rates shown by MW25 could be interpreted as rate resumption if NLB 

values were the exclusive consideration.  

 
Figure 4.26. Comparison of dissolution rates (calculated using NLB data) for ISG (green) and 

MW25 (pink) in both MCC-1 (left; solid bars) and PCT-B (right; striped bars) experiments. 

Note that MCC-1 initial rates calculated for ISG from 28-112 days appear anomalous (faded) 

relative to the more-reliable (unfaded) rates calculated from 28-56 days.  

In PCT-B experiments, initial dissolution appears again more rapid for MW25 than ISG (Figure 

4.26). Neither glass shows persuasive evidence of alteration layer formation for at least the first 

56 days, however leachate pH increases and normalised mass losses indicate dissolution via 

the expected “Stage I” behaviour (interdiffusion and ion exchange) and alteration layers may 

be below the achievable instrument resolution. This may have formed a hydrated layer which 

readily fractured during sample preparation (drying) of both glasses. Solution data imply 

alteration product formation and “Stage II” dissolution behaviour for both glass compositions 
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from 56 days onwards. Higher residual dissolution rates for MW25 than ISG over this time are 

hypothesised to, again, result from precipitation of saponite clay products in MW25 but not 

ISG. These clay alteration products were observable in SEM by 224 days of dissolution, the 

same time at which alteration layers on ISG are hypothesised to also become evident at the 

available resolution. Preferential glass dissolution was observed surrounding spinel crystals 

within MW25 samples, however the cause of this can only be speculated. Interpretations of 

rate resumption for either glass were not supported by pH or SEM observations, however as 

for MCC-1 experiments, this cannot be categorically rejected without longer term dissolution 

data.  

Overall, the aqueous dissolution behaviours of ISG and MW25 are partially comparable albeit 

with some notable and potentially significant differences. Both glasses dissolve via the same 

expected mechanism, with transitions between the stages of this occurring at approximately the 

same times. However, the alteration products formed during these stages differ depending on 

the elemental constituents of the parent glass. The rates of dissolution during these stages also 

differ: a probable result of the differing alteration product development. These differences may 

limit the value of ISG in studies seeking to elucidate the dissolution of UK nuclear waste glass. 
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5. The Role of Magnesium in Basaltic Glass 

Dissolution  
5.1. Introduction  

A comprehensive understanding of the impact of magnesium on glass dissolution processes 

and rates is crucial if scientists and engineers are to prove the safety case for geological disposal 

of the UK’s HLW. Without this, the UK may see limited benefit from the international 

knowledge accrued on the dissolution of other HLW glasses, which are typically lower in this 

element, as international comparisons will remain overshadowed by uncertainty concerning the 

effect of magnesium on any observed trends. Elevated magnesium contents are already 

hypothesised to limit UK HLW glass durability [52], [53], however, the mechanistic causes 

and the magnitude of this effect requires further research. 

Natural ‘analogue’ glasses offer useful insight into long-term durability in both natural and 

laboratory environments. Basaltic glasses are considered some of the most useful glasses for 

this purpose [151], however the role of magnesium in the dissolution of basaltic glasses remains 

poorly understood. 

To gain insight into this, basaltic glasses with a variable magnesium to calcium ratio have been 

synthesised and dissolved (in pure water) via the methodology outlined in Chapter 3. MCC-1 

experiments, utilising glass monoliths, were completed on the mid- and end-members of the 

basaltic glass series; with PCT-B experiments conducted on all synthesised basaltic glasses 

including the intermediary compositions. This chapter presents a comparison of the 

undissolved glasses, their dissolution rates and behaviours and the alteration layers developed 

during dissolution. A comparison and discussion of the reliability of results from the differing 

test methodologies is also offered.  
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5.2. Results 

5.2.1. Pristine glass characterisation  

SEM-EDS 

Micrographs of all samples prior to their dissolution (but after their mounting in epoxy resin) 

shows all glasses to be uniform and homogenous (Figure 5.1). All powders appear equally 

highly fractured and fragmented within a 1-3 μm perimeter of their surface.  

 
Figure 5.1. BSE images of samples prior to dissolution. 30Ca70Mg and 70Ca30Mg samples, 

(only prepared as powders) not shown for brevity, but exhibit surface fracturing as above.  

 

Acid-digest & ICP-OES 

Pristine glass compositions, as measured via external acid-digest & ICP-OES are stated in 

Table 5.1. All were within tolerance of the ‘target’ (batched) compositions shown in brackets. 

Mol. % 0Ca100Mg 30Ca70Mg 50Ca50Mg 70Ca30Mg 100Ca0Mg 

SiO2 55.5 (53.3) 55.06 (53.3) 54.7 (53.3) 56.95 (53.3) 55.86 (53.3) 

Al2O3 9.13 (9.4) 9.2 (9.4) 7.62 (9.4) 8.27 (9.4) 7.9 (9.4) 

Fe2O3 4.56 (4.4) 4.43 (4.4) 4.56 (4.4) 4.37 (4.4) 4.51 (4.4) 

Na2O 3.08 (2.8) 3.01 (2.8) 3.26 (2.8) 2.94 (2.8) 3.05 (2.8) 

Li2O 1.81 (2.2) 1.75 (2.2) 1.81 (2.2) 1.74 (2.2) 1.78 (2.2) 

CaO 0.36 (0) 8.12 (7.8) 11.8 (10.8) 17.04 (18.2) 24.8 (25.9) 

MgO 23.44 (25.9) 16.34 (18.2) 14.13 (15.1) 6.67 (7.8) 0 (0) 

P2O5 0.08 (0) 0.08 (0) 0.09 (0) 0.08 (0) 0.12 (0) 

SrO 0.35 (0.2) 0.34 (0.2) 0.36 (0.2) 0.33 (0.2) 0.34 (0.2) 

MnO 0.16 (0.1) 0.15 (0.1) 0.16 (0.1) 0.15 (0.1) 0.15 (0.1) 

TiO2 1.53 (1.4) 1.5 (1.4) 1.51 (1.4) 1.45 (1.4) 1.49 (1.4) 

Table 5.1. Compositions, as measured (and as batched, in parathesis) in oxide molar percent, 

of basaltic glasses. Errors not originally stated, but assumed to be circa ±3%.  
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XRD 

Figure 5.2 shows XRD of the synthesised basaltic glasses prior to their dissolution. A region 

of diffuse scattering is evident from 15 to 40 °2θ. In addition to this, higher magnesium glasses 

(0Ca100Mg and 30Ca70Mg) also show evidence of narrower, though not sharp, peaks at circa 

36, 44 and 63 °2θ. The intensity of these peaks decreases with decreasing magnesium content.  

 
Figure 5.2. XRD patterns of the pristine basaltic glasses, with variable Mg:Ca contents, 

synthesised in this study.  

 

Raman  

Raman spectra (Figure 5.3) from all glasses show two broad peaks centred around 510 cm-1 

(with a width of circa 280 cm-1) and centred around 970 cm-1 (with a slightly larger width at 

circa 330 cm-1). In higher magnesium glasses (Ca:Mg ≥ 70:30) these broad peaks appear 

subdued due to the presence of a more dominant peak at 672 cm-1 (with a width of ~150 cm-1). 

High magnesium glasses also show low intensity peaks at 320 and 460 cm-1, both with widths 

of circa 100 cm-1.  

 
Figure 5.3. Raman spectra of pristine basaltic glass series containing variable Mg:Ca.  
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5.2.2. pH 

Figure 5.4 shows the evolution of leachate pH in basaltic glasses dissolved via the PCT-B and 

MCC-1 methodologies. Error bars indicate measurement repeatability error (standard deviation 

between triplicate samples), not the instrument error which some users estimate to be as large 

as one pH unit (Colleen Mann, personal communication). Trends in the pH of blank vessels 

are as described in Section 4.2.2, but are also shown here for completeness.  

In MCC-1 experiments, leachate pH appears high (pH 9.0 to 9.5) for the first 28-56 days, before 

falling modestly (to pH 8.5 to 9) for the remainder of the test. A compositional dependency 

may also be evident: in most cases the 100Ca0Mg and 0Ca100Mg leachates have the highest 

and lowest mean pH values respectively. This implies a negative correlation between leachate 

pH and magnesium content of the pristine basaltic glass. However, exceptions to this occur at 

the 468 and 672 day timesteps where the 50Ca50Mg leachate appears to have an anomalously 

low and high pH respectively.  

PCT-B leachates may show a similar trend, with a higher pH (8.5 – 9.5) for the first 14 days 

falling to lower (pH 8 - 8.5) values from 14 to 112 days. Leachate pH may then re-rise (to 8.5 

– 9) by day 224. No consistent trend with magnesium/calcium ratio is evident: at a given 

timestep all values are approximately within error and mean values show no trend.  

 

 
Figure 5.4. pH measurements of blank (below) and experimental (above) leachates derived 

from MCC-1 (left) and PCT-B (right) experiments of the basaltic glass series.  
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5.2.3. Normalised mass losses 

Normalised mass loss (NLi) values calculated for MCC-1 and PCT-B experiments are shown 

in Figure 5.5 and Figure 5.6 respectively. Values for some elements (Fe, K, Mn, Ti) are omitted 

for brevity, but only where normalised mass loss values for the element are less than 0.5 g m-2 

for all samples and for the entire experiment duration. Lithium, sodium and silicon typically 

show similar trends in these data, so are described together below.  

In MCC-1 experiments lithium, sodium and silicon normalised mass losses generally show an 

approximately logarithmic increases with dissolution duration until 468 days of dissolution. 

Beyond this, NLi
 values for these elements appear to decrease, particularly for the end 

members. However this NLi decrease is notably dependant on a single timestep (672 days), so 

may lack significance. Compositional dependencies are consistent and clear in NLLi, NLNa and 

NLSi values: for a given timestep, and where values are not within error of each other, 

0Ca100Mg consistently shows the largest normalised mass losses, with 100Ca0Mg having the 

lowest.  

In contrast, NLAl decreases with dissolution duration for all compositions, though with an 

approximately exponential decrease for 0Ca100Mg basaltic glasses and an approximately 

linear decrease for 100Ca0Mg samples. NLNa values for the latter samples (100Ca0Mg) are 

also approximately twice those for 0Ca100Mg and 50Ca50Mg glasses. Magnesium, where 

present, shows a decrease in normalised mass loss with duration – with an approximate inverse 

logarithm trend for 0Ca100Mg and 50Ca50Mg (if the first two timesteps are ignored as outliers 

for the latter composition). Normalised mass loss of strontium and phosphorous remains low 

but constant until the final (672 day) timepoint, where NLSr sharply rises for 100Ca0Mg and 

NLP sharply increases for 0Ca100Mg.  

In PCT-B experiments NLLi, NLNa and NLSi again all show similar trends: values appear 

constant for all composition between 7-14 days (for NLLi) or between 7-56 days (for NLNa) 

before increasing approximately linearly for the remainder of the test duration. For NLLi values, 

the rate of this increase appears to be compositionally-dependent, with high/mid magnesium 

compositions (0Ca100Mg, 30Ca70Mg, 50Ca50Mg) showing the largest rate of increase. These 

compositions also consistently show higher normalised mass loss values for a lithium, sodium 

and silicon at a given timepoint than lower magnesium glasses (70Ca30Mg, 100Ca0Mg). 

However this compositional dependence is less clear in the NLSi and NLNa data where all values 

are within error for a given timestep.  

The trend of high/mid magnesium compositions (0Ca100Mg, 30Ca70Mg, 50Ca50Mg) 

showing the largest normalised mass losses, holds similarly true for NLP values. However, for 

NLSr this compositional-dependency trend appears reversed: the highest magnesium glass 

(0Ca100Mg) consistently has the lowest NLSr. Compositional dependency of the NLMg and 

NLCa data is undiscernible as most values are within error of each other.  
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Figure 5.5. Normalised mass loss values calculated for the MCC-1 experiments completed on 

basaltic glasses with a range of MgO:CaO ratio.   
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Figure 5.6. Normalised mass loss values calculated for the PCT-B experiments completed on 

basaltic glasses with a range of MgO:CaO ratio.  
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5.2.4. SEM EDS analysis  

MCC-1/BSE  

Figure 5.7 shows representative SEM-BSE images from each basaltic glass composition at 

each MCC-1 timestep. To aid comparison all images were taken at an identical magnification 

and are from areas which are relatively unaffected by vermiform features (see Chapter 6). 

All compositions, at all timesteps, show the presence of a surface layer of variable thickness. 

This layer is highly heterogenous, varying considerably across even a single monolith. The 

layer is occasionally broken into block-like segments by fractures that are approximately 

perpendicular to the surface. In places, this surface layer can cleave into sub-layers (Figure 

5.8): with two layers evident by 28 days and three layers emerging after 468 days. These sub-

layers are frequently separated by a (layer of) fluffy material, and are evident in both 

100Ca0Mg and 50Ca50Mg glasses. The epoxy-filled void that separates the alteration layer 

from the pristine glass and the sub-layers from each other is presumed to arise during sample 

preparation and as a result of dehydration shrinkage.  

The surface layer is also highly heterogeneous in greyscale intensity, as indicates internal 

compositional non-uniformity. Though the bulk surface layer is typically of similar greyscale 

intensity to the unaltered glass, a ‘brighter’ sub-layer (Figure 5.9) within this is also evident. 

This bright region, typically of 0.5-2 µm in thickness, is evident within the surface layer 

developed on 0Ca100Mg and 50Ca50Mg basaltic glasses by 112 days of dissolution. This sub-

layer is particularly evident within vermiform features where it is typically centrally located 

within the features. Away from these areas, the layer may be located proximally to either layer 

surface: near the contact with the leachate or nearest to the pristine glass (e.g. compare 

0Ca100Mg at 468 and 672 days in Figure 5.7).  

Resting atop this layer, situated at the layer/leachate interface during dissolution, are less 

sharply-defined globular, equant, acicular, fibrous or bladed occurrences (Figure 5.10). These 

are evident after 56 days of dissolution in all compositions and generally become larger and 

more numerous with dissolution duration. Though noted to occur in all compositions, these 

precipitates may be marginally more abundant in high-magnesium glasses; however a 

statistical comparison to verify this has not been completed.  
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Figure 5.7. Representative SEM-BSE images of a cross section made through basaltic glass 

monoliths (with variable Mg:Ca ratios) after dissolution via the MCC-1 procedure. All images 

are 115um across, with the pristine glass oriented towards the bottom of the image.  

 

 
Figure 5.8. SEM-BSE images to show cleaving of the surface layer evident in 50Ca50Mg and 

100Ca0Mg basaltic glasses after dissolution via the MCC-1 procedure for various durations. 

Glass composition and dissolution duration specified in text insets.  

2
8
 

5
6
 

1
1
2
 

2
2

4
 

4
6
8
 

6
7
2
 

100Ca0Mg 50Ca50Mg 0Ca100Mg 
D

is
so

lu
ti

o
n

 d
u

ra
ti

o
n

 (
d

a
y
s)

 
Basaltic glass composition 

100Ca0Mg 

28 days 

50Ca50Mg 

112 days 
50Ca50Mg 

224 days 

50Ca50Mg 

672 days 

10 μm 

15 μm 

30 μm 40 μm 

15 μm 
50Ca50Mg 

56 days 

50Ca50Mg 

468 days 40 μm 



 92 

 

 

 
Figure 5.9. SEM-BSE images of ‘brighter’ sub-layer (arrowed in red) within the surface 

layer (bound by yellow arrow) developed on basaltic glasses, with variable Mg:Ca, after 

dissolution via the MCC-1 procedure 

 

 

 
Figure 5.10. SEM-BSE images of particles (arrowed) resting atop the more continuous surface 

layer developed on all glass compositions after > 56 days of dissolution via MCC-1. 
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MCC-1/EDS 

The unprocessed composition of surface layers measured on all basaltic glass composition at 

all timesteps are presented in Table 5.2a-c. All layers comprise silicon, iron, aluminium and 

titanium, whilst the layer developed on the end-member glasses also contain their calcium or 

magnesium constituent and the mid-member contains both. Sodium content was negligible. 

  

a) 100Ca0Mg            Element weight% 
 56 days 112 days 468 days 672 days 

Si 14.1 (0.6) 15.6 (0.7) 23.6 (1) 12.1 (0.5) 

Fe 20.4 (0.6) 13.9 (0.4) 3.4 (0.1) 12.1 (0.4) 

Mg 0.2 (0) 0.3 (0) 0 (0) 0.8 (0.1) 

Al 5.6 (0.3) 6.6 (0.3) 6.4 (0.3) 5.2 (0.3) 

Ti 2.7 (0.1) 2.3 (0.1) 0.9 (0.1) 1.3 (0.1) 

Ca 7.7 (0.3) 9.6 (0.3) 3 (0.1) 4 (0.1) 

Na 1 (0.1) 0.7 (0.1) 0.2 (0) 0.8 (0.1) 

 

b) 50Ca50Mg            Element weight% 

 56 days 112 days 224 days 468 days 672 days 

Si 10.2 (0.4) 16.6 (0.7) 15.9 (0.7) 18.7 (0.8) 17 (0.7) 

Fe 13.9 (0.4) 10.5 (0.3) 18.1 (0.6) 16.4 (0.5) 13.2 (0.4) 

Mg 5.8 (0.3) 6.9 (0.4) 5.3 (0.3) 7.9 (0.4) 3.9 (0.2) 

Al 5.6 (0.3) 8.4 (0.4) 6.3 (0.3) 7.5 (0.4) 6.1 (0.3) 

Ti 0.5 (0) 1.8 (0.1) 2.3 (0.1) 2 (0.1) 1.6 (0.1) 

Ca 1.6 (0.1) 1.8 (0.1) 4.4 (0.2) 3.1 (0.1) 4.6 (0.2) 

Na 0.2 (0) 0.7 (0.1) 0 (0) 0.4 (0) 0.3 (0) 

 

c) 0Ca100Mg            Element weight% 
 56 days 112 days 224 days 468 days 672 days 

Si 15.8 (0.7) 16.1 (0.7) 13.6 (0.6) 18.4 (0.8) 12.8 (0.6) 

Fe 14.8 (0.5) 18.5 (0.6) 14.5 (0.4) 20.9 (0.6) 20.1 (0.6) 

Mg 9.3 (0.5) 7.3 (0.4) 9 (0.5) 8.5 (0.5) 6.6 (0.4) 

Al 10.5 (0.5) 7.2 (0.4) 8.5 (0.4) 9.3 (0.5) 7.3 (0.4) 

Ti 2.5 (0.1) 3.9 (0.1) 3.1 (0.1) 2.8 (0.1) 2.9 (0.1) 

Ca 0.3 (0) 0.1 (0) 0 (0) 0.3 (0) 0.1 (0) 

Na 0.5 (0.1) 0.8 (0.1) 0.3 (0) 0.2 (0) 0.3 (0) 

Table 5.2. SEM-EDS estimated compositions of the surface layers developed during MCC-1 

testing of basaltic glasses with variable magnesium/calcium contents: 100Ca0Mg (a, top 

table), 50Ca50Mg (b, middle table) and 0Ca100Mg (c, bottom table).Values stated are mean 

elemental weight percent, as measured from two or more locations, and the standard deviation 

on this mean (in parentheses).  
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Figure 5.11 shows surface layer compositions recalculated as a proportion of elemental 

abundances in each respective pristine glass. All surface layers were enriched in titanium and 

iron; with a depletion in silicon. No consistent trends with dissolution duration were noted, and 

compositional dependencies appear weak. Titanium enrichment was marginally more 

pronounced in high-magnesium glasses (Ti enriched by a factor of 2-4 in 0Ca100Mg, compared 

to an enrichment factor of two for 50Ca50Mg and a factor of 2-3 for 100Ca0Mg). Iron was 

enriched by a factor of circa two in 0Ca100Mg and 50Ca50Mg glasses, and by a factor of 2-3 

in magnesium-free glasses. Silicon, on average (across all compositions/timesteps), was 

depleted by ~70% relative to parent glass compositions.  

Aluminium was present in all layers in quantities comparable to parent glasses (100 ± 30%). 

Where present in the parent glass, magnesium appears in the surface layer in quantities 

comparable to parent glasses (100-110%) for 0Ca100Mg glasses but in larger quantities (100-

200%) for 50Ca50Mg glasses. Sodium was on average present in quantities 30% of the parent 

glass (though this ranged from sodium-free to 70% of pristine glass values).  

 

 
Figure 5.11. Surface layer compositions, as outlined in Table 5.2, recalculated as a proportion 

of the pristine glass: 100Ca0Mg (top left), 50Ca50Mg (bottom) and 0Ca100Mg (top right). 

Note that 100Ca0Mg glass contains no magnesium. 
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EDS maps of the ‘bright’ sub-layer observed in BSE reveal this to be further enriched in iron 

and titanium (Figure 5.12). Compositional quantification of this sub-layer was not possible 

owing to its slender nature and limited imaging resolution, however line scans (Figure 5.13) 

imply this region may contain up to 300% of the Fe and Ti content of the pristine glass 

(compared to ~200% of pristine values for the surface layer more generally). Figure 5.13 also 

indicates that there may be an additional sublayer, closest to the outer-edge of the main layer. 

This second sub-layer can be defined by a modest (~0.25%) enrichment in aluminium and 

magnesium relative to the surface layer as a whole.  

 

 
Figure 5.12. SEM-EDS map of a 0Ca100Mg basaltic glass monolith dissolved for 672 days. 

Note the presence of a thin Fe- and Ti-rich sub-layer proximal to the surface layer/pristine 

glass interface. Dashed arrow shows location of linescan shown in Figure 5.13.  

 

 

 
Figure 5.13. SEM-EDS line scan across the 672 day dissolved 0Ca100Mg basaltic glass 

monolith shown in Figure 5.12. Note the presence of a thin sublayer containing 250 - 300 % 

of the Fe and Ti content of the pristine glass. 

 

 

EDS of the particles resting atop this layer (Figure 5.14) show these to be highly enriched in 

aluminium relative to the parent glass. SEM-EDS maps further reveal that these particles can 

penetrate into the surface layer. As well as aluminium, particles contain appreciable iron, 

silicon, magnesium and titanium in quantities estimated in Table 5.3.  
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Figure 5.14. SEM-EDS image of a 50Ca50Mg basaltic glass monolith dissolved via the MCC-

1 methodology for 112 days to show the aluminium enrichment and elemental contents of 

surface particles (arrowed in red).  

 

Element Wt. % (SD) 

Al 14.02 (0.7) 

Si 4.44 (1.06) 

Fe 4.63 (2.06) 

Mg 1.46 (0.93) 

Ti 0.27 (0.15) 

Table 5.3. Composition of particles shown in Figure 5.14. These particles are approximately 

representative of all other similar particles.  

 

PCT-B/BSE 

Figure 5.15 shows representative images from each basaltic glass composition dissolved via 

PCT-B. No continuous surface layer was observed on any composition, at any dissolution 

duration. Powders remain highly fractured, as also observed for pristine (undissolved) samples 

(Figure 4.1). Fractures are now also occasionally filled by fine fragments of a lower contrast 

(‘darker’) material, which also appears on some powder surfaces as shown in Figure 5.16. 

These particles are never present in laterally continuous layers thicker than 1 μm (the 

approximate resolution of EDS imaging). Aside from these darker discontinuous surface (or 

fracture-filling) layers, on some particles a discontinuous surface layer (~1-3 μm in width) was 

observed with a greyscale comparable to that of the glass is (Figure 5.17). 

 

PCT-B/EDS 

EDS of PCT-B powders revealed no significant compositional variation towards exposed 

surfaces and no compositionally significant features at the achievable resolution.  
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Figure 5.15. SEM-BSE images of a basaltic glass samples after dissolution via PCT-B. 
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Figure 5.16. SEM-BSE images showing ‘darker’ material than the pristine glass in fractures 

(arrowed in red) and on surfaces (arrowed in yellow) of dissolved PCT-B powders from 

various timesteps and in various basaltic glass compositions.  

 

 

 

Figure 5.17. SEM-BSE images showing rare thin surface layer (arrowed in blue), with a 

similar greyscale to pristine glass, on some basaltic glasses (identified in inset text).   
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5.2.5. MCC-1 surface layer thickness analysis  

Results from the analysis of surface layer thickness via the method outlined in Chapter 6 are 

shown in Figure 5.18. Low magnesium samples consistently have the lowest layer thicknesses, 

with this layer remaining approximately the same thickness (0.8 – 1.8 μm) for the entire test 

duration. The highest magnesium samples (0Ca100Mg) typically have the thickest surface 

layers, with this thickness increasing approximately logarithmically or potentially linearly to 

~10 μm after 672 days of dissolution. The 50Ca50Mg samples typically have intermediate 

thicknesses, however the thickness of this layer is closer to (and often within error of) the 

magnesium-free end member. These 50Ca50Mg samples also show relatively constant surface 

layer thickness (of 1.5 to 2.6 μm) with dissolution duration. This implies that after formation, 

further growth of the surface layer only occurs when the pristine glass contains magnesium and 

does not contain calcium.  

 
Figure 5.18. Observed trends in surface layer thickness in SEM-BSE images taken following 

of basaltic glass dissolution via the MCC-1 procedure.  

5.2.6. XRD 

XRD of basaltic glasses dissolved via the PCT-B method for 224 days (Figure 5.19) show the 

same broad peaks and region of diffuse scattering as observed in undissolved glasses (compare 

to Figure 3.1). No new peaks of features were observed in any post-dissolution XRD.  

 
Figure 5.19. XRD of variable Mg:Ca basaltic glasses after 224 days of PCT-B dissolution. 
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5.2.7. XCT 

MCC 

In some localities, a surface layer was observed to have detached from the dissolved basaltic 

glass monoliths in XCT images (Figure 5.20). This layer was similarly or occasionally slightly 

less attenuating than the ‘parent’ glass, implying it was a similar if not lower density than the 

glass itself. Only a single basaltic glass composition (50Ca50Mg) was studied in XCT, so no 

compositional dependency in alteration layers properties can be determined from these data.  

 
Figure 5.20. XCT of a 50Ca50Mg basaltic glass monolith dissolved via the MCC-1 procedure 

for 672 days. Note the surface layer (arrowed in red).   

 

PCT 

No significant surface features were observed in XCT of dissolved PCT-B powders (including 

those dissolved at elevated temperatures of 90 °C for almost one year, as in Figure 5.21). No 

alteration layers were found and no evidence of significant fracturing at the grain edges (as 

observed in SEM) was observed. In some datasets a subtle increase in attenuation (i.e. an 

increase in voxel brightness and inferred density) may be tentatively observed towards particle 

surfaces, however this is extremely subtle and is interpreted as a phase-contrast-like artefact.  

 
Figure 5.21. XCT of 50Ca50Mg basaltic glass dissolved for 353 days via the PCT-B procedure 

at 90 °C. A similar lack of notable features was observed in all other scanned PCT-B samples.  

  

100 μm 100 μm 100 μm 100 μm 

100 μm 100 μm 100 μm 50 μm 
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5.3. Discussion of Results  

5.3.1. Pre-dissolution characterisation  

XRD shows all glasses to be predominantly amorphous prior to dissolution. However, both 

XRD and Raman data imply the presence of an additional (partially-)crystalline component in 

magnesium-rich glasses. Analysis of Raman and XRD data (Figure 5.22) imply this component 

may be a pyroxene-type mineral similar to diopside.  

 
Figure 5.22. Comparison of undissolved 0Ca100Mg basaltic glass and diopside in XRD (left) 

and Raman spectroscopy (right).  

The dominant Raman peak evident at 675 cm-1 is commonly associated with the Si-O bending 

mode (at 600 ± 90 cm-1) and/or the Si-O stretching modes (at 650-750 cm-1) of bridging oxygen 

atoms in pyroxene minerals [263], [264]. Though this is not the highest intensity peak typically 

evident in Raman of pyroxenes, relative peak intensities of the basaltic glass samples may be 

distorted by the more dominant amorphous contribution resulting from the glass. Similarly, 

otherwise sharp crystalline peaks evident in XRD and Raman data may be broadened by the 

limited crystallinity of this additional phase.  

Pyroxenes (including diopside) have similarly been observed in XRD of the geological basaltic 

glass used as ‘base-glass’ herein [265]. Glass-ceramics containing diopside, known as sitalls, 

are also commonly used as an inexpensive though durable construction materials derived from 

blast furnace slags [266]. These minerals may be unresolvable in pre-dissolution SEM images 

owing to their limited size, as has also been noted to occur in electron microprobe analysis of 

other basaltic glasses containing pyroxenes [267].  

The presence of this mineral, even in micro-crystalline form, may affect dissolution rates. 

However, the low peak intensities suggest that the amount of crystalline material present is 

very small and thus its affect is also likely to be small.  

The significant damage observed around the perimeter of undissolved (Figure 4.1) and 

dissolved (Figure 5.15) powder samples must result from sample preparation and not 

dissolution. As for HLW glasses (Section 4.3.1), this may have arisen during powder 

production (by percussion) and/or during epoxy-mounting (involving potentially abrasive 

mixing). XCT data of powders which were produced via the same method but were not 

mounted in epoxy showed no surface fracturing, supporting the hypothesis that these features 

must result from the epoxy mounting process.    
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5.3.2. MCC-1 experiments  

Observed trends in the pH data (Figure 5.4) are to be expected for dissolution of glasses 

containing appreciable alkali/alkaline elements. During the initial stage of glass dissolution, 

these ions are rapidly released into the leachate, increasing its pH, in order to preserve charge 

neutrality as water species diffuse into the glass. This pH rise can be inferred from pH data if 

it is assumed that leachant pH prior to dissolution was circa neutral, as expected for pure water. 

This pH is expected to remain high, as observed, as alkali elements remain in the leachate.  

In the normalised mass loss data, sodium values are hypothesised to be a reliable marker of 

glass dissolution given that EDS evidence suggests it is not significantly retained within the 

alteration layer. Furthermore, sodium normalised mass losses show similar trends to lithium 

which is similarly unretained in alteration products. Sodium is also frequently used as a so-

called ‘tracer’ element, in the absence of boron, in other studies [232].  

Based on sodium normalised mass loss data, all basaltic glasses (regardless of magnesium 

content) are interpreted to show the same dissolution behaviour: a period of initial rapid 

dissolution lasting up to 224 days is followed by slower ‘residual’ dissolution that continues 

until the test termination. No rate resumption is observed for any glass. Based on this NLNa 

data and an ‘initial rate’ duration of 224 days, initial and residual dissolution rates can be 

calculated as in Table 5.4 and Figure 5.23. However, these values do not represent true forward 

dissolution rates, given that alteration layers were observed in SEM images of these timesteps, 

and the potential for solution feedback effects. In the latter, the solution chemistry adjacent to 

monolith can be altered by dissolution and this altered solution may impact further dissolution 

and therefore solution chemistry etc. Regardless of this, rates are of comparable magnitude to 

those calculated for basaltic glasses dissolved, via MCC-1, in highly alkaline conditions [60].  

Table 5.4. Dissolution rates (in g m-2 d-1) calculated on the basis of NLNa data and an ‘initial 

rate’ duration of 224 days. Negative rates are effectively zero within experimental uncertainty. 

 
Figure 5.23. Comparison of initial and residual rates calculated for this study. Negative rates 

are considered to be effectively zero within experimental uncertainty.   

 (g m-2 d-1) 

 100Ca0Mg 50Ca50Mg 0Ca100Mg 

Initial  

dissolution rate  

0.0222  

± 0.0065 

0.0344  

± 0.0109 

0.101  

± 0.0202 

Residual 

dissolution rate  

-0.00968  

± 0.00107 

0.00787  

± 0.00127 

-3.28 x 10-4  

± 0.0123 
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These data suggest that increasing magnesium content (and/or decreasing calcium content) may 

increase initial dissolution rates; decreasing glass durability overall. This correlation is widely 

reported in other studies [31], [42], [48], [54], [60], however is more commonly observed at 

higher SA:V (e.g. PCT-B experiments) [64]. 

The observed positive correlation between magnesium content and dissolution rates may result 

from increased propensity for mineral precipitation in magnesium-rich leachates [31], [42], 

[48], [54], [60]. Aluminous hectorites have been identified by other authors as one such mineral 

which is more likely to precipitate more readily with increasing magnesium contents [54]. 

Hectorite is also often observed as secondary alteration product of (crystalline) basaltic lava 

flows [268].  

A greater propensity for precipitation of aluminous minerals, such as aluminous hectorites, in 

magnesium-rich glass compositions may be seen in the normalised mass loss data. NLAl values 

decrease more rapidly and earlier for high-magnesium basaltic glasses and NLMg values also 

imply the consumption of magnesium from the solution, potentially in order to form 

precipitates. Normalised mass loss values for silicon do not show the same decreasing trend 

potentially as the release of silicon into solution, caused by dissolution, is more dominant than 

the consumption of silicon to form precipitates.  

Compositional analysis of the surface particles (via SEM-EDS; Table 5.3), revealed an 

enrichment of aluminium alongside the presence of silicon, iron, magnesium and titanium. This 

would also support the interpretation of hectorite precipitates given the typical compositions of 

this mineral shown in Table 5.5. Similarly, optical observations made during sampling are also 

consistent with aluminous hectorite precipitation: A translucent, white/cream foliated material 

with an earthy to waxy lustre was observed at the waterline of vessels containing 0Ca100Mg 

basaltic glass. This was notably absent in vessels containing lower-magnesium glasses. This 

material conforms to the mineralogical description of hectorite [269], but was not present in 

sufficient quantities and was too delicate to allow XRD or further analysis.  

Oxide Wt. % 

SiO2 53.95 

TiO2 Trace 

Al2O3 0.14 

Fe2O3 0.03 

MgO 25.89 

CaO 0.16 

Li2O 1.22 

Na2O 3.04 

K2O 0.23 

H2O 14.9 

Table 5.5. The composition of (non-aluminous) hectorite [269]. Aluminous hectorite is: 

Na0.52(Mg2.47Li0.12Al0.11Fe0.01M0.29)(Si3.45Al0.55)O10(OH)2, where M = trace cation [54]. 

This hypothesised difference in mineral precipitation propensity with differing Mg:Ca ratios 

may also be evident in SEM data, however insufficient occurrences were observed to allow 

statistical analysis and verification of this. Though geochemical modelling could possibly 

provide support for the formation of this mineral, the solubility product and other relevant data 

for hectorite is absent from many thermodynamic databases, as lamented by other authors 

[270].  
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The precipitation of hectorite or any other mineral requires elemental consumption from the 

solution, glass and/or alteration layer. The latter seems plausible given that EDS quantification 

of surface layer compositions show a subtle decrease in aluminium contents with dissolution 

duration for 0Ca100Mg samples, but not for 100Ca0Mg samples. Such aluminium 

consumption may degrade the alteration layer’s passivation ability and thereby allow the 

greater dissolution rates observed for higher magnesium glasses. As a cross-linking element 

within glass alteration layers  [271]–[273], increased aluminium within the gel layer is known 

to be able to enhance passivation [274]. This may occur as the tetrahedral bonding [62], [273] 

and charge balancing requirements of aluminium in glass alteration layers hinders alkali motion 

through the gel [275].  Decreased aluminium within the alteration layer may also prevent 

restructuring of the altered layer which would otherwise lead to increased passivation [275].  

The silicon required for secondary phase precipitation may also be sourced from the gel layer, 

degrading its passivation ability [61]. Silicon might also be gained from the leachate – 

increasing the chemical driving force for dissolution [42]. The NLSi values actually imply 

higher silicon concentrations in the leachates of high-magnesium (0Ca100Mg) glasses. This 

may be because the increased release of silicon into solution, caused by increased dissolution, 

is more dominant than the consumption of silicon to form precipitates. Silicon may also be 

sourced from the glass itself – directly catalysing its dissolution [31].  

The role of calcium content variability in these experiments must also be considered. The 

decrease in dissolution rates with decreasing magnesium content may result from the 

coincident increase in calcium. Though the role of calcium on glass dissolution is highly 

dependent on alteration conditions [71], studies suggest that in high-pH systems, calcium 

promotes the formation of a protective calcium-silicate film during the initial phases of 

dissolution [71], [276]–[279]. In aluminoborosilicate glasses, increased calcium is similarly 

correlated with decreased residual dissolution rates via the resulting increased propensity for 

calcium-silica gel layer formation [70], [232], [280]. Calcium incorporation into this layer is 

often associated with a gel layer densification (decrease in pore size) and thus increased 

passivation ability [82], [91], [223], [232], [233], [280], [281]. These effects may be evident in 

the present experiments. A calcium-containing film was observed to form within 28 days of 

dissolution (via the MCC-1) of the high-calcium basaltic glass. This layer may be absent in 

other compositions and may be more passivating, thanks to a greater density, than the thicker 

(lower density) alteration layer developed on high-magnesium glasses. 

 

 

  



 105 

5.3.3. PCT-B experiments  

Trends in the pH data for PCT-B experiments (Figure 5.4) are comparable to those observed 

for MCC-1, with an initial rapid rise inferred to occur prior to the earliest sampling duration as 

alkali/alkaline ions are rapidly released into the leachate.  

Continuing the use of sodium or lithium as an indicator of glass dissolution allows assessment 

of the behaviour of glasses dissolved via the PCT-B method. Assuming normalised mass losses 

are initially zero reveals an initial rapid increase, which cannot be characterised due to lack of 

shorter duration experiments, to a plateau. This constant normalised mass loss continues until 

day 56 or day 14 depending on if sodium or lithium is utilised as the ‘tracer’ respectively. 

Beyond this, normalised mass losses then re-increase approximately linearly from 14/56 days 

to the test termination. This behaviour is characteristic of transition from Stage I dissolution 

(forward dissolution rates; from zero to seven days of experiment duration) through Stage II 

(residual rates; from 7 to 14/56 days of dissolution) and into Stage III (resumption rates; from 

14/56 to 224 days of dissolution). This allows the calculation of the rates shown in Table 5.6 

and Figure 5.24.  

  
Dur- 

ation 

100Ca 

0Mg 

70Ca 

30Mg 

50Ca 

50Mg 

30Ca 

70Mg 

0Ca 

100Mg 

NLNa 

residual rate 

7-56 

days 

7.33E-05 5.28E-05 8.69E-05 1.42E-04 7.73E-05 

(7.49E-05) (4.39E-05) (7.07E-05) (5.52E-05) (4.95E-05) 

NLLi 

residual rate 

7-14 

days 

-1.76E-05 -1.20E-04 -7.15E-05 -1.06E-04 -1.51E-04 

(N/A) (N/A) (N/A) (N/A) (N/A) 

NLNa resum-

ption rate 

56-224 

days 

1.76E-04 1.96E-04 5.69E-04 4.10E-04 5.05E-04 

(5.65E-05) (5.29E-05) (4.93E-05) (3.39E-05) (7.44E-05) 

NLLi resum-

ption rate 

14-224 

days 

2.09E-04 2.26E-04 6.20E-04 5.12E-04 8.74E-04 

(2.10E-05) (2.29E-05) (6.73E-05) (5.30E-05) (4.39E-05) 

Table 5.6. Dissolution rates (and errors on these values) calculated on the basis of sodium 

(NLNa) and lithium (NLLi) normalised mass losses in PCT-B experiments. Negative rates are 

considered to be effectively zero within experimental uncertainty. 

 

 

Figure 5.24. Dissolution rates as calculated in Table 5.6. Negative rates are considered to be  

effectively zero within experimental uncertainty.  
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The calculation of differing rates on the basis of sodium than lithium normalised mass losses 

may imply that one or both of these elements is a poor tracer of overall glass dissolution. Lower 

rates calculated on the basis of NLNa compared to rates based on NLLi, as consistently observed 

for resumption rates herein, have also been observed elsewhere [232]. In the latter study, 

lithium was deemed to be more reliable given that rates based on lithium were similar to those 

based on the NLB, which is widely considered more reliable. However, boron cannot be used 

as a benchmark in basaltic glasses. Given the clarity of trends based on lithium and sodium in 

MCC-1 experiments and the compositions of likely precipitates/surface layers discussed 

previously, these elements likely remain the most representatives of overall glass dissolution 

in PCT-B.  

Little to no consistent trend is observed between residual dissolution rates and magnesium-to-

calcium ratio in basaltic glasses, though rates appear highly-dependant on which tracer element 

is used. However the reliability of this data may be questioned given the magnitude of errors 

compared to absolute values (for NLNa data), the reliance on just two data points (for NLLi) 

data and the inconsistencies in Stage II duration depending on tracer element. This high 

uncertainty may aid in explaining why residual rates based on sodium normalised mass losses 

are one to two orders of magnitude lower than the equivalent rates estimated for basaltic glasses 

dissolved via PCT-B in alkaline conditions [60]. Regardless of this, residual rates appear to 

remain at or around zero regardless of magnesium to calcium ratio. This is consistent with 

results from MCC-1, where residual dissolution rates fluctuated around zero (though 

fluctuations in MCC-1 were of two orders of magnitude greater than those in PCT-B) with no 

consistent compositional dependence observed. In terms of absolute values, residual rates for 

PCT-B appear one to two orders of magnitude lower than the equivalent residual rates 

calculated for MCC-1 experiments. This discrepancy has similarly been noted by others [60], 

[82] and occurs in spite of normalisation to the differing SA:V values for both experiments. 

This may result from the lower temperatures used in PCT-B (50°C for PCT-B compared to 

90°C for MCC-1), or may be related to differing feedbacks in both experiments.  

Resumption rates calculated on the basis of NLNa are generally within error of those calculated 

for NLLi (for all except the 0Ca100Mg samples), arguably providing these data a greater 

reliability. These data show a consistent increase in Stage III dissolution rates (decrease in 

durability) with increasing magnesium contents. This is similar to the trend observed more 

clearly and for initial dissolution rates in MCC-1 experiments and is consistent with higher 

NLLi values with increasing magnesium content for any given timestep. Resumption and initial 

rates are known to be comparable to data elsewhere [38], [39], so similar compositionally-

dependant trends are not unexpected.  

The only exception to this negative correlation between magnesium content and basaltic glass 

durability is evident in the 30Ca70Mg sample, which unexpectedly appears modestly more 

durable (with a lower resumption rate) than the 50Ca50Mg composition. Such a subtle trend, 

if true, would not be evident in MCC-1 data where intermediary compositions (30Ca70Mg and 

70Ca30Mg) were not studied. However, this detailed trend may lack significance in PCT-B 

data: with many of the high-magnesium glasses having NLNa values for a given timestep within 

error of each other.  
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Though the similarity with trends in MCC-1 data makes it tempting to invoke similar 

explanative mechanisms for the observed decrease in durability with increasing magnesium 

content, caution is required. Similar results are not necessarily expected given the different 

SA/V ratio of both techniques and the previously-noted reversal of the effect of magnesium 

depending on this (see Figure 2.2). Furthermore, little persuasive evidence exists for the 

presence of alteration layers in these PCT-B experiments.  

The reliability of this PCT-B method must be carefully evaluated given that previous studies 

have noted intended SA/V values may differ from the achieved SA/V in these tests [53]. This 

may arise due to particle agglomeration during testing, as noted by many other investigators 

[64], [232], [236] and as may be under-reported given it can be noted purely anecdotally [53]. 

This effect was likely significant in the present study, where powders were observed to have 

coalesced into a solid puck mirroring the size/shape of the test vessel upon drying post-

dissolution. This agglomeration may result from the growth of secondary alteration products 

(including precipitates or gel layers) between particles [53], [236].  

Such particle agglomeration will partially-invalidate normalised mass loss data. The reduced 

surface area exposed to the leachate, relative to the intended surface area, would result in lower 

dissolution rates and normalised mass losses [232]; as the available surface for attack is reduced 

and both values are normalised to SA/V values which are assumed to be higher than they truly 

are. This effect is hypothesised to be the dominant source of NLi error in other PCT-B tests 

[64] and may explain why the present data is order of magnitude lower than that in [60]. Particle 

agglomeration may also hinder equilibration of interstitial water with the bulk leachate as 

intergranular porosity is reduced [53].  

Particle adhesion may also explain the conspicuous absence of alteration layers in SEM data. 

The majority of imaged particles may have been within the core of the adhered mass, 

inaccessible to the bulk leachate. Furthermore, any alteration products developed before 

appreciable agglomeration or on exposed particles may have been disintegrated and removed 

during particle separation post-dissolution. This destructive process may have also disturbed, 

displaced or destroyed the secondary precipitates expected given the inferred rate resumption 

(typically associated with zeolite precipitation [16], [41]). Such damaged alteration layer 

fragments may explain the finely fragmented particles observed on grain surfaces/in fractures 

in Figure 5.16. 

Though undocumented, speculated variability in the degree of agglomeration with magnesium 

content may further complicate result interpretation. Other studies imply particle 

agglomeration may be more problematic in calcium-rich solutions [53], [232], [253], implying 

lower magnesium basaltic glasses, with their corresponding higher calcium contents, may be 

more adversely affected by particle agglomeration than their higher magnesium counterparts. 

This could result from the morphology of the secondary precipitates developed: calcium-rich 

precipitates including Calcium-Silicate-Hydrates (C-S-H phases) may have longer more 

fibrous habits that are more prone to agglomeration than the equivalent Magnesium-Silicate-

Hydrate (M-S-H) phases [60], [82].  
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5.4. Summary  
Basaltic glass generally exhibits a dissolution behaviour dependant on experimental conditions. 

In monolith tests at high temperature and low SA/V values (MCC-1 experiments), all glasses 

show transition from the rapid Stage I dissolution to the more subdued Stage II of glass 

dissolution after ~224 days of dissolution. Subsequently, this ‘Residual Rate’ stage continues 

until at least 672 days of alteration. Contrastingly, in lower temperature and higher SA/V 

experiments (PCT-B), all glasses reach Stage II of glass dissolution within seven days of 

alteration and remain in this stage until somewhere between 14-56 days. Beyond this, basaltic 

glasses in PCT-B tests are hypothesised to enter an aggressive third stage of dissolution, 

sometimes known as “Rate Resumption”. 

In MCC-1 experiments, magnesium-rich basaltic glasses appear to be less durable than their 

lower-magnesium counterparts. This is thought to be because the gel layer developed on 

magnesium-rich basaltic glasses, though thicker, is less protective than that developed on 

calcium-rich basaltic glasses. Such decreased passivation may result from a reduced aluminium 

content in the gel layer developed on higher magnesium glasses. Aluminium in these layers 

may be being consumed to form the secondary precipitates, potentially including hectorites, 

that are hypothesised to form more readily on higher-magnesium glasses. Consumption of the 

aluminium and silicon required to form these precipitates may also increase the chemical 

driving force for dissolution and/or directly catalyse degradation of the glass network. The 

higher calcium content in low magnesium basaltic glasses may also allow formation of a thin 

but higher-density and more passivating layer on low-magnesium basaltic glasses.  

Results from PCT-B experiments were likely adversely affected by agglomeration of glass 

particles. Hence, any results from this experiment should be interpreted with caution, with 

results from MCC-1 tests deemed more reliable and informative. Regardless of this, the same 

trend was observed in PCT-B and MCC-1: Magnesium-rich glasses generally have a lower 

durability than their lower magnesium counterparts despite the differing (assumed) surface area 

to volume ratio of these experimental methods. 
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6. Surface Layer Thickness Quantification  
6.1. Introduction  

Alteration layers may be a crucial control in residual glass dissolution rates and processes [15], 

[20]–[23]. To allow comparison of these layers between samples and to gain insight into their 

growth, researchers often measure ‘alteration layer thicknesses’. However, identifying 

alteration layer boundaries can be highly subjective and measurement techniques can be time 

consuming, unreliable and variably ambiguous.  

This chapter reviews previous layer thickness measurement techniques and presents a new 

methodology for surface layer thickness measurement. This new method is comprehensively 

described and evaluated, before results from this method and others are compared. 

Comparisons with longer-term natural experiments are also made in an effort to validate the 

extent to which laboratory methods can simulate natural processes. 

 

6.2. Review of previous techniques and literature  
Surface layer thickness is a crucial parameter in many studies [282], however the term 

“thickness” is so ubiquitous that rarely is it precisely defined. Definitions are, however, crucial 

and variability in these should be highlighted if only to emphasise the ambiguity in its usage. 

In technical drawing ‘thickness’ can be defined as the distance between points on two opposite 

parallel surfaces [283], whilst in more general dictionaries it may be defined as the minimum 

distance between two (opposite) surfaces [284]. Though the latter definition is broader (in that 

it does not stipulate the surfaces must be parallel), both definitions are ambiguous or even non-

applicable to features with complex morphologies (e.g. tapered objects, or those with curved 

surfaces). Instead, perhaps the best definition for application to such morphologically complex 

objects (including glass alteration layers) is that thickness is “the dimension through an object, 

as opposed to its length or width” [285]. This definition appears most relevant in the current 

context, as it is movement (diffusion) of elements through the alteration layer that many believe 

controls residual glass dissolution rates [15], [20]–[23].  

Regardless of definition, alteration layer thickness can be estimated or measured using either 

leachate (solution) data and/or direct observation of monoliths or samples.  

6.2.1. Alteration layer thickness estimation via leachate analysis  

Elements that are not involved in secondary phase or alteration layer formation (so called 

‘tracer elements’) can be used to estimate alteration layer thicknesses via many proposed 

equations. For example, alteration layer thicknesses can be estimated directly from the 

concentration of these elements in the leachate [60], [286] using  

 𝐴𝐿𝐶𝑖 =  
𝑐𝑖

𝜌 × (𝑆𝐴 𝑉⁄ ) × 𝑥𝑖
 Equation 6.1 

where 𝐴𝐿𝑐𝑖 (in metres) is the alteration layer thickness, 𝑐𝑖 is the (average) concentration of 

element 𝑖 in solution (in g m-3), 𝑥𝑖 is the elemental fraction of 𝑖 in the initial glass composition 

(as a decimal-expressed percentage), 𝜌 is the glass density (in g m-3) and 𝑆𝐴 𝑉⁄  is the sample 

Surface Area (m2) to leachant Volume (m3) ratio (m-1).  
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This equation can be derived by dividing the Normalised Mass Loss equation (Equation 3.5) 

by the alteration layer density (𝜌); a derivation that works on the basis that the mass per unit 

area (NLi) is divided by the mass per unit volume (density) to output a thickness (volume 

divided by area).  

Alternatively, if leachate element concentration are unstated then alteration layer thicknesses 

(𝐴𝐿𝑅𝑖; in µm) can also be estimated using initial dissolution rates [82] via  

 𝐴𝐿𝑅𝑖 =  
𝑅𝑖𝑛𝑖𝑡𝑖𝑎𝑙

𝜌
× 𝑡 Equation 6.2 

where 𝑅𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is the initial dissolution rate (g m-2 d-1), 𝜌 is the density of the glass (g cm-3) and 

𝑡 is the dissolution duration (in days).  

All of the aforementioned methods crucially assume that no tracer element is retained in the 

alteration layer. Where this is untrue, these methods inevitably underestimate alteration layer 

thicknesses [60]. Equation 6.1 and Equation 6.2 further assume that the volume of the gel is 

the same as the volume of the altered glass and that both the glass and alteration layer is the 

same density [286]. This assumption has previously been shown unreliable [11], [47]. 

These techniques require only mathematical reprocessing of data necessarily collected for other 

purposes, so estimations can often be made rapidly with minimal difficulty. However, these 

methods also require assumptions that may appear to be rarely entirely true.  

6.2.2. Alteration layer thickness estimation via imaging techniques 

Alternatively, alteration layer measurement can be made by imaging dissolved glasses using 

microscopy or other imaging techniques (including XCT). As for techniques estimating 

thicknesses via leachate analysis, these techniques require various assumptions and do have 

limitations. For example, two dimensional imaging techniques (including SEM) require 

production of a sample cross-section which, in order to achieve accurate measurement, must 

be taken perfectly perpendicular to the sample surface being observed. Where this is not true, 

as presumably in many cases, alteration layer thicknesses measured via this technique will be 

overestimated [287], as shown in Figure 6.1. Though the overestimated alteration layer 

thickness (𝐴𝐿�̂�) can be corrected to provide the true thickness (𝐴𝐿𝑡) using  

 𝐴𝐿𝑡 = 𝐴𝐿�̂� × cos 𝜃 Equation 6.3 

 

if the angle between the monolith surface and plane of section (𝜃) is known. In practice this is 

never performed because reliably determining the angle is near-impossible. These techniques 

are also limited by microscope resolution, much as leachate analysis techniques are limited by 

measurement sensitivity. 

 This assumption of a perfectly perpendicular cross section rarely holds true when powders 

(with inevitably irregular morphologies) are analysed, as in PCT-B experiments. Whether 

alteration layers generated in such experiments can be reliably measured and analysed remains 

debated. Some authors argue these layers cannot be accurately measured because of uncertainty 

in particle orientation [91], however others assume this is resolved by calculating an average 

layer thickness from multiple (randomly orientated) grains [82].  
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Figure 6.1. Overestimation of apparent alteration layer thickness where cross sections are not 

made perfectly perpendicular to monolith faces.  

  

Optical microscopy  

Direct alteration layer thickness measurement has been of interest to scientists and 

archaeologists since at least 1960 [288], when it was first recognised that these values may 

offer insight into the age of naturally dissolved glass samples [289]. Initially, measurements 

were made from petrographic thin sections of dissolved glasses using optical microscopy and 

a ‘filar micrometer occular’ [289]. Even these earliest practitioners noted the challenges in this 

process – including in preparing sections, identifying the alteration layer/glass boundary and 

operator bias/inconsistencies in boundary identification [289]. These challenges remained even 

with advancements via the use of cross-polarized light, interference plates and split image 

micrometers [288].  

Though many authors state measurement accuracies, using the above techniques, of circa  

0.1 μm [289]–[291] (down to 0.07 μm in one case [292]) and that measurement errors may 

cancel out via the averaging of multiple measurements [293]; many argue these techniques 

have much more limited precision and accuracy [287], [294]. Sources of inaccuracies stem 

from variable microscope resolution, sample preparation methods [287], operator variability 

and variation in the optical properties of the layer [295]. Image analysis techniques, based on 

photodensitometry, have also been applied to optical photomicrographs [296], including as an 

attempt to minimise user-associated errors [297]; however even these techniques are adversely 

impacted by gradational (“fuzzy”) diffusion fronts [287], [297].  

Scanning Electron Microscopy  

Imaging via Scanning Electron Microscopy (SEM) overcomes many of these issues by 

allowing increased magnification and resolution along with the ability to analyse chemical 

variations indicative of the alteration layer/pristine glass boundary.  

Authors, however give variably detailed descriptions of how thickness measurements are 

actually obtained from SEM images – ranging from next to no detail (e.g. [60]), through a 

detailed measurement methodology [91], and finally a full methodology including statistical 
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and sensitivity analyses [82]. This variation in detail can undermine result repeatability and can 

lead to ambiguity during reader interpretation.  

In recognition that alteration layer varies across a single MCC-1 monolith face, multiple 

measurements are typically made on multiple images. For a single monolith edge, with a cross 

sectional distance of ~10 mm, anywhere from ten [91] to more than fifteen [82] images can be 

considered to give representative results; with anywhere from 5 [91] to 40 [82] measurements 

taken from each image. However, the scale, magnification or field view of each images is never 

stated or even said to remain constant; with this instead implicitly assumed to be irrelevant.  

Once images have been selected for analysis and the number of measurements per image 

chosen, alteration layers are identified (presumably subjectively and by eye). The thickness of 

these is then typically measured using image analysis software, such as ImageJ, to draw and 

measure a ‘line’ drawn from one edge of the layer to the other. Each ‘line’ is presumably 

orientated approximately perpendicular to either the alteration layer/epoxy boundary or the 

alteration layer/pristine glass boundary, however this orientation is never stated or verified as 

remaining constant. Further ambiguity is evident in the spacing of these ‘lines’, with no 

consistency stated. 

The Sphere and Ray Methods  

The aforementioned investigators implicitly use the ‘Ray Method’ of thickness quantification 

(Figure 6.2). In this, an imagined ‘ray’ (line) is passed (drawn) from one surface of an object 

to the other, with the Euclidean (straight line) distance between the two points where this lines 

intersects the object defined as its ‘thickness’ [284], [298]. To ensure accuracy, this ray must 

always be passed through the object in a direction precisely opposite to the local outward 

normal (i.e. perpendicular to the surface) [283]. In previous alteration layer measurement 

methods it is unclear as to whether this strict definition was consistently used, with ray 

orientations never stated or verifiably constant. Even if these rays are assumed to be 

consistently passed through the object perpendicular to a surface, further ambiguity arises when 

the two surfaces of this object are not parallel [283]. In this case, thicknesses will differ 

depending on which surface the measurement is taken perpendicular to as in Figure 6.2 [284]. 

This ambiguity and the variability allowed in user interpretations when applying the method, 

particularly when combined with the limited stated methodology detail, limit the repeatability 

and thus usefulness of the Ray Method, potentially undermining inter-study comparison. 

 

 
Figure 6.2. Variability in the thickness (h) of a layer measured via the Ray Method with 

variable ray orientation (hvar); or with rays orientated perpendicular to the inner surface (hpi), 

outer surface (hpo) or general layer trend (hpt)  
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The ‘Sphere Method’ of thickness definition (technically a ‘Circle Method’ when applied to 

2D images; but nevertheless referred to as the sphere method for consistency throughout) 

resolves many of these ambiguities: returning consistent results regardless of operators. This 

method, shown in Figure 6.3, defines the thickness at a point as the diameter of the maximum 

inscribed sphere contacting both surfaces of the layer [283]. Ambiguity concerning ray 

orientations is removed because a sphere (or circle in 2D) will have an equal diameter in all 

directions. This further resolves complications arising when layers have non-parallel surfaces. 

 

Figure 6.3. The Sphere Method of layer thickness measurement resolves many of the 

ambiguities within the Ray Method (Figure 6.2) 

 

 

6.2.3. Alternative alteration layer thickness measurement techniques  

Various other techniques have also been applied to measuring the thickness of altered layers. 

For example, Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) and X-ray 

Photoelectron Spectroscopy (XPS) [13], [299], [300] can provide elemental profiles which are 

used to measure alteration layer thickness. Spectroscopic Ellipsometry (SE), can provide 

alteration layer thicknesses via the polarisation change that occurs as a beam is reflected from 

the surface or interface of a layer [301], whilst grazing incidence X-Ray Reflectometry (XRR) 

estimates alteration layer thickness using the phase difference/interferences between X-rays 

reflected from the alteration layer’s upper and lower surfaces [286], [302], [303].  

Nearly all of these techniques use comparison with SEM-measured alteration layer thicknesses 

for either verification or calibration, potentially implying the latter is the most effective/reliable 

technique. Despite this, methods for measuring alteration layer thickness from SEM cross 

sections remain variable, unreviewed and often inadequately detailed to allow reproducibility. 
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6.3. Methods  
Dragonfly software (produced by Object Research Systems) was utilised to implement the 

Sphere Method outlined in Section 6.2.2 in a semi-automated manner. Data segmentation and 

analysis was completed as below, with further image processing (optimisation of equalisation, 

brightness and contrast etc.) deemed unnecessary given the quality of ‘raw’ SEM images.  

SEM photomicrographs were imported into Dragonfly as a single greyscale channel (i.e. with 

RGB channels assumed identical) with an 8-bit colour depth. Each pixel was thus automatically 

assigned a greyscale value from zero (black in SEM images, indicative of low atomic numbers) 

to 256 (28; white in images, indicative of high Z elements). Pixel dimensions were manually 

entered to match the original image scale, with an image depth (Z) value arbitrarily set to 1 μm 

for 2D SEM data. X-Ray computer tomography data were imported as a 16-bit greyscale TIFF 

stack with voxel dimensions automatically imported from accompanying metadata.  

XCT and SEM images were segmented into between one and six discrete regions, as outlined 

in Table 6.1. Regions corresponding to surface layers were measured in terms of area and/or 

thickness, with the latter as measured via the Sphere and/or Ray methods. Area measurements 

were made for all regions in datasets where any single surface layer showed significant 

morphological complexity, because the Sphere Method was observed to show questionable 

reliability when measuring such complexity. The Ray Method was applied only to a single 

composition from a single MCC-1 dissolution duration (Table 6.1), because prior discussions 

revealed this to be time consuming and inconsistent/ambiguous; however comparisons to this 

method were still deemed worthwhile given its ubiquitous use elsewhere. XCT was only 

collected for a single composition at two timesteps because of the limited experiment time 

available and the challenges (and time) associated with sample preparation. Only the Sphere 

Method could be applied to these data because ambiguity in the Ray Method preclude its 

automated application and manual application would have been debilitatingly time consuming 

given the dimensions of the three dimensional dataset. Two-dimensional area measurements 

could not meaningfully be made for 3D XCT datasets.  

 

 No. of 

regions 

Measurement 

method 

Data 

source 

Dissolution duration (days) 

28 56 112 224 468 672 
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1  

(1SL) 

Sphere thick. XCT / / / / 
50Ca50Mg 

corner  edge  

Sphere thick. SEM 
--- One corner and one edge for each of three --- 

------ compositions at each of six timesteps -------  

Ray thick. SEM / 

2x 

50Ca 

edges 

/ / / / 

ISG 
4 (3SL + 

1P) 

Sphere thick. 
SEM 

One image from corner and one image from edge 

--------------- at each of six timesteps ---------------  Area  

MW

25 

6 (3SL 

1P, 2B)  

Sphere thick. 
SEM 

Two images from two separate corners at each of  

--------------------- six timesteps --------------------- Area  

Table 6.1. Collected surface layer thickness data for each glass type, including the number of 

regions segmented. SL refers to the number of individual Surface Layers identified, P refers to 

Pristine glass which was segmented and B refers to Bright regions. Sphere and Ray thickness 

measurement methods are described in-text. 
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6.3.1. Image segmentation  

Segmentation involves partitioning an image/dataset into regions (referred to as “Regions Of 

Interest” or ROIs) which often correspond to different phases [304], [305]. This was achieved 

by thresholding: identifying a greyscale range (bound by ‘threshold values’) which entirely and 

exclusively encompasses all of the pixels within a region of interest. Thresholds for this were 

determined by scrutinising both raw SEM/XCT images and a histogram of the greyscale 

intensities contained in those images. More advanced (e.g. algorithmic) segmentation methods 

were also trialled, but these were not considered sufficiently robust or reliable to implement 

globally.  

After thresholding, segmented regions were ‘pruned’ to remove anomalous (mis)identifications 

that arose due to edge blurring and image noise. So-called “data islands” of less than circa five 

pixels were filtered out as in Figure 6.4, with the boundaries of all segmented areas scrutinised 

and refined manually. Where multiple layers were present within a single image (e.g. for ISG 

and MW25 analysis), Boolean operations were also used to ensure no pixel was assigned to 

more than one ROI. Each pixel was thus only ever classified as one region, with no overlap.  

Original SEM image Unfiltered segmented data Filtered segmented data 

                                                                  

                                                                  

                                           
                       

                                                                  

                                                                  

                                                                  

                                                                  

                                                                  

                                                                  

                                                                  
Figure 6.4. Schematic illustrating automated “island removal” process used to refine (filter) 

segmented regions  

  

Data 

‘islands’ 
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6.3.2. Image analysis  

Image analysis involves measuring the constituent phases within an image [305]. Based on the 

above literature review, the Sphere Method of layer thickness quantification was deemed most 

reliable and consistent, hence this method was utilised in surface layer quantification for all 

datasets. Layer thicknesses were calculated by generating a ‘Volume Thickness Map’ for each 

ROI. This generates a dataset (with a bit-depth of six) displaying each ROI as a series of 

overlapping circles/spheres, with the greyscale value of each circle/sphere set to be 

proportional to the “local thickness”. The latter term is defined as the diameter of the largest 

sphere which both encloses the point and is entirely bound within the solid surfaces of a ROI 

[306]. A histogram of local thicknesses can be generated from this data.  

This histogram, generated from a six-bit dataset, inevitably comprises 64 data bins with each 

‘bin’ corresponding to a single greyscale (or ‘local thickness’) value. Occurrence frequency is, 

by default, expressed as a percentage of the total number of pixels within the ROI. This 

histogram is exported (as a .csv file) to allow further data processing as in Section 6.3.3. 

Data concerning layer area (in 2D cross sections) was collected with ease from Dragonfly’s 

Graphical User Interphase (GUI). The number of segmented pixels within a ROI was noted 

and later processed to give absolute (cross sectional) area values as below. Use of this value, 

as opposed to software-calculated ‘volumes’ avoids any assumption of image depth.  

 

6.3.3. Data treatment/analysis  

To calculate surface layer areas, the number of pixels in a ROI was processed and re-expressed 

as a percentage of all labelled pixels (belonging to any ROI). Data were thus normalised to the 

total sample area visible in SEM (the total image area minus the area occupied by voids and 

epoxy). Areas were also re-expressed as cross sectional areas in microns by multiplying the 

number of pixels by the area of each pixel.  

For the Sphere Method, the average diameter of fitted spheres (i.e. the average local thickness) 

was calculated from the local thickness histogram using:  

 �̅� =
∑(𝑦𝑛 × �̅�)

𝑦𝑛
 Equation 6.4 

  

where �̅� is average layer thickness, 𝑦𝑛 is the number of observations in data bin 𝑦 and �̅� is the 

mid-point (mean) of bin 𝑦. The standard deviation on this value (𝜎) is calculated as  

 𝜎 = √
∑[(�̅� − �̅�)2 × (𝑦𝑛 × �̅�)]

∑(𝑦𝑛 × �̅�)
 Equation 6.5 
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6.4. Results  

6.4.1. Measurement location  

Figure 6.5 shows a moderately strong one-to-one relationship between alteration layer 

thickness measurements made (via the Sphere Method) at the corners and edges of both ISG 

and basaltic glass monoliths. Standard deviations are relatively high for both measurement 

locations, particularly for ISG and at corners.  

  
Figure 6.5. Comparison of alteration layer thicknesses as measured (via the Sphere Method) 

from the corner and edge of a single MCC-1 monolith. Data for basaltic glasses includes all 

compositions (0Ca100Mg, 50Ca50Mg, and 100Ca0Mg) and data for ISG encompasses all 

surface layers (Layer 1, 2, and 3); with all timesteps (28-672 days) included for both 

6.4.2. Method comparison  

Leachate vs. Sphere method  

A comparison between alteration layer thicknesses estimated using leachate sodium data 

(Equation 6.1) and the Sphere Method is presented in Figure 6.6. Results from other leachate-

based methods (Equation 6.2) are not shown for brevity, however near-identical trends are 

observed as both methods are based on the same raw ICP-OES data. Data are well fitted by a 

straight line on a log-log plot which implies a power law relationship as described by the 

equation in Figure 6.6. This deviates from the perhaps expected 1:1 trend.  

  
Figure 6.6. Comparison of alteration layer thicknesses measured via leachate data (Equation 

6.1) and via the Sphere Method. All basaltic glass compositions from all timesteps are 

represented using identical symbols. Data for ISG and MW25 (from all timesteps) show 

cumulative surface layer thickness (i.e. Layer 1 + Layer 2 + Layer 3 thickness) 



 118 

Sphere method (XCT vs SEM) vs Ray method  

Figure 6.7 compares results obtained from both the Ray and Sphere method, as applied to SEM 

and XCT data. Measurements made via the Ray Method are within error of those made via the 

Sphere Method; though the Sphere Method shows a larger standard deviation (‘error’) than the 

Ray Method. Alteration layer thickness measurements made (via the Sphere Method) using 

XCT data are not within error of those measured from SEM data; with XCT measurements 

typically larger (by ~ 2.8 µm) than those made via SEM. 

 
Figure 6.7. Comparison of alteration layer thicknesses measured via the SEM/Sphere method 

with measurements made via the SEM/Ray Method and XCT/Sphere method. All were 

measured from 50Ca50Mg basaltic glasses, with Sphere Method data taken from corners and 

edges.  

Sphere vs Area measurement  

A comparison of the sphere and area-based measurement methods for individual ISG and 

MW25 surface layers is shown in Figure 6.8. Surface layer thicknesses measured via the Sphere 

Method are shown to approximately increase as a power of the same values measured in terms 

of area. Specific trends appear distinct for ISG and MW25, with the ISG showing a trend with 

both a lower constant and exponent compared to that of MW25. Data for MW25 Layer 3 may 

show a very subtle deviation from this trend beyond durations of 28 days. The latter data subset 

may be better-described by a logarithmic trend as shown in Figure 6.9. 

  
Figure 6.8. ISG and MW25 surface layers measured as thickness (via the sphere method) and 

area (as a percentage of total analysed area). Dotted lines show trendline fitted to all ISG 

and MW25 data in green and pink respectively. 
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Figure 6.9. Comparisons of measurements made via the Sphere and Area measurement for 

MW25 Layer 3 (unfaded data) can be described by a logarithmic trend (plotted), whilst all 

other data (faded) can be described by power law relationships as in Figure 6.8. Numerical 

annotations show datapoint dissolution duration (in days). 

Plotting area and sphere-based measurements against dissolution duration (Figure 6.10) 

indicates that both measurement methods show similar trends – with a plateau in growth 

beyond 224 days of dissolution.  

  

 
Figure 6.10. Comparison of MW25 Layer 3 thickness as measured by Sphere Method (pink; 

left axis) and as proxied by surface layer area (blue; right axis).  
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6.4.3. Comparison with other works  

Figure 6.11 compiles various alteration layer thickness measurements. Data from the current 

study (including HLW glasses) are shown alongside basaltic glass alteration layer thicknesses 

measured from naturally-dissolved archaeological tools and basaltic lava flows [260] and from 

basaltic glasses dissolved in oceanic and continental environments [157]. All data subsets 

individually exhibit power law trends, though the specificities of these trends differ depending 

on data type/source as further outlined in Section 6.5.6. Taken collectively, all basaltic glass 

dissolution data further exhibit the broad (fairly weak) power law trend shown in Figure 6.12.  

 
Figure 6.11. Comparison of alteration layer thickness development with time for various 

works, including laboratory investigations from this work and natural experiments compiled 

by Techer et al. [157] and completed by Morgenstein & Riley [260]. Note that thicknesses for 

ISG and MW25 are cumulative (i.e. include all three surface layers). 

 

 
Figure 6.12. Power law fitted to all visible datasets (bold dashed line in red). Datapoints as 

identified and cited in Figure 6.11.  
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Basaltic glass alteration layers are consistently thinner than the equivalent layers formed on 

HLW glasses, with this difference increasing with increasing dissolution duration (from a 

thickness difference of ~300% with reference to basaltic glass alteration layer thickness at 28 

days to a difference of ~3000% by 672 days). Basaltic glasses also show a larger spread of 

alteration layer thickness compared to HLW, however this is associated with the variable 

Mg:Ca ratio of these samples (see Chapter 5). Of the data from this work, HLW glasses show 

the steepest (highest exponent) power law trends.  

Data for basaltic glasses dissolved over timescales of 10 to 1,000 years and by a single author 

[260] show the steepest (highest exponent) power law trend in alteration layer thickness 

development for any data subset, with glasses from more ‘recent’ (15 – 150 year old) basaltic 

lava flows showing thinner alteration layers than those formed on archaeological glasses 

dissolved for longer durations (250 – 1,000 years). Over longer timescales, basaltic glasses 

dissolved in oceanic and continental settings develop similar alteration layer thickness [157], 

with a slightly higher constant for oceanic values trendline but similar exponents for both. 

Broadly, data from basaltic glasses dissolved in natural (continental and oceanic) settings show 

a similar (power law) trend to basaltic glasses dissolved in a laboratory setting; though a large 

spread of data is observed in the former.  
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6.5. Discussion  

6.5.1. Measurement location  

Figure 6.5 indicates that ISG and basaltic glass alteration layers appear similarly thick 

regardless of whether measurements are made from the edge or corner of a single monolith. 

Verification of this was necessary given previous studies noted that alteration layers may be 

thicker at corners due to preferential damage in these areas during sample preparation [91], and 

given that stress intensity factors are increased around corner geometries [307]. 

Given this, alteration layer thicknesses were only measured from monolith corners for MW25. 

Corners were favoured for analysis efficiency because photomicrographs containing monolith 

corners encompass circa twice the cross sectional perimeter of images containing only an edge. 

Micrographs of corners also include a monolith surface orientated both vertically and 

horizontally during dissolution (i.e. images from corner include a surface facing vessel walls 

and either the top or bottom of the vessel during dissolution).  

 

6.5.2. Alteration layer thickness estimation via leachate and monolith analysis 

Alteration layers measured via leachate analysis and monolith analysis generally show a strong 

correlation, supporting the reliability of both methods. However, this correlation is of a power 

law type (described in Figure 6.6), not the linear (one-to-one) equivalence that may initially be 

expected. This non-direct equivalence may result from the differences in what the methods 

measure: Leachate-based methods provide the thickness of material that must have been 

dissolved to source the observed quantity of tracer element in solution (assuming that none was 

retained in alteration products). This does not directly take into account the efficiency of 

drawdown of other elements to form alteration products. The latter would only be considered 

indirectly and if these alteration products were to have a passivating effect (which would allow 

their influence of dissolution rates and thus provision of elements into the leachate). Monolith 

analysis methods however, do directly consider the efficiency of elemental drawdown to form 

alteration products. Hence, the difference between these methods must result from the fact they 

do and do not consider the efficiency of elemental drawdown to form alteration layers.  

The exponent of the trend shown in Figure 6.6 may warrant further discussion. When applied 

to time-dependant data, power law relationships with exponents of ~0.5, as in Figure 6.6, are 

often associated with diffusional processes [300]. Dissolution fronts have previously been 

assumed to progress inwards proportionally to the square root of time [122]: a result of their 

dependence on diffusion/ion exchange processes [22], [26], [300], [308]. This may imply that 

the difference between the two alteration layer measurement methods may relate to a 

diffusional process – for example alteration layer passivation via diffusion.  

Replotting data as a function of time (Figure 6.13) shows both methods output layer thicknesses 

increasing, approximately, with the square root of the dissolution duration. This is particularly 

true of alteration layer thicknesses inferred from leachate data. Hence, given alteration layer 

thickness can proxy dissolution duration (which is valid given alteration layer thickness 

increases with increasing time), if diffusion dominates a power-law relationship with an 

exponent of 0.5 is expected when methods are plotted as a function of each other (Figure 6.6).  
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Figure 6.13. Alteration layer thicknesses from sodium normalised mass losses (NLNa; left) and 

as measured via sphere method (right) in comparison to square root time (√𝑡𝑖𝑚𝑒) trends.  

 

6.5.3. Application of the Sphere Method to XCT and SEM  

Comparison of alteration layer thicknesses (as measured via the Sphere Method) measured 

from XCT and SEM datasets reveals some discrepancy. Layer thicknesses measured using 

XCT data appear 2.5 - 3µm thicker than the equivalent layer measured from SEM data; with 

values from the two data sources not within error. This may be due to challenges segmenting 

the larger 3D XCT datasets. During segmentation, a single threshold may provide good results 

in one region, but poorer in another. Larger datasets inevitably contain more ‘regions’ and thus 

higher potential for this to happen, with a greater impact if it does. More time must thus also 

be spent scrutinising data to prevent or mitigate this, potentially increasing the likelihood that 

insufficient time was spent refining segmentation parameters. Furthermore, XCT data 

contained considerably more noise (that was more challenging to remove) than the SEM data. 

Some of the measurement difference may also be non-artefactual: though data were collected 

from the same sample type (50Ca50Mg basaltic glass) dissolved for the same durations (468 

and 672 days), data were from separate individual monolith triplicates.  

Application of the Ray Method to XCT data cannot be automated within Dragonfly’s GUI. 

However, such automation is conceivable and could be relatively robust if a ray was defined 

as being perpendicular (in all directions) to a confined region of a given face. Ambiguity would, 

however, be introduced in arbitrary definitions of the size and dimensions of the planar region 

used to define “perpendicular” relative to. Which face (the upper or lower alteration layer face) 

this was measured from would also have to be decided upon. 

 

6.5.4. The Sphere and Ray Methods  

Alteration layer thickness measured via the Sphere and Ray Methods (both applied to SEM 

data) are within error (Figure 6.7). This supports the reliability of inter-study comparisons with 

works utilising the more widely used Ray Method. The Sphere Method is shown to have a 

higher associated ‘error’ than the Ray Method, however this might be considered a more 

accurate representation of the true variability in alteration layer thicknesses. Errors provided 

for the Ray Method in Figure 6.7 (which show the standard deviation within ~60 

measurements) are also likely underestimated; especially when compared to other works where 

standard deviations were taken on hundreds of measurements per monolith [82], [91].  
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Though results are comparable, the Sphere Method of alteration layer thickness measurements 

may be considered preferential compared to The Ray Method. Defining layer thickness in this 

way would align alteration layer thickness analysis with the measurement methods used in 

equivalent engineering and technical drawing disciplines [283], [298]. Automatic image 

analysis, as allowed by this technique, is also already applied to cement- [309], ceramic- [310], 

metal- [311] and even wood- [312] science; hence application to glass science appears overdue.  

Similarly, automated techniques can offer more statistically-robust and repeatable results [313] 

and improved efficiency. Though both the Ray Method and Sphere Methods are currently 

similarly time consuming (requiring 1 - 3 hours per monolith), the Sphere Method offers 

considerable scope for improvements in this; whereas few efficiency improvements are 

possible for the Ray Method. Segmentation as part of the Sphere Method may, in the future, be 

accelerated by artificial intelligence or machine-learning; with both of these implementable 

within the Dragonfly GUI. Algorithmic segmentation may also be explored, with algorithms 

based on thresholds (including edge, region and watershed detection methods) potentially most 

promising; though clustering techniques (based on pattern recognition) or deformable models 

(based on modelling curve evolution or object class variability) may also be worthwhile 

exploring [314], [315].  

However, the semi-automated Sphere Method has some disadvantages relative to the Ray 

Method. The former method, for example, requires slightly more advanced software usage 

(though both could be applied using the same open-source software) and subjectivity remains 

in both methods. Though alteration layer thicknesses are always somewhat subjective [254], 

subjectivity is arguably lesser where a single quantifiable threshold is applied to consistently 

identify an alteration layer within a single image. 

The potential impact of anomalies may also be greater in the Sphere Method where regions of 

contamination or localised attack are by default included in analysis. These regions may be 

intuitively interpreted and excluded during the manual Ray Method where scrutiny and image 

interpretation is inherent within the technique. Furthermore, with increased automation comes 

increased risk of inadequate adequate scrutiny and ‘filtering’ of input datasets. Finally, analysis 

of localised attack zones may also output less meaningful results in the Sphere Method.  

 

6.5.5. Localised attack/the effect of perturbations  

Measuring Layer 3 protrusions in MW25 proved problematic in the Sphere Method. Here, the 

width of the ‘finger-like’ feature is often measured as opposed to either feature length or 

alteration thickness as defined intuitively by the Ray Method (Figure 6.14). This, the feature 

width, then contributes to calculations of average alteration layer thicknesses. Area-based 

measurement techniques were developed in an attempt to resolve this.  

The strong correlation between area and sphere-based measurements in all available datasets 

excluding MW25 Layer 3 suggests both techniques are effective in characterising the thickness 

of uniform alteration layers (those without significant protrusions). The similarity of the trends 

in these data further implies these features formed via similar (likely diffusional) mechanisms. 

This diffusion, may occur at different rates for ISG and MW25, potentially accounting for the 

slight differences in trends shown by both glasses.  
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Figure 6.14. Localised alteration layer protrusions (viewed in SEM-BSE; left image) are 

segmented (middle image) and analysed via the sphere method (right). This leads to a 

discrepancy between thickness measurements made ‘intuitively’ or via the Ray Method (hr) and 

thickness outputted via the Sphere Method (hs).  

In plotted comparisons of area and sphere-based techniques, MW25 Layer 3 (Figure 6.9) may 

show a subtly different trend compared to other datasets (which can be described by the power 

law trends shown in Figure 6.8). Though this difference is subtle, speculative and dependant 

on relatively few datapoints, the distinctiveness of this data subset would be consistent with 

the unique morphology of MW25 Layer 3 and may potentially imply these features are forming 

via a different (or modified) process compared to all other layers.  

 

6.5.6. Comparison with other works 

For basaltic glasses, alteration layer thicknesses generated via accelerated laboratory tests 

appear consistent those measured from continental and oceanic settings in nature. The minimal 

difference between values for oceanic and continental samples may be due to the subtly 

differing conditions (e.g. leachate chemistries) and natural phenomena operative in these 

environments [155].  

The vast spread of alteration layer thicknesses developed on natural basalts is likely associated 

with a plethora of variables. Comparisons with laboratory data imply some of this variability 

may be associated with differences in glass composition, with varying only the Mg:Ca ratio in 

the present study also leading to considerable variation in alteration layer thickness. Significant 

uncertainty also exists in the dissolution duration of many of the natural basaltic glasses shown 

in Figure 6.11, as is often acknowledged by the original measuring authors [156]. Establishing 

this value can be challenging as aqueous exposure duration does not necessarily equate to 

sample age – even deep ocean samples can become disconnected from water supplies following 

cement precipitation [147]. Stated alteration layer thicknesses also likely contain error, as this 

value was noted to vary considerably across a single sample surface [156].  
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Comparing individual trends implies Morgenstein & Riley’s [260] data is perhaps anomalous. 

This may be associated with the sample dating challenges noted by the authors - as this involved 

the radiocarbon dating of stratigraphically equivalent specimens [260]. Thickness 

measurements may also be of limited accuracy because these appear to have been made 

manually using a relatively rudimental petrographic microscope. Despite this, taken as part of 

the wider dataset, this subset may be less anomalous.  

Alteration layer growth trends exhibited by HLW glasses may also differ somewhat from the 

equivalent trends of basaltic glasses, with exponents of 0.81 and 0.77 for MW25 and ISG 

comparing to more modest values of 0.16 to 0.26 for basaltic glasses. The more rapid or greater 

dissolution of HLW compared to basaltic glasses implied by this is consistent with leachate 

(NLi) data and other works [60], [151], [316]. However, given the unique morphology of the 

innermost layer (Layer 3) in these glasses, and the potential that this layer formed via modified 

or different mechanisms relative to other layers (see Section 6.5.2), data can be replotted with 

this layer excluded as in Figure 6.15. These data show trends more consistent with those shown 

by basaltic glasses, potentially further indicating that much of the difference between HLW 

and basaltic glass dissolution is attributable to the presence/formation of this “Layer 3”.  

 
Figure 6.15. Alteration layer thicknesses and power-law trends for ISG and MW25 after the 

exclusion of thickness measurements from Layer 3.  

Collectively, however the broad consistency of trends in all datasets is promising. A single 

power law relationship can adequately describe nearly all of the basaltic glass dissolution data 

subsets as in Figure 6.12. This, the consistency of trends observed for laboratory and natural 

experiments, may be used to support the case that laboratory data can be reliably extrapolated 

to geological timescales. The same mechanisms appear to control dissolution and alteration 

layer growth in both laboratory and natural experiments. This, if true, implies that the work of 

many researchers studying HLW glass alteration layers via accelerated laboratory techniques 

can be extrapolated to otherwise unreachable timescales – timescales with a direct relevance to 

the safety case for nuclear waste disposal.  
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6.6. Summary 
Alteration layer thickness may be quantified via leachate or monolith analysis. Leachate-based 

methods estimate the thickness of material that must have dissolved to source observed 

concentrations of a tracer element in the leachate and are readily calculable from pre-existing 

data. However, these methods use assumed volumes and densities and, to be accurate, require 

no element retention within dissolution products. Alternatively, imaging of dissolved glasses 

(often monoliths) can be used to more directly measure alteration layer thicknesses. Though 

more advanced techniques are possible, measurement of alteration layer thickness is most often 

performed via microscopy of sample cross sections (which are assumed to be taken at exactly 

90° relative to the sample face being analysed). These methods have been used for decades, 

with most investigators employing the Ray Method of thickness quantification. In this, the 

distance of a line (“Ray”) constructed through a layer is equated to its thickness. However, 

considerable ambiguity is possible, and often present, in the precise orientation and specificities 

of this “Ray” and this can lead to highly variable measurements and data irreproducibility. To 

resolve this, thickness can be redefined as the diameter of the largest sphere/circle which can 

be entirely enclosed by the layer. By resolving many of the aforementioned ambiguities, this 

method (the Sphere Method) can be readily applied to multiple data sources and via automated 

techniques. The only remaining ambiguity concerns the angle the cross section was taken from. 

Thickness measurements made via SEM monolith analysis (via the Sphere Method) and 

leachate analysis appear to be relatable but not equal, potentially because the methods offer 

subtly different insight into dissolution process. Both methods, however, produce time-

dependant trends indicative of a diffusional process. Generally, the Sphere and Ray Methods 

output similar alteration layer thicknesses when applied to SEM cross sections; however the 

Sphere Method can be more readily applied to 3D datasets. Comparisons between XCT and 

SEM measured alteration layer thicknesses imply XCT analysis may overestimate thicknesses, 

however this is hypothesised to result from segmentation challenges and sample differences.  

The Sphere and Ray Methods can be compared as in Table 6.2. Generally, the Sphere Method 

produces more statistically robust and repeatable results. Furthermore, although both the 

Sphere and Ray Methods are similarly time consuming, the Sphere Method offers scope for 

improvement in this via further process automation. However, with this increased automation 

comes increased risk of inadequate scrutinization of input/output datasets. Furthermore, the 

Sphere Method provides unexpected results where layers are morphologically complex. If 

protrusions are present in a layer then the width of these features is (arguably incorrectly) 

considered in calculations of average alteration layer thickness. The Sphere Method is 

effectively unable to discriminate between alteration layer thickness and width. Resolving this 

is possible if alteration layers are measured in terms of area, however normalisation of these 

values is somewhat arbitrary.  

Alteration layers generated by accelerated laboratory testing and measured via the 

aforementioned Sphere Method appear to develop at rates comparable to those shown by 

basaltic glasses dissolved in natural settings. Similarities are strongest where samples are 

directly equivalent (i.e. comparing basaltic glasses dissolved in the laboratory to basaltic 

glasses dissolved in nature), with spread in these data likely attributable compositional 

variability amongst other factors. This implies the same mechanisms are operative in both 

laboratory and natural experiments and thus supports the application of laboratory studies to 

the safety case for nuclear waste disposal. 
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HLW glasses show more rapid alteration layer growth than basaltic glasses (dissolved in the 

laboratory or in nature), as is consistent with leachate and other dissolution data. However, 

when contributions from the innermost HLW surface layer are removed, the remaining HLW 

trends show greatly improved similarity with data from natural experiments and basaltic 

glasses. The latter implies at least some of the differences in dissolution rate and behaviour 

between HLW and basaltic glasses may be attributable to this innermost surface layer. 

Logarithmic thickness development of this layer also implies that it may be associated with 

processes that differ from the (likely diffusional processes) associated with the power-law 

growth of the more outer surface layers in HLW glasses. These process may relate to or 

generate the protrusions observed in these layers.  

 

 
The Sphere Method  

as applied in this study 

The Ray Method  

as applied by others 

Measurements  

per image 

Variable, though average ~35,000 

with a range of 8,000 – 135,000 
Variable, but typically 50 - 600 

Automated 

outputs 

Thickness statistics (histogram, 

mean etc.) and segmented images 
Average thickness 

Time required  

per monolith 

1 – 3 hours of segmentation, but 

potential for efficiency increases 

1 - 3 hours of ray drawing with 

little scope for improvement 

Method 

robustness 

Medium (terms well defined and 

little/no ambiguity) 

Low (ambiguity in definitions of 

‘thickness’ and ray orientations) 

Required software 

knowledge 
Low to medium Minimal 

Comparison with 

other disciplines 

Comparable to techniques used in 

image processing and engineering 

More primitive than techniques 

used in other related disciplines 

Applicability to 

other datasets 

Already proven for 2D (SEM), 

and 3D (XCT) datasets, with 

scope for wider application 

Proven for 2D (SEM/TEM), but 

unproven/challenging to apply to 

3D datasets 

Potential for 

further work 

High (AI/algorithmic 

segmentation possible) 
None considered 

Subjectivity 

Medium (image segmentation is 

subjective, but the same threshold 

is applied to a single image) 

Medium-high (ray direction 

subjective, with alteration layer 

boundaries variable) 

Potential for 

anomalies 

Medium (greater automation 

means less user intuition applied) 

Low (images interpreted by eye 

individually, so anomalies can be 

intuitively identified & removed) 

Table 6.2. Comparison of The Sphere Method and The Ray Method of thickness measurement, 

as applied herein and by other authors respectively.  
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7. Vermiform Features  
7.1. Introduction  

Features resembling ‘worms’ in 2D cross sections of dissolved glasses (so-called vermiform 

features) have been observed by many previous authors (see Section 2.4.2), however rarely are 

they comprehensively discussed. This is despite the possibility that these features may be 

coupled with alteration layer formation [92] and the potential impact of vermiform features on 

the exposed surface area [14], [47] and thus dissolution rates [90] of glasses.  

This chapter characterises the vermiform features generated via MCC-1 (accelerated 

dissolution) testing of basaltic and HLW analogue glasses. SEM was used to observe features 

in two-dimensional cross sections, with XCT allowing extension of observations into the third 

dimension. Comparisons are drawn between the features generated on each glass type, before 

the impact of these features on surface areas is quantified and their potential formation 

mechanisms discussed.  

 

7.2. Results  
Vermiform features, as defined here, are elongate finite-length curvilinear structures that 

penetrate the pristine glass and have a well-rounded or arcuate termination (i.e. they do not 

sharpen to a point). These features are hypothesised as distinct from dissolved fractures or 

cracks in the glass. Compared to vermiform features, fractures or cracks typically follow more 

angular paths and either have an extended length (reaching from surface-to-surface) or a more 

angular/pointed termination which may taper into a conventional (undissolved) fracture. These 

distinctions are highlighted in Figure 7.1.  

 
Figure 7.1. SEM-BSE image illustrating differences between vermiform features and dissolved 

fractures in dissolved MCC-1 monoliths. 
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7.2.1. SEM-BSE 

Basaltic glasses  

Vermiform features were observed on all basaltic glass compositions, with no noted 

compositional dependencies or differences across the variable Mg:Ca series. Per analysed cross 

section (~28 mm perimeter), 50 to 300 features were observed scattered randomly across the 

surface, with no evidence of abundance consistently varying with dissolution duration. Feature 

morphologies ranged from comparatively ‘simple’ to morphologically more complex varieties, 

with some evidence of increasing feature complexity with dissolution duration.  

Simple solitary vermiform features (Figure 7.2) are the most abundant type of features in all 

basaltic glasses at all dissolution durations. These are 2 – 60 μm in length, with a width which 

is typically a factor of 2-4 times that of the alteration layer width. These typically penetrate the 

glass at angles of ~90°, though this can be significantly shallower. Solitary features often have 

relatively straight paths, however deviations from this are possible – with smooth curvilinear 

forms also noted. These vermiform cavities contain both a narrow void (comparable to that 

which separates the glass alteration layer from the sample elsewhere) and material resembling 

the alteration layer as observed distant from features. Vermiform features, however, contain a 

notably distinct central zone, no more than 0.5 μm in width, of ‘bright’ material in BSE images.  

 
Figure 7.2. SEM-BSE images of typical simple vermiform features observed on basaltic glasses 

of all compositions after stated dissolution durations 

 

 
Figure 7.3. Schematic of simple solitary vermiform features formed on basaltic glasses  

Single solitary features can show variation from those shown schematically in Figure 7.3. For 

example, vermiform features may widen towards the sample surface, or may appear entirely 

unconnected from the monolith surface as in Figure 7.4. The bright central ‘thread’ within these 

vermiform features was also occasionally observed to spiral around itself (Figure 7.4).  

More complex features and clustering of vermiform features was also observed. Occasionally, 

‘clusters’ of 5 - 20 closely spaced features are evident over a small distance (Figure 7.5, top), 

or multiple features can emanate from a single (near-)surface region (Figure 7.5, bottom). 

Vermiform features were also observed to branch after extending into the sample (Figure 7.6). 
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Figure 7.4 (above). SEM-BSE images showing rarely-observed characteristics of vermiform 

features formed on basaltic glasses of all compositions after the stated dissolution duration 

 

 
Figure 7.5 (above). SEM-BSE images showing clusters of vermiform features in basaltic 

glasses of all compositions after the stated dissolution durations. 

 
Figure 7.6 (above). SEM-BSE images showing branching of vermiform features in basaltic 

glasses of all compositions after the stated dissolution durations.  
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MW25 

Vermiform features within dissolved MW25 glasses are, at their simplest, single solitary 

occurrences (Figure 7.7) which are noted in quantities of 10-25 per cross sectional perimeter 

(28 mm). These are observed at all dissolution durations and appear unchanged with duration. 

‘Simple’ type features occur in Layer 2, are 3 – 15 μm in length, and protrude at angles of 90° 

(± 50°) to the glass-surface into Layer 3. Features are twice the thickness of Layer 2 and are 

demarcated down their centre by a thin (<0.5 μm) high-contrast strand. Layer 2 is displaced 

inwards by vermiform features, arching around their terminations. The protrusions of Layer 3 

into the pristine glass (see Section 4.2.4) notably never occur directly “below” the vermiform 

features, however the nearby finger-like elongations of Layer 3 are often splayed apart from 

the vermiform features, as illustrated schematically in Figure 7.8.  

 

 
Figure 7.7. SEM-BSE images of simple solitary vermiform features formed on MW25 samples 

after various (indicated) dissolution durations  

 

 
Figure 7.8. Schematic of simple solitary vermiform features formed on MW25 as in Figure 7.7  
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More complex and larger occurrences of similar features also occur. In one instance, a feature 

extended from a monolith corner ~100 μm into the glass (Figure 7.9), as may be associated 

with a potential subtle increase in the abundance and/or length of these features towards 

monolith vertices. Elsewhere, features can be observed to branch (Figure 7.10a-d) or rapidly 

change course (Figure 7.10b,d) and in one instance a clustering of ~15 small (~1 μm length) 

features was observed over a (cross sectional) distance ~35 μm (Figure 7.10e).  

   
Figure 7.9. SEM-BSE images of vermiform features formed on/near MW25 sample vertices 

after indicated dissolution durations  

 

 

 
Figure 7.10. SEM-BSE images of vermiform features formed on MW25 samples after indicated 

dissolution durations show features branching, changing course and clustering  
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ISG  

Comparable features are also observed on dissolved ISG samples. Single solitary features, the 

most abundant type of features (at 10 – 30 occurrences per monolith cross section), penetrate 

3 – 40 μm into monoliths and are observed at all dissolution durations. These show some 

evidence of increasing in abundance with dissolution duration, however a comprehensive 

evaluation of this has not been completed. Distinct from the equivalent features in MW25, the 

5 μm width of these features is not entirely filled by alteration layers: Layer 1 outlines the 

feature walls (with a thickness comparable to the layer thickness elsewhere on the monolith); 

however, the majority of the vermiform feature is an unfilled void (see Figure 7.11). Layer 1, 

where it lines vermiform features, is cross-cut by abundant fractures and breakages to give a 

‘blocky’ morphology as observed elsewhere. A breakage is nearly always observed at the 

feature tip. Whilst Layer 1 partially fills the features, Layer 2 appears displaced inwards by the 

vermiform features, effectively arches inwards in order to maintain a consistent layer thickness 

compared to Layer 2 thicknesses elsewhere. Vermiform features never cross-cut Layer 2. In 

contrast, Layer 3 appears unaffected by features – meaning that on occasion the feature extends 

beyond or ‘cross-cut’ Layer 3 (Figure 7.11b).  

As in MW25, vermiform features in ISG can be observed to branch (Figure 7.13), however the 

point of furcation is always at or near the surface for ISG. Localised feature clustering was not 

observed for ISG.  

 
Figure 7.11. SEM-BSE images of simple solitary vermiform features formed on ISG samples 

after various (indicated) dissolution durations  

 
Figure 7.12. Schematic of simple solitary vermiform features formed on ISG  

 

     
Figure 7.13. Branching of vermiform features in ISG  
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7.2.2. SEM-EDS 

Qualitative EDS analysis showed the material within vermiform features on all glasses was 

compositionally consistent with the alteration layer observed elsewhere on the sample. The 

central ‘bright’ region within these features was unresolvable via EDS, however an enrichment 

in relatively high atomic number elements is suspected in these areas given the high brightness 

is BSE images.  

7.2.3. XCT  

Despite considerable efforts, vermiform features of comparable scale and abundance to those 

observed in SEM were not observed in XCT. However, some potentially related features were 

observed, and a singular vermiform feature may be speculatively identified. 

In scans containing only dissolved glasses (with no attached alteration layers), basaltic glass 

samples were noted to contain multiple concavities. In surface views, the majority of these 

appear approximately circular, with diameters of less than 10 μm (Figure 7.14). In cross 

section, these features are evident as symmetrical bowl-shaped pits with a depth of 1 – 5 μm 

(Figure 7.14). In one instance, a feature appearing similarly circular in surface views was 

observed to potentially appear vermiform in profiles (Figure 7.15), however this was smaller 

than many of the vermiform features previously observed in SEM-BSE. 

 
Figure 7.14. XCT scans of 50Ca50Mg basaltic glass after 468 days of dissolution shows ‘pit-

like’ features 

 
Figure 7.15. XCT scans of potential smaller-scale vermiform feature in 50Ca50Mg basaltic 

glass after 468 days of dissolution 
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Similar scans of glass samples where the alteration layer was detached show linear striations 

on the glass surfaces (Figure 7.16). These features were evident as multiple parallel lines 

spaced 20 – 100 μm apart, with lengths of 20 – 120 μm and widths of no more than five microns. 

Cross sections indicate these features penetrate only microns into the glass. 

 
Figure 7.16. Striations evident on 50Ca50Mg basaltic glass after 468 days of dissolution 

In scans containing both the dissolved glass and alteration layer, the alteration layer can be 

inferred to have once penetrated the aforementioned cavities. Figure 7.17 shows the underside 

of an alteration layer is characterised by high-density (bright) ‘ridges’, with a width of singular 

microns and a length of ~20 μm. These correspond to a featureless area on the upper alteration 

layer surface and approximately elliptical depressions in the glass surface below. In cross-

sections, the alteration layer can be seen to penetrate these concave depressions in the glass. 

 
Figure 7.17. Alteration layers above concavity in 672-day dissolved 50Ca50Mg basaltic glass  
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7.3. Discussion  

7.3.1. Feature comparison  

Vermiform features were noted to vary in size, abundance and characteristics depending on the 

studied glass composition, as summarised in Table 7.1.  

 Basaltic glasses MW25 ISG 

Length / 

width 

2 – 60 μm /  

2-4 x alteration layer 

3 - 15 μm /  

twice Layer 2 

3 – 40 μm / 

5 μm 

Features per 

cross section 
50 - 300 

10 – 25  

(increase at corners?) 

10 – 30  

(increase with 

dissolution duration?) 

Filled? 

Near-complete filling 

by single alteration 

layer protrusion with 

high-Z central 

enrichment, separated 

from glass by a void 

Entirely filled by 

Surface Layer 2 which 

contains high-Z central 

enrichment  

Mostly void, though 

Layer 1 present on 

either side of void 

(double alteration layer 

protrusion) 

Complexities 

Tapering, spiralling, 

disconnected from 

surface, branching, 

clustering 

Branching (near 

surface only), angular 

redirections, clustering 

Branching (near-

surface only) 

Interaction 

with other 

layers 

N/A  

(only one surface 

 layer present) 

No Layer 1 interaction. 

Interacts with Layer 3 

protrusions (absence 

immediately below 

feature and splaying 

adjacent to feature) 

Interacts with Layer 2 

(arches around feature) 

 

No interaction with 

Layer 3 (can cross cut) 

Table 7.1. Comparison of vermiform feature characteristics for all studied glasses 

Perhaps the greatest difference evident in Table 7.1 is between the basaltic and HLW glasses. 

Basaltic glasses appear to contain more vermiform features, which can be significantly longer 

and show more evidence of complexity compared to HLW analogue glasses. These 

observations may be linked – it may be because more features are observed in basaltic glasses 

that more variation in complexity and size is noted. These variable abundances may reflect 

differing responses (e.g. due to differing intrinsic material properties) to the same external 

stimulus/factor in each glass composition. This implies that the formation and characteristics 

of these features is dependent on more than just sample preparation alone. 

The increased feature abundance in basaltic glasses may indicate vermiform feature formation 

is more rapid or progressed in basaltic glasses. Features may initially preferentially form 

around monolith corners (consistent with observations made for ISG), before they begin to 

increasingly form elsewhere (hence the potential increase with time for MW25) until features 

become so widespread that no location or time dependence (at least beyond 28 days) is noted 

for basaltic glasses. This may also explain the increased complexity of features observed on 

basaltic glasses: complexity may develop with increasing progression through the vermiform 

feature formation process and progression may be more rapid in basaltic glasses. Preferential 
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or more rapid vermiform feature formation around monolith corners may be due to increased 

sample preparation-induced damage in these areas [91] or increased stress intensity factors here 

[307], as similarly discussed in relation to potential alteration layer thickening at monolith 

corners in Section 6.5.1. These hypotheses can only be speculated, however, as increasing 

abundance with dissolution duration (for ISG) or in the vicinity of corners (for MW25) has not 

been proven statistically.  

The variable ‘filling’ of vermiform features may also be noted from Table 7.1. For basaltic 

glasses, the void separating the alteration layer from the bulk monolithic glass is hypothesised 

to result from desiccation during sample preparation (as in Section 5.3). Aside from this, the 

contents of vermiform features in both basaltic glasses and MW25 glasses is near-identical. 

Prior to drying, vermiform features in both would have been entirely filled by whichever 

surface layer underlies any precipitate layer (Layer 1 in MW25). In both MW25 and basaltic 

glasses, this vermiform infill also contains a central enrichment zone comprising apparently 

high atomic number elements. This may imply that the high contrast central zone is influential 

in or indicative of the feature generation mechanism. However, this similarity does not extend 

to ISG where only a thin layer (Layer 1) appears to penetrate the vermiform features as a sheath 

or coating which leaves most of the feature unfilled. This may simply result from the lower 

thickness of the infilling layer in ISG relative to MW25. Nevertheless, no central enrichment 

zone was noted for ISG, as may imply a modified casual mechanism if this central strand is 

considered influential in vermiform feature generation in MW25/basaltic glasses. The 

similarity in feature morphologies might imply that formation mechanisms were at least 

comparable, however, in all compositions. The absence of a central enrichment zone within 

vermiform features in ISG may thus detract from the importance of this characteristic in 

formation of vermiform features in other compositions. Absence of the central zone may also 

reflect the relative simplicity of the ISG composition.  

The variable interaction of vermiform features with the surface layers in ISG and MW25 may 

provide useful chronological information regarding when these features and layers formed. 

Considering vermiform features as analogues to dikes or fractures in geology, it may be 

possible to determine relative ‘geochronologies’. For basaltic glasses, where only one surface 

layer is present, the penetration of this layer into vermiform features cannot be used to imply 

any sequence. Either the vermiform feature formed synchronously with the surface layer, or 

vermiform features predate the surface layer (the surface layer developed/formed within it) or 

the surface layer predates the vermiform feature (the vermiform feature formed below the 

surface layer, potentially as a result of a surface layer feature). The latter seems unlikely but it 

is possible. For MW25, the vermiform feature is infilled by Layer 2 and appears 

overcovered/overlain by Layer 1, with Layer 3 below. This may imply the vermiform feature 

grew during, or was present prior to formation of Layer 2, with Layer 1 forming sometime after 

(assuming the feature did not form after and beneath Layer 1). Layer 3 of MW25 shows a 

dependence on the vermiform features (deforming around them), potentially implying Layer 3 

formed after or during the formation of the vermiform feature, or implying that the same 

mechanism which causes protrusions in Layer 3 is related to formation of vermiform features. 

For ISG vermiform features appear to “overprint” Layer 3, either implying that Layer 3 

predates formation of the vermiform feature or implying that vermiform features continued 

growing in length quicker or for longer than Layer 3. However, these hypotheses do not 

consider what may be evident above and below the prepared cross section face.  
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7.3.2. XCT and 3D feature morphology  

The three-dimensional morphology of these features may offer insight into their generation 

mechanism and is noted to be of interest by previous authors [317]. XCT data was collected in 

the hope of elucidating this and given that SEM offers only two-dimensional information.  

As stated in Section 7.2.3, only a single vermiform features of a scale comparable to those 

observed in SEM were observed in XCT. This, though not entirely unexpected, was 

disappointing and may have occurred for two reasons: either the features were sparsely present 

in the scanned samples, or many of the features were indiscernible in XCT. The latter is 

plausible given that alteration layers were only evident in XCT images where layers had 

detached from their host-glass (Section 5.2.7). This means that should a vermiform feature be 

filled by an alteration layer, as is frequently observed to be the case in SEM images, this feature 

would be indistinguishable unless there was a resolvable cavity between the alteration layer 

and the vermiform feature. Such a cavity is evident in SEM, however it may be 

indistinguishable at the utilised XCT resolutions. Regarding the hypothesis that vermiform 

features are sparsely present in the scanned samples, SEM showed that vermiform features can 

be unequally distributed across monolith surfaces and thus locally sparse. The probability of 

observing such a feature may be reduced in XCT (relative to SEM) because in XCT the field 

of view is smaller, scouting and panning across wider areas is slower and the sample has 

already been size-reduced. It may, thus, be purely unfortunate that abundant features 

comparable to those noted in SEM were not observed in XCT. Remedying this may involve 

conducting high resolution XCT on an area where abundant vermiform features have already 

been observed in SEM cross sections, however cross sectioning inevitably involves the loss of 

some three-dimensional data.  

A singular potentially comparable – though small-scale feature was observed in XCT (Figure 

7.15). With a length of ~7 μm and width of ~2 μm, this is within the range of feature sizes 

observed for basaltic glasses in SEM (2 – 60 μm in length and twice the alteration layer 

thickness in width). Virtual XCT ‘cross sections’ indicate the feature to be more tubular than 

planar. This may be pertinent to other studies where comparable features are considered to 

relate to planar structures such as crystallographic planes or grain boundaries (which are 

anyway notably absent in amorphous glasses). Furthermore, this may be used to strengthen the 

case that these features are not simply dissolved fractures. Such fractures would be expected to 

have more planar geometries in three dimensions – especially given the typical conchoidal 

fracture geometry shown by glasses. 

Circular concavities observed in basaltic glass XCT are considered to be ‘micro-pits’ as are 

widely observed on dissolved archaeological and natural glasses elsewhere (see Section 2.4.1.). 

Combining or clustering of these to form “pitted troughs” (Figure 7.16) has similarly been 

noted in other studies [91], with alignment of these to form parallel rows also noted elsewhere 

[14], [47]. Discussions surrounding the cause of these pits is beyond the scope of this chapter– 

however readers are referred to Section 2.4.1 for a comprehensive list of possibilities. Some of 

the parallel striations may also indicate grinding/polishing defects which may have undergone 

preferential dissolution via similar mechanisms to those which form pits.  
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7.3.3. Significance of vermiform features  

Glass dissolution rates  

Vermiform features may impact glass dissolution rates by increasing the actual leachate-

exposed sample surface area, however most authors and calculations assume that this surface 

area is constant and fixed (at the initial surface area value). Evaluating the potential impact on 

surface areas in MCC-1 experiments is, however, justified given similar vermiform features 

have elsewhere been found to increase surface areas by a factor of 2.4 [143].  

Quantifying surface area increases associated with this effect is possible if various assumptions 

are made. For basaltic glasses cross sections, if 175 features per monolith perimeter are 

assumed, with each feature having a length and width of 31 μm and 2 μm respectively (the 

mid-range of values estimates in Section 7.2.1), then vermiform features can be estimated to 

cause an average perimeter increase of 1.4 times. If it is further assumed that one cross section 

is representative of a ~2 μm monolith thickness (i.e. that there are 5,000 of these cross sections 

per monolith) and if vermiform features are modelled as open-ended cylinders then a surface 

area increase of a similar quantity (1.4) can be calculated as in Figure 7.18. 

 
Figure 7.18. 2D and 3D methods of estimating the effect of vermiform features on sample 

surface areas 

Applying these corrections would result in a surface area to volume ratio (SA:V) of 14-16 m-1 

for MCC-1 experiments, which differs considerably from the assumed value (10 m-1) used in 

normalised mass loss calculations. Inter/intra-study comparisons will not be devalued by this 

if these features are universal (in scale/abundance) across all experiments/studies – for example 

in Chapter 5 where the vermiform features appear relatively uniform across the variable Mg:Ca 

series. However if the features result from an extrinsic factor/process (e.g. sample preparation), 

then inter-study comparisons may be undermined. Significant further research, discussion and 

analysis of these features is nevertheless recommended before correction factors are applied; 

particularly given no other authors have previously considered them necessary. 
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Nuclear waste disposal  

MCC-1 tests are commonly used in nuclear waste glass durability assessments [254] and 

therefore play a crucial role in supporting the nuclear waste safety case. It is thus critical that 

any method limitations and (potentially false) assumptions are comprehensively evaluated such 

that the likelihood of adverse consequences can be estimated with a reliable uncertainty.  

In MCC-1 experiments, surface areas are implicitly assumed to remain constant throughout. 

The ASTM C1220 standard states that surface areas should be calculated pre-dissolution and 

based on monolith dimensions [194]. In this protocol, every effort is made to ensure the 

reliability of this value by adequately polishing specimens and making corrections for sample 

porosity and ‘nicked’ edges [194]. However, no effort is made to account for any change in 

this value with dissolution duration. In reality surface areas may vary with dissolution duration 

– either decreasing as glass surfaces are dissolved/removed [102], or increasing as localised 

attack features (including vermiform features) are developed. Though these effects may 

counterbalance, this cannot be verified until a comprehensive study into the variability of 

surface area with dissolution duration has been conducted. Currently this surface area 

variability remains uncorrected, despite the comparable time-dependency in leachate volumes 

being corrected for via the use of leachate volumes measured at the end of experiments (after 

evaporative loss). Applying a comparable correction to surface areas (e.g. by multiplying 

values by 1.4) has a reciprocal effect on NLi values (i.e. these decrease by a factor of ~1.4).  

Glass dissolution processes/kinetics/alteration layers  

As considered for other localised attack features [92], the formation of vermiform features may 

be coupled with alteration layer formation. Dissolution of vermiform features likely provides 

elements for alteration layer formation, but alteration layer formation may also infill and thus 

reduce the effect of vermiform features, potentially also ‘protecting’ them from further growth. 

This coupling is poorly understood, however further research in this area may provide insight 

into alteration layer development and characteristics (including potential layer heterogeneities).  

Vermiform features also influence sample surface areas which have been found, for a given 

leachant volume, to strongly influence glass dissolution reaction kinetics [318]–[321] and 

alteration layer thickness [319]. For a set leachate volume, with increasing surface area there 

is comparatively less solvent to dilute any hydroxide/alkalis released during Stage I dissolution, 

so pH is able to increase more in higher SA/V experiments [318]. The less dilute conditions in 

higher surface area experiments also allows more rapid achievement of residual rates. Finally, 

with increasing surface area comes a potential decrease in alteration layer thickness (because 

less glass must react to attain the same level of saturation) and an increase in alteration layer 

growth rates (as saturation is more rapidly approached) [319]. Thus, if vermiform features can 

be shown to increase glass surface areas, they can also be inferred to impact alteration layer 

thickness and growth rates, as well as experimental pH values and dissolution stage durations. 

Other perspectives  

Vermiform features also have a multidisciplinary significance. Geologists often use vermiform 

features to indicate biologically mediated weathering [119], whilst palaeontologists postulate 

that vermiform features (in basaltic glasses) evidence some of Earth’s earliest life [322] and 

astrobiologists hypothesise that worm-like features may, one day, become the first evidence of 

extra-terrestrial life that we obtain [144], [323]. However all of these relevancies require 

vermiform features to be exclusively caused by biological processes, which may be questioned.  
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7.3.4. Origin and formation of ‘typical’ (simple) vermiform features  

Biotic 

The resemblance of these features with plant roots and microbial borings necessitates a 

discussion surrounding a potential biological origin. Vermiform features with smooth edges, 

constant diameters and rounded ends are often used to suggest a biological origin [120], [324], 

[325]. To generate these ‘tunnels’, microbes can excrete glass-dissolving substances [102], 

whilst plant roots can extend via chemical attack or by exerting pressure after infiltrating micro-

flaws [326], [327]. Both mechanisms could theoretically form the features observed in Section 

7.2, however this appears highly unlikely.  

This is because experiments were conducted in a clean laboratory where the likelihood of 

biological contamination is negligeable. All reagents and solutions were of a laboratory grade 

and were stored appropriately to minimise potential biological influences. A source of carbon 

(other than that in the atmospheric air within the vessel) was also absent in experiments and no 

microbes were observed (or suspected) in SEM or XCT. Furthermore, no biological material 

was added to experiments and even if microbes were able to enter vessels during experiment 

initiation, these organisms would have been unlikely to be sufficiently adapted to survive the 

nutrient-poor, alkaline (pH 8.5 - 9.5) high temperature (90 °C) environment within vessels. 

Finally, it has been theorised that biological glass borings are near-impossible to generate in 

laboratory experiments (even if microbes are purposefully added) because the boring process 

is so unavoidably slow [102]. Given the latter, it seems highly unlikely that the vermiform 

features shown in Section 7.2 could be formed via biological processes.  

Nonetheless, further attempts were made to refute a potential biological influence or origin. 

Evidence of living, or once-living, matter was sought by analysing leachates for the presence 

of DNA. Leachate samples were tested (by Dr. Victoria Workman at The University of 

Sheffield) for the presence of double-stranded DNA (dsDNA) via a Quant-iT™ PicoGreen™ 

dsDNA Assay test. This was performed on unacidified MCC-1 leachate aliquots which had 

been speculatively retained. Leachates from two experiments (0Ca100Mg basaltic glass 

dissolved for 461 days and ISG dissolved for 224 days) were tested and analysed in three forms: 

(1) without further processing, (2) after they had been concentrated and (3) after attempts were 

made to extract genomic DNA (gDNA) via the EtNa protocol [328]. No detectable DNA was 

identified in any samples. Though tests would have been unable to detect life at concentrations 

less than 5-200 million cells per millilitre and testing required DNA to be extractable from cells 

(questionable given the cell robustness required for life in the relatively harsh conditions within 

MCC-1 vessels), this null result is consistent with the aforementioned considerations.  

 

Abiotic  

Given that a biological cause is unlikely, various abiotic formation mechanisms for the simplest 

vermiform features may instead be considered. Such mechanisms typically involve preferential 

dissolution around a structural, morphological and/or chemical precursor. Chemical attack may 

progress quicker around these features via a positive feedback effect: dissolution of the 

precursor will generate an aggressive high-pH leachate which promotes further dissolution, 

especially if this leachate is retained in crevasses where diffusion with the bulk leachate may 

be reduced [46], [91], [92].  
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Structural precursors may include highly strained low angle bonds within the glass structure. 

However, glass structure analysis is beyond the scope of this work. Similarly, chemo-structural 

precursors may include alkali channels which may undergo preferential dissolution. The glass 

characterisation techniques used here would be unable to resolve these atom-scale features, 

however alkali channel features have been hypothesised in HLW glasses previously [128], 

[129]. Alkali channels may provide an initial precursor for vermiform feature growth (much 

like they have been proposed as the precursors to Griffiths flaws [329]), however further 

growth may then be independent of the alkali channel path.  

Purely chemical precursors may include macro/micro-scale compositional variations, however 

phase separation or significant spatial compositional variations were not noted during pre-

dissolution characterisation via SEM-EDS.  

Finally, morphological precursors are also possible. Though every effort was made to 

thoroughly polish samples to a mirror-like (1 μm) surface finish, micro-scratches and other 

polishing remnants may, conceivably, have remained. Similarly, microfractures may have been 

present in the monoliths even if they were not evident optically or via SEM prior to dissolution 

experiments. This hypothesis is consistent with potential observations of increased vermiform 

feature abundance at monolith corners where preparation-induced damage is likely greatest. 

During sample preparation monolith corners were sometimes lost due to fracturing and, 

although monoliths with missing corners were not used in experiments, this illustrates that 

corner fracturing is common (as is also noted elsewhere [236]). Though this hypothesis may 

be less consistent with the observed compositional dependence of vermiform feature 

abundance (given all monoliths were prepared identically), this may be related to 

compositionally-dependant glass properties. Mechanical properties including the fracture 

toughness may have varied between compositions, potentially increasing the propensity for 

microfracture development in basaltic glasses. Any scratches/cracks may have promoted 

retention of the highly-aggressive high-pH leachate that forms during initial dissolution and 

may thus have promoted vermiform feature development [110], [130]. A cause related to 

sample preparation is also consistent with other studies [110], [130], [236].  

The hypothesis that features result from polishing defects may explain why features, in some 

cases, cluster. Micro-scratches may cluster into a small area/region over which not all scratches 

from the previous polishing stage have been removed. Single scratches may also exist however, 

allowing generation of more solitary features. Features within clusters may be unequally spaced 

due to the random nature of polishing (diamond particles will be randomly distributed across 

polishing cloths) and potential contamination of grinding/polishing materials may allow 

introduction of rare ‘deep’ scratches that were not fully removed in later polishing stages.  

Mechanisms able to generate the enigmatic morphologies of vermiform features can also be 

discussed. Even simple vermiform features were occasionally noted to have sinuous curvilinear 

paths. This may be associated with the lack of long-range order in glasses: preferential attack 

of strained bonds, which are located near randomly throughout the glass, may divert the course 

of vermiform features. The lack of long-range order means glass does not contain the 

crystallographic planes which preferentially dissolve to produce straight features in crystalline 

materials [330], [331]. Essentially, there are no reasons why vermiform features would 

generally be straight in glasses as no linear structural features are present in glasses.  
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7.3.5. Origin and generation of atypical vermiform features 

Though only occasionally observed, the characteristics outlined in Section 7.2 (particularly 

Figure 7.4) may offer insight into how the more common features were formed, and they may 

also be used to illustrate why previous indicators of biogenicity must be revaluated. 

The widening of vermiform features towards the glass surface (Figure 7.4) may be indicative 

of biotic or abiotic processes. Funnel-shaped vermiform features, tapering in width from a 

materials surface inwards, have previously been used to suggest biological origins [116], [317], 

[332]. Such morphologies may develop as microorganisms initially spend a period of time 

inhabiting (and thus dissolving) the material surface before they later ‘tunnel’ into the substrate 

[102]. However, this tapering shape may also form via abiotic alteration of (micro-)fractures, 

as is occasionally overlooked in biological literature. Deeper areas within a fracture may have 

decreased fluid exchange with the bulk leachate, allowing accumulation (and increased 

saturation of) elements dissolved from the glass and thus decreased driving force for dissolution 

[333]. More rapid dissolution of fracture areas nearer the surfaces via this mechanism is 

expected to create a tapering vermiform feature morphology as in Figure 7.4. This may also 

explain the feature branching: Once vermiform features have achieved a critical length, growth 

at the ‘tip’ may slow, allowing the focus of attack to move up the fracture walls. 

Similarly, helicoidal structures have previously been used as evidence of biogenicity [334]. 

Helical morphologies are commonly associated with living cells [335] including cyanobacteria 

(Oscillatoria, spirochaetes [144]), fungal hyphae (Trichophyton mentagrophytes var. 

Mentagrophytes [336]) and iron-oxidising bacteria (Gallionella Mariprofundus [337]). The 

evolutionary advantage provided by such spiral growth is unclear, however it may reflect a 

growth and/or feeding strategy [334]. Helical forms are also recognised in palaeontology – 

with the ichnospecies “Tubulohyalichnus spiralis” recently defined to encompass features 

[334] after their previous classification as ‘helical channels’ [335], ‘spiral structures’ [338], 

‘helical tubes’ [115], [145] and ‘spiral tubes’ [339]. However, helical forms can also be 

generated via abiotic processes. For example, Ambient Inclusion Trails (AITs - formed via the 

propulsion of mineral crystals through a matrix) with helical morphologies have been reported 

[137], [340]. AITs are not considered a viable mechanism for vermiform features presently, 

however the ability for abiotic mechanisms to mimic biological forms (known as ‘biomimicry’) 

is of note. Crystallization and polycrystalline aggregate formation can also generate helical 

forms [144] including in experiments using organic gel media [341] and inorganic carbonates 

within alkaline silicate solutions [342]. Though these experiments involve organic matter or a 

carbon source, similar helical features (described as “pigtails”) are hypothesised to form via 

self-organization during silicate glass corrosion [74] and in abiotic experiments of polymeric 

hydrogels [343]. The exact feedback mechanism responsible for this has not yet been identified, 

however it is thought to relate to pH-induced gel shrinkage and helical crack growth [74].  

Vermiform features that appear unconnected from the monolith surface (Figure 7.4) are likely 

to be connected to the surface in three dimensions (outside of the plane of view). These features 

must relate to dissolution (as features were absent in equivalent micrographs from undissolved 

monoliths or monolith interiors) and dissolution is a surface process. Features also resemble 

forms which are observably connected to the surface (and hypothesised to be formed via 

dissolution) in most cases. Though features are hypothetically connected to the sample surface 

in other planes of view, this need not necessarily imply that the features themselves are planar. 

Tubular morphologies intersecting the plane of view may also generate this morphology.  
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7.3.6. Chemical garden experiments 

Chemical garden experiments may provide an explanation or analogous system for vermiform 

feature growth. So called because they generate structures resembling plants, these experiments 

can abiotically generate tubular, helical, tapering, sinuously curvilinear and branching forms 

potentially comparable to vermiform features [144].  

Chemical garden experiments typically involve a metal salt crystal dissolving in alkali silicate 

solutions (Figure 7.19). As the salt dissolves, the resulting acidic leachate reacts with the 

surrounding alkali medium to generate a semi-permeable silica gel membrane [144]. Inflow of 

water through this, a result of osmosis, subsequently increases the pressure contained by the 

membrane until its eventual rupture releases the acidic solution as a ‘column’ which rises 

buoyantly [344]. This column is rapidly ensheathed by a new gel membrane in the form of a 

thin tube which may remain open at the tip [345]. Growth of this, and potentially other tubes, 

will continue until the salt is wholly dissolved. Morphological complexity of features is widely 

reported and is considered a potential result of complex fluid dynamics [345]. Variation on this 

‘classic’ experiments is also possible: solutions may be aluminates, borates, carbonates, 

chromates, cyanoferrates, phosphates, or silicates [346] and the metal salt need not be solid 

[345], [347]. 

 
Figure 7.19. In chemical garden experiments, dissolution of metal salt within an alkali silicate 

solution (a), forms a semi-permeable membrane between basic and acidic solutions (b). 

Pressure confined by this membrane then increases (c) until rupture releases an acidic solution 

column (d) which is ensheathed by a new semi-permeable membrane tube. Figure after [345].  

Chemical garden features grow as a result of an osmotic pressure gradient across a semi-

permeable membrane separating two liquids. This phenomena cannot thus directly explain the 

formation of vermiform features which penetrate an apparently solid glass. An osmotic gradient 

simply does not exist between such a solid and a liquid. Notwithstanding that, chemical garden 

growth into a gel medium is reported [341], [348], [349] and glass alteration can form gel layers 

[66], [72], [73]. However, the vermiform features observed in Section 7.2 appear to penetrate 

pristine glass – not a gel layer. Hence, chemical garden experiments can only provide a 

potential analogy, not a direct explanation for the vermiform features observed in the present 

experiments.  

Dissolution of a ‘seed’ feature at the glass surface remains a plausible mechanism of vermiform 

feature generation, however. This may generate a corrosive solution which encourages 

localised attack and the formation of a ‘tunnel’. The absence of such a ‘seed’ feature in SEM 
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observations may be because features are of a scale unresolvable via SEM or the seed has 

completely dissolved. The central high atomic number enrichment within some vermiform 

features may relate to the movement (or ‘digging down’) of this seed material. The seed, or at 

least central enrichment zone, is speculated to be iron-rich on the basis of the high contrast in 

BSE images, however EDS verification of this is not possible due to limited resolution. 

Potentially comparable preferential dissolution below crystallites (formed during glass 

cooling) at the surface of glasses has been tentatively speculated elsewhere [236] and was 

considered a potential mechanism for generation of depleted zone surrounding spinel 

crystallites in Chapter 4.  

7.4. Summary 
Vermiform features, distinct from dissolved fractures, have been observed in MCC-1 

experiments and show variability across the studied glass compositions. Vermiform features 

are abundant on dissolved basaltic glasses, with features partially filled by the sole surface 

(alteration) layer present. This layer contains a high-atomic number central strand where it 

penetrates features. Vermiform features in basaltic glasses may be observed to taper, cluster or 

branch, with spiralling of the central strand also observed. The equivalent features on HLW 

glasses are less abundant, less complex and are typically shorter. Vermiform features on MW25 

are entirely filled by surface Layer 2, which again shows a central zone enriched in high-atomic 

number elements. Vermiform features in MW25 do not interact with surface Layer 1 and are 

associated with a ‘splaying’ and absence of Layer 3 protrusions. Vermiform features in ISG 

are largely unfilled, containing only a only a thin ‘coating’ of Layer 1. Surface Layer 2 appears 

to arch around these features, whilst Layer 3 appears unaffected by the feature’s presence. XCT 

investigations imply features are tubular (not planar), but this cannot be stated conclusively as 

only a single feature was observed. This may result from limited instrument resolution and/or 

sample size and unequal feature distribution across the sample 

Feature formation may be more progressed in basaltic glasses compared to HLW glasses, with 

this allowing greater abundance, complexity and length of features in the former. Variability 

in infilling may be correlated with variable alteration layer thicknesses, but may also indicate 

differing causal mechanisms. Regardless, features are estimated to increase sample surface 

areas by a factor of ~1.4, as may cause discrepancies in MCC-1 calculations (which assume a 

constant surface area measured geometrically and prior to dissolution). This may introduce 

previously unidentified uncertainty into models underpinning nuclear waste disposal. 

Though comparable features are often considered to have exclusively biological origins, this is 

considered highly unlikely here given every effort was made to exclude organics. DNA, though 

sought, was also not found. Instead, preferential dissolution of a precursor feature is considered 

most likely – with plausible initiation points including alkali channels, highly strained bonds, 

and/or micro-scratch/fractures. Speculatively, the latter precursors are considered most 

plausible as these can explain feature clustering and potential abundance increases towards 

monolith vertices (which can become damaged during sample preparation). Preferential 

dissolution below/around a ‘seed’ material/crystal may also be possible, as inspired by 

analogue chemical garden systems. Whatever the mechanism(s), these appear able to 

abiotically generate novel vermiform feature characteristics (including funnel morphologies 

and helical forms) which have previously been used to infer biological processes. The use of 

such vermiform features in proving biogenicity can thus be called into question.   
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8. Potential Alteration Layers & Dissolution 

Features in Vitrified Hillfort Materials  
8.1. Introduction  

Materials from vitrified hillforts have unique advantages as HLW glass analogues [161], with 

samples from Dun Deardail vitrified hillfort particularly valuable from this perspective given 

the sites meteorological location (Figure 8.1). Vitrified samples from here were formed in 

~310BC by burning, melting and quenching the fortification’s timber-laced stone ramparts to 

produce a glassy material which has since been exposed to high precipitation near-surface 

conditions (and thus potentially meteoric- and ground-waters) for almost 2,500 years. These 

materials may thus offer insight into glass dissolution behaviour. 

 
Figure 8.1: UK hillfort map, with vitrified hillforts assigned solid symbols – the shape of which 

indicates where vitrification evidence was found. Base map shows total annual precipitation 

from “wettest” (2,001-2,500 mm/yr; green) to “driest” (501-750 mm/yr; orange) with Dun 

Deardail located in the “wettest” category. Hillforts replotted after Lock & Ralston [175] and 

Kreston & Kreston [350]; base map and climate data from WorldClim [351]. 

In this chapter, samples collected from Dun Deardail vitrified hillfort (as in Section 3.1.2) are 

characterised to both probe the suitability of the materials from a glass analogue perspective 

and to seek evidence of dissolution. XRD was used to verify the presence of glassy material, 

before visual observations, SEM-EDS and XCT were used to infer the distribution and location 

of this material. Potential dissolution features were then identified via optical microscopy, 

SEM-EDS and XCT, before the likelihood that these features were formed via dissolution was 

assessed using comparisons with a synthesised replica glass, theoretical considerations and a 

qualitative analysis of material distributions across the sample surface.  
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8.2. Results  

8.2.1. XRD 

Figure 8.2 shows XRD patterns collected from a hillfort sample and the material synthesised 

to simulate the glass within this (see Section 3.1.4). In the hillfort sample, a subtle broad region 

of diffuse scattering is observed from 15-35 °2θ, however this is diminished in relative intensity by 

multiple sharper and more intense peaks. In the synthesised simulant material, a similar region of 

diffuse scattering from 15-40 °2θ is observed, with an additional single sharp peak at ~22 °2θ. 

 
Figure 8.2: XRD trace of hillfort sample #601-602 and the synthesised replica material. 

8.2.2. Visual sample inspection  

Hillfort samples were visually inspected and catalogued prior to any analysis. Samples differed 

considerably in appearance, however broadly all samples contained vesiculated regions, often 

with a vitreous lustre, which separated more angular ‘clasts’. Flow textures were occasionally 

observed as bulbous protrusions, with some vitreous vesicle interiors appearing rusty-

red/brown in places (Figure 8.3a). A patchy superficial coating of soil-like material and plant 

rootlets was also observed on some hillfort samples. Finally, the replica simulant hillfort glass 

was observed to contain abundant vesicles (Figure 8.3c). 

 

Figure 8.3: Hillfort sample photographs (a,b) show vitreous vesicle interiors occasionally with 

a rust-red surface coating (yellow arrow), plant rootlets (green arrow) and evidence of flow 

(arrowed in blue). Simulant replica material (c) noted to contain abundant vesicles.  
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8.2.3. SEM-EDS 

SEM-EDS was used to estimate the composition of featureless (crystal-free) homogenous areas 

in hillfort samples. As outlined in Section 3.1.4, this alkali-aluminosilicate composition (Table 

3.4) was used in synthesis of the replica glass. Which was observed to be homogenous and 

crystal-free in SEM. SEM-EDS elemental maps and line-scans revealed no consistent changes 

in the composition of hillfort samples towards potentially exposed sample surfaces, with no 

surface de-alkalisation found.  

SEM-EDS analysis of the thin section from hillfort sample #410-401 reveal cavities (probable 

vesicles) were occasionally rimmed by iron-rich layers (of 2-10 μm thickness; Figure 8.4). In 

one instance, an irregularly-shaped feature at the edge of a cavity (Figure 8.5) was observed to 

grade from iron/sulphur-rich (proximal to the sample surface) to more titanium/iron rich 

compositions moving from the vesicle surface into the glass. In many instances, remnants from 

sample preparation (completed externally as in Section 3.3.1) were observed in these cavities.  

 

 
Figure 8.4: SEM-EDS of hillfort Sample #410-401 shows iron-rich cavity rim. Silicon-carbide 

grains within the cavity are remnants from sample grinding (conducted externally).  
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Figure 8.5: SEM-EDS of hillfort thin section (Sample #410-401) shows gradation of FeS area 

at the edge of a cavity into an FeTi area moving away from the vesicle. Note the (carbonaceous) 

strands within cavities (also evident in the lower right of Figure 8.4) are polishing cloth fibres.  

 

8.2.4. Optical microscopy  

Optical micrographs of the synthesised hillfort replica material show iridescent areas 

containing abundant (<1 μm diameter) cavities. These cavities are also elsewhere observed to 

be filled by iridescent material (Figure 8.6). 

 
Figure 8.6: Simulant hillfort replica material micrographs show cavitied iridescent areas (a) 

and cavities filled by iridescent material (b). 

Hillfort samples show similar circular cavities (≤1 μm in diameter) that are occasionally filled 

by iridescent material (Figure 8.7a-b). Entire areas of similarly cavitied iridescent material are 

also observed (Figure 8.7c) and larger cavities (probable vesicles of 100-300 μm in dimeter) 

are occasionally lined by (a 20-60 μm thickness) rim of orange-brown material (Figure 8.7d).  

Thin sections taken from hillfort samples also show abundant cavities (5 μm to 3 mm in 

diameter) and fractures. Cavities are occasionally lined by material of a similar greyscale to the 

bulk sample (2-15 μm in thickness; Figure 8.8a) or darker material which also contain multiple 

white, angular irregular polygons (~10 μm diameter; Figure 8.8c). Similar ‘bright’ features 

were also observed within fractures in regions proximal to the sample surface (Figure 8.8d). 
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Figure 8.7: Hillfort sample #601-602 shows cavities (a), which are filled by iridescent material 

(b), coated by a rusty-brown material (c), and within iridescent areas (d).  

 
Figure 8.8: Hillfort thin section (Sample #410-401) shows cavities with lining which resembles 

the bulk material (a), cavities with a darker coating which contains bright white polygonal 

features (b, c) and bright polygonal features within fractures near the sample surface (b, d)  

 

8.2.5. XCT 

Initial observations indicated significant sample heterogeneity (Figure 8.9). However, all 

samples contained regions of cavity(vesicle)-rich material which comprised between ~5% and 

~95% of the solid sample volume. These regions encompass angular to sub-angular clasts 

containing significantly fewer cavities and that are either internally homogenous (e.g. Figure 

8.9d) or may show layering (Figure 8.9a). The boundary between these cavity rich/poor zones 

is sharp and well defined, often by contrast (density) variations or alignment of cavities (Figure 

8.9). Samples may also contain internal fractures (e.g. Figure 8.9e) and Sample #601-602 

showed significant layer deformation (e.g Figure 8.9c). 
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Figure 8.9: XCT images of hillfort samples (identified in figure). Note highly vesiculated 

regions separate poorly/non-vesiculated zones. 

Surface-proximal regions with a darker appearance (lower density) than the bulk sample were 

identified as of potential interest. This material was evident as: (1) arcuate/crescent shape 

occurrences within vesicles (Figure 8.10a-c), (2) clusters of well-rounded particles at the 

sample surface (Figure 8.10d-f) and (3) fracture infilling (Figure 8.10g-i).  

 
Figure 8.10: XCT images of hillfort samples (identified in figure) showing near-surface 

regions with a darker appearance than the surrounding/bulk material (arrowed in red). 
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A quantitative method was developed to analyse the distribution of this low density (i.e. ‘dark’) 

material relative to sample surfaces and the accessibility of those surfaces to the external 

environment. This method (described fully in Appendix I) involved segmenting the solid 

sample, ‘air’ and the Dark Regions Of Interest (DROI) via thresholding. The ‘air’ was then 

subdivided by accessibility (connectedness to the exterior environment) and a region within a 

given vicinity (200 μm) of in/accessible sample surfaces was generated. The intersections of 

these regions with the potential dissolution features (DROI) was then determined and expressed 

relative to values estimated by supposing a random DROI distribution.  

Figure 8.11 shows that compared to a random distribution, there is a positive deviation in 

occurrence of these dark regions in the vicinity of accessible surfaces and a negative deviation 

for occurrence in the vicinity of inaccessible surfaces. Essentially, there are more dark regions 

of interest in the vicinity of accessible surfaces and less in the vicinity of inaccessible surfaces 

than could be expected from an entirely random distribution of material. Deviations appear 

large (±30-60%) for datasets #602-639 and #601-655, but minimal (~<±10%) for datasets 

#601-612 and #601-604. Plotted error bars overlap in datasets #601-604 and come within 5% 

in datasets #601-612, #601-602 and #601-604. In these datasets the trend is thus deemed to be 

of negligible and minimal significance, respectively.  

 
Figure 8.11: Results from qualitative analysis of dark region occurrence relative to surface 

accessibility for hillfort samples. Values show deviation from random surface distribution, with 

error bars produced by varying thresholding values (by ±1SD) as outlined in Appendix I.   
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8.3. Discussion  

8.3.1. Bulk sample characterisation  

Hillfort samples  

XRD (Figure 2.3) indicates the presence of amorphous material in hillfort samples, implying 

the presence of glassy matrix. This is hypothesised to correspond to the highly vesiculated 

material evident in SEM-EDS, XCT and optical microscopy. This material preserves evidence 

of molten flow (Figure 8.3) and must have been rapidly quenched in order to retain its 

vesicularity, hence formation of a glass seems probable. Hypothesising vesiculated regions are 

glassy is also consistent with other vitrified hillfort studies, [352], [81], [164], [353]–[358], 

observations of vitreous vesicle interiors (Figure 8.3) and the highly vesiculated appearance of 

the synthesised replica glass.  

Crystalline peaks within the XRD pattern are attributable to minerals (identified in Figure 8.12) 

either from un-melted protoliths, or which were precipitated from the melt or incompletely 

melted in the first instance. Magnetite and quartz are likely derived from the pelite/schist 

protolith used in wall construction [175], with plagioclase feldspars either similarly originating 

from (diorite) protolith and/or crystallised from the melt [175]. These minerals have been 

similarly identified in other vitrified hillfort samples [81], but are of negligeable interest to 

glass dissolution studies. None of the minerals identified in Figure 8.12 are thought to result 

from hydrothermal-type or dissolution reactions.  

 
Figure 8.12: XRD trace of hillfort sample #602 showing crystalline peaks which can be attributed to 

magnetite, plagioclase feldspars (labradorite and albite) and quartz  

Un-melted protolith is evident as the poorly vesiculated angular regions in XCT and SEM. 

These regions frequently retain their original geological features (e.g. bedding/lamination, 

mineralogical phenocrysts) and show minimal evidence of vitrification/melting. However, 

significant heat exposure of these is preserved as sample fracturing, delamination and warping 

[173], [176], [356], [358]. The few vesicles within these regions may indicate original 

geological features, or may show early-stage partial melting [358].  

Sample heterogeneity likely results from differing protolith compositions [175] and sample 

collection from many contextual locations, each with differing melting conditions [164], [173], 

[176]. Despite this heterogeneity in appearance, glass compositions are fairly consistent and 

closely resemble the local aluminosilicate-rich geology [175]. The latter supports previous 

theories that no exotic materials/fluxes were added to Celtic forts [164]. 
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Synthesised replica glass  

XRD of the synthesised simulant hillfort material showed this is predominantly amorphous – 

verifying that the glass element of the hillfort samples had been replicated in this respect. Figure 

8.13 shows the single sharp XRD peak can be assigned to un-melted silica from the batch. 

 
Figure 8.13: XRD of hillfort replica/simulant material and silica used in the materials production. 

The synthesised replica glass also resembled the hypothesised glass component of vitrified 

hillfort samples in other ways. Viscosities appeared comparable, with the synthesised replica 

glass too viscous to pour on melting and actual hillfort glass evidencing viscous flow behaviour 

visually. Glasses were also similarly vesiculated (see Figure 8.3) and were, as intended, near-

identical in composition. This implies that the hillfort glass was successfully replicated despite 

the differences in starting materials (reagents in the simulant vs rocks in the hillfort samples) 

and melting conditions (e.g. melting likely occurred over a more prolonged period in actual 

hillfort samples). Given this, the synthesised simulant can be reliably used in comparisons 

aiming to elucidate the likely causes of suspected/potential dissolution features in hillfort 

materials.  

8.3.2. Identification and evaluation of potential dissolution features  

Surface cavities  

Cavities resembling those in Figure 8.7 are often interpreted as pits formed via preferential 

glass dissolution (Section 2.4.1). However, these features were also evident in the synthesised 

replica glasses (which was never exposed to liquid water), implying they are unrelated to 

aqueous processes. Instead they are interpreted as micro-vesicles. This is consistent with the 

vesicle size variability in samples from other hillforts [355] and the macroscopic observations 

of vesicles in both hillfort samples from Dun Deardail and the synthesised replica material.  

Iridescence  

Glass alteration layers are often observed to be iridescent [76], [94], [359], [360], however this 

is not the hypothesised caused of iridescence in hillfort samples because this iridescence was 

again also observed in the undissolved replica glass. Instead, iridescence may result from 

potential phase-separation (as observed at Broborg hillfort [166]) or from a fine sub-surface 

fracture that effectively generates an additional glass layer which interacts with light to 

generate thin film interference patterns. Of these, the latter micro-fracture hypothesis appears 

most plausible given that no evidence of phase separation was observed in SEM-EDS. Why 

either phase separation or micro-fracturing may occur preferentially in vesicles remains 

unclear, although fracturing might arise from surface temperature gradients between the molten 

material and the surrounding atmosphere. 
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Surface layers 

Surface layers (often evident within vesicles) are considered potentially the most plausible 

evidence of aqueous dissolution as they may represent glass alteration layers. However, whilst 

this interpretation is consistent with many results, it cannot explain all surface layers.  

In XCT, comparatively low-density surface layers were found to consistently occur more 

frequently on accessible surfaces than expected from a random surface distribution. The 

consistency of this observation across all samples implies it is not due to chance, with the low 

significance in some individual datasets speculated to result from segmentation difficulties, 

sample heterogeneity or differences in the dominant origin of the material between samples. 

This implies that a process requiring surface-accessibility (e.g. water flow) may control the 

distribution or formation of the majority of these low density surface coatings. 

Features resembling surface layers but observed on inaccessible surfaces are considered to be 

methodological artefacts and misidentifications. Examining segmented images revealed some 

‘blurred’ sample surfaces (Figure 8.14a-c) had been misidentified as low density surface layers. 

These may have resulted from sample motion during scanning [213], [361], post-processing 

operations [315], artefact correction [362], [363], or the partial volume effect/limited data 

resolution [362]. Similarly, some low density highly vesiculated veins within un-melted 

protoliths (Figure 8.14d-f) were also misidentified as low-density surface layers. Veins are 

reported to occur in the lithologies used to construct the hillfort [173] and may have melted 

and/or vesiculated preferentially upon vitrification to form these features.  

 
Figure 8.14: Areas anomalously identified as low density surface layers in quantitative XCT analysis 

(arrowed in yellow) of hillfort samples are more likely blurred sample edges (a-c) and low-density veins 

within the protolith (d-f). Sample numbers as identified.  

The surface accessibility-dependant process(es) considered to control the formation and/or 

distribution of the correctly identified low-density surface layers all involve water. For 

example, some of these regions likely represent soil deposited from a groundwater. This is 

consistent with initial visual observations of soil on samples (Figure 8.3), particulate clusters 

identified in XCT (Figure 8.10d-f) and observations of particles within surface layers in optical 

micrographs (e.g. Figure 8.8). Typical dry soil density (1.1-1.6g/cm3 [364]) is significantly less 

than the density of the synthesised simulant hillfort glass (2.4 g/cm3; determined by 

pycnometry), explaining the contrast variation in XCT images. Finally, the grain sizes 

estimated from SEM and optical microscopy (circa 5-15 µm) also resemble those for the topsoil 

at the Dun Deardail site (predominantly silty at 2-50 µm [365]).  
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Surface layers may also have formed via reaction between the sample and groundwater, for 

example via aqueous corrosion. In optical microscopy, some vesicle linings and surface layers 

(e.g. Figure 8.7c and Figure 8.3a) were observed to superficially resemble the earthy or clay-

like orange/brown appearance of palagonite rinds (basaltic glass alteration layers) [158]. 

Similarly, some surface layers observed in XCT data appear similar (in morphology and 

relative density) to the gel layer observed in XCT of other dissolved glasses [366]. The “dark” 

appearance of these features in XCT implies a low density, as is generally consistent with 

alteration layers relative to the glasses they form on [11], [47], [286]. Glass alteration layers 

typically have reduced density relative to the glasses on which they formed due to their micro-

porosity [47] and/or the replacement of alkalis with less dense protons [286].  

The iron-rich vesicle linings revealed in SEM-EDS are also consistent with the glass alteration 

layers. Iron oxides have elsewhere been reported on the surface [367] and within the vesicles 

of natural dissolved basaltic glass [368]; and were also replicated in laboratory basaltic glass 

dissolution experiments in Chapter 5. Formation and preservation of this material particularly 

within vesicles is to be expected. Precipitates (including palagonite rinds, clays and zeolites) 

are widely reported within the vesicles of dissolving basalts [98], [157], [369]–[371] and are 

often interpreted to result from redeposition of dissolved glass constituents [367]. The lower 

flow-rate in vesicles (particularly those only connected to potential water sources by fine 

cracks) is thought to allow preferential precipitation in these areas [369]. The low and/or 

sporadic flow here also allows porewater pH fluctuations from lower values (< 3) where glass 

dissolution is dominant to higher values (> 3) where reprecipitation of iron-oxide minerals is 

favourable [368]. Not only is alteration layer formation within vesicles likely, but as too is 

preferential preservation of these layers (relative to those on external surfaces) because interior 

vesicles are more protected from mechanical erosion or sample handling damage. 

Low density surface layers within fractures may similarly be soil or glass alteration layers. 

Optical microscopy (Figure 8.8) revealed these areas can contain particles consistent with soil 

contamination, however glass alteration phases concentrated within microcracks have been 

observed by other authors [170]. As in vesicles, the lower flow rates in these fractures relative 

to external sample faces may promote development of alteration layers/secondary minerals by 

allowing solutions to more rapidly/readily reach saturation [171]. 

Interpreting low density surface layers as both soil and alteration layers is further consistent 

with other studies which noted the greyscale resemblance of glass alteration layers and adhered 

soil in XCT data [372]. Distinguishing between soil and alteration layers in XCT is challenging 

because analysis of the soil at Dun Deardail [365] implies up to 54% of the soil particles are 

likely indiscernible as discrete grains at the utilised resolution. If adhered to sample surfaces, 

this soil (with a grain size less than image resolution) would be indistinguishable from 

alteration layers because its fine grain size would preclude morphological distinction.  

Regardless of whether a given surface layer is soil or a glass alteration layer, both imply that 

there was a groundwater solution in contact with glassy areas for sufficient time and in 

sufficient quantities to cause either dissolution and/or soil deposition. Further characterisation 

of these areas could thus offer insight into glass dissolution processes. Of particular interest is 

the material within fractures because the lower fluid replenishment rates here potentially best-

replicate the conditions within/surrounding a GDF (where water flow is likely similarly limited 

by fracture networks [373]).  



 158 

Other features  

The iron/sulphur-rich and titanium-rich features observed in Figure 8.5 are likely ilmenite and 

pyrite respectively. Ilmenite can be interpreted as a relic or quench crystal (as in other hillfort 

studies [354]), whilst pyrite is known to form during meteoric water interaction with basaltic 

glasses [97], [374], or during ilmenite reaction with dissolved sulphide [375], [376]. Given the 

proximity to observed ilmenite, the latter formation method seems most plausible. However, 

either method requires the presence of a (pore-) fluid containing sulphur. Though the source of 

this sulphur is unclear, this implies an aqueous medium was present within this vesicle (which 

is assumed to be glassy) for sufficient durations to allow mineralogical transformation. This 

area, thus, remains of interest from a glass aqueous durability perspective.  

 

8.3.3. Absence of dissolution evidence is not evidence of dissolution absence  

Dissolution may not be evident in SEM surface profiles and XRD for many reasons and should 

not be used to infer that dissolution in other regions of the sample has not occurred.  

SEM  

Though sought, no evidence of surface de-alkalisation or other chemical evidence of glass 

dissolution was found in SEM-EDS surface profiles. Given the evidence of dissolution from 

other methods, glass compositions and leachates should have allowed dissolution. This may 

not have been evident in the limited probed areas due to methodological limitations and/or not 

all sample regions being exposed to groundwater for sufficient durations. Results from other 

chapters imply methodological limitations should not have hindered detection of dissolution-

associated surface depletions (though re-collecting data using a longer acquisition time and 

higher magnification may be prudent). Instead, it is hypothesised that the small areas mapped 

by SEM-EDS may not have been exposed to groundwater/leachates for sufficient durations to 

allow dissolution. Observations of plant rootlets and soil in these areas imply that regions were 

likely exposed to groundwater at some point, however the duration of this exposure cannot be 

verified and may have been inadequate to allow sample dissolution there.  

XRD 

XRD similarly showed no evidence of glass alteration, however this is not unexpected given 

XRD of dissolved glasses from PCT-B experiments (Chapters 4 and 5) also did not reveal any 

glass dissolution products. Glass dissolution products may have been absent from the small 

region of hillfort sample removed for XRD powder production, potentially because this locality 

was not exposed to groundwater for sufficient durations to allow dissolution (as above for 

SEM). Alternatively, dissolution products may have been present but undetected by the 

methodology. The latter is consistent with results from laboratory experiments (PCT-B) 

conducted in Chapters 4 and 5, where dissolution products were observed in SEM but not XRD. 

Detection may also not have been possible if alteration products were amorphous or if 

dissolution products were present in minimal quantities relative to the undissolved glass.  
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8.4. Summary 
Samples from Dun Deardail vitrified hillfort have been identified as of potential value from a 

nuclear waste glass analogue perspective and were characterised via a range of techniques from 

this perspective. Samples were observed to comprise vesiculated areas with a vitreous lustre 

that surround more angular clasts of un-melted geological clasts. Theoretical considerations, 

results from other studies, and evidence of diffuse scattering in XRD imply the vesiculated 

regions are glassy, with EDS showing this glass to be aluminosilicate in composition. Synthesis 

of a replica glass based on this composition was completed to allow comparisons with a 

verifiably undissolved equivalent.  

Both the undissolved replica and the potentially dissolved hillfort glasses contained micro-

cavities and iridescent regions, indicating these features were not dissolution pits or alteration 

layers respectively. Instead, these may represent micro-vesicles and fine sub-surface fracturing. 

Surface layers show much greater potential as dissolution features. In XCT these layers, of a 

lower density than the bulk sample, were found to occur preferentially on surfaces which were 

accessible to the external environment. The resemblance of these features with both soil and 

alteration layers in XCT data is in agreement with results from other techniques and studies.  

SEM-EDS showed iron-rich layers on vesicle surfaces that are consistent with alteration layers 

observed in other works and in laboratory experiments in Chapter 5. Theoretical considerations 

also indicate dissolution and reprecipitation may be most favourable within these low flow rate 

vesicles, and optical microscopy revealed vesicle coatings superficially resembled naturally-

formed basaltic glass alteration layers (palagonite rinds). However, equally, soil particles were 

observed visually on sample surfaces, with microscopy revealing this material had in some 

cases adhered to vesicle walls. Both the presence of soil and of potential glass alteration layers 

is nevertheless of interest from a glass durability perspective because both imply a glassy 

material was in contact with an aqueous solution for extended durations. Evidence of 

mineralogical phase transformation (from ilmenite to pyrite) similarly imply that an aqueous 

solution with the potential to cause dissolution was present on at least some sample surfaces.  
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9. Concluding Remarks and Future Work  
9.1. Conclusions of work to date 

A literature review established that glass dissolution can be described in three stages: In Stage 

I, rapid dissolution occurs as interdiffusion and network hydrolysis provide elements for 

alteration layer formation; in Stage II, dissolution is slow as solutions reach saturation and/or 

the alteration layer impedes diffusion; finally, occasionally Stage III occurs as alteration layer 

breakdown (often related to mineral precipitation) allows resumption of rapid dissolution. 

Magnesium has previously been found to increase Stage II rates by either entering the alteration 

layer and thereby hindering diffusion through it, or by promoting mineral precipitation at the 

expense of the glass, alteration layer or solution saturation. Localised attack features were 

identified as ubiquitous, but poorly understood despite their impact on surface areas and thus 

dissolution rates. These features include those resembling ‘worms’ (vermiform features) which 

were found to be particularly poorly understood in their formation mechanism and impact on 

glass dissolution, perhaps because of inconsistencies in nomenclature and inadequate 

consideration of work in other disciplines. Analogue materials (including basaltic glasses and 

vitrified hillforts materials) were identified as valuable in HLW glass dissolution studies due 

to their long-term exposure to water in the natural environment. 

Two HLW glasses, MW25 and ISG, were dissolved in pure water via the MCC-1 and PCT-B 

procedures. These glasses transitioned between dissolution stages at similar times, however 

Stage II dissolution rates were higher for MW25 than ISG. This is thought to be associated 

with precipitation of clay during MW25 dissolution, which was not possible in the case of ISG 

because the latter did not contain the required magnesium. The alteration layers formed on 

these glasses during MCC-1 experiments also differ. Though dissolution of both glasses 

initially forms two sodium-depleted layers, the outer of these was enriched in magnesium for 

MW25 but zirconium-enriched for ISG. Furthermore, for MW25, the last-formed (third) layer 

comprised magnesium clays deposited on the sample exterior, whilst for ISG this final layer 

formed internally (below other layers) and was sodium-depleted with a scalloped morphology. 

Again, these differences are deemed attributable to the presence of magnesium in MW25 but 

not ISG. The role of magnesium in glass dissolution is thus reiterated as highly important to 

the UK nuclear waste disposal safety case, as the abundance of this element in UK HLW may 

allow this glass to differ in dissolution behaviour compared to other international glasses. 

To further elucidate the role of magnesium, basaltic glasses with a variable magnesium-to-

calcium ratio were synthesised and dissolved in identical experiments to those above. In these 

experiments, magnesium-rich basaltic glasses are generally less durable than their lower-

magnesium counterparts. This may be because the thicker gel layer developed on high 

magnesium basaltic glasses is less passivating- a result of decreased aluminium within the 

layer, as this element is instead preferentially incorporated into the secondary precipitates (e.g. 

hectorites) which more readily form during dissolution of high-magnesium basaltic glasses. 

These trends were observed in MCC-1 and PCT-B experiments, though are considered less 

reliable in the latter because particle agglomeration may have adversely affected results. These 

results again highlight the potential impact of the elevated magnesium within the UK’s HLW. 

Alteration layer thickness measurement methods previously relied on leachate analysis and 

various assumptions, or monolith cross section analysis and ambiguously constructed ‘lines’ 

(or ‘rays’). To improve rigour in cross section analysis, thickness can be redefined as the 
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diameter of the largest sphere/circle which can be entirely enclosed by the alteration layer. This 

“Sphere Method” provides improved result repeatability, decreased ambiguity, greater 

potential for 3D measurement, and increased automation potential. Though this Sphere Method 

performs poorly when characterising morphologically complex layers (due to its inability to 

discriminate ‘thickness’ and ‘width’), applying it to SEM data generated in this work provides 

layer thicknesses which are relatable to those from leachate analysis methods and comparable 

to those measured via previous cross section analysis techniques. Application of the method to 

XCT data was found to be possible, but could be undermined by imperfect image segmentation. 

Regardless, alteration layer thicknesses determined by applying the Sphere Method to SEM 

cross sections of laboratory-dissolved basaltic glasses are consistent with those made by 

applying other techniques to naturally dissolved basaltic glasses. This provides confidence that 

laboratory methods can recreate natural processes, supporting application of laboratory studies 

to the nuclear waste disposal safety case. With further regard to the latter, it was determined 

that basaltic glasses and HLW glasses show similar alteration layer growth rates if contributions 

from the innermost HLW surface layer component are removed. This inner HLW alteration 

layer component, which is also distinct in its morphology and growth trend, may thus account 

for many of the differences between basaltic glass and HLW glass dissolution behaviours.  

Vermiform features were observed following aqueous MCC-1 dissolution of HLW and basaltic 

glasses. Features were most abundant and complex (tapering, clustering and/or branching) on 

basaltic glasses, where the tubular forms were partially filled by the alteration layer. The high 

atomic number central strand within these features, which was occasionally observed to spiral 

around itself, was similarly observed within vermiform features on MW25. Vermiform features 

formed on MW25 glasses were entirely filled by the central/middle surface layer (Layer 2) and 

were associated with the absence or splaying of protrusions of the innermost MW25 surface 

layer. Vermiform features on ISG contained only the thin outermost surface layer component, 

with the central layer (Layer 2) deforming or arching around the features which appear to 

‘overprint’ the innermost layer (Layer 3). Across all glasses, variations in abundance and 

complexity may be due to increased feature formation progression in basaltic glasses; with the 

variable infilling due to differences in alteration layers. Formation of these features via 

biological mechanisms seems highly improbable, with preferential dissolution around a 

precursor flaw (most likely a micro-scratch or fracture) more probable. Regardless of their 

cause, these features were estimated to cause a 40% increase in glass surface area, which may 

undermine dissolution rates calculated using assumed surface areas and may introduce 

previously unidentified uncertainty into the nuclear waste disposal safety case.  

Evidence of glassy material was found within materials from Dun Deardail vitrified hillfort, 

verifying the promise of these materials as nuclear waste glass analogues. This glass was 

hypothesised to form the vesicle-rich aluminosilicate sample regions which encompass the 

relatively less-melted geological clasts. By comparisons of the speculated glass regions with a 

glass synthesised to replicate these in composition but not the potential for dissolution, it was 

found that observed micro-cavities and iridescence were not associated with dissolution, with 

these features instead associated with micro-vesicles and surface fracturing. Comparatively 

low density surface layers, however, may relate to dissolution, as these occurred preferentially 

on surfaces which were potentially accessible to groundwater. Similarly, theoretical 

considerations, optical observations and comparisons with previous sections of this work imply 

that iron-rich layers within vesicles may also represent alteration layers.  
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9.2. Suggestions for further work  
Longer-term laboratory dissolution experiments would further enhance this study. Extended 

PCT-B investigations, for example, would allow more confident identification of potential rate 

resumption in HLW glasses. Similarly, additional longer-term MCC-1 tests could aid in 

elucidating whether vermiform features increase in abundance/complexity with dissolution 

duration and could be used to further follow alteration layer thickness trends. In light of this, 

select trial experiments (initiated at the beginning of this project) remain ongoing, as detailed 

in Table 9.1. These experiments, it is hoped, will eventually be terminated to provide additional 

data collection points. Experiments should be monitored and terminated, with the glass powder 

and leachate subsequently characterised, before or immediately after evaporative losses surpass 

the acceptable threshold (when vessel mass falls below 90% of the starting mass). In addition 

to these PCT-B and MCC-1 experiments, a fragment of both hillfort material and the replica 

hillfort glass have been placed into separate PTFE (MCC-1) vessels containing ultrahigh 

quality water. It is hoped that characterisation of these samples (currently stored at 90 °C) after 

their dissolution may assist in revealing dissolution features within the hillfort materials.  

Vessel 

ID # 

Experiment 

type 
Contents 

Start date 

(dd/mm/yyyy) 

Starting 

mass (g) 

255 

PCT-B 

(90°C) 

ISG 

17/03/2020 

43.14 

212 70Ca30Mg 42.97 

209 70Ca30Mg 42.98 

208 100Ca0Mg 42.99 

203 100Ca0Mg 43.00 

251 
MCC-1 

100Ca0Mg 
21/03/2019 

121.28 

248 0Ca100Mg 121.32 

 Table 9.1. Laboratory dissolution experiments which remain ongoing.  

Re-analysing legacy datasets using the methods and insight developed in the present work may 

also be fruitful. For example, re-analysing datasets from studies where vermiform features were 

only cursorily observed and commented on may provide insight into the potential formation 

mechanisms and significance of these features. Alteration layer growth trends may also be 

strengthened or further elucidated by compiling pre-existing measurements (particularly from 

archaeological glasses) or collecting additional data (potentially using the Sphere Method) 

from pre-existing image datasets. Compiling published alteration layer thickness trends with 

dissolution duration for a range of glass and leachate compositions, including nuclear waste 

glasses dissolved in groundwaters, would also be beneficial in potentially elucidating alteration 

layer formation mechanisms and potential compositional dependencies. 

Further characterisation of the dissolved glasses considered in the present study may also be 

conducted. Many of the ‘bright’ features observed within MW25 alteration layers (Chapter 4) 

and within the central region of vermiform features (Chapter 6) were below the SEM-EDS 

resolution limit and would benefit from micro-focus XRD or TEM analysis. This may provide 

further insight into the dissolution behaviour of these glasses. Micro-focus XRD or TEM 

analysis would also aid in more confidently identifying aluminous hectorites precipitated 

during the dissolution of high-magnesium basaltic glasses. Further characterisation of hillfort 

samples would also be beneficial, with particular focus on the relatively low atomic number 

(dark in BSE images) and low density (dark in XCT images) material within vesicles and 
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fractures. XCT datasets highlighting water-accessible surfaces, as generated during the 

methodology outlined in Appendix I, should allow improved ‘targeting’ of regions that would 

benefit from further characterisation.  

Enhancing the methods of the present work may also be beneficial. For example, segmentation 

(of both XCT and SEM) images was a time-consuming and subjective process which may be 

improved by applying the artificial intelligence and algorithmic techniques already available 

within the Dragonfly software. Investigations via geochemical modelling (Chapters 4 and 5) 

may also benefit from application of more or alternative thermodynamic databases which may 

include data for more or more relevant mineral phases.  

XCT appears unjustifiably underutilised in studies of glass dissolution, and could be further 

developed to gain insight. For example, this may allow comparisons of leachate-accessible 

surface area before and after dissolution via the PCT-B procedure, as would be beneficial in 

quantifying or proving any effects of particle adhesion. Similarly, if more than a single 

vermiform feature can be observed in XCT this may aid in elucidating the cause or potential 

impacts of this phenomenon. This may be achieved by undertaking high resolution XCT of 

regions where abundant vermiform features have already been observed in SEM cross sections 

(although regions ‘above’ the field of view will inevitably have been lost in order to reveal the 

monolith cross section). Finally, collection of XCT data whilst samples remain in their leachate 

would prevent any dehydration effects and, if samples are sufficiently low durability or 

leachates sufficiently aggressive, may allow alteration layer development to be visualised in 

four dimensions (via the collection of 3D time-series data). It is appreciated, however, that 

scanning samples containing liquid may be hampered by limited resolution and excessive 

diffraction through the liquid media. Similarly, collection of time-series data may be hampered 

by blurring associated with sample changes that occur as the sample (or detector) are rotated.  

Additional numerical analyses may also be worthwhile. A statistical comparison of precipitate 

abundance in basaltic glasses with variable magnesium-content may aid in elucidating if 

aluminous hectorite precipitation occurs preferentially during the dissolution of high(er) 

magnesium basaltic glasses. Similarly, a more complete statistical analysis of vermiform 

feature (abundance, length, complexity etc.) with dissolution duration and glass composition 

may also aid in elucidating formation mechanisms and dependencies. Likewise, regression 

analysis of alteration layer growth trends may reveal a theoretical underpinning to observations.  

Finally, general themes requiring further enquiry may be suggested. These include the 

properties and significance of the innermost alteration layer component developed on HLW 

glasses. In Chapter 6 these layers, with their unique morphologies and thickness increase 

trends, were speculated to account for many of the differences between HLW and basaltic glass 

dissolution. Studying these specific alteration layer components may thus be of high value to 

the nuclear waste disposal safety case. Similarly, continued investigations of vermiform 

features are strongly recommended with further research needed to justify and better calculate 

any surface area correction factors necessitated by these features. Experiments to elucidate the 

underlying cause or origin of these features would also be beneficial. These may include  

attempting to identify alkali channels via TEM, or MCC-1 dissolution of monoliths containing 

suspected precursor flaws including micro-scratches or indentations. Finally, a 

multidisciplinary research programme investigating these features would also be beneficial.  
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11. Appendix I: XCT Analysis Method  
A semi-automated quantitative analysis method was developed (in the ‘Dragonfly’ software 

from Object Research Systems) to investigate if low density surface layers evident in XCT of 

vitrified hillfort materials may have been formed via glass dissolution (Chapter 8). Evident as 

darker regions in XCT data, the distribution of these layers/regions relative to sample surfaces 

which were both accessible and inaccessible to the external environment was probed by 

segmenting XCT datasets into various volumes. The overlap of these volumes was calculated 

and compared to the equivalent overlap generated by a random surface distribution of material. 

This method was then tested and verified, with errors estimated during a sensitivity analysis.  

11.1. Data segmentation  
Hillfort XCT datasets were first segmented into Regions Of Interest (ROIs). Segmentation of 

the chamber environment (Less Attenuating Material; LAM), bulk sample and dark regions of 

interest (DROI) was completed via thresholding. Multiple attempts were made to determine 

threshold values via semi-quantitative methods, however none were deemed as reliable as 

performing this operation by eye. Compromises were necessarily made whilst performing this 

(Figure 11.1), however efforts were made to reduce human bias by repeating visual threshold 

determinations five times per sample. The final utilised threshold values were the calculated 

mean of these five values, with the standard deviation on this used for the sensitivity analyse]is. 

 
Figure 11.1: Screenshots collected during samples segmentation illustrate the compromise 

made between fracture recognition (top row of images) and sample extent recognition (bottom 

row) when determining thresholds. A compromise (central images) was made between these.  

After implementing threshold values, limited smoothing and filtering of all segmented volumes 

was undertaken to remove a small number of mis-identified voxels. Segmented volumes were 

visually inspected to ensure acceptability. In one sample (#601-602) manual adjustments were 

also made using the “three-dimensional paintbrush function,” after it was observed that some 

solid sample was incorrectly segmented as DROI based on greyscale intensity alone. ROIs 

were then further divided. The LAM ROI was subdivided into accessible and inaccessible 
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regions, with inaccessible LAM defined as LAM that is not accessible to the ‘outside’ 

environment in any dimension (at the resolution of the image) and accessible LAM vice versa.  

Regions within a given vicinity of the solid/LAM interface were also segmented, as identified 

in Table 11.2. “Vicinity” is defined by default as being within ~200 μm of the boundary, though 

other definitions of this were initially trialled and later utilised during the sensitivity analysis. 

This “vicinity” region was subdivided across the solid/LAM interface: Solid in the vicinity of 

the boundary was made distinct from LAM in the vicinity of the boundary. Regions were also 

subdivided by the accessibility of the solid/LAM interface: Solid in the vicinity of an accessible 

surface was distinguished from solid in the vicinity of an inaccessible surface. A region 

comprising the Solid and LAM outside the vicinity of any surface was also created. The 

intersections between these generated regions and those of interest from a dissolution 

perspective (Dark Regions Of Interest; DROI) were then determined, as in Table 11.3. 

 

Greyscale-

based ROI 

Initial contextual 

location-based ROI  

Final contextual location-based ROIs 

Solid/LAM  

Region in the vicinity of 

any inaccessible surface  

Solid in vicinity of any inaccessible surface 

LAM in vicinity of any inaccessible surface 

Region in the vicinity of 

any accessible surface 

Solid in vicinity of any accessible surface 

LAM in vicinity of any accessible surface 

Region in vicinity of acc- 

& inaccessible surface 

Solid in vicinity of acc- & inaccessible surface 

LAM in vicinity of acc- & inaccessible surface 

Region outside the 

vicinity of any surface  

Solid outside the vicinity of any surface 

LAM outside the vicinity of any surface 

Table 11.2: XCT dataset was segmented into Regions of Interest (ROIs) on the basis of 

greyscale intensity (Column 1) and whether regions were in the vicinity of an inaccessible 

and/or accessible surface (Column 2). These ROIs were then combined to give ROIs reflecting 

the material type, potential vicinity to sample surfaces, and in/accessibility of that surface.  

 

ROI ID Contextual location-based ROIs Intersection ROIs 

DROI 

LAM in vicinity of  

inaccessible surface  

DROI intersects LAM in the vicinity of 

any inaccessible surface 

LAM in vicinity of  

accessible surface  

DROI intersect LAM in the vicinity of 

any accessible surface 

LAM in the vicinity of both 

accessible & inaccessible surface 

DROI intersects LAM in the vicinity of 

both accessible & inaccessible surface 

LAM outside the vicinity  

of any surface  

DROI intersects LAM outside the 

vicinity of any surface 

Table 11.3: The intersection between ROIs comprising potential dissolution features (DROI) 

and ROIs based on contextual location within the sample. Cell shading referred to in-text.  
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11.2. Statistical treatment 
To quantify the distribution of DROI, the volume of the DROI intersection ROIs (grey cells in 

Table 11.3) were calculated and re-expressed as percentages of all analysed DROI. Notably, 

the latter total excludes any DROI occurring outside the vicinity of sample surfaces. This 

fortuitously eliminates both the majority of misidentified DROI within the sample interior and 

material physically unconnected to the sample (e.g. loose debris/soil) from subsequent analysis. 

Statistical summaries were calculated to show the difference between the observed distribution 

of DROI and a calculated “null hypothesis” distribution (N0) resulting from random 

distribution of DROI across the sample surface. This methodology was necessary to ensure 

results were not affected by the raw quantity of accessible/inaccessible regions. 

N0 was determined using the surface area of each region (green cells in Table 11.3), because 

DROI occurs on (and is analysed relative to) sample surfaces. Surface areas were thus 

calculated and re-expressed as a percentage of total surface area. N0 was then calculated by 

assuming that the amount of DROI in the vicinity of a given surface (as a percentage of DROI 

within the vicinity of any surface) should be equal to the surface area of this same region (as a 

percentage of the entire sample surface area).  

Deviations from N0 were determined by subtracting N0 from the observed quantified 

distributions. A positive deviation thus indicates more DROI within a region than expected if 

N0 were satisfied.  

 

11.3. Method verification  
To verify methodological validity, the above method was applied verbatim to a synthesised 

“Test Dataset”. This dataset was generated, in the Dragonfly software, by re-shaping a cube of 

gaussian noise (to replicate the “solid sample”), before manually removing random areas of a 

“darker” region that was initially added to all sample faces (generating DROI). A second larger 

cube of gaussian noise with lower greyscale intensities was added surrounding this first dataset 

to replicate “LAM” surrounding the sample.  

Within the applied method, thresholding values were reliably and consistently determinable by 

eye, hence no mean or standard deviation was calculable for the Test Dataset. “Vicinity” was 

also defined by eye, as was necessary given the arbitrary (and potentially unrepresentative) 

resolution of the Test Dataset. 

Results from the test case are presented alongside the results from hillfort sample analysis in 

Figure 11.2. These indicate negligible deviation from N0 (<3%) for the test dataset, showing 

that the statistical analysis employed is reliable. Minimal deviations from random (<3%) may 

be statistical noise, potentially amplified by limited test dataset dimensions and the only 

pseudo-randomly generated dataset. This testing offers no information on segmentation 

reliability. 
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Figure 11.2: Results from analysis of all data, including the artificially generated Test Dataset. 

Values show deviation from random surface distribution, with error bars produced by varying 

thresholding values (by ±1SD) as in Section 11.4.  

11.4. Sensitivity/error analysis  
A sensitivity analysis was completed to allow approximate error estimation. A series of trials 

were conducted (utilising the method above) with variability in the most subjective parameters: 

the numerically arbitrary vicinity definition and the visually assessed thresholding boundaries.  

Sensitivity to thresholding was determined by repeating the analysis using variable DROI 

upper and lower threshold values (Table 11.4). Though more thresholding boundaries (and 

combinations of these) could have been varied, extensive trials on two datasets revealed that 

the results obtained by varying the DROI thresholds alone bound the limits of all other possible 

trials. Hence, additional trials (Trials 3-8) were not completed for other datasets.  

Trial # 

Threshold value for… 

DROI lower/ 

LAM upper  

DROI upper/ 

Solid lower  

Trial 0 (default case)  μ μ 

Trial 1 μ - SD μ + SD  

Trial 2 μ + SD μ – SD  

Table 11.4: DROI threshold values used in ‘trial runs’ performed during the error analysis. 

Values used in trials were calculated using the mean threshold value (μ) and the Standard 

Deviation (SD) on this mean value, as determined in Section 11.1. 

To quantify sensitivity to vicinity definitions/quantifications, the method was then also 

repeated (in Trials 9-10) using vicinity definitions that varied by approximately ±30% from the 

original value (Trial 0), as shown in Table 11.5. Achieving exactly ±30% for all datasets was 

impossible due to image resolutions. To avoid the time intensive process of repeating the entire 

methodology, these trials were completed by recalling the output of the default case (Trial 0) 

and eroding or dilating the location-based ROIs (see Table 11.3) by the amounts specified in 

Table 11.5. After manually verifying the new “vicinity” definition was ±30% of the original, 

intersections were then recalculated.  
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Dataset 

ID # 

No. of voxels added or 

subtracted in Trials 9/10 

Resulting “vicinity” change in 

microns (as % of original “vicinity”)  

602639 2 65.4 (31%) 

601401 3 61.9 (26%) 

601604 1 61 (29%) 

601602 2 85.5 (36%) 

601612 1 60.1 (29%) 

601655 2 53.1 (27%) 

Table 11.5: Parameters used in the vicinity definition sensitivity analysis. The number of voxels 

required to vary the “vicinity” by circa ±30% is shown in column two, with the resulting actual 

change shown in microns and as a percentage of the original definition in column three.  

Sensitivity analysis results are summarised in Table 11.6. This showed that DROI analysis is 

highly sensitive to thresholding: Varying thresholding parameters by one standard deviation 

on the threshold value on average causes ~25% variation in the outputted values for DROI.  

Sensitivity analyses imply a high dependence on quantities (thresholding values) that can only 

be qualitatively estimated “by eye”. These values have significant uncertainty which arises 

principally due to difficulties associated with identifying DROI using greyscale values 

exclusively. Future work may investigate additional segmentation methods, however at present 

this limits confidence. Promisingly, however, sensitivity analysis revealed low dependence on 

arbitrary definitions of vicinity.  

 Hillfort sample number  

 602639 601655 601612 601604 601401 

T
h

re
sh

o
ld

in
g
 

A
cc

es
si

b
le

 
 

Max 36.8% 57.6% 5.5% 10.5% 42.7% 

Min 10.8% 28.8% 2.9% -1.8% -6.2% 

Range 25.9% 28.8% 2.6% 12.3% 48.9% 

In
a
cc

es
si

b
le

 

 

Max -12.6% -41.4% -2.9% 1.8% -9.1% 

Min -37.9% -63.9% -5.5% -10.5% -59.2% 

Range 25.3% 22.5% 2.6% 12.3% 50.1% 

V
ic

in
it

y
 d

ef
in

it
io

n
 

A
cc

es
si

b
le

 
 

Max 31.6% 57.6%    

Min 30.0% 37.6%    

Range 1.7% 20%    

In
a
cc

es
si

b
le

 

 

Max -31.7% -57.9%    

Min -33.0% -59.4%    

Range 1.2% 1.5%    

Table 11.6: Results from the sensitivity analysis completed by varying thresholding values by 

±1SD and vicinity definitions by ±30%, as outlined in text and in Table 11.4 and Table 11.5. 

(Positive numbers indicate more dark layer occurrence in a given region than could expected 

from a random distribution, with negative numbers indicating less than expected).  


