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Abstract 

In this work, a HEA system is devised based on the outcome of neural network models. 

The most successful neural network in this work achieves a testing accuracy of 92%. This 

neural network operates solely on the compositional data of alloys, as opposed to the 

orthodox approach of using Hume-Rothery (HR) data. Considering that an alloy’s 

composition is always known for certain (unlike HR features that are dependent on 

estimates), this approach is expected to enable the average researcher to rapidly screen 

potential HEA compositions. The outcome of the neural network model led to the study 

of the AlxCrCuFeNi system, whereby x = 1.4 was predicted to be the limit of the alloy’s 

solid-solution window. The x = 1.0, x = 1.3, x = 1.5 and x = 2.0 compositions were 

manufactured using an arc-melter to confirm the prediction, whereby noticeable 

microstructural complexities are observed in the x = 1.5 system that are not observed in 

the x = 1.0 and x = 1.3 systems. ‘Chinese Script’ and ‘Sunflower’ structures are observed 

in the x = 1.5 system, whereas the x = 2.0 system displayed a microstructure dominated 

by intermetallics and very brittle mechanical behaviour. 

 

The x = 1.0 and x = 1.3 alloys showed Al-Ni intermetallic needles in their interdendritic 

regions which adhere closely to dendrite peripheries. The x = 1.0 alloy was processed for 

rapid solidification using a 6.5 m long drop-tube facility. This is in order to explore the 

possibility of suppressing intermetallic growth and achieving a single-phase simple solid 

solution. The sizes of the retrieved powders ranged from ˃ 850 µm to 38 µm, with a 

corresponding range of cooling rates from 112 K/s to 1.13×106 K/s. With higher cooling 

rates, simpler microstructures are obtained and at the highest cooling rate of around 1.13 

× 106 K/s, a microstructure free of intermetallics is observed in powders of the 38 – 53 

𝜇m size fraction.  

 

The effect of rapid cooling is also studied in the eutectic HEA (EHEA) that is 

AlCoCrFeNi2.1. In equilibrium conditions, AlCoCrFeNi2.1 is dual-phase L12/B2. By 

processing AlCoCrFeNi2.1 using the drop-tube facility, rapidly-solidified powders were 

achieved with sizes from 850 µm ≤ d < 1000–38 µm ≤ d < 53 µm with corresponding 

estimated cooling rates of 114 K/s to 1.75×106 K/s respectively. Average interlamellar 
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spacing was found to decrease from 2.10 µm in the as-cast alloy to 348 nm in the powders 

of the 38 µm < d < 53 µm size fraction. Although decreased interlamellar spacing is 

expected to enhance microhardness, such a relation was surprisingly not as strong as 

expected, as microhardness of the powders was found to vary only slightly from an 

average value of 340 Hv0.03. This unexpected result is explained via the observation of 

disorder trapping and increased FCC volume fraction. With increasing cooling rate, the 

microstructure of AlCoCrFeNi2.1 was found to evolve gradually from regular eutectic to 

colony eutectic, followed by dendritic with eutectic the interdendritic regions. In some 

instances at the highest cooling rate, dendritic structures may be observed with no eutectic 

observed in the interdendritic region. In particles of size d < 212 µm BCC dendrites were 

observed, either dominating the structure or coexisting with FCC dendrites. 
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Introduction 

The search for lighter and stronger materials that perform in extreme environments has 

played a crucial role in the development of many of today’s modern industries (aerospace, 

automotive, energy generation and so forth). Naturally, such a pursuit is dependent on the 

development and discovery of new metals. The development of superalloys marked the 

beginning of a new metallic era and a big leap towards materials more suited for gas 

turbines, reactor cores etc. Around a century since their discovery, knowledge of 

superalloys is now well-established, and their composition spaces have been largely 

explored. As such, further significant discoveries depend on academic attention being 

shifted from conventional and superalloys towards new alloy types.  

High Entropy Alloys (HEAs) are a new family of alloys - discovered circa 2002 - which 

are bound to play a key role in the future of alloy development [1]. Typically containing 

a minimum of five elements in near-equiatomic composition [2], HEAs provide a large 

uncharted space for alloy discovery. Multi-principal element alloys (MPEAs) in general 

have been overlooked in past years due to the general belief that their microstructures are 

overly complex (containing many intermetallic phases). Contrary to this opinion, the first 

reported HEA (Co20Cr20Fe20Mn20Ni20) showed a single-phase FCC structure [3]. Since 

then, single-phase FCC [4], BCC [5,6] and HCP [7] HEAs have been discovered and have 

proven to have exceptional properties [8]. 

As the high entropy of mixing in HEAs (brought about by their equiatomic compositions) 

leads to reduced Gibbs free energy, it is a main factor leading to their simple solid-

solution microstructures [9]. In fact, for an alloy to be classified as an HEA, it is widely 

agreed that its entropy of mixing must be no less than 1.5R, where R is the gas constant. 

High entropy forms part of the four core effects which are characteristic to HEAs; these 

are: high-entropy, sluggish diffusion, lattice distortion, and the cocktail effect [10,11]. 

These four effects appear consistently in HEAs and have proven useful in understanding 

the nature and behaviour of HEAs. These core effects and their significance will be 

discussed in Chapter 1. 
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Although single-phase HEAs received the initial spotlight, HEAs do not have to be 

single-phase to be deemed worthy of attention. In recent years, significant effort has been 

dedicated to the development of duplex and eutectic HEAs [12]. The aim of this is to 

design alloys which contain a balance of desired properties from any two phases [13]. 

The first eutectic HEA (EHEA) was reported in 2014 [14], proving that tapping the 

potential of HEAs lies not only within a trial-and-error approach to obtain single-phase 

alloys, but also in a more design-oriented approach. Nevertheless, HEAs are still in their 

early days and the systematic discovery of new HEAs using already-promising 

combinations of elements is still very much relevant. 

To date, thermodynamic databases are far from accurately predicting HEA phases. 

Mainly, this is due to the large composition space HEAs offer and the fact that generally 

up to today, the central areas of phase diagrams have been largely ignored. With no 

knowledge of central areas of multi-principal element alloys, there is no foundation to 

build on to predict the central areas of HEAs. With relation to industry, one of the 

challenges HEAs face is their poor castability (due to the chemical inhomogeneity and 

composition segregation), complicating the production of large ingots [15]. Assessing the 

properties of HEAs and the effects of thermo-mechanical operations on them is crucial in 

their integration into industrial applications. Generally, HEA properties have shown to be 

promising with refractory HEAs proving to have exceptional performance at high 

temperatures [16], eutectic HEAs showing unmatched strength-to-ductility ratios [17] 

and aluminium-containing HEAs showing unique combinations of low-density and high 

hardness/strength [18]. 

The work within focuses on Aluminium-containing HEAs. Investigating such HEAs is 

important due to their particularly low densities, giving them the potential for aerospace 

and automobile applications. Aluminium added to all or four of Cu, Cr, Fe, Ni and Co 

has been the most studied system to date. As aforementioned, within these six elements 

there exists a plethora of combinations to be studied. However, with this system as with 

other HEAs in general, there exists a lack of investigations on the effect of rapid 

solidification on HEA microstructure evolution and HEA properties. Using a drop-tube 

facility, this work produced HEA powders with cooling rates ranging from orders of 102 

to 106 Ks-1.  
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Chapter 1 presents a literature review on the core effects which have become 

characteristic to HEAs, the range of HEA microstructures to-date, a summary of the 

mechanical properties of HEAs (with a particular focus on Aluminium-containing 

HEAs), rapid-solidification processing of HEAs and machine-learning methods for HEA 

design. Chapter 2 covers the methodology and equipment used in this work. Chapter 3 

presents the results obtained throughout this research, covering the machine-learning 

component of this project in its first section, followed by the rapid-solidification 

processing of the AlCrCuFeNi and AlCoCrFeNi2.1 alloys in its second and third sections, 

respectively. Finally, Chapter 4 presents the main conclusions which were drawn from 

this work.  
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1. Literature review 

The aim of this chapter is to situate this project in relation to existing HEA knowledge. 

The emergence of HEAs and the four core effects of HEAs are briefly explained to aid 

the reader in developing a broad intuition for the topic. This is followed by a summary of 

HEA formation criteria and methods of achieving HEAs with desired properties. Spinodal 

decomposition cases in HEAs are then outlined, highlighting the point that HEA 

microstructures need not be simple solid solutions without exception. Rapid solidification 

studies of HEAs are then summarised and criticised where need be. Finally, a review of 

HEA discovery is presented, highlighting the stark shift in recent years from the use of 

bounded criteria to the use of machine learning (ML) methods. 

1.1 High Entropy Alloys (HEAs) 

1.1.1 The emergence of HEAs 

Up to the early 2000s, multi-principal element alloys (MPEAs) were viewed with little-

to-no chance of having microstructures comprising simple solid-solutions. Agreement 

among the scientific metallurgical community was mainly that the microstructures of 

such alloys would comprise complex and brittle phases, rendering the entirety of MPEAs 

to be unworthy of attention. This belief was disrupted by the discovery of the Cantor 

Alloy (CoCrFeMnNi) around 2002, which was found to be single-phase FCC [19]. The 

Cantor alloy led to great academic attention being diverted towards MPEA exploration 

and the investigation of MPEA properties. Soon after, the characteristic high entropy of 

mixing in these MPEAs was noted and the term High Entropy Alloys was coined. Due to 

the large number of elements, the liquid or random solid solution states of MPEAs have 

higher configurational possibilities. Namely, the effect of entropy is much more 

significant in MPEAs than in conventional alloys. As such, this led to the explanation that 

it is the high configurational entropy of MPEAs which reduces the Gibb’s free energy of 

their simple solid solutions, thus allowing their formation [9,20]. This intuition is aided 
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by Equation 1.1, where it can be seen that a larger entropy, S, leads to a reduction in the 

Gibbs’ free energy (G) of the system. 

𝐺 = 𝐻 − 𝑇𝑆                                                             (1.1) 

Where G is Gibbs’ free energy, H is the total enthalpy of the system, T is temperature and 

S is the system’s total entropy. 

Circa 2005, the superior mechanical properties of HEAs gained popularity across the 

metallurgical field and steadily amassed attention within the community. Vast potential 

applications of HEAs were being anticipated, creating a compounding effect which 

further accelerated HEA research. In 2006, key characteristics of HEAs were outlined by 

Jien-Wei Yeh [21], which initiated wider interest not only in the mechanical behaviour 

of HEAs but also in their intrinsic properties. The bar chart in Figure 1.1 shows how the 

number of HEA-related studies since 2004 has been increasing in an exponential manner 

[22]. 

 

Figure 1.1 Number of publications including the term 'HEA' from 2004 to 2019 [22] 
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In 2007, criteria for HEA formation were outlined [2] which placed limits on the 

differences in enthalpies and entropies of mixing, differences in atomic radii and 

differences in the valence electron concentration between the HEA’s constituent 

elements. Although these criteria were drawn from the well-established Hume-Rothery 

(HR) parameters [23], experimental efforts soon made it evident that more was needed to 

better predict HEA formation. This was further affirmed in 2013, when it was shown by 

Otto et al. [9] that HEAs with the same number of elements and similar HR properties 

may show single-phase structures or, by contrast, rather complex structures containing 

multiple phases and intermetallics. Although doubts were always present that HR-based 

parameters alone may not be sufficient, this 2013 study by Otto et al. led to significant 

shifts in the modus operandi of HEA discovery. Due to such studies, combined with 

HEAs becoming a topic of significant attention, the exploration of new and more accurate 

predictive parameters became a major segment of research and many predictive 

parameters devised during the 2013 – 2015 period are still used today in guiding HEA 

prediction and design. 

In 2018, the first attempts were made to employ machine learning (ML) methods in 

discovering new HEA compositions and designing HEAs with desired properties [24]. 

Recent attempts with ML methods have been promising and varied in nature, with some 

works focusing on designing HEAs with targeted properties such as Young’s modulus 

[25] and hardness [26], or predicting solid-solution windows [27] and eutectic 

compositions of multi-component systems [28]. ML methods are expected to play a 

crucial role in the future of HEA development, especially as our databases of HEA 

compositions and properties grow and become more sophisticated. 

Until today however, most HEA systems which have been investigated stem from already 

promising systems – the AlCoCrFeMnNi is one of the most relevant examples. The 

opportunities within discovering entirely new systems is naturally limited by the fact that 

many elements present challenges relating to scarcity, toxicity and difficulty in 

processing. However, although such challenges are unlikely to change with time, better 

deployment of already discovered systems is still a task that holds many promising 

prospects. As progress is made in small-scale HEA production and HEA discovery, 

bridging the gap between scientific investigations and industrial practise is a major 
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obstacle at the forefront of HEAs. As of today, investigations on the macro-scale 

production of HEAs are rather limited and most HEAs are not yet suitable for large-scale 

casting, as they can show significant inhomogeneity and poor liquidity [17]. This is a 

problem which eutectic HEAs (EHEAs) seem to show promise in overcoming due to their 

duplex structures and potential balance between ductility and hardness. Some efforts have 

shown that industrial-scale EHEA ingots can be prepared without facing the issues around 

poor castability and inhomogeneity [17,29], although objectively, the challenge of scaling 

HEA usability continues to overshadow the progress in the field. 

Almost two decades since Yeh [1] defined HEAs to comprise single phase solid solutions, 

various MPEAs have been fabricated to date which are multi-phase [30] or even comprise 

intermetallics [31]. As the field has progressed, the original definition of HEAs has 

become less at the centre of discussions and in turn, this has made way for more 

constructive research which revolves around HEA properties, fabrication, and 

applications. So far, HEAs have been proposed in several applications ranging from 

nuclear [32] and biomaterials [33] to civil structures [34] and aerospace parts [35]. 

Moving forward, methods of HEA manufacturing are expected to be just as important as 

HEA discovery, especially as this will be key to their successful integration in industrial 

practices. In recent years, a wider variety of methods have been investigated, ranging 

from more novel techniques such as Selective Laser Melting (SLM) [36] to more 

traditional methods such as melt spinning and casting. This demonstrates that there 

remains a need for substantial scientific efforts to continue unravelling new HEA 

compositions and applications, but more importantly, to allow their macro-scale 

production to be realised. 
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1.1.2 HEA core effects 

Some characteristics of HEAs are uncommon in other alloys and are referred to in 

literature as the ‘core effects’ of HEAs. These effects, of which there are four, describe 

HEA behaviours and metallurgical properties. 

The first and arguably most relevant core effect is known as the high entropy effect. 

Mainly, the high entropy effect states that the high configurational entropy resulting from 

the equimolar composition of 5 (or more) elements mainly leads to Solid Solution (SS) 

phases rather than intermetallic (IM) phases [37]. This is contrary to the previous rationale 

that alloys comprising several principal elements lead to overly complex microstructures 

that are likely to comprise brittle phases. Many HEAs do have more than one phase, and 

some also have intermetallic (IM) phases [38]. However, these IM phases generally 

include many elements and their degree of ordering is greatly reduced. To understand the 

significance of entropy on the formation of solid-solution phases (rather than the 

competing intermetallic and elemental phases), reference must be made to Equation 1.1. 

The second law of thermodynamics states that the within several possible states in a 

system, the state of lowest Gibbs free energy will be the equilibrium state. Therefore, it 

can be seen from Equation 1.1 that a high entropy of mixing can overshadow the effect 

of the enthalpy of mixing (which when largely positive leads to segregations and when 

largely negative leads to formation of IM phases). Entropy of mixing is hence a main 

contributor in the formation of solid solution phases. However, a growing number of 

studies has shown that the assumption that a high entropy of mixing is the only criteria 

for forming solid-solution HEAs is inaccurate [39]. 
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The second core effect is known as the sluggish diffusion effect. This term is used to 

describe the slow atomic movement in HEAs relative to conventional and superalloys 

[40,41]. Although this intrinsic feature of HEAs is partly responsible for their unique 

properties (mainly stability and strength at high temperatures) [42], it is difficult to model 

and has never been probed directly [43]. Due to the fact that no single element dominates 

the solid-solution in a HEA, each lattice site is naturally surrounded by different bonds, 

causing significant variations in potential energy around the lattice [44,45]. There appears 

to be consensus that fluctuations in lattice potential energy increase the probability that 

activation energies across the lattice exceed migration enthalpies (which must be 

overcome for diffusion to occur), thus resulting in a “trapping effect” which slows down 

diffusion [45]. Figure 1.2 takes the CoCrFeMnNi HEA as an example to highlight the 

effect of sluggish diffusion, where the diffusion coefficients of several elements are 

probed and shown to be smaller in CoCrFeMnNi when compared to other alloys. 

Figure 1.2 Diffusion coefficients of Co, Cr, Fe, Mn and Ni in different alloys at 

varying temperatures, highlighting slower diffusion in the CoCrFeMnNi HEA [44]. 
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The third core characteristic of HEAs is known as the lattice distortion effect. The nature 

of the multi-component solid solution in HEAs leads to every atom being surrounded by 

different types of atoms [46]. As such, these notable size differences between 

neighbouring atoms leads to strains in the lattice which lead to a distortion effect. A 

schematic of this effect is presented in Figure 1.3. These distortions in HEAs are much 

larger than in conventional alloys that are based on one major element [44,47], meaning 

that the atoms in HEAs deviate from their ideal locations in a more significant manner 

[48]. This lattice distortion reduces the effect of thermal strain on HEAs [49] as 

essentially, the lattice distortion induced by the increased kinetic energy of the system 

due to a temperature rise is considered small relative to the magnitude of the already 

existing distortion. The lattice distortion effect in HEAs is also partly responsible for their 

exceptional hardness and strength [50]. 

 

 

The fourth and final core characteristic of HEAs is the cocktail effect. The cocktail effect 

is a mere reminder of the fact that unexpected properties arise from a multi-principal 

element system. Namely, the cocktail effect is the umbrella term to which any HEA 

properties that do not adhere to the ‘sum of the parts reasoning’ (expressed in Equation 

1.2) are attributed [51]. 

𝑎̅ =  ∑ 𝑐𝑖𝑎𝑖                                                            (1.2) 

Where a is any given property whose average value, 𝑎̅, is to be calculated (to obtain an 

estimate for the expected value of a in the HEA). 𝑐𝑖 is the atomic fraction of element i in 

the HEA. 

Figure 1.3 Schematic of the lattice distortion effect in AlCoCuNiFe HEA [11]. 
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1.2 HEA design 

1.2.1 Formation criteria 

Defining the formation criteria of  HEAs requires the consideration of several factors, 

most of which are based on a set of rules describing the conditions needed for solid 

solution (SS) formation (Hume-Rothery rules). Placing criteria on HR features involves 

minimising differences in electronegativities, atomic sizes and valence electron 

concentrations between elements in the HEA [52], whereas thermodynamic criteria for 

HEA formation have involved placing limits on the enthalpy of mixing Δ𝐻𝑚𝑖𝑥 and the 

ideal entropy of mixing Δ𝑆𝑚𝑖𝑥. The most widely considered factor in HEA formation is 

∆𝑆𝑚𝑖𝑥, where the main consensus since the birth of HEAs has been that for the formation 

of an HEA, ∆𝑆𝑚𝑖𝑥 of the constituent elements must be no less than 1.5R, where R is the 

gas constant. The ideal entropy of mixing is calculated as per Equation 1.3 below: 

 

∆𝑆𝑚𝑖𝑥 = −𝑅 ∑ 𝑥𝑖 ln(𝑥𝑖)

𝑛

𝑖=1

                                                   (1.3) 

Where R is the gas constant (8.31 JK-1mol-1), n is the number of elements in the HEA 

and x is the atomic fraction of element i. 

From the second law of thermodynamics – refer to Equation 1.1 – it is seen that a large 

value of entropy reduces the Gibbs free energy of a system. This idea provides the main 

rationale for placing a lower limit of 1.5R on the ideal entropy of mixing and seeking its 

maximum. It can be seen from Equation 1.4 that maximum entropy is achieved at 

equimolar composition, namely at 𝑥𝑖 =
1

𝑛
. Therefore, the ideal entropy of mixing can be 

written as per Equation 1.5: 

∴ (∆𝑆𝑚𝑖𝑥)𝑚𝑎𝑥 = −𝑅 [𝑛 ∙
1

𝑛
ln (

1

𝑛
)]                                            (1.4) 

 

∴ (∆𝑆𝑚𝑖𝑥)𝑚𝑎𝑥 = 𝑅[ln(𝑛)]                                                       (1.5) 
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As Equation 1.5 shows, entropy initially increases rapidly with n as more elements are 

added in equimolar proportion, but the rate of increase slows as n increases.  

A further criterion for HEA formation is placed to limit atomic misfit between the 

constituent elements of the HEA. This criterion, 𝛿𝑟, expresses the average radius 

difference between the constituent elements of the HEA (see Equation 1.6). Generally, 

for HEA formation a 𝛿𝑟 value of less than 6.5% is required, whereas for single phase 

HEAs, the required value is as low as 3.8% [53]. 

 

𝛿𝑟 = √∑ 𝑥𝑖 (1 −
𝑟𝑖

𝑟̅
)

2

𝑖
                                                      (1.6) 

Where x is the atomic fraction of element i, 𝑟𝑖 is the element’s atomic radius, 𝑟̅ is the 

weighted average radius and 𝛿𝑟 is the radius difference criterion. 

Valence Electron Concentration (VEC) is another HR criterion which apart from being 

useful in aiding HEA formation, is also useful in predicting their crystal structure. For 

instance, this criterion has shown that FCC stability is enhanced at VEC values greater 

than 8, while BCC stability is enhanced at VEC values of less than 7 [54]. Between these 

two VEC values, many duplex (FCC+BCC) HEAs exist, providing a useful screening 

method to aid in designing EHEAs. Generally, however, VEC is to remain between 5 and 

10 for HEA formation. Figure 1.4 shows a multitude of HEAs and the correlation between 

their VEC values and their crystal structures. Pauling electronegativity is also considered 

an important HR parameter for HEA formation, where its limits lay between 1.6 and 2.0 

for HEA formation [55].  
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Finally, Ω is a thermodynamic criterion (given by Equation 1.7) which is recommended 

to exceed 1.1 for HEA formation [56]. As seen from Equation 1.7, 𝑇𝑚∆𝑆𝑚𝑖𝑥 must be 

greater than |∆𝐻𝑚𝑖𝑥| for this criterion to be met, meaning that the contribution of entropy 

to the free energy of the system should be dominant. 

 

Ω =
(∑ 𝑥𝑖𝑇𝑚,𝑖𝑖 )∆𝑆𝑚𝑖𝑥

|∆𝐻𝑚𝑖𝑥|
                                                     (1.7) 

Where 𝑥𝑖 is the atomic fraction of element i and 𝑇𝑚,𝑖 is the melting point of the element. 

In summary, Hume-Rothery rules state that to favour the formation of solid solutions, the 

constituent elements must have similar atomic diameters, electronegativities and valence 

electron concentrations (VECs) [57]. Other practical criteria are also worth considering 

for HEA formation. Similar melting points of the constituent elements is one such 

example, as with large variance in melting temperatures the fabrication of the HEA 

becomes more complicated. Finally, a common rationale used today is that elements 

sharing the same crystal structures are more likely to adhere to the Hume-Rothery rules. 

However, this is a somewhat limiting methodology as it defies a more daring approach 

towards HEA exploration. 

Figure 1.4 Correlation between VEC and the 

BCC FCC phase stability for HEAs [20]. 
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1.2.2 Design towards desired structures 

Notwithstanding the criteria based on HR parameters, there are further methods for 

designing HEAs of desired structures. A common method lies in studying the binary 

phase diagrams of the HEA’s constituent elements. This method is applied to deduce the 

compositions at which a certain phase would be most likely to form. Such a method has 

been proven in multiple instances for unveiling EHEAS. For instance, the work of Jiang 

et al. applies this method to develop EHEAs [58], whereby eutectic binary alloys are used 

to form part of the five-component HEA while ensuring that the entropy of mixing lies 

within the range specified in section 1.2.1. Via this method four new EHEAs were 

discovered – CoCrFeNiNb0.45, CoCrFeNiTa0.40, CoCrFeNiZr0.55 and CoCrFeNiHf0.4. 

Seeing that Niobium can form a eutectic structure with each of Iron [59], Cobalt [60], 

Nickel [61] and Chromium [62], the rationale of adding Nb to the base elements 

(CoCrFeNi) of this EHEA family becomes clearer. As the atomic radius of Niobium is 

significantly larger the radii of Co, Cr, Fe and Ni, the addition of Nb intensifies the lattice 

distortion effect resulting in further strengthening of the base alloy [63]. As for Ta, Zr 

and Hf, the same rationale was used in their design, in that eutectic compositions were 

sought in the binaries of each of these elements with elements from the CoCrFeNi ‘base’. 

The eutectics of all the alloys in this EHEA family comprised alternating FCC and Laves 

phases [58]. 

 

This strategy of looking for eutectic compositions in binary phase diagrams to develop a 

EHEA was also implemented to develop the CoCrFeNiTa0.47 EHEA [64]. This method 

simply lists the eutectic compositions of Ta with each of the elements from the base alloy 

(in this case CoCrFeNi). The average of molar fraction of the eutectic compositions with 

Ta is calculated (see Table 1.1), to give the eutectic composition of the five-element alloy 

such that (CoCrFeNi)89.45Ta10.55 is the determined EHEA, empirically simplifying to 

CoCrFeNiTa0.47. 
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This method is surely not limited to unveiling EHEAs. A similar approach of analysing 

binary phase diagrams was used by Zhang et al. to understand the microstructure of 

Cantor alloy (CoCrFeMnNi, known to be single-phase FCC) [50]. Taking the Cantor 

alloy as a case study and observing that only one (Ni) of its constituent elements has an 

FCC structure at room temperature, it seems unexpected that this HEA possesses a single-

phase FCC structure. However, looking at the constituent binaries clarifies that a single-

phase FCC structure is the most common among the binary phase diagrams over a large 

range of temperatures and compositions [50]. This method can therefore be extended to 

search for single-phase HEAs by comparing binaries which show large regions of a 

single-phase crystal structure. Finally, it can be said that the same rationale – which is 

arguably the essence of the cocktail effect – can be applied in designing HEAs of desired 

physical properties. 

 

Table 1.1 Eutectic compositions of Ta binary with each of Cr, Co, Fe and Ni [64]. 

Element Eutectic molar fraction Element Eutectic molar fraction 

Cr 87 Ta  13 

Fe 92.5 Ta 7.5 

Ni 86.3 Ta 13.7 

Co 92 Ta 8 

Avg. molar 

fraction 

89.45 Avg. molar 

fraction 

10.55 

 

 

 

 



16 
 

1.3 HEA properties  

1.3.1 Yield strength 

A topic very much at the heart of HEA research is the strength versus ductility trade-off. 

Generally, BCC phases have higher yield strengths than FCC phases (see Figure 1.5) but 

are brittle, whereas FCC structures are usually more ductile but have lower yield strength 

and hardness [65]. Table 1.2 lists some HEAs that have been chosen to intentionally 

highlight the strength versus ductility trade-off in relation to their constituent phases [66]. 

To address the balance between strength and ductility, the ability to design HEAs with a 

specific structure (as mentioned in section 1.2.2) is of great importance. EHEAs in 

particular offer a large part of the solution, as the balance in properties of their constituent 

phases (taking FCC + BCC as an example) limits the between strength and ductility.  

 

One such EHEA with alternating FCC + BCC phases is AlCoCrFeNi2.1 which has 

attracted a great amount of academic attention since its discovery in 2014 [14]. The 

AlCoCrFeNi2.1 alloy shows a better strength-ductility balance compared to most single 

phase HEAs reported to date – with a yield stress value of 620 MPa and elongation to 

failure of 17 % [67]. Cold rolling this alloy to 90 % and annealing at 800 °C for one hour 

increased this alloy’s yield strength to 1100 MPa, albeit decreasing its elongation to 12 

% [67]. Another EHEA showing an exceptional strength-ductility balance is 

Fe28.2Ni18.8Mn32.9Al14.1Cr6 with a yield strength of 680 MPa and ductility of 18 %. Post 

cold-rolling to 60 % and annealing at 1000 °C for one hour, the alloy’s yield strength 

decreased by 80 MPa in return for a 2 % increase in ductility [68]. 

 

Although dual-phase HEAs with a HCP structure as one of their phases are much less 

common than FCC+BCC HEAs [66], they have exceptional ductility and yield strength 

values that are also relatively high [69], [70]. Fe50Mn30Co10Cr10 is a dual phase 

(FCC0.7HCP0.3) alloy with a yield strength of 375 MPa and a ductility of 73% [70]. 

NbTaTiVW is another dual-phase HEA with a HCP structure as one of its phases (BCC 

+ HCP) and has a yield strength of 1420 MPa and a ductility of 20 % [69]. 
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It is also important to understand the effects of varying a particular element in the MPEA 

system. For instance, Al is a BCC stabilizer in the AlCoCrCuFeNi based system and as a 

general rule, increasing its molar fraction leads to an increase in the alloy’s yield strength 

[71]. One of many examples is the increase in the yield strength of the AlxCoCrCuFeNi 

alloy when x (molar ratio of Aluminium) is increased. This alloy has yield strength values 

of 400MPa, 950MPa and 1600 MPa when x is 0.5, 1 and 2 respectively [72]. This effect 

is very well documented, but the case of the AlxCoCrFeMnNi system is used as an 

additional example, where an increase in x from 0.2 to 0.6 results in an increase in yield 

strength from 220MPa to 833MPa [73]. 

 

Table 1.2 Microstructures and hardness of AlCoCrCuFeNi with 

variations in composition [38]. 

Alloy Structure Hardness (HV) 

AlCo0.5CrCuFeNi FCC + BCC 473 

AlCoCrCu0.5FeNi BCC 458 

AlCoCrCuFeNi0.5 FCC + BCC 423 

AlCoCrCuFeNi FCC + BCC 420 

AlCoCrCuFe0.5Ni FCC + BCC 418 

AlCoCr0.5CuFeNi FCC + BCC 367 

Al0.5CoCrCuFeNi FCC  208 
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1.3.2 Hardness 

Varying the composition of a certain element in a HEA can balance volume fractions 

between FCC and BCC phases, offering a solution to the strength-ductility trade-off and 

achieving an optimal hardness value [74]. Hardness in single-phase FCC HEAs generally 

lies within the ranges of 100-200 HV [37], whereas in single-phase BCC alloys it is 

usually greater than 600 HV [75]. 

 

For example, the as-cast Al0.5FeCoCrNi (single-phase FCC) alloy has a Vickers hardness 

of 247 HV, whereas annealed samples of the same alloy had an average hardness 33 HV 

greater than the as-cast sample [76]. As BCC phases are harder than FCC phases, the 

growth of a BCC phase is expected in the annealed samples and is indeed observed [76]. 

Expectedly due to annealing however, a drop in the hardness (roughly back to the as-cast 

value) was observed in the sample annealed at 950 °C despite the continued existence of 

the BCC phase. This is as the expected outcome upon annealing is to reduce the density 

Figure 1.5 Yield strength versus density of 

HEAs – serves as a visual representation of 

average strength in BCC HEAs being higher 

than FCC HEAs [66]. 
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of dislocations by recrystallization, which in turn reduces the work hardening of the metal 

[77]. 

  

The AlFeCoCrNi alloy was also investigated by varying the ratio of Aluminium to Nickel 

[78]. The alloy with high Aluminium content (Al1.7FeCoCrNi0.3) showed a BCC structure, 

while the high Nickel alloy (Al0.3FeCoCrNi1.7) showed an FCC structure. Expectedly, the 

high Aluminium alloy had a higher Vickers hardness (671 HV) than the high Nickel alloy 

(163 HV). Although both Aluminium and Nickel possess FCC crystal structures at room 

temperature, the BCC structure of the Al1.7FeCoCrNi0.3 alloy is explained by 

Aluminium’s large atomic radius which inhibits the formation of a close-packed 

structure, thus resulting in a BCC lattice [78]. The tendency of Aluminium to initiate BCC 

growth in the AlFeCoCrNi alloy has been confirmed in many works; the thermodynamic  

calculations found in the work of Zhang et al. [79] (see Figure 1.6) and in the experimental 

work of Wang et al. [80] (see Figure 1.7) are just a few. 

 

Varying Chromium content in the AlFeCoCrxNi alloy has a similar effect to that of 

Aluminium – namely, increasing the molar fraction of Chromium from 0.2 to 1.0 has the 

effect of increasing the alloy’s hardness from 268 HV to 526.6 HV [81]. However, unlike 

Figure 1.6 Phase diagram of AlxFeCoCrNi showing 

system’s crystal structure tending towards ordered 

BCC with increased Al content [79]. 
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the case of Aluminium, increasing the Chromium molar fraction beyond unity (i.e. 

equimolar composition) results in a small decline in the alloy’s hardness [81]. Although 

no XRD analysis was done by Geanta et al. in this study to investigate the growth of a 

BCC phase, the increase in hardness was attributed to the formation of intermetallic 

compounds as Chromium content was increased. 

Typically, increasing Aluminium content in HEAs of the AlCoCrCuFeNi type increases 

the alloy’s hardness due to a transition from a single-phase FCC structure, to a BCC + 

FCC structure and eventually to a single-phase BCC structure [72]. For instance, as-cast 

equimolar AlCoCrCuFeNi hardness increased from 133 HV to 655 HV as Al molar 

fraction was increased from 0.0 to 3.0, with the increase being largely linear [72]. 

Figure 1.7 XRD patterns of AlxFeCoCrNi HEA for x=0.3 and x=1.8. The 

symbols α, α’, and β represent disordered BCC, ordered BCC (B2) and FCC 

phases respectively [80]. 



21 
 

1.3.3 Other properties 

High-entropy alloys display unique properties in more than just strength, hardness and 

thermal stability. When considering a combination of fracture toughness with yield 

strength, HEAs appear to be superior to other alloys (superalloys and conventional 

alloys), ceramics and glasses (see Figure 1.8) [82]. A few HEAs have also been tailored 

towards wear resistance and perform well when compared with proven anti-wear 

materials such as SUJ2 (bearing steel), SKH51 (high-speed steel), SKD61 (high-

chromium steel) and 316 and 17-4 steels. One such example is the AlxCo1.5CrFeNi1.5Tiy 

alloy, where cases in which x = 0, y = 1 and x = 0.2, y = 1 had better wear resistance than 

the materials used as references for anti-wear (SUJ2 and SKH51) in that study (see Figure 

1.9a) [83]. Although this study does not attempt more combinations to search for an 

optimal Ti/Al ratio, it makes clear that HEAs have the potential to perform well under 

high wear. 

Figure 1.8 Comparison of toughness and strength 

combination in HEAs with other metallic alloys, 

ceramics and glasses [82]. 
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Another HEA with wear-resistance characteristics that compare well to the 

aforementioned steels is CuCoNiCrAl0.5FeBx [84]. Although this alloy does not perform 

as well as the Al0.2Co1.5CrFeNi1.5Ti and Co1.5CrFeNi1.5Ti alloys, it still competes with 

cobalt-based superalloy Stellite and the steel with highest wear resistance (SUJ2) (see 

Figure 1.9b). As the Boron molar fraction is increased from 0.0 to 1.0, the wear resistance 

of this alloy increases almost linearly from 0.9 m/mm3 to 1.7 m/mm3 – outperforming 

SUJ2’s wear resistance by 0.18 m/mm3 [84]. 

A final property of HEAs worthy of reviewing is irradiation resistance. Although 

irradiation resistance in HEAs appears to be one of the least explored topics in the field, 

sluggish solute diffusion in HEAs (relative to other alloys) has made HEAs potential 

candidates in nuclear power systems and particularly in fission and fusion reactors. The 

lack of studies in this topic is likely due to the difficulty in conducting representative 

experiments where high temperatures and high radiation (doses of several hundreds of 

displacement per atom) are required. However, studies thus far have shown that relative 

to conventional nuclear materials, HEAs tend to show less phase changes and volume-

swelling which can be induced due to irradiation [85]. 

 

 

Figure 1.9a Wear resistance versus hardness in the AlxCo1.5CrFeNi1.5Tiy alloy with 

Al00Ti05, Al02Ti05, Al00Ti10 and Al02Ti10 being Co1.5CrFeNi1.5Ti0.5, 

Al0.2Co1.5CrFeNi1.5Ti0.5, Co1.5CrFeNi1.5Ti and Al0.2Co1.5CrFeNi1.5Ti 

respectively Figure 1.9b Wear resitance versus hardness in CuCoNiCrAl0.5FeBx alloy 

with Boron molar fraction increased from zero to one [84]. 
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Xia et al. study the irradiation behavior of the AlxCoCrFeNi system (where x = 0.1, 0.75 

and 1.5) by exposing the fabricated alloys to Au ion irradiation of 3 MeV [86]. It is 

observed in this study that as the BCC volume fraction increases with increasing Al 

content, the alloys become more sensitive towards irradiation and display larger volume 

swelling. A maximum volume swelling of 6.5% is observed in the x = 1.5 alloy exposed 

to 50 dpa. Nonetheless, a more conventional material for fission reactors such as 

Fe15Cr20Ni that is exposed to a similar dpa shows volume swelling of around 30%. 

Considering the x = 0.1 alloy, the maximum volume swelling observed is 1.25 % at 65 

dpa. Although the work of Xia et al. shows that HEAs are relatively insensitive towards 

irradiation, a larger range of dpa scenarios would be beneficial in forming a better 

understanding. As the maximum dpa reached in their study is 65 dpa and realistic 

operating conditions may reach several hundreds of dpa [85], the results may not be 

entirely conclusive about HEA deployment in the nuclear industry. However, to further 

affirm the suitability of HEAs in such applications, it was also shown (using TEM 

analysis) that the crystal structure of the alloys is unaffected by the radiation. 

 

Further, Lu et al. show that the single phase BCC HEA Ti2ZrHfV0.5Mo0.2 shows high 

stability under He ion irradiation [87], whereby its crystal structure post-irradiation is 

unaffected. It is further shown that the nanohardness of Ti2ZrHfV0.5Mo0.2 is unaffected 

by He ion irradation, whereas it is common in conventional alloys that irradiation 

hardening is observed. Kareer et al. have also shown that the BCC alloys TiVNbTa, 

TiVZrTa and TiVCrTa are promising candidates for HEA applications and show almost 

no irradiation hardening (see Figure 1.10) [88]. This point of difference on BCC 

performance highlights the need for further irradiation studies in HEAs.  

 

Finally, although in the larger scheme there is little doubt about the suitability of HEAs 

to nuclear applications, some studies have shown contrasting results. One such study is 

that of Chen et al. which investigated the effect of 1 MeV Kr ion irradiation on the 

Al0.3CoCrFeNi and CoCrMnFeNi HEAs. Chen et al. show that at 300 ℃, irradiation 

hardening experienced by the HEAs is larger than that observed in 316H steel [32]. It was 

also shown in this study that the crystal structure of Al0.3CoCrFeNi after irradiation 

changes from being FCC to ordered L12, whereas the CoCrMnFeNi and 316H alloys 
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remain stable (see SAD patterns in Figure 1.11). This result is not in accord with the 

aforementioned study of Xia et al., which concluded that the crystal structure of 

Al0.1CoCrFeNi is stable under Au ion irradiation. Nevertheless, the irradiation tests of 

Xia et al. were conducted at room temperature [86], as opposed to those of Chen et al. on 

Al0.3CoCrFeNi which were conducted at 300 ℃, making it difficult to make conclusive 

remarks by comparing both studies. 

 

This example highlights the importance of using conditions (temperature and dpa) which 

are representative of those in reactor cores before nominating HEAs for use in nuclear 

applications. In a follow up study, Chen et al. investigate the same alloys under the same 

irradiation conditions but at a higher temperature of 500 ℃. This study confirmed that the 

formation of ordered L12 in Al0.1CoCrFeNi is due to irradiation rather than an annealing 

effect, as an annealed Al0.1CoCrFeNi sample showed no ordering [89]. Irrespective of 

such conflicting results, it may well be argued that nuclear applications may be where 

HEAs are most needed, as current commercial alloys in the industry have often failed 

under the extreme temperature, irradiation and corrosion conditions found in nuclear 

reactors [90]. 

 

 

 

Figure 1.10 Hardness of HEAs (irradiated 

and unirradiated) at 300 nm indentation 

depth. Vanadium is used as a control sample 

[88]. 
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Figure 1.11 Showing L12 ordering in Al0.3CoCrFeNi 

post irradiation [32]. 
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1.4 Spinodal decomposition 

1.4.1 Fundamentals 

According to classical solidification theory, a degree of undercooling below equilibrium 

temperature is required for nucleation to occur. Unlike classical nucleation however, 

Spinodal Decomposition (SD) is a process that occurs without a nucleation barrier [91]. 

To understand the conditions needed for SD, reference may be made to a phase diagram 

with a miscibility gap such as that seen in Figure 1.12a. For an alloy of composition X0 

that is quenched from a temperature T1 to a temperature T2, the quenched state lies within 

the miscibility gap such that the homogenous α phase decomposes into α1 and α2 (α  α1 

+ α2).  

As seen in Figure 1.12b, the composition X0 lies within a region where there is a negative 

curvature in the Gibb’s free energy curve for T2. It can be seen that this is an unstable 

region, as small fluctuations in composition will lead to a reduction in free energy from 

G0. Therefore, the free energy will reduce spontaneously through chemical 

decomposition, as the segregation of the two phases achieves a more stable configuration 

[92]. Namely, A-rich regions become further enriched in A atoms and B-rich further 

become further enriched in B atoms – this phenomenon is commonly referred to as ‘uphill 

diffusion’ [93]. This process of ‘uphill diffusion’ continues to take place until equilibrium 

is reached, leading to two phases of composition X1 and X2. The two resulting phases 

have the same crystal structure but different lattice parameters and compositions [94]. It 

can be said that the second derivative of an alloy’s free energy at the quenched state, with 

respect to the solute’s molar ratio, must be negative for SD to occur – as shown in 

Equation 1.8. 

 

𝑑2𝐺

𝑑𝑥2
< 0                                                           (1.8) 

Where G is the free energy of the system and x is composition. 
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Considering a small composition fluctuation such that the free energy of the system after 

the fluctuation is 𝐺0
′ , the relation between the change in free energy and the composition 

fluctuation can be shown as per Equations 1.9 – 1.11: 

 

𝐺0
′ =

1

2
[𝐺0 +  

𝑑𝐺

𝑑𝑥
∆𝑥 +

1

2

𝑑2𝐺

𝑑𝑥2
(∆𝑥2)] +

1

2
[𝐺0 −  

𝑑𝐺

𝑑𝑥
∆𝑥 +

1

2

𝑑2𝐺

𝑑𝑥2
(∆𝑥2)]     (1.9) 

 

∴  𝐺0
′ = 𝐺0  + 

1

2

𝑑2𝐺

𝑑𝑥2
(∆𝑥2)                                                  (1.10) 

 

∴  ∆𝐺 =  
1

2

𝑑2𝐺

𝑑𝑥2
(∆𝑥2)                                                      (1.11) 

It can therefore be observed that when the condition from Equation 1.8 is met, ∆𝐺, the 

change in chemical energy, will also be negative, leading to spontaneous decomposition. 

However, the above calculation neglects interfacial energy and geometric misfit between 

the A-rich regions and B-rich regions. To calculate the condition for SD more accurately, 

chemical and coherent strain energy terms must be accounted for. Accounting for these 

additional energy terms leads to more representative models and in turn, leads to the 

narrowing of the composition range for SD [95]. Once these additional energy terms are 

accounted for, a final spinodal may be deduced (known as the coherent spinodal), 

resulting in a region where the homogenous α phase is unstable and SD occurs. It may 

therefore be said that the chemical spinodal (the spinodal deduced without accounting for 

additional energy terms) is of no practical importance. 

The chemical energy and coherent strain terms are expressed in Equations 1.12 and 1.13, 

respectively. 

 

∆𝐺𝛾 = 𝐾 (
∆𝑥

𝜆
)

2

                                                      (1.12) 
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Where ∆𝐺𝛾 is interfacial chemical energy term, K is a proportionality constant and 𝜆 is 

the wavelength of composition modulation. 

 

Δ𝐺𝑠 = 𝜂2(Δ𝑥)2
𝐸

1 − 𝜐
𝑉𝑚                                               (1.13) 

Where Δ𝐺𝑠 is the interfacial coherent strain energy term, E is Young’s modulus, 𝜐 is 

Poisson’s ratio, 𝑉𝑚 is the molar volume and 𝜂 is expressed as: 

 

𝜂 =
1

𝑎
(

𝑑𝑎

𝑑𝑥
)                                                            (1.14) 

Where a is the lattice parameter. 

As such, the total change in free energy can be expressed as the sum of equations 1.11, 

1.12 and 1.13, leading to: 

 

Δ𝐺𝑇 =
1

2

𝑑2𝐺

𝑑𝑥2
(∆𝑥2) + 𝐾 (

∆𝑥

𝜆
)

2

+ 𝜂2(Δ𝑥)2
𝐸

1 − 𝜐
𝑉𝑚                    (1.15) 

 

∴ Δ𝐺𝑇 = [
𝑑2𝐺

𝑑𝑥2
+

2𝐾

𝜆2
+  2𝜂2

𝐸

1 − 𝜐
𝑉𝑚] 

(∆𝑥)2

2
                            (1.16) 

Where Δ𝐺𝑇 is the total change in Gibbs free energy. 

For SD to occur, Δ𝐺𝑇 must be negative, and therefore: 

 

𝑑2𝐺

𝑑𝑥2
+

2𝐾

𝜆2
+  2𝜂2

𝐸

1 − 𝜐
𝑉𝑚  < 0                                        (1.17) 
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From Equation 1.17, the minimum wavelength (𝜆) for spinodal decomposition may be 

deduced, such that: 

 
2𝐾

𝜆2
<  − (

𝑑2𝐺

𝑑𝑥2
+  2𝜂2

𝐸

1 − 𝜐
𝑉𝑚)                                           (1.18) 

 

∴ 𝜆2 >  −
2𝐾

(
𝑑2𝐺
𝑑𝑥2 +  2𝜂2 𝐸

1 − 𝜐 𝑉𝑚)  
                                           (1.19) 

Outside the coherent spinodal, the initial free energy of the system is still higher than 

equilibrium free energy, although a slight composition variation leads to an increase in 

free energy. In this case, SD will not occur and rather, a nucleation process occurs 

whereby the composition of the resulting nuclei varies significantly from that of the 

matrix. This process therefore takes place via downhill (conventional) diffusion. The 

comparison between routes of spontaneous separation (SD) and conventional diffusion is 

seen in Figures 1.13a and 1.13b, respectively. 
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Figure 1.12a Schematic Phase diagram outlining 

composition X0 which lies within the chemical 

spinodal and where SD is expected to occur 

Figure 1.12b Gibbs free energy at quenched 

temperature, showing spontaneous reduction in 

free energy with small composition fluctuation 

[111]. 

a) 

b) 
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1.4.2 Spinodal Decomposition in High Entropy Alloys 

Spinodal Decomposition (SD) in HEAs has become a topic of academic interest only in 

recent years. The delay in exploring the occurrence of SD in HEAs is perhaps owed to 

the early emphasis placed on simple solid-solutions. Nevertheless, as the field advances 

and various HEAs with SD are unveiled, academic attention has evolved towards 

understanding the effect of SD on the properties of MPEA systems. In recent years, 

increasing academic efforts have taken bold steps in achieving SD in HEAs tailored for 

specific applications. From a mechanical perspective, it is well established that SD can 

be advantageous due to its hardening effects that derive from modulated structures or 

Figure 1.13a Composition profile as an alloy is quenched from T1 to T2 at 

composition X0 Figure 1.13b as alloy is quenched outside the spinodal region 

(refer to Figure 1.12) [111]. 

a) b) 
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precipitates interfering with dislocations. SD has been observed to lead to strengthening 

effects in various HEAs [96,97], and its effect on the magnetic properties of HEAs has 

also been explored and shown to have potential benefits such as increasing Curie 

temperature [98]. Moreover, structures from spinodal decomposition, when quenched in 

at high cooling rate, give very fine microstructures (of the order of the critical wavelength, 

Equation 1.19) [99]. 

The most thoroughly explored case of SD in HEAs is in systems comprising at least four 

of Al, Co, Cr, Cu, Fe and Ni. The work of Tong et al. explores the AlxCoCrCuFeNi system 

by varying the Al molar fraction from 0.0 to 3.0 in varying increments. In this study SD 

is observed in the ID region as A2 and B2 modulated plates [100] at values of x between 

1.0 and 1.3. Although Tong et al. do not observe SD at compositions below x = 1.0, a 

study by Pickering et al. shows that SD occurs in the dendritic region of the 

Al0.5CoCrCuFeNi alloy which leads to two FCC phases [101]. Although the observation 

of Pickering et al. contradicts that of Tong et al., it also outlines the difficulty that is often 

encountered in observing nanoscale phase separation. 

Nevertheless, the modulated plates observed by Tong et al. in the ID region of equimolar 

AlCoCrCuFeNi have been repetitively observed in alloys of a similar base. Zhang et al. 

also study equimolar AlCoCrCuFeNi and are in agreement with Tong et al. in that 

modular A2 and B2 plates (Cr-Fe rich and Al-Ni rich, respectively) form in the ID region 

as a result of SD [102]. However, Zhang et al. explore the phase separation of Cu in the 

ID region to a further extent (although both studies observe Cu segregation in the ID 

region). Due to its positive enthalpies of mixing with the other elements [103], Cu 

segregation is a commonly observed phenomenon in Cu-containing HEAs. In equimolar 

AlCoCrCuFeNi Cu content in the ID region is observed to be as high as 77% [102]. As 

such, Zhang et al. observe Cu-rich nanoprecipitates in the alloy’s ID regions and grain 

boundaries which remain up to cooling rates of 107 K/s observed via melt-spinning. 

In the Cu-free system of equimolar AlCoCrFeNi, Wang et al. observe that SD occurs in 

the ID region in the same manner observed in the equimolar AlCoCrCuFeNi alloy such 

that modulated A2 (Cr-Fe rich) and B2 (Al-Ni rich) plates are formed [80]. Although 

Wang et al. make no mention of SD occurring in the dendritic regions, Manzoni et al. 
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observe SD in the dendritic regions of equimolar AlCoCrFeNi which also results in a 

modulated A2 + B2 structure [104]. Tian et al. confirm this observation in AlCoCrFeNi, 

noting a modulated SD structure in not only the ID region of the alloy but also in the 

dendrites [105]. Figure 1.14 from the work of Tian et al. shows the fluctuations in atomic 

concentration of Al and Cr in both the dendritic and ID regions of AlCoCrFeNi. The 

fluctuations in concentration reflect the modulated nature of the spinodally-decomposed 

plates. Figure 1.14 also shows that the plates comprise an Al-rich phase and a Cr-rich 

phase, which are established to be B2 structured Al-Ni and A2 structured Cr-Fe. 

SD has also been observed in the Al2CrCuFeNi2 alloy where it forms part of an interesting 

‘sunflower’ structure. First observed by Guo et al., the petals of the sunflower structure 

were identified to be a  eutectic of  a  Ni-Al-rich B2 phase and a  Cr-rich A2 phase [106]. 

The internal section of the structure is considered to be where the primary B2 phase 

originates from and within this region, fine BCC precipitates form as a result of SD (see 

Figure 1.15). This sunflower structure was confirmed in Al2CrCuFeNi2 in a separate 

study which investigates the effect of increasing Al content, and was found to exist up to 

Al2.5CrCuFeNi2. 

 

Figure 1.14 a) Compositional fluctuations of Al and Cr in dendritic region of 

AlCoCrFeNi and Figure 1.14 b) in ID region [105]. 
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Deviating from the relatively well-explored systems discussed so far, SD has also has 

been observed in other MPEAs including refractory HEAs. Zhang et al. study the 

HfZrTiTa0.53 HEA which undergoes SD resulting in modulated plates of finer structure 

than those observed in the AlCoCrFeNi system [96]. The spinodally-decomposed 

structure in HfZrTiTa0.53 is shown in Figure 1.16. This modulated structure is made of 

two BCC phases, with one phase being lean in Ta content and the other rich in Ta content. 

Zhang et al. make an important observation in the fact that SD is observed in the binary 

phase diagrams of Hf-Ta and Zr-Ta. In reference to the method used by Jiang et al. 

(mentioned in section 1.2.2) to develop EHEAs by observing eutectic compositions in the 

constituent binaries [58], Zhang et al. show that this is a technique which can serve useful 

in HEA design in a more general sense. Additionally, it is observed that Ta has positive 

mixing enthalpies with Hf, Zr and Ti [96]. Together, these observations explain the 

occurrence of SD in HfZrTiTa0.53 and the fluctuations in Ta concentration across the 

spinodal structure. Although Zhang et al. make no mention of how the precise atomic 

fraction of Ta was deduced, it is most likely that reference was made to the compositions 

which lie in the miscibility gaps of the constituent binary diagrams. Another refractory 

HEA which undergoes SD is HfNbTiV [107], showing modulations of two different 

disordered BCC phases. The composition fluctuations in this HEA are such that one BCC 

phase is rich in Hf and V, while the other is rich in Nb and Ti. Observing the mixing 

Figure 1.15 High magnification micrograph of 

sunflower-like microstructure found in Al2CrCuFeNi2 

as a result of SD [106]. 
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enthalpy pairs of the alloy, the segregation occurs as expected as Hf-V and Nb-Ti are the 

two lowest enthalpies of mixing observed in the available permutations. The resultant 

phases have very similar lattice parameters such that the Hf-V enriched phase has a lattice 

parameter of 0.3295 nm and that of the Nb-Ti enriched phase is 0.3313 nm.  

Finally, as the effect of sluggish diffusion in HEAs on SD would be interesting to 

consider, the study of Rao et al. is highlighted to conclude this section. In their study on 

FeCoNiMnCu which investigates the effect of different annealing conditions on the alloy, 

Rao et al. observe SD becomes more pronounced as annealing time is increased (see 

Figure 1.17) [98]. Due to the sluggish atomic diffusion in HEAs, the amplitudes of the 

spinodally-decomposed phases require sufficient annealing time to increase, as indeed is 

observed in Figure 1.17. The SD in FeCoNiMnCu leads to Fe-Co enriched regions and 

Cu-rich regions, both which are disordered FCC structures. Contradictory to the idea of 

sluggish diffusion however, is the observation of Zhang et al. which has been mentioned 

briefly in this section [102]. That Zhang et al. observe fine spinodally-decomposed 

structures in AlCoCrCuFeNi despite achieving cooling rates of the order 107 K/s indicates 

that atomic diffusion in HEAs cannot have as sluggish a nature as is often emphasised. 

The annealing results of Rao et al. and the rapid-cooling results of Zhang et al. serve as a 

perfect example to show that although current suspicions about sluggish diffusion in 

HEAs are valid, a conclusive statement is hard to make. 
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Figure 1.17 Backscatter electron image of HfZrTiTa0.53 with TEM bright 

field image from selected region and corresponding SAD pattern [96]. 

Figure 1.16 Wavelength and amplitude evolution of SD features in 

FeCoCuMnNi as a function of annealing time [98]. 
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1.5 Rapid solidification 

1.5.1 Fundamentals 

Rapid Solidification Processing (RSP) is the process that refers to the rapid extraction of 

heat from metals in molten state bringing them to their solid state. Generally, rapid 

solidification is defined to be in the range of cooling rates larger than 103 K/s [108]. 

However, although it is important to define a lower limit on the cooling rate which defines 

RSP, observing a significant difference between the microstructures of the rapidly-cooled 

and conventional samples is often most useful. The primary advantage of RSP lies in 

achieving desirable features in a material’s microstructure that may not be achieved by 

conventional processing. Namely, RSP offers the possibility of extending solid solubility 

and revealing non-equilibrium phases. A further advantage of RSP stems from grain 

refinement which is likely to lead to improved features of the processed material.  

RSP can be achieved using a variety of techniques, some of which rely on rapid heat 

extraction during solidification, and others which attain large undercooling prior to 

nucleation. The former relies on maximising the release of heat from the liquid via 

conduction, convection and radiation and as such, comprises quenching processes such 

as melt-spinning, gas atomisation and spray casting. For the latter, undercooling must be 

achieved by suppressing heterogeneous nucleation such that the molten state of the metal 

is retained beyond freezing point [109]. To avoid heterogeneous nucleation, techniques 

to achieve undercooling usually rely on containerless solidification in order to avoid 

nucleation induced by foreign substances. Most commonly, undercooling is achieved by 

glass fluxing, electrostatic/magnetic levitation and drop tube techniques. 

In relation to dendritic structures, solidification time and the extent of undercooling are 

known to influence the overall morphology of the solidified structure. Secondary arm 

spacing, 𝜆2, is the distance between adjacent dendrite branches stemming from the 

primary dendrite and is strongly dependent on cooling rate [110]. Figure 1.18 shows the 

correlation between secondary arm spacing and solidification time for an Al-Cu alloy, 

where the spacing is proportional to the cube root of solidification time [111]. 
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Furthermore, dendrite tip radius is also part of dendritic morphology which is strongly 

affected by RSP [111]. Namely, dendrite tip radius is determined by undercooling during 

the growth phase and remains fixed thereafter.   

 

 

In the solidification of eutectic alloys, two solid phases are formed cooperatively [112]. 

The two solid phases could appear as alternating lamellae or as a rod-like structure. A 

lamellar structure is developed when the volume fractions of the two phases are roughly 

equal, whereas rod eutectics are seen when the volume fraction of one phase is much 

smaller than the other – whereby the minor phase forms rods in the matrix of the major 

phase [113]. The growth of lamellar eutectics depends on the interlamellar spacing 

(marked as λ in Figure 1.19) as this spacing determines the rate of diffusion of atoms 

from one phase to another – smaller interlamellar spacing therefore leads to faster growth 

[112]. A lower limit exists for λ however, such that enough interfacial energy is present 

to sustain the interface between the two phases (α and β) [114]. 

Figure 1.18 Secondary arm spacing versus solidification time for Al-4.5 wt% 

Cu alloy [111] 
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A general understanding for the effect of RSP on eutectic morphology may be acquired 

using Equation 1.20 [115]. 

 

𝜆Δ𝑇 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                                                        (1.20) 

Where 𝜆 is the interlamellar spacing and Δ𝑇 is undercooling. 

From Equation 1.20 it can be seen that undercooling and interlamellar spacing are 

inversely proportional, meaning that a finer lamellar structure is obtained at larger 

undercoolings. If sufficient undercooling is reached during RSP, the eutectic(lc structure 

can no longer form, as the interfacial energy between the 𝛼 and 𝛽 phases will not suffice. 

Namely, the interface cannot be maintained beyond a critical growth velocity. Therefore 

as undercooling increases and the critical value of 𝜆 is reached, the eutectic morphology 

will be lost. 

Another important way which RSP provides enhanced structures is by inhibiting the 

formation of intermetallic compounds [116]. This is promising in achieving simple 

structures from MPEA systems which are originally complex at equilibrium. As the initial 

preoccupation of the metallurgical community about MPEA development was mainly 

related to the formation of complex compounds, inhibiting the formation of intermetallics 

via RSP directly addresses this point and provides further opportunities for HEA 

development. 
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1.5.2 Rapid solidification of High Entropy Alloys 

Rapid solidification of HEAs creates an opportunity for investigating the evolution of 

their microstructures and mechanical properties with cooling rate. With sluggish diffusion 

being a main characteristic in HEAs, the rate of coarsening at elevated temperatures is 

minimal, leading to excellent retention of fine microstructures. As such, RSP of HEAs is 

important in exploring not only the possibility of extending their solid solutions and 

inhibiting the formation of complex phases but also the enhancement of their mechanical 

properties. 

RSP of HEAs to date has been attempted using methods such as gas atomisation [117], 

glass fluxing [118], melt-spinning [119], vacuum levitation melting (VLM) [120] and 

selective laser melting (SLM) [121]. Although the undercoolings and cooling rates 

attained by the different methods do vary, the motivation is to explore the effect of non-

equilibrium solidification on HEAs.  

Figure 1.19 Interdiffusion between α and β phases 

as the eutectic front grows with a velocity V [111] 
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Although gas atomisation experiments on HEAs cannot be found in abundance, the 

available studies have shown that rapidly solidified HEA powders can be achieved in 

sizes as fine as < 20 µm. Figure 1.20 shows fine powders from the CrFeNiMn HEA 

achieved by gas atomisation [122], where it was found that despite the duplex (FCC + 

BCC) nature of furnace-cooled CrFeNiMn, the powders showed a nearly single phase 

FCC structure. As different size fractions of powders are often obtained from processes 

such as gas atomisation, differences in structures and morphologies between the different 

sized powders are expected. In the case of CrFeNiMn, Lehtonen et al. found that the 

volume fraction of the BCC phase increases with cooling rate, up to 5.5 % in the smallest 

size powders [122]. Although cooling rate estimates are not presented in the work of 

Lehtonen et al., a gas atomisation study by Zhou et al. [123] on the Al0.6CoCrFeNi HEA 

obtains powders of similar size and estimates a cooling rate of around 6 × 106 K/s. The 

differences in constituent elements between both alloys will affect the cooling rate due to 

the differences in properties. However, the cooling rate estimated by Zhou et al. can be 

taken as an estimate especially given that both studies use an Ar atmosphere. Between 

the largest size powders (90 – 150 µm) and the smallest size powders (< 20 µm) of the 

CrFeNiMn HEA, Lehtonen et al. find that nanohardness increases from 3.95 GPa to 4.25 

GPa. This increase can be largely attributed to grain refinement (as observed grain size 

decreases from 6 µm to 2.5 µm), although the slight increase in BCC phase may also be 

a contributing factor. 

Figure 1.20 Gas-atomised powders 

of CrFeNiMn HEA [122]. 
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Gas atomisation of the AlCoCrFeNi2.1 EHEA has also been applied, in which Ding et al. 

observed a blocky dendritic structure of FCC dendrites with an FCC/BCC interdendritic 

eutectic [117]. As large cooling rates tend to favour dendritic growth, gas atomised 

AlCoCrFeNi2.1 powders showing dendritic growth is a somewhat expected observation. 

Centrifugally cast AlCoCrFeNi2.1, cooled at 450 K/s, showed an almost identical structure 

of FCC dendrites with a eutectic interdendritic region [124], albeit that the dendrites were 

somewhat better developed than those in the gas atomisation study. Further confirming 

this departure from eutectic growth at high cooling rates is the work of Nagase et al., 

where melt-spun AlCoCrFeNi2.1 was shown to lose its lamellar structure and form 

precipitates on the grain boundaries [125]. Although in EHEAs, the eutectic is expected 

to be inhibited at high cooling rates, in AlCoCrFeNi2.1 a small eutectic volume fraction 

remains in its gas atomised powders despite the cooling rate range of around 104 – 105 

K/s. However, in the Al0.6CoCrFeNi alloy (which shows a FCC + BCC eutectic in 

equilibrium conditions) the eutectic structure is indeed inhibited in its gas-atomsised 

powders cooled at 1.45 ×  105 K/s. In the case of the Al0.6CoCrFeNi powders it is the 

growth of the FCC which is suppressed [123]. Figure 1.21 shows the estimated cooling 

rates of these powders with respect to droplet diameter.  

 

Figure 1.21 Cooling rate as a function 

of droplet diameter in Al0.6CoCrFeNi 

[123]. 
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Other RSP techniques such as glass fluxing and levitation methods have shown to achieve 

undercoolings (∆𝑇) of up to 380 𝐾 [118] in HEAs and significant improvements in 

mechanical properties. For instance, CoCrFeNi undercooled by 300 K using a glass 

fluxing method showed an increase in compressive yield strength from 137 MPa to 455 

MPa (see Figure 1.22) [126]. Similar to the aforementioned outcome of enhanced 

nanohardness in gas-atomised CrFeNiMn powders, the increase in yield strength of 

undercooled CoCrFeNi is attributed to grain refinement. Unlike the study of Lehtonen et 

al. however, where no mention was made of the BCC phase contributing to increased 

hardness, Li et al. in their study of glass-fluxed CoCrFeNi do highlight the role played by 

the observed BCC precipitates in enhancing the yield strength of the alloy. It is therefore 

evident that in HEAs of this base, it is not uncommon that BCC growth is observed with 

higher growth velocities. Wang et al. also study CoCrFeNi undercooled by glass fluxing 

method and achieve similar undercoolings as the study by Li et al. Similar observations 

are made in both studies and their appears to be unison in the fact that grain refinement 

and BCC growth are observed. Wang et al. study a wider range of undercoolings and as 

such, are able to present the enhanced microhardness with increased undercooling in a 

gradual fashion [127]. Figure 1.23 shows the enhanced microhardness in CoCrFeNi as 

undercooling is increased by increments of 50 K.  

 

 

Figure 1.22 Stress-strain curve of undercooled 

CoCrFeNi [126]. 
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Vacuum Levitation Melting (VLM) has shown to obtain comparable undercoolings in 

HEAs and have similar effects on the properties of the alloys. Andreoli et al. studied the 

solidification behaviour of CoCrFeNi post achieving undercoolings of up to 150 K [128]. 

In this in situ study, insightful observations are made on the effect of different 

undercoolings using high-speed imaging techniques. As mentioned above, gas-atomised 

CoCrFeNi shows a predominantly FCC structure although at higher growth velocities a 

small BCC volume fraction (around 5 %) develops. In the in situ VLM study of Andreoli 

et al. on CoCrFeNi with 120 K of undercooling, a stable FCC phase nucleates and gives 

result to a single-phase FCC structure. However, an image series shows that at a higher 

undercooling of 150 K, a BCC phase nucleates first and that an FCC phase nucleates 

thereafter (see Figure 1.24), allowing the conclusion to be made that the BCC phase is 

metastable. Nevertheless, the BCC can presumably be nucleated in favour in favour of 

FCC, as the recalescence images indicate the undercooling with respect to the BCC phase 

is lower than the undercooling with respect to the FCC phase. However, it is also clear 

that once both phases are nucleated, FCC will outgrow BCC. Figure 1.25 shows the delay 

time between the nucleation of the BCC and FCC phases. Naturally, the delay time is 

expected to shrink with higher undercooling (as growth velocity  increases with 

undercooling) and this is indeed observed in Figure 1.25. Generally, this observation of 

Figure 1.23 Increasing microhardness in 

CoCrFeNi as undercooling is gradually 

increased [127]. 
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BCC nucleation at high undecooling is in accord with the aforementioned gas atomisation 

studies on CoCrFeNi, which showed BCC presence only in the smallest size powders 

(those with highest cooling rates).  

In a study on supercooled, equimolar MoNbReTaW, Hu et al. observed that an 

undercooling of 500 K (achieved by electrostatic levitation) leads to disorder trapping 

and the growth of a single BCC structure [129]. As with previous studies, the rapidly-

solidified MoNbReTaW sample showed improved hardness (20% increase from the as-

cast alloy). Disorder trapping is expected to occur in rapidly-solidified HEAs not only 

due to the high cooling rates but also due to their characteristic sluggish atomic diffusion, 

and it is argued by Ding et al. that disorder trapping also occurs in gas-atomised powders 

of the AlCoCrFeNi2.1 alloy [117]. 

Likely due to its higher technology readiness level (TRL) relative to other techniques, 

selective laser melting (SLM) is the most explored form of RSP in HEAs. In fact, by and 

large the focus of gas atomisation and other powder metallurgy studies of HEAs is to 

produce powders for additive manufacturing (AM) purposes. Although SLM does not 

achieve supercooling comparable to that of fluxing and levitation techniques (as 

heterogeneous nucleation is instant), SLM can achieve cooling rates of up to 107 K/s 

[130], depending on laser energy density. However, the layer-by-layer nature of AM 

results in columnar grain growth, leading to anisotropic properties in the fabricated alloys 

[131]. This is no different in HEAs as the issue has been observed in several AM-

fabricated HEAs [132,133]. Such alloys with anisotropic mechanical properties find few 

applications in the real world. As such, the topic of columnar-to-equiaxed transitioning 

(CET) of the resulting dendrites is a topic that is rightly attracting intensive attention. 

Despite these barriers that AM faces, it is worth remembering that HEAs are not industry-

ready in any case as yet. As such, attempts to produce AM-fabricated HEAs as well as 

explorations of achieving CET in HEAs [134] should be considered with a positive 

outlook. 
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To conclude this section, it is worth reminding the reader that improvements in 

mechanical properties are not a granted outcome of RSP. For example, Wang and Kong 

demonstrate that CoCrFeNiCu2 supercooled via glass fluxing showed improved 

microhardness as undercooling increased but declined at a critical undercooling of 236 K 

(see Figure 1.26) due to phase separation [118]. This phase separation is often observed 

in similar alloys containing Cu, where a Cu-depleted primary phase is formed and a Cu-

rich phase forms in the interdendritic region. As mentioned in section 1.4.2, this 

phenomenon is owed to the positive enthalpy of mixing between Cu and the other 

elements. It is important to stress, however, that this is not always the outcome when Cu 

forms part of a MPEA. In fact, the same study shows that phase separation subsides in 

the CoCrFeNiCu alloy at high undercoolings and its microhardness increases monotically 

Figure 1.24 In situ observation of nucleation in undercooled CoCrFeNi HEA 

[128]. 

Figure 1.25 Delay time between nucleation of 

FCC and metastable BCC at different 

undercooling scenarios [128] 
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as expected. This is also confirmed by Cui et al. [135], who show that Cu segregation 

steadily decreases until it is almost unobservable in a sample that experiences an 

undercooling of 226 K (see EDS maps in Figure 1.27). It may therefore be said that the 

atomic fraction of Cu in the CoCrFeNiCu2 alloy causes phase separation that is too strong 

to be mitigated by large supercooling. 

 

 

Figure 1.26 Hardness as a function of 

undercooling in three HEAs [118]. 
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1.6 Machine-learning techniques in HEA discovery 

It was discussed in Section 1.2 how HEA formation criteria have stirred constant debate 

since HEA discovery. This has given HEA researchers the incentive to turn to ML 

methods in predicting HEAs with desired structures [136] and properties [137]. The first 

attempts in employing ML for HEA discovery were made in 2018, and judging by the 

surge in such attempts over the past year, it is evident that ML methods will play an 

integral part in shaping the future of HEA research.  

Since 2018, various ML approaches have been applied to HEA phase selection, although 

artificial neural networks have seen the most success amongst the algorithms and are the 

most widely applied [138]. HR features are typically used as the inputs to the NN (as 

shown in Figure 1.28), with the outputs typically being a combination of SS, SS + IM, 

IM and AM; where SS, IM and AM are solid solution, intermetallic and amorphous 

structures, respectively. In general, there appears to be agreement that beyond 4 to 5 input 

features, diminishing returns in accuracy of the NNs are observed [139–141], although 

debate remains on the most effective HR features to be used for optimal results. For 

Figure 1.27 EDS maps of CoFeNiCu at various values of undercooling, showing 

improved homogeneity as undercooling is increased [135]. 
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instance, Dai et al. [142] show (using ML methods) VEC to be the most important 

parameter in HEA phase prediction and Δ𝑆𝑚𝑖𝑥 to be the least important, whereas in the 

ML-based study of Huang et al., 𝛿 is concluded to be the most relevant parameter [143]. 

A study by Zhang et al. deploys ML with extended Miedema theory and concludes that 

formation enthalpy and 𝛿 are the most relevant parameters in HEA prediction [144]. 

Despite these differences, ML-driven progress has not been halted and ML models have 

been improving in accuracies in a yearly manner, with reported accuracies today 

constantly ranging between 90 – 95 % [145,146]. 

Examples of successful HEA design using ML models include the work of Wen et al., 

where a database containing AlxCoyCrzCuuFevNiw HEAs and their hardness values was 

used to train a ML (NN) model [147]. In this work, Wen et al. report two alloys with 

hardness values 10 % larger than the maximum value found in the database. The alloys 

reported are Al43Co22Cr23Fe7Ni5 and Al47Co20Cr18Cu5Fe5Ni5, both of which were shown 

to comprise a disordered BCC structure and an ordered B2 structure. Bhandari et al. 

pursue a similar approach using a database of refractory HEAs and their hardness values. 

In this study, Bhandari et al. uncover a novel RHEA in C0.1Cr3Mo11.9Nb20Re15Ta30W20 

with a predicted hardness value of 695 HV [148]. The alloy was then manufactured to 

experimentally confirm the predicted value, which was found to align within a 15 % error 

margin. It is therefore a matter of time before the use of NN becomes mainstream amongst 

HEA researchers and studies such as those of Wen et al. [147] and Bhandari et al. [148] 

become implementable with ease. In fact, Yan et al. predict 10 single-phase RHEAs 

(comprising combinations between Al, Mo, Nb, Cr, W and Ti) using several ML 

algorithms and confirm their predictions experimentally [149]. Although it is not 

mentioned how many of the studied alloys are novel, Yan et al.’s experiment certainly 

makes a statement in proving the applicability and scalability of ML in alloy discovery. 

As ML models rely heavily on HEA databases, a foreseeable problem halting their 

progress is the lack of systematic recording of HEAs and their properties. For example, 

the impacts which processing methods have on an alloy’s properties are often not 

considered when documenting HEAs. It is often the case that a given property of the same 

alloy can have two different reported values; these discrepancies are most likely attributed 

to differences in processing methods which have not been recorded. Some examples are 
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the AlCoCrCu0.5FeNi alloy with hardness values reported to be 458 HV, 563 HV and 

665HV [147], and the Al3FeNiCoCrCu alloy with a microstructure reported to be 

intermetallic (IM) [150] and solid-solution (SS) [151]. Generally, to achieve maximal 

results from a NN, the size of the data set should be as large as possible, with only alloys 

with high uncertainty being omitted. As such, in order for the HEA community to excel 

in applied ML, HEA databases need to be put together with clear outlines of the 

processing techniques used to manufacture them. 

 

 

 

 

  

Figure 1.28 Schematic of NN architecture showing 

five input features, three hidden layers, and three 

outputs classifying the alloys as SS, IM or SS + IM 

[143].  
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2. Equipment and methodology 

This chapter summarises the experimental methods and equipment used in this project. 

HEA ingots were produced using an arc-melter and melted several times to ensure 

homogeneity. Titanium was used as a getter in the arc-melter furnace to limit oxidation. 

As the HEAs produced in this work all contain Aluminium, this was an important aspect 

during ingot preparation. Rapidly solidified droplets were then produced from these HEA 

ingots using the drop-tube facility. To analyse the powders and as-cast samples, a range 

of testing methods were used including optical microscopy, scanning electron microscopy 

(SEM), energy-dispersive X-ray (EDX), X-ray diffraction (XRD), transmission electron 

microscopy (TEM), focused ion beam (FIB) and Vickers-microhardness. This equipment 

is explained in more detail within this chapter. 

2.1 Arc-Melter 

An arc-melter was used to produce the HEAs studied in this work. The arc-melter’s 

vacuum chamber (evacuated down to 5 × 10−2 mbar) along with a Titanium getter 

produced an inert atmosphere for element mixing to take place without oxidisation. For 

the addition of Aluminium however, the drop-tube was employed as a furnace as it 

provides a more inert atmosphere. Aluminium’s high oxygen affinity poses difficulties in 

mixing it with other elements using the arc-melter without oxidisation taking place. 

For a melt to be carried out successfully using the arc-melter, the following components 

of the arc-melter need to be in check: a copper hearth, non-consumable Tungsten 

electrode, melting/vacuum chamber, rod for arc-control, UV shield and valves controlling 

pressure in the melting chamber. In addition, an electrical power system is needed for 

generating the arc, a coolant system (water) to keep lower the hearth’s temperature, a 

vacuum pump and an Argon (inert gas) cylinder connected to melting chamber. 

The vacuum pump used with this arc-melter is a two-stage stage oil sealed pump. Before 

melting a sample, the chamber is evacuated to pressures of the order 10−2mbar and 

backfilled with about 50 mbar of Argon at least five times. Although all the melting was 

performed in the round-shaped moulds (for better mixing), the final melt of each HEA 
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was done in a square mould (see Figure 2.1) to make the sectioning of the alloy more 

manageable during sample preparation. 

The splashing of material during an arc-melting experiment is normal and usually results 

in a small weight-loss – this was deemed negligible in this project. To minimise the 

splash, certain precautions can be taken such as ensuring a safe distance between the 

electrode and the sample and ensuring that the contact time between the arc and the 

sample is not too long (15 seconds is sufficient in most melts). Ensuring a distance 

between the electrode and the sample is important to avoid Tungsten contamination in 

the sample. 

Ensuring homogeneity is important for any arc-melted sample and is especially important 

in producing HEAs. For this reason, each sample was turned over and melted four times 

at each stage. For example, if the stages of forming an alloy of ABCD, the stages would 

be AB, CD and ABCD. Table 2.1 gives an example of the melting stages in achieving the 

AlCuCrFeNi alloy. 

 

Figure 2.1 Copper-hearth showing different mould shapes. 
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Table 2.1 Masses of elements in intermediate alloys to reach equimolar AlCuCrFeNi 

Alloy Element mass (g) Arc-

melted/Drop-

tube furnace 

 Al Cu Cr Fe Ni  

AlCu 2.5 5.8 - - - Drop-tube 

FeNi - - - 5.1 5.4 Arc-melted 

AlCuFeNi 2.5 5.8 - 5.1 5.4 Arc-melted 

AlCuCrFeNi 2.5 5.8 4.8 5.1 5.4 Arc-melted 

 

2.2 Drop-Tube 

The HEAs prepared in the arc-melter were transferred to the drop-tube for rapid 

solidification. A schematic of the 6.5m long drop-tube used in this work is shown in 

Figure 2.2. The HEA ingot is placed in a tri-hole alumina crucible and mounted such that 

the crucible’s centre is coincident with that of the RF coil. Before melting the alloy, the 

drop-tube’s atmosphere must be inert and oxygen-free. The vacuum in the drop-tube 

(order of 10−6 mbar) is reached via two pumping stages. The first stage employs a rough 

pump (placed at the bottom of the drop-tube), which reaches vacuums of roughly 

7 × 10−3 mbar. This pump is used to carry out three flushes, with 500mbar of Nitrogen 

gas used to backfill the drop-tube between each flush. A turbo-molecular pump (placed 

in the mezzanine floor) is then used to reach lower vacuums down to roughly 8 × 10−6 

mbar. 

Once the desired vacuum is reached, the drop-tube is backfilled with Nitrogen gas up to 

500 mbar and the melting stage is then ready to take place. An RF power generator (found 

on top-floor) is used to elevate the alloy’s temperature to its melting point. Once the ingot 

is completely melted, N2 gas is used to create a differential pressure of 4 Bar to eject it 

downwards. Mostly, the droplets solidify containerlessly and are collected in the drop-

tube’s catch-pot (lower ground). To monitor the alloy’s temperature during the melting 
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stage, an R-type thermocouple is used. Water supply is used cool the structure of the drop-

tube during the melting stage. 

The resulting powders from the ejection are then sieved into 10 standard diameter ranges: 

≥ 850 µm, 850–500 µm, 500–300 µm, 300–212 µm, 212–150 µm, 150–106 µm, 106–75 

µm, 75–53 µm, 53–38 µm and ≤ 38 µm. A heat balance for a droplet in free fall is used 

in order to calculate the cooling rate of each powder size fraction. This heat balance 

considers heat transfer via convection, conduction and radiation from the droplet to its 

environment. This heat balance is expressed as shown below in Equation 2.1. 

𝑑𝑇𝑑

𝑑𝑡
[𝑐𝑙(1 − 𝑓) + 𝑐𝑠𝑓 − 𝐿

𝑑𝑓

𝑑𝑡
] =

6ℎ

𝜌𝑑
(𝑇𝑑 − 𝑇𝑔) +

6𝜀𝜎𝑏

𝜌𝑑
(𝑇𝑑

4 − 𝑇𝑔
4)        (2.1) 

where 𝑇𝑔 is the temperature of the gas (N2) used to flush the apparatus, 𝑇𝑑 is the 

instantaneous temperature of the particle,  𝑐𝑠 and 𝑐𝑙 are the specific heat of the metal in 

the solid and liquid states respectively; 𝑓 is the solid fraction, 𝜌 is the density of the metal, 

𝑑 the diameter of the droplet, 𝜀 the emissivity of the droplet surface, 𝜎𝑏 the Stefan–

Boltzman constant and ℎ is the heat transfer coefficient estimated using: 

ℎ =
𝜅𝑔

𝑑
(2 + 0.6√𝑅𝑒 √𝑃𝑟

3
)                                             (2.2) 

Where 𝜅𝑔 is the thermal conductivity of the gas (given in Table 2.2) and Re and Pr are 

the Reynold and Prandtl numbers for the flow respectively, given by: 

𝑃𝑟 =
𝑐𝑝𝑔𝜇

𝜅𝑔
 ,      𝑅𝑒 =

𝜌𝑔𝑑

𝜇
|𝑣𝑑 − 𝑣𝑔|                                    (2.3) 

Where 𝑑 is the particle diameter and 𝑐𝑝𝑔 and 𝜇 are the specific heat capacity and 

kinematic viscosity of the gas respectively. The velocity differential between the droplet 

and the gas is |𝑣𝑑 − 𝑣𝑔| and can be assumed to be the terminal velocity, 𝑣𝑇. 𝑣𝑇  is given 

as: 

|𝑣𝑑 − 𝑣𝑔| = 𝑣𝑇 = √
4𝑔𝑑

3𝐶𝑑
(

𝜌 − 𝜌𝑔

𝜌𝑔
)                                      (2.4) 
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where, g is acceleration due to gravity, 𝜌𝑔 is the density of the gas, and 𝐶𝑑 is the drag 

coefficient, estimated from: 

𝐶𝑑𝑅𝑒2 =
4𝑚𝑔𝜌𝑔

𝜋𝜇2
                                                         (2.5) 

Where 𝑚 is the initial mass of the sample. 

As the sample properties (𝑐𝑙, 𝜌 and 𝐿) are undocumented for the HEAs studied in this 

work, estimates were made using properties of the constituent elements and their mass 

ratios. Nevertheless, Tm was determined by DTA analysis as this would give a more 

accurate value than the average of Tm value between constituent elements. The density as 

for each HEA using Archimedes’ principle. Table 2.2 summarises these values as well as 

the properties of N2 gas. 

Table 2.2 Thermophysical properties of N2 and AlCoCrFeNi2.1 HEA 

Material Parameter Value 

N2 Gas  𝑐𝑝𝑔 1039 𝐽 𝑘𝑔−1𝐾−1 

𝜇 1.78 × 10−5 𝑁 𝑠 𝑚−2 

𝜅𝑔 2.6 × 10−2 𝑊𝑚−1𝐾−1 

𝜌𝑔 1.16 𝑘𝑔 𝑚−3 

AlCoCrFeNi2.1 𝑐𝑙 811.16 𝐽 𝑘𝑔−1 𝐾−1 

𝜌 7380 𝑘𝑔 𝑚−3 

𝐿 3.07 × 105 𝐽 𝐾−1 
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Figure 2.2 Schematic of Drop-Tube apparatus used in this work [152]. 
 

2.3 Sample Preparation and Characterisation 

2.3.1 Optical Microscopy 

An Olympus BX51 microscope was used as the first stage in revealing a sample’s 

microstructure. To observe the manufactured alloy microstructures, a section of the as-

cast samples is cut using a precision saw (Beuhler, Isomet 5000). The sample was then 

mounted automatically using the Beuhler Simplimet 1000 mounting press with 

Transoptic resin. The mounted samples were then ground in the order of P240, P600, 

P1200 and P2500 grinding paper. The sample was then polished (on cloth) using diamond 

pastes in the sequence of 6µm, 3µm and 1µm. The grinding and polishing sequences are 
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mentioned in more detail in Table 2.3. The samples were then etched using aqua regia 

solution (HCl and HNO3 in 3:1 ratio) for 10 seconds. 

Table 2.3. Grinding and polishing sequences. 

 1ST 

Grind 

2nd 

Grind 

3rd 

Grind 

4th Grind 5th 

Grind 

Paper P240 P600 P800 P1200 P2500 

Suspension Water 

Time (mins) 2-7  

Disc speed (rpm) 100-200  

Rotation direction Contra 

Polishing 

 1st Polish 2nd Polish 3rd Polish 

Paper Cloth Cloth Cloth 

Suspension  6µm diamond 

paste 

3µm diamond 

paste 

1µm diamond paste 

Time (mins) 4-8 4-8 4-8 

Disc speed 

(rpm) 

70-90 70-90 70-90 

Rotation 

direction 

Contra Contra Contra 

2.3.2 Scanning Electron Microscopy and Energy Dispersive X-Ray Spectroscopy 

For further and more sophisticated microstructure examination, the samples were 

examined under the Hitachi SU8230 SEM coupled with the Oxford Instruments Aztec 

Energy Dispersive X-Ray spectrometry (EDX). Backscattered-electron (BSE) detection 

and secondary-electron (SE) detection are the two main modes in which the SEM was 

operated in this work. Backscatter detection is useful for phase contrast analysis as 

heavier elements result in higher intensity electron backscattering in comparison to lighter 

elements, resulting in the regions with heavier elements appearing to be brighter. 

Secondary electrons are low energy electrons obtained via inelastic scattering with the 

surface of the material. Secondary electron scattering allows features such as grain 

boundaries and precipitates to be identified. Deciding on which mode of detection to be 

used depends on the objective of the analysis. For instance, SE imaging has a higher 

resolution than BSE imaging due to the lower energy of SE electrons, creating a smaller 

interaction volume. As such, SE imaging is used when the objective is to capture sharp 
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features in a sample, such as topographical contrast or faceted surfaces. On the other hand, 

BSE detection reveals differences between areas which are chemically different. 

Any SEM is dependent on the concept of firing an electron beam at the specimen’s 

surface. Typically, the source of the electron beam is a cathode (Tungsten hairpin 

filament) to which a strong electric field is applied. However, the Hitachi SU8230 SEM 

utilises cold-field-emission (CFE) technology, whereby a sharpened cathode is used 

rather than a hairpin filament. Field emission in general provides beams with higher 

intensity than hairpin filaments, and the ultra-high vacuum achieved by CFE further 

improves the electron density of the generated beam (due to the improved absorption of 

gas molecules at the cathode tip). As such, the energy spread in CFE operated SEM’s is 

at least half that of SEMs with Schottky emitters (0.25 eV versus 0.70 eV respectively). 

The Hitachi SU8230 has a dedicated backscatter detector which is designed to use higher 

energy signals, hence resulting in higher resolution images. To obtain quality images, 

BSE analysis was carried out using an accelerating voltage of 20kV. Although voltages 

as little as 5kV could also lead to good images, it was found that for the samples involved 

in this work, 20kV was the best operating mode.  

EDX was used for quantitative elemental analysis of the alloys. For such analysis, a given 

volume in the sample is bombarded by the SEM’s electron beam. During this 

bombardment, electrons in the lower energy levels of the atoms at the sample’s surface 

are ejected. As such, electron vacancies are created are then filled by electrons from 

higher states. As an electron moves to a lower state, an X-ray is emitted to balance the 

energy difference between the two energy levels. Each element has an X-ray of a 

characteristic wavelength which is omitted during this process, allowing the element to 

be identified.  

Upon striking the detector, an X-Ray creates a charge which is proportional to its energy. 

The relative abundance of the X-Rays is then measured versus their energy, allowing a 

spectrum of X-Ray energy versus counts to be deduced and as such, reveal the sampled 

volume’s elemental composition. To reduce the interaction volume, low accelerating 

voltages (5kV) were opted for during EDX analysis. EDX analysis was carried out at 

specific points, along manually drawn lines or on a selected area. A range of 
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magnifications was also used during the EDX analysis. For instance, for checking the 

overall homogeneity of a sample, small magnifications were used such that a larger area 

is covered. In such a case, higher accelerating voltages were used (15kV). However, in 

cases which required a more localised analysis such as identifying the components 

dominating a particular phase, smaller magnifications were used with 5kV as the 

accelerating voltage. 

2.3.3 X-Ray Diffraction 

X-Ray Diffraction (XRD) is a non-destructive method used to analyse the structure of 

crystalline phases present in a material. XRD analysis is carried out by directing an x-ray 

beam from a source (cathode ray tube) at a sample and measuring the scattered intensity 

as a function of the angle at which the X-Rays are emitted. Once the beam is separated, 

the scatter, also called a diffraction pattern, indicates the sample’s crystalline structure. 

The Rietveld refinement technique is then used to characterize the crystal structure which 

most likely provided the observed pattern. Diffraction occurs when the path difference 

between the scattered and incident beams is a multiple of the wavelength of the X-ray (a 

schematic of this is displayed in Figure 2.3). This relation is known as Bragg’s law (given 

in Equation 2.6) 

𝑛𝜆 = 2𝑑𝑠𝑖𝑛𝜃                                                       (2.6) 

Where n is an integer representing the order of reflection, d is the distance between 

adjacent planes, λ is the wavelength of the incident beam and θ is the diffraction angle of 

the beam. 

 

Current XRD databases are limited in characterising HEAs. This is due to the fact that 

lattice spacing data for FCC and BCC solid solutions of multicomponent alloys is lacking. 

Mainly, this can be explained due to the large internal strains within the lattice, which as 

seen in Section 1.2, makes it difficult to predict the lattice structures of HEAs. Therefore, 

the XRD peaks in this project were characteristed manually by using the d-spacing of 

each peak and finding the matching miller indices. In this work, monochromatic Cu Kα1 
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X-Rays with wavelength λ= 1.54056 Å were used with a scanning range (2θ) between 

20° to 100°  and a step size of 0.03.  

 

 

Figure 2.3 X-Ray diffraction in crystal structure [153] 

 

2.4 Vickers Microhardness 

For each HEA, Vickers microhardness tests were carried out on its as-cast form as well 

as its rapidly solidified powders. Performing microhardness tests on powders from all 

size fractions allowed the effect of cooling rate to be deduced. A Tukon 1202 Wilson 

Vickers micro-hardness tester was used while keeping the load and dwell-time constant 

across all size fractions in order for fair comparisons to be made. A 0.05kg load was used 

in all tests with a dwell-time of 10 seconds.  The final microhardness value of each 

powder size fraction was taken as an average of at least 10 individual measurements in 

order to minimise the standard error. For lamellar samples, it is acknowledged that the 

value of microhardness measurements may vary significantly between the two phases. 

However, as at least 10 measurements were made, it is assumed that the final average of 

the measurements is a fair representation of the sample’s microhardness. 
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2.5 Focused Ion Bean and Transmission Electron Microscopy 

Transmission electron microscopy (TEM) is used to determine the crystallographic 

structures, composition and phase compositions of the materials fabricated in this work. 

TEM analysis provides a more detailed level of understanding of the samples than other 

techniques such as SEM. Namely, TEM technique requires thin specimens in order to 

probe internal structures, whereas SEM provides information about surface features. 

Nonetheless, both TEM and SEM use similar methods for beaming electrons, which 

involve condenser lenses and an electron gun within a vacuum system. As the electron 

beam passes through a thin specimen (prepared via Focused Ion Beam method, FIB), 

electrons are diffracted in different intensities allowing the microstructure to be 

characterised. As TEM requires samples of around 50 -100 nm thickness, FIB (FEI Helios 

G4 CX DualBeam) is used to prepare the TEM sample. The sample is Platinum coated 

prior to the use of FIB and thereafter, accelerated Gallium ions are used to section the 

region of interest in the sample. A sample carrier is then welded onto the sectioned sample 

in order to retrieve it whereby it is ready for TEM. 

Not limited to high-resolution imaging, TEM also allows diffraction patterns to be 

obtained from a selected region – this is known as Selected Area Diffraction (SAD). In 

the case of crystalline materials (as with the work in this research), the SAD patterns 

comprise distinct spots from which lattice parameters can be calculated. The diffraction 

angle 𝜃 in TEM can be proved to be very small using Equations 2.7 to 2.11, showing that 

the electron beams from crystal planes are almost parallel to the electron beam from the 

source. 

According to Bragg’s law,  

𝑠𝑖𝑛𝜃 =  
𝜆

2𝑑ℎ𝑘𝑙
                                                         (2.7) 

For small 𝜃, 𝑠𝑖𝑛𝜃 ≈  𝜃 and therefore, 

𝜃 =  
𝜆

2𝑑ℎ𝑘𝑙
                                                             (2.8) 
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Where 𝜃 is the diffraction angle, 𝜆 is the wavelength of the incident electron beam and 

dhkl is the distance between successive planes. 

𝜆 can be deduced using Equation 2.9,  

 

𝜆 =  
ℎ

2𝑚𝑒𝑉(1 +
𝑒𝑉

2𝑚𝑐2)
                                                (2.9) 

Where h is Planck’s constant, m is the mass of the electron, eV  is the electron’s charge 

and c is the speed of light. 

Given that a FEI Titan3 Themis 300 operating at 300 kV was employed: 

𝜆 =  
ℎ

2𝑚𝑒𝑉(1 +
𝑒𝑉

2𝑚𝑐2)
                                                 (2.10) 

Assuming a lattice d-spacing of 0.5 nm, 𝜃 can be deduced such that: 

𝜃 =  
𝜆

2𝑑ℎ𝑘𝑙
= 0.13°                                                  (2.11) 

As the beam passes through a crystalline specimen, there will be a distance of 1/dhkl 

between these diffraction spots which in turn allows the phase to be identified as per 

Equations 2.12 and 2.13 (for a cubic system). 

 

𝑐𝑜𝑠𝜃 =  
ℎ1ℎ2 + 𝑘1𝑘2 + 𝑙1𝑙2

√(ℎ1
2 + 𝑘1

2 + 𝑙1
2)(ℎ2

2 + 𝑘2
2 + 𝑙2

2)

                           (2.12) 

 

 
1

𝑑ℎ𝑘𝑙
2 =

ℎ2 + 𝑘2 + 𝑙2

𝑎2
                                               (2.13) 
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2.6 Machine learning 

2.6.1 Data compilation and curation 

The data on phases and HR features of the alloys was collected using references 

[27,150,151]. These datasets were expanded on by adding the composition data for each 

alloy. As such, a column dedicated to each element present in the database was initiated, 

with cells pertaining to absent elements in any given HEA being populated with an 

arbitrary, small number (-0.05 chosen in this work). These cells were not populated with 

zeros in order to avoid large error gradients in the weight calculations. Figure 2.4 shows 

a 5-row print of the data including composition as part of the input features. Finally, the 

output prediction from each of the models is either a 1 or a 0. The data was arranged such 

that a “1” correlates to a solid-solution (SS) or a SS with intermetallic (SS+IM). This 

choice was made as many accepted HEAs have minor IM phases and the orthodox 

definition that a HEA must strictly comprise a single-phase SS is evolving. In turn, a “0” 

signals an amorphous (AM) structure, an IM or (AM + IM). Although data in references 

[27,150,151] contained binary alloys, these were omitted in this work. However, the final 

database contained ternary alloys as well as MPEAs. Omitting the binary alloys was done 

in order to avoid their presence in the testing sets, which would lead to inflated accuracies. 

On the other hand, ternary alloys were retained as they aid the NN in developing 

connections between certain elements, yet are not as predictable as binaries. The data was 

shuffled to avoid the formation of patterns and bias and finally, feature scaling was 

implemented such that each instant in the column of a given HR parameter was divided 

by the maximum value in the column (see Equation 2.14). Feature scaling was not applied 

to composition columns, as maintaining the sum of each row to be around 100 and 

maintaining the constant arbitrary value of -0.05 influences the NN performance. 

𝑥𝑖,𝑛𝑒𝑤 =
𝑥𝑖

𝑥𝑚𝑎𝑥
                                                              (2.14) 

Where 𝑥𝑖 is instance number i in feature x and 𝑥𝑚𝑎𝑥 is the largest value in feature x. 𝑥𝑖,𝑛𝑒𝑤 

is the updated value of 𝑥𝑖. 
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Figure 2.4 5-row print of the data set used in NN2. ‘Z’ denotes the difference in atomic 

radii and ‘Ed’ the difference in Pauling electronegativity. The SS/IM column indicates 

the HEA’s phase, with 1 indicating (SS) or (SS+IM) and 0 indicating a (AM), (IM) or 

(AM+IM). Only 7 of the 37 elements present in the database are shown. A small 

arbitrary value (-0.05) was chosen to indicate the absence of an element. 

 

2.6.2 Neural networks 

The neural networks were constructed using the Keras API in the Google Collaboratory 

environment, with the Pandas library used to import the final data set of 391 alloys. A 

70/30 split was used between the training and testing data respectively for each of the 

NNs. To assess the average prediction accuracies of the neural networks the data was 

shuffled and fed back to the models three times. Choosing the right hyperparameters for 

the neural networks is of vital importance in maximising their performance. NN1 (neural 

network including elemental composition data only) is the main focus of this work as it 

uses a dataset which, to the best of the authors’ knowledge, has not been used to this scale 

before. The optimal hyperparameters for NN1 were found to be: learning rate = 0.3, batch 

size  = 3, number of hidden layers = 9 and the maximum number of units in a hidden layer 

= 192. The input dimension for NN1 is 37, in accordance with the number of elements in 

the database, while the output layer comprises 1 unit. Each of the above parameters was 

chosen as the best value by iterating through a pre-defined range. For instance, in 

determining the best learning rate, a range of values from 0.1 to 1 were probed, with the 

value leading to best predictive accuracy being chosen. 
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The activation function chosen for the hidden layers was the Rectified Linear Unit 

(ReLU) activation function, as it yielded the best results when compared to other 

activation functions. The ReLU activation function maintains the value being passed to a 

unit in the hidden layer unless the value is negative, in which case the value is made equal 

to zero [154] (see Figure 2.5a). This simple calculation keeps its computational cost to a 

minimum making it a very frequently used function. For the output layer the logarithmic 

sigmoid (logsig) activation function was used as this generates outputs of either 0 or 1 

(see Figure 2.5b). As the NN is classifying binary features, this is the optimal activation 

function for this purpose.  

The sigmoid activation function is described as per Equation 2.15. 

𝑆(𝑥) =
1

1 + 𝑒−𝑥
                                                            (2.15) 

Where x is any input value which is forced to a zero or one output denoted as S(x). 

To predict the phase of a previously uninvestigated HEA using the NNs designed in this 

work, the HEA’s five features (Δ𝑆𝑚𝑖𝑥, Δ𝐻𝑚𝑖𝑥, VEC, 𝛿 and Δ𝜒) must first be calculated, 

allowing the HEA to be added to the database. The atomic percentages of the alloy’s 

elements must also be calculated in a manner that is consistent with the database. Upon 

adding the HEA to the database, the cell indicating the HEA’s phase can be randomly 

chosen (0 or 1), as this will not affect the NN’s prediction. The HEA of unknown phase 

is then intentionally made to be the only alloy in the “testing set”, as the rest of the alloys 

(all 391) in this case are used in the training set to enhance the NN’s learning. In this 

work, this process was applied for the AlxCuCrFeNi alloys, yielding predictions which 

were verified. 
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Figure 2.5a Rectified Linear Unit Figure 2.5b Sigmoid activation functions. 

 

 

  

a) b) 



67 
 

3. Experimental results 

This chapter presents the bulk and powder HEAs fabricated throughout the course of this 

work. First, a neural network is presented which was developed for the discovery of new 

HEAs. To validate the neural networks, reference was made to the AlxCrCuFeNi alloy, 

to predict composition at which the system transitions towards a microstructure 

dominated with intermetallics. For each alloy, microstructural development with 

increased cooling rate is discussed. XRD, SEM and TEM are used as characterisation 

methods of the samples, while microhardness measurements are made to develop an idea 

for the evolution of the mechanical properties of the alloy with cooling rate. Finally, the 

eutectic HEA AlCoCrFeNi2.1 is presented, followed by a more in-depth analysis of the 

equimolar AlCrCuFeNi HEA. 

3.1 HEA screening using Machine Learning methods 

3.1.1 Gradient descent with multi-variate linear regression 

To predict novel HEA compositions, this work begins with multivariate linear regression 

implemented with the gradient descent algorithm (LRGD). The LRGD model is designed 

to set an initial standard upon which the neural networks developed later in this work will 

be measured. The inputs to the LRGD model are entropy of mixing, enthalpy of mixing, 

valence electron concentration, atomic radius difference and Pauling electronegativity 

difference (Δ𝑆𝑚𝑖𝑥, Δ𝐻𝑚𝑖𝑥, VEC, 𝛿 and Δ𝜒 respectively). Using these input features, the 

LRGD model was applied using standard gradient descent equations, shown as Equations 

3.1 – 3.3 below [155]. The database used for this work is presented in Appendix 1. 

 

ℎ𝜃(𝑥) = 𝜽𝑇𝒙                                                            (3.1) 
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𝐽(𝜃𝑗) =
1

2𝑚
∑(ℎ𝜃(𝑥𝑖) − 𝑦𝑖)2 

𝑚

𝑖=1

                                         (3.2) 

 

𝜃𝑗 ≔ 𝜃𝑗 − 𝛼
𝜕

𝜕𝜃𝑗
𝐽(𝜃𝑗)                                                   (3.3) 

 

Where ℎ𝜃(𝑥) is a hypothesis created to best fit the data and 𝜽 is an (n+1) dimensional 

vector containing the correlation coefficients (where n is the number of input features). 𝒙 

is an (n+1 by m) array which is a concatenation of all the input features and a dimensional 

vector of ones. m is the number of instances in the database and 𝐽(𝜃𝑗) is the cost function 

quantifying the error in each coefficient resulting from the generated hypothesis. i denotes 

the number of the instance and y denotes the output feature (1 or 0), where 1 is a 

SS/SS+IM structure and 0 is a IM/AM structure.  Finally, j is the subscript denoting the 

coefficient in the 𝜽 vector and 𝛼 is the learning rate. 

To begin the iterations for the LRGD algorithm an initial 𝜽 vector of zeros was chosen. 

The 𝜽 values then converge towards the correlation coefficients which lead to minimum 

error. The learning rate, 𝛼, was varied using a ‘for loop’ until an optimal value was found 

(i.e. a value which reaches minimum cost in shortest number of epochs). The optimal 

value for learning rate for the explored range between 0.1 and 1 was found to be 0.3. After 

minimum cost is reached, 𝜽𝑇 is multiplied with 𝒙 (vector containing features of a given 

instance) to form a linear equation which best fits the data. 

To confirm the results of the LRGD model, a matrix method was also used to deduce the 

regression coefficients. The method used is outlined by Scott H. Brown [156] and is 

applied as shown in Equation 3.4. This method is useful in that it does not use an iterative 

process in order to deduce the optimal regression coefficients. As such, Equation 3.4 

allows the reduction of lowering computational cost. Furthermore, this method obtains 

results which are independent of learning rate. 
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𝜽 = (𝒙𝑇𝒙)−1𝒙𝑇𝒚                                                         (3.4) 

Where 𝜽 is the vector of correlation coefficients, 𝒙 is the array containing the standard 

features of the HEAs and 𝒚 is the vector containing phase data (0 or 1). 

Testing the LRGD model’s predictive performance in the testing set (set of data it has not 

seen before) yielded an average accuracy of 73%. As such, a NN is expected to yield 

results with accuracies higher than 73% to be deemed successful. Figure 3.1a shows the 

drop in cost, 𝐽(𝜽), as the number of epochs increases. Despite the LRGD model finding 

the optimal set of correlation coefficients, it is fully expected that the model would 

mispredict a group of data entries which have unique features not expressed sufficiently 

in the data set. This is a clear limitation of the LRGD model as with other models which 

base their predictions on individual HEA features.  

In attempt to probe the maximum possible accuracy of the LRGD model, Equation 3.4 

was used to find an optimal set of correlation coefficients prior to running the LRGD 

model. This set of coefficients was then used in the LRGD model as the starting point of 

the algorithm (i.e. the iterations begin at a point where calculated cost is already close to 

a minimum). The effect of this can be seen in Figure 3.1b, where the cost at zero epochs 

is already 0.148. This is then exploited by running the LRGD model to a point of 

diminishing returns. Combining the matrix method in Equation 3.4 with the LRGD 

algorithm achieves a 2% increase in the accuracy of the LRGD model, raising its overall 

accuracy to 75%. 
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Figure 3.1a Cost vs Epochs for LRGD model with random initiation point Figure 3.1b 

iteration starting point obtained using the matrix method from Equation 23. 

 

  

a) 

b) 
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3.1.2 Neural networks 

Two neural networks are designed in this work, each with different input features. The 

first neural network (NN1) receives solely composition data (atomic percentages) as 

inputs. The second neural network (NN2) receives the five input features used for the 

LRGD model (Δ𝑆𝑚𝑖𝑥, Δ𝐻𝑚𝑖𝑥, VEC, 𝛿 and Δ𝜒) in addition to the composition data which 

NN1 receives. NN1 is designed with the motive that composition is essentially the only 

information which is known with high accuracy about an HEA, whereas all other possible 

input features (whether Hume-Rothery or thermodynamic) involve many estimates and 

calculations of averages. Figure 3.2a and 3.2b show schematics of the architectures used 

for NN1 and NN2, respectively.  

 

 

a) 
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Figure 3.2a Schematics of NN1 and Figure 3.2b NN2 architectures. Number of hidden 

layers and number of units per layer shown are not representative of the true models 

but help in visualising the networks. The output layer in both architectures is shown as 

a Sigmoid activation function with binary output. 

 

To assess the neural networks, the original dataset was shuffled and fed to the NNs three 

times. This ensures that alloy systems which are easier to predict do not inflate the 

accuracy by consistently appearing in the testing set. Such systems may be tertiary alloys 

or HEAs which share the same base of elements and differ only slightly in composition. 

Figure 3.3 and Figure 3.4 show the accuracy and loss plots of NN1 and NN2, respectively, 

for three different runs between which the data was shuffled. It is important to ensure that 

the NN’s performance is not affected by data shuffling as this confirms that its results are 

reproducible with other data sets and that its predictions are scalable as the dataset grows. 

The accuracy the NN achieves in the test set is recorded after each run, with the average 

accuracy of three runs taken to be the representative value of the NN’s accuracy. A NN’s 

accuracy in the test set is calculated by finding the number of correctly predicted instances 

as a percentage of the total number of instances in the training set.  

b) 
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For predictions on the testing set, NN1 and NN2 achieved average accuracies of 92% and 

90%, respectively. To the best of the author’s knowledge, the only model exceeding the 

performance of NN1 was implemented by Lee et al. [145], which achieved a testing 

accuracy of 93%. Considering that Lee’s model uses 13 Hume-Rothery predictive 

features, NN1 appears to retain the aforementioned advantage of simplicity and 

scalability. Other notable attempts are those of Huang et al. [143] and Zhang et al.  [140] 

which achieve predictive accuracies of 89% and 91%, respectively. These works also 

depend heavily on HR data and use between 4 and 20 features in their databases. That 

NN1 achieves a testing accuracy of 92% has significant implications, as it shows that the 

Figure 3.3 Training loss and accuracy for NN1. Between each set of plots, the data 

is shuffled and 70% of the data is taken for training. 
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complete abandonment of predictive parameters is not only possible but also 

advantageous. This result is in some way expected, since atomic percentage data does not 

require estimations to be made (unlike thermodynamic and HR features), hence leading 

to datasets that are more consistent and less prone to errors. Although vast efforts have 

been expended on modifying thermodynamic and HR parameters to capture finer 

phenomenological details [157–160], the saturation in the number of parameters is rather 

evident and the leaner approach used by NN1 provides a method with a high potential to 

scaled for use by the average researcher. 

  

  

Figure 3.4 Training loss and accuracy for NN2. Between each set of plots, the data 

is shuffled and 70% of the data is taken for training. 
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3.1.3 Validation 

For validation, NN1 and NN2 are used to predict the solid-solution (SS) limit in 

AlxCuCrFeNi, beyond which x (atomic percentage of Al) leads to a microstructure 

occupied by intermetallics. According to the outcome from both NN1 and NN2, x = 1.4 

is the composition at which the output changes from “1” (SS/SS+IM) to “0” (IM) as x 

increases. As such, the compositions directly above and below this point were chosen to 

be manufactured (x = 1.3 and x = 1.5), as well as compositions further away from this 

critical point (x = 1.0 and x = 2.0) in order to confirm the observations. The x = 1.0 and x 

= 1.3 compositions corresponded to “1” in binary, whereas the x = 1.5 and x = 2.0 

compositions corresponded to “0” in binary. It is important to distinguish that “1” in 

binary indicates SS or (SS+IM) structures, and “0” in binary indicates amorphous (AM), 

IM or (AM +IM) structures. This is since MPEAs comprising (SS/SS+IM) structures 

have been encoded as “1” entries in the datasets and all other entries have been encoded 

as “0” entries. 

Figure 3.5 shows the XRD traces of the four alloys, where the FCC peak is clearly visible 

in the x = 1.0 alloy, but decreases in intensity in the x = 1.3 alloy and is no longer present 

in x = 1.5 and x = 2.0. Evidently, the BCC becomes more dominant as Al content is 

increased, this is a common observation and has been reported in AlxCrCoFeNi [13], 

AlxCrCoCuFeNi [161] and AlxCrFeNi [162]. The microstructure of the x = 1.0 alloy can 

be seen in Figure 3.6a, where a predominantly dendritic structure is evident. A minor 

phase is present in the matrix which is more visible at the higher magnification shown in 

Figure 3.6b. This IM has been previously characterised as AlNi0.77Fe0.23 with a volume 

fraction reported to be 18% (obtained via XRD peak intensity analysis) [163]. Although 

this IM has been reported with specific atomic fractions for Al and Ni, it is more likely 

that this IM is AlNixFe1-x  where Fe can randomly substitute for Ni at different levels. The 

x = 1.3 alloy displays a very similar morphology to the x = 1.0 composition (see Figure 

3.7a), where the needle-like intermetallic remains within the dendrites’ vicinity but 

extends further outwards than what is observed in the x = 1.0 microstructure (see Figure 

3.7b). 
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Figure 3.5 XRD scans of x = 1.0,  x = 1.3, x = 1.5 and x = 2.0 alloys in the AlxCuCrFeNi 

system.  
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Figure 3.6a Micrograph of Al1.0CrCuFeNi showing dendritic structure Figure 3.6b 

Appearance of needle-like IM only observable at higher magnifications. 

 

a) 

b) 
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Figure 3.7a Micrograph of Al1.3CrCuFeNi showing dendritic structure Figure 3.7b 

higher magnification micrograph of Al1.3CrCuFeNi, showing increased presence of 

IM phase relative to the x = 1.0 composition 

 

a) 

b) 
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The x = 1.5 alloy was found to comprise two unique features in its microstructure (both 

which confirm its classification as an alloy with dominant IM phases). Unlike the x = 1.0 

and x = 1.3 alloys, the IM phase here does not adhere to the local vicinity of the dendrites, 

as seen in Figure 3.8. One of the unique features in this alloy (shown in Figures 3.9a and 

3.9b) is the morphology of the IM phase forming a structure commonly referred to as 

“Chinese script” [164,165]. Rather, the IM phase forms a Chinese script structure 

extending into the matrix. The second feature in this alloy (seen in Figures 3.10a and 

3.10b) has been observed previously in Al2CrCuFeNi2, where it is referred to as a 

“sunflower” structure [106]. In this work, Guo et al. classify the petals of the sunflower 

structure to be a eutectic of a Ni-Al-rich B2 phase and a Cr-rich BCC phase. The internal 

section of the structure is considered to be where the primary B2 phase originates from 

and within this region, fine BCC precipitates form as a result of spinodal decomposition. 

Finally, the needle-like IM observed in the x = 1.0 and x = 1.3 compositions is still present 

at the vicinity of the dendrites. 

The Al2CrCuFeNi alloy has a brittle nature that is notably reflected in its mechanical 

behavior. Figure 3.11a shows a visible collection of micro-cracks in the surface 

morphology of the alloy. It is important to note that the cracks shown were not 

intentionally induced via mechanical operations, but rather as a result of handling of the 

alloy in standard processes such as mounting, cutting etc. Such cracks further confirm 

that the prediction made by the models is correct and that the Al2CuCrFeNi alloy 

comprises excessive dominance of IM phases in its microstructure. Figure 3.11b shows 

an SEM micrograph of Al2CuCrFeNi, outlining the presence of coarse spherical 

precipitates in the interdendritic region, together with much finer spherical and needle 

shaped precipitates decorating the dendrite boundaries. Although the exact structures of 

the observed IM phases have not been identified, the study of their morphologies is not 

the primary objective of this work – the focus within is to confirm the application of the 

presented rapid-screening method. However, the extremely brittle nature of the alloy 

indicates that these dominant IM phases are A2/B2 precipitates, as these phases take away 

from the alloy’s ductility and have been shown to grow with increasing aluminium 

content in alloys such as AlxCoCrFeMnNi [100]. 
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Figure 3.8 Micrograph of Al1.5CrCuFeNi showing increased presence of IM in the ID 

matrix. 

 

 

 

 

 

 

 

 

 

 



81 
 

 

 

Figure 3.9a Micrograph of Al1.5CrCuFeNi showing “Chinese script” IM structure in 

the ID matrix at low magnification Figure 3.9b Higher magnification of the Chinese 

Script structure in Al1.5CrCuFeNi. 

 

a) 

b) 
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Figure 3.10a “Sunflower” structure in Al1.5CrCuFeNi showing matrix dominated by 

intermetallics Figure 3.10b Higher magnification focusing on lamellar region. 

 

 

a) 

b) 
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Figure 3.11a Micro-cracks in microstructure of Al2.0CrCuFeNi outlining the brittle 

nature of the alloy Figure 3.11b Overall microstructure of Al2.0CrCuFeNi showing 

coarse sphere-like and needle intermetallics in its matrix. 

 

a) 

b) 
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3.1.4 Discussion 

Although the LRGD model yielded modest accuracies relative to contemporary attempts 

found in literature, its main objective was mostly to set a standard to which the neural 

networks would be compared. Combined with Equation 23, the LRGD model proves that 

a 75% prediction accuracy can be achieved largely due to the similar entries in the 

database, which vary only slightly by component or atomic fraction. Knowing that the 

neural networks are expected to achieve more than 75% accuracy, the neural networks 

NN1 and NN2 were designed to predict HEA phases, achieving average prediction 

accuracies of 92% and 90%, respectively.  

As far as the author is aware, the predictive accuracy of NN1 is only 1% less than the 

highest accuracy achieved by researchers to date. The fact that NN1 performs with such 

accuracy has significant implications, as it shows that the elimination of HR features from 

the database (and relying solely on atomic percentage data) is not only possible but also 

advantageous. This result is in some way expected, since atomic percentage data does not 

require estimations to be made (unlike thermodynamic and HR features), leading to 

datasets that are more consistent and less prone to errors. Given today’s debate on the 

most effective HR features for HEA prediction and the saturation in the number of 

predictive parameters, a lean and accurate approach such as that of NN1 is useful in 

achieving models that are scalable for rapid use by researchers. 

NN1 and NN2 were used to predict the HEA composition window in the AlxCuCrFeNi 

system, yielding a prediction that at x = 1.4 the system transitions from a SS/SS+IM to 

an IM/AM. Therefore, the x = 1.0, x = 1.3, x = 1.5 and x = 2.0 compsotions were 

manufactured to confirm the predictions. The x = 1.0 and x = 1.3 compositions were 

confirmed to comprise SS+IM microstructures, with a needle-like IM phase adhering to 

the vicinity of the dendrites. Observing the fine (nano-scale) precipitates within the 

dendrites of both alloys, it is likely that they have formed via spinodal decomposition. 

Comparing these microstructures with some of the single-phase solid-solution HEAs (e.g. 

Cantor alloy – CoCrFeMnNi), it can be argued that they display overly complex 

morphologies to be classified as HEAs. However, many multi-phase alloys have been 

reported over the last decade that have been widely accepted as HEAs [166–168], as long 
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as the behavior of the MPEA is consistent with HEA properties. Since such MPEAs have 

been classified as HEAs comprising (SS+IM) structures and encoded as “1” entries in the 

datasets, it is fully expected that the x = 1.0 and x = 1.3 compositions be predicted 

accordingly. 

The x = 1.5 system showed a significantly more complex microstructure, in which a 

“Chinese script” IM was observed in the ID region. Visibly, this structure is an extension 

of the ‘needles’ seen in the x = 1.0 and x = 1.3 alloys. It may therefore be deduced that 

increasing Al content promotes the growth of this needle-like structure. A sunflower 

structure is also observed in the x = 1.5 system, comprising a petal-like arrangement 

which surrounds nano-scale preciptates that appear to have formed via spinodal 

decomposition. The sunflower structure in this alloy (see Figure 3.10) has been observed 

previously in Al2CrCuFeNi2 [106]. In this work, Guo et al. classify the petals of the 

structure to be a eutectic of a Ni-Al-rich B2 phase and a Cr-rich BCC phase. The internal 

section of the structure is considered to be where the primary B2 phase originates from 

and within this region, fine BCC precipitates form as a result of spinodal decomposition. 

Despite half the Ni content, the sunflower structure in Al2CrCuFeNi is shown in our work 

to contain the same phases and morphology. Although spinodally-decomposed 

precipitates within the dendrites have been observed in Al1.5CrCuFeNi, these precipitates 

were also observed in the x = 1.0 and x = 1.3 alloys. As such, the main points which 

distinguish the x = 1.5 system seem to be the stark presence of intermetallics in the ID 

region. Nevertheless, the prediction of the neural networks is justified upon observing the 

complexity of the x = 1.5 micrographs relative to those of x = 1.0 and x = 1.3. 

Finally, the x = 2 composition yields an alloy that is very brittle in nature and a 

microstructure showing the presence of coarse, spherical IM precipitates in the 

interdendritic region. Further, much finer spherical and needle shaped precipitates 

decorating the dendrite boundaries. Indeed, this alloy was manufactured to confirm IM 

saturation as x is increased, and this is observed not only in the micrographs of 

Al2CrCuFeNi, but also in its mechanical behavior. 
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Based on the outcomes of this section, the x = 1.0 composition is chosen for further study. 

Particularly due to the limited presence of IM phases in Al1.0CuCrFeNi, this alloy was 

chosen for drop-tube-processing to explore the possibility of completely suppressing IM 

growth via rapid cooling. As such, this section inspires not only the discovery of SS 

HEAs, but also HEA compositions that are in the ‘grey area’ that is SS+IM. In that regard, 

the latter need not be disregarded completely and can be considered for RSP in order to 

reach simple solid solution HEAs. 
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3.2 Rapid solidification of AlCrCuFeNi 

3.2.1 Microstructure development 

This section focuses in more depth on the as-cast, equimolar AlCrCuFeNi system 

presented in section 3.1. In section 3.1, needle-like intermetallics were observed in the ID 

region of equimolar AlCrCuFeNi and faceted precipitates were observed within the 

dendrites. In order to explore the possibility of inhibiting these features using RSP, 

AlCrCuFeNi is processed using a drop-tube facility, yielding powders with cooling rates 

from 112 K/s up to 1.13 × 106 K/s. To aid in correlating the powders presented in this 

work to their respective cooling rates, Figure 3.12 relates droplet size with cooling rate. 

 

Figure 3.12 Estimated cooling rates of AlCrCuFeNi powders versus mean powder 

diameter. 
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The XRD traces of as-cast AlCrCuFeNi and AlCrCuFeNi powders are shown in Figure 

3.13, where it can be observed that the FCC peaks seen in the as-cast alloy decrease in 

intensity and become unobservable in the 38 – 53 µm size fraction. The XRD trace of the 

38 – 53 µm droplets therefore suggests a single-phase structure, whereas the traces from 

500 – 850 µm down to the 53 – 75 µm size-fraction show that the FCC is not inhibited, 

though it is heavily restricted. Figure 3.14 shows the SEM backscattered electron image 

of the as-cast AlCrCuFeNi alloy, where its microstructure is seen to have a dendritic 

structure that possesses four distinct parts: the dendritic region, precipitates within the 

dendrites, a needle-like intermetallic (IM) seen along the periphery of the dendrites and 

deeper within the ID region, and finally, the inter-dendritic (ID) matrix. These are labelled 

as 1-4 in Figure 3.14 in their respective order.  

Although AlCrCuFeNi was also highlighted in section 3.1.3, in this section it is important 

to revisit its microstructure in order to track its morphology as cooling rate increases. 

Figure 3.14 also shows that the IM in the ID matrix appears in a spherical form as well 

as sharp needles of varying complexity. Within the dendrites, precipitates (labelled as 1) 

appear to be evenly distributed and consistent in size, which appears to be of the nano-

scale. An EDS analysis presented in Table 3.1 shows the Cu content in the ID regions of 

the as-cast alloy to be dominant and particularly higher than the content of Cr and Fe. 

Note that this does not include EDS data of the IM, as its size makes it difficult to probe 

using SEM-EDS technique. Considering the relatively large, positive enthalpies of 

mixing between Cu and each of Cr and Fe (12 kJ mol-1 and 13 kJ mol-1 respectively) 

[168], Cu solidification partitioning is expected. This small bonding energy of Cu with 

Cr and Fe leads to separation in the ID region which, as seen from Table 3.1, leads to an 

atomic percentage of Cu in the ID region of near 50%. Cu segregation, particularly in a 

plate-like manner, has previously been observed in several HEAs comprising similar 

principal elements, such as Al0.5CrCuFeNi2 [169] and Al2CoCrCuFeNi [100] 

AlCoCrCuFeNi [170]. 

 Although Al and Ni contribute to the ID region, they also form a significant part of the 

dendritic region, where they are not expected to form a fully homoegenous structure with 

Cr and Fe due to the precipitates observed. It is also worth noting the small size of the 

dendrite fragments seen in Figure 3.14 given the low cooling rate of the as-cast sample 
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(circa 20 K/s). This is largely due to dendrite fragmentation which is characteristic to this 

alloy and the aformentioned alloys of a similar base. 

 

Figure 3.13 XRD patterns of AlCrCuFeNi as-cast alloy and powders. 
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Figure 3.14 Backscatter SEM image of as-cast equimolar AlCrCuFeNi 

microstructure. 

 

Table 3.1. Elemental analysis of as-cast AlCrCuFeNi master alloy. 

Region Element (at%) 

Al Cr Cu Fe Ni 

      

D 12.53 31.00 8.89 30.07 17.51 

ID 20.62 3.38 47.28 6.52 21.75 
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The microstructure of an AlCrCuFeNi droplet from the d > 850 µm size fraction (cooled 

at an estimated 112 K/s) is presented in Figure 3.15, showing its strong similarity to the 

as-cast sample. Although the microstructure of the d > 850 µm is finer, it is evident that 

this cooling rate is not high enough to suppress the growth of the needle-like structure 

and the precipitates within the dendrites. Figure 3.16 presents a higher magnification 

backscatter image of a  d > 850 µm particle, showing that the individual precipitates are 

finer and hence their number density greater than that observed in the as-cast alloy. It is 

also noticeable that the intermetallics in this particle are more reminiscent of a ribbon-

like structure (rather than needle-like) as they typically display a curvature as opposed to 

the sharp edges seen in the as-cast microstructre. Generally, Figure 3.15 and Figure 3.16 

make it clear that particles cooled at 112 K/s have equally complex micrstructures as the 

as-cast alloy, and that higher cooling rates are required to achieve a simple solid-solution. 

 

 

Figure 3.15 Microstructure of AlCrCuFeNi powder cooled at an estimated 112 K/s (d 

> 850 𝜇m). 
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Figure 3.16 High magnification backscatter images of AlCrCuFeNi powder from d > 

850 𝜇m size-fraction. 
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In the smaller particles of the 500 – 850 𝜇m size range (cooled at around 432 K/s), a slight 

simplification of the microstructure may be observed. With reference to the 

corresponding XRD trace in Figure 3.13, the intensity of the FCC peak decreases further 

in this sample. Regarding the sample’s microstucture, Figure 3.17 shows that the 

intermetallic adheres more strictly to the dendrites’ peripheries. At the higher cooling 

rates experienced by the 300 – 500 𝜇m (1716 K/s), 212 – 300 𝜇m (4600 K/s) and 150 – 

212 𝜇m (3.74 ×  104 K/s) sized powders, the ribbon-like IM and the precipitates within 

the dendrites persist, indicating that aside from the apparent grain refinement, a 

significant change in microstructure is not present. The microstructures of the 300 – 500 

𝜇m, 212 – 300 𝜇m and 150 – 212 𝜇m particles can be seen in Figure 3.18 and Figure 

3.19a and Figure 3.19b, respectively.  

The 106 – 150 𝜇m (3.74 × 104 K/s) droplets appear at low magnification to comprise a 

simple solid-solution structure free of the features seen in larger powders – see Figure 

3.20. At higher magnifications, however, it appears that the needle-like aggregates are 

still very much present, as observed in Figure 3.21. The precipitates within the dendrites 

are also retained at this cooling rate, with their scale being refined to the order of a few 

nanometers. Such is also the case with the 53 – 75 𝜇m (3.60 ×  105 K/s) and 75 – 106 

𝜇m (1.13 ×  105 K/s) powders, where it can be seen in Figure 3.22 and Figure 3.23 that 

the intermetallic features are extremely fine and may only be observed at high 

magnifications. 

Finally, at the highest cooling rate of around 1.13 × 106 K/s, a microstructure free of IM 

phases is observed in powders of the 38 – 53 𝜇m size-fraction (see Figure 3.24). These 

microstructures show a much closer resemblance to a typical single-phase solid-solution. 

Namely, the powders of the 38 – 53 𝜇m size-fraction show a simple dendritic structure, 

where the critical observations can be made that are the dendrites appear to be free of 

precipitates, and the ID phase appears to be free of the needle/ribbon structures observed 

at lower cooling rates. Generally, simple structures such as the one seen in Figure 3.24 

are obtained due to the rapid cooling rates which achieve large enough undercoolings to 

form metastable phases and possibly induce disorder trapping. 
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Figure 3.17 Microstructure of AlCrCuFeNi powder cooled at an estimated 432 K/s (500 – 

850 𝜇m). 
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Figure 3.18 AlCrCuFeNi powder from 300 – 500 𝜇m size-fraction (1716 K/s) 
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Figure 3.19a AlCrCuFeNi powder from 212 – 300 𝜇m size-fraction (4599 K/s) Figure 3.19b 

AlCrCuFeNi powder from 150 – 212 𝜇m size-fraction (1.28 ×  104 K/s) 
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Figure 3.20 Low-magnification back-scattered SEM migrograph of AlCrCuFeNi powder 

from 106 – 150 μm size-fraction (3.74 ×  104 K/s). 

Further to SEM backscatter images and XRD, TEM analysis on the as-cast sample 

confirms the duplex nature of the master alloy. Figure 3.25a shows a Bright-Field (BF) 

of an inter-dendritic region in the as-cast sample, in where the ID matrix is labelled as ‘1’ 

and the IM regions are labelled as ‘2’. The SAD patterns of these phases are presented in 

Figure 3.25b and Figure 3.25c, where it can be seen that the IM regions are B2 ordered 

and the ID matrix comprises an FCC structure. These phases have lattice parameters of 

2.63 Å and 3.49 Å, respectively.  

TEM analysis is also carried out on the d > 850 𝜇m powders obtained from the drop-tube 

experiment. Firstly, the ID region of the sample is analysed as seen in Figure 3.26, which 

shows that the IM needles are Cr-Fe rich and the ID region is rich in Al-Ni-Cu. Unlike 

the as-cast sample, the ID region of the d > 850 𝜇m droplet is found to comprise an 

ordered B2 structure (shown by the SAD pattern in Figure 3.26a), indicating that the FCC 

of the ID region is inhibited at this cooling rate of 112 K/s. This is compatible with the 

XRD data in Figure 3.13, which shows a significant drop in the intensity of the FCC peak 
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in the d > 850 𝜇m scan. Judging by the SAD pattern of Figure 3.26b, the B2 ordered 

structure of the needle-like IM appears to be retained. The SAD pattern of the ID matrix 

is shown in Figure 3.25. Between the needle-like structures in Figure 3.26, weak intensity 

bands of Cr and Fe are present which are only observed in TEM EDS mapping. Referred 

to in Figure 3.26e and Figure 3.26g as inter-needle bands, these bands may represent 

needle intermetallics which had not developed completely prior to solidification.  
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Figure 3.21 Higher magnification backscatter micrographs of AlCrCuFeNi powder 

from 106 – 150 𝜇m size-fraction (3.74 × 104 K/s). 
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Figure 3.22 AlCrCuFeNi powder from 75 – 106 𝜇m size-fraction (1.13 ×  105 K/s) 
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Figure 3.23 AlCrCuFeNi powder from 53 – 75 𝜇m size-fraction (3.60 ×  105 K/s) 
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Figure 3.24 AlCrCuFeNi powder from 38 – 53 𝜇m size-fraction (1.13 ×  106 K/s) 
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Figure 3.27a shows a BF image of the dendritic region in the d > 850 𝜇m  sample. SAD 

patterns are taken from the precipitates within the dendrites and from the dendrite itself, 

showing that both phases comprise ordered B2 structures. These SAD patterns are shown 

in Figure 3.27b and Figure 3.27c. The lattice parameters of the dendrite and the 

precipitates (within the dendrites) are found to be 2.43 Å and 2.42 Å, respectively. 

HAADF imaging and elemental distribution maps of a dendritic region in the same 

sample are shown in Figure 3.28, where it is evident that the precipitates are rich in Al 

and Ni and the dendrite mainly comprises Cr and Fe. This is a commonly observed 

separation of elements due to the favourable, negative enthalpies of mixing between Al-

Ni and Cr-Fe. On the dendrite’s periphery (in the ID region) plate-like Cu separation is 

observed which takes place in addition to the bulk segregation of Cu. In addition to these 

plate-like nano-precipitates, globular Cu precipitates are also observed in the ID region. 

These are shown in the elemental distribution maps of Figure 3.29. 
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Figure 3.25a ID region from the as-cast alloy, including IM phases. Figure 2.35b [-2 

2 0] SAED pattern from ID phase showing FCC structure. Figure 3.25c [0 -2 3] 

SAED pattern from ‘needle-like’ phase showing B2 ordering, where the red circles 

highlight the superlattice spots. 

 

  

2 

1 

a) 

111 

220 

O 
O 

200 
332 

1 2 b) c) 



105 
 

 

 

Figure 3.26a SAD pattern from ID region [011] zone axis, Figure 3.26b SAD 

pattern from IM [011] zone axis Figure 3.26c HAADF image Figure 3.26d-h 

elemental distribution from ID and IM regions in d > 850 𝜇m sample. 
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Figure 3.27a Dendritic region from droplet of the d > 850 µm size-fraction Figure 

3.27b [0 0 -1] SAD pattern of precipitates within the dendrite Figure 3.27c [-2 2 0] 

SAD pattern of precipitate-free region within the dendrite. 
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Cu-rich plates 

Figure 3.28 HAADF image and elemental distribution of dendritic region in 

AlCrCuFeNi powder of d > 850 𝜇m size fraction. 
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Cu-rich 

nano-

precipitates  

Figure 3.29 HAADF image and elemental distribution images from ID 

region in AlCrCuFeNi powder of d > 850 𝜇m size fraction. 
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3.2.2 Microhardness 

Grain refinement is observed as cooling rate increases and powder size is reduced. Due 

to the fragmented nature of the dendrites observed in the AlCrCuFeNi powders, grain 

refinement due to rapid solidification is measured as a function of dendrite area rather 

than a more common measure such as secondary dendrite arm spacing. In particular, the 

square root of the measured area is multiplied by a factor of 
2

√𝜋
, in order to obtain the 

equivalent diameter of the (fragmented) dendrite – see Equations 3.5 to 3.8. Figure 3.30 

shows the relation between average cooling rate and the equivalent diameter, 𝑑𝑒𝑞, of the 

dendrites. Gradual refinement is observed with increased cooling rate, where 𝑑𝑒𝑞 

decreases from a mean value of 3.86 𝜇m in the d > 850 𝜇m size fraction to 0.47 𝜇m in 

the 53 – 75 𝜇m size fraction. Data for the smallest size fraction of 38 – 53 𝜇m is not 

presented as the comparison is made between powders of similar microstructures that 

differ mainly due to grain refinement. 

𝐴 = 𝜋 (
𝑑𝑒𝑞

2
)

2

                                                         (3.5) 

 

𝐴 = 𝜋
𝑑𝑒𝑞

2

4
                                                             (3.6) 

 

𝑑𝑒𝑞
2 =

4𝐴

𝜋
                                                             (3.7) 

 

𝑑𝑒𝑞 =
2√𝐴

√𝜋
                                                             (3.8) 

 

To understand the effect of rapid cooling on the microhardness of the AlCrCuFeNi HEA, 

Vickers microhardness measurements were made on the powders obtained from the alloy. 

In the Hall-Petch plot of Figure 3.31, the alloy shows an overall increase in microhardness 
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as the dendrites become finer. This confirms the positive effect of grain refinement on the 

microhardness of the powders. An outlier is observed at A-0.25 = 0.74, which is explained 

by the larger FCC residue than other samples, as this is the slowest-cooled powder (it 

being known that FCC is the softer phase). Further, microhardness is plotted against 

cooling rate, in order to better correlate microstructure/particle size to microhardness.  

This plot is seen in Figure 3.32, where the largest powder sieve fraction (d > 850 𝜇m) has 

a microhardness of 519 HV0.03 and the smallest powder sieve fraction (38 − 53 𝜇m) shows 

a microhardness of 805 HV0.03, confirming the increase in microhardness due to grain 

refinement. While there is an overall increase, it appears as though there are certain 

developments in the morphology of the alloy to which the jumps in microhardness are 

attributed. The micrographs included in Figure 3.32 attempt to explain the jumps in 

microhardness from the 150 − 212 𝜇m to the 106 − 150 𝜇m and from the 53 − 75 𝜇m to 

the 38 − 53 𝜇m size fractions. Naturally, grain refinement is the principal factor in these 

witnessed increases in microhardness. However, these changes in microstructure are 

highlighted to allow correlating the alloy structure to its microhardness. It can be seen 

that from the  150 − 212 𝜇m to the 106 −150 𝜇m size fractions, the morphology changes 

from being evidently dendritic to a more fragmented appearance, where the dendrites are 

only observable at higher magnifications – Figure 3.21 in Section 3.2.1 provides a closer 

look at this morphology. As for the increase seen between the (53 − 75 𝜇m) to the (38 − 

53 𝜇m) size fractions, Figure 3.24 shows that this is the critical point where the 

microstructure of the powders loses the needle-like structures in the matrix and achieves 

a simple solid solution. In the regions where microhardness does not vary with cooling 

rate, it is suspected that the decreasing concentration of nano-precipitates within the 

dendrites has a negative effect on hardness, cancelling out the effect of grain refinement. 
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Figure 3.30 Equivalent diameter of fragmented dendrites against cooling rate.  
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Figure 3.31 Microhardness of AlCrCuFeNi powders as a function of 𝐴−0.25 in a Hall-

Petch plot. 
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Figure 3.32 Microhardness of AlCrCuFeNi powders as a function of average cooling 

rate. 

3.2.3 Discussion 

In this work, non-equilibrium cooling of equimolar AlCrCuFeNi HEA is achieved using 

a drop-tube facility such that cooling rates between 112 K/s and 1.13×106 K/s are attained. 

As-cast AlCrCuFeNi is also investigated and found to comprise FCC and B2 phases. A 

needle-like IM phase is observed in the ID region of the as-cast alloy and identified to be 

a B2 ordered phase, whereas the ID region is FCC ordered. The B2 ordered IM can be 

seen in Figure 3.14 where it is labelled as phase ‘3’. From Figure 3.14 it can be argued 

that the spherical and needle-like structures within the ID region are the same phase (both 
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composition maps presented in Figure 3.26 and Figure 3.29, where the spherical and 

needle-like structures are shown to be rich in Cr and Fe. Phase separation within the 

dendrites is also observed in the as-cast alloy. We conclude that the precipitates within 

the dendrites form via spinodal decomposition in the solid-state due to their nature in 

appearing consistently in the microstructure’s dendrites, their uniform distribution within 

the dendrites and the consistency of their size. These factors make it likely that these 

precipitates form due to a spontaneous process such as spinodal decomposition rather 

than a nucleation process. This argument is further supported by the fact that the 

precipitates and the dendrites comprise the same crystal structure (both B2 ordered. 

Spinodal decomposition has also been observed previously in alloys of a similar base, 

particularly in the AlCoCrCuFeNi system [102]. 

The TEM analysis shows that the AlCrCuFeNi HEA attains a single B2 structure at 

cooling rates of 112 K/s and above. The SAD patterns in Figure 3.26 and Figure 3.27 

form a full picture of the phases in the sample cooled at 112 K/s, where Figure 3.26 shows 

the B2 ordering in the IM phase and the ID region, and Figure 3.27 shows the B2 ordering 

of the dendrite and their precipitates. As such, it is evident that FCC growth is already 

inhibited at this cooling rate. This is relatively similar to an observation made by R. Wang 

et al., who show that FCC growth in the duplex (FCC/BCC) AlCoCrFeNi HEA is 

inhibited due to the cooling rate experienced during laser fabrication [171]. However, 

although this study does prove the inhibition of FCC growth, there is no mention of the 

cooling rate at which this occurs. Contrary to our work and the work of R. Wang et al. is 

the observation made by Y. Wang et al., which claims that in the equimolar 

AlCoCrCuFeNi HEA, it is the growth of the BCC which is restrained due to selective 

laser melting (though not completely inhibited), rather than the FCC [172]. Despite the 

slight difference in constituent elements, it would be expected that the AlCoCrCuFeNi 

HEA would show the same general behavior as its Cu-free variant. Nevertheless, given 

that our as-cast is sample expected to have a cooling rate of around 10 – 20 K/s, it can be 

said that the FCC structure is lost between 20 K/s and around 112 K/s. The XRD traces 

in Figure 3.13 are in accord with the observation that FCC growth is suppressed, as the 

intensity of the FCC peak is dramatically reduced and almost unobservable in the 

powders. The weak FCC peaks which remain are due to the stochastic nature of 
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nucleation (and hence droplet undercooling), in that the FCC phase is likely being 

retained in some, but not all droplets. This accounts for the decreased intensity of the FCC 

peaks in the XRD spectrum (fewer droplets with FCC) and is also consistent with not 

seeing the FCC phase in the single TEM sample taken in Figure 3.26.  

 

Between the needle-like structures, weak intensity bands of Cr and Fe are present which 

are only observed in TEM EDS mapping. Referred to in Figure 3.26e and Figure 3.26g 

as inter-needle bands, these are likely to be ‘embryonic’ needles, in that the structure 

solidified prior to forming fully developed needles. It is expected that the SAD pattern 

from the area between the needles also shows a B2 structure, since both the ID matrix 

and the needle-like phase are B2 ordered. It is indeed observed in the SAD pattern (Figure 

3.26a) of the ‘inter-needle region’ that there appears to be a slight overlap in patterns 

between the B2 structure of the ID region with that of the Cr and Fe rich bands. Given 

that the inter-needle spacing is around 400 nm, it is likely that these have formed via 

solid-state diffusion rather than growth from the liquid.  

At the highest cooling rate of around 1.13 × 106 K/s, a microstructure free of IM phases 

is observed in powders of the 38 – 53 𝜇m size fraction. A microstructure from this size 

fraction is displayed in Figure 3.24 and shows a much closer resemblance to a typical 

single-phase solid-solution. Just as the ID phase appears to be free of the needle/ribbon-

like IM observed at lower cooling rates, the dendrites also appear to be free of 

precipitates. Due to one of the core characteristics of HEAs that is sluggish diffusion, it 

would be expected that the solid-state spinodal decomposition which gives rise to these 

precipitates would be suppressed at cooling rates of lower magnitude. Nevertheless, 

Figure 3.24 shows that with higher cooling rates, simpler microstructures can be obtained 

and the extension of the solid-solution of HEAs is possible via drop tube rapid-

solidification technique. 

Grain refinement is observed in the powders and is measured as a function of equivalent 

diameter (𝑑𝑒𝑞). The fragmented nature of the dendrites makes it impossible to use a more 

common measure of grain refinement such as secondary arm spacing. Nevertheless, the 

measurement of 𝑑𝑒𝑞 gives a clear idea about the grain refinement occurring as cooling 
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rate increases and particle diameter decreases. Figure 3.30 shows 𝑑𝑒𝑞 against cooling rate, 

highlighting a smooth transition in grain refinement as cooling rate increases. Further 

evidence of grain refinement is observed in Figure 3.31, where a positive Hall-Petch 

relation is obtain such that 𝜎𝑦 = 𝜎0 + 𝜅𝐻𝐴−0.25; where 𝜎𝑦 is the yield strength of the 

material, 𝜎0 is the friction stress, 𝜅𝐻 is Hall-Petch coefficient and 𝐴 is the measured area 

of the dendrites. 

Finally, the microhardness of the rapidly cooled samples is probed and found to increase 

with cooling rate. Although this is a standard observation attributed to grain refinement, 

another contributing factor which may not be neglected is the suppression of FCC growth. 

As the FCC is the softer phase in the alloy, its early suppression means that the hardness 

of the alloy is enhanced. However, it is also clear from Figure 3.32 that between some 

powder sizes the microhardness remains relatively constant. This is explained by the idea 

that the refinement of the ordered precipitates within the dendrites is expected to have an 

adverse effect on microhardness, leading to an apparent stagnation in certain regions of 

the plot. This non-conventional effect was first highlighted in Ni-based alloys containing 

significant volume fractions of ordered, Ni3Al precipitates [173]. Namely, for 

dislocations to travel through the precipitates they must do so in pairs, as the first 

dislocation must first overcome the energy barrier to create an anti-phase boundary 

(APB). The second dislocation follows, removing the APB created by the leading 

dislocation. As such, the APB energy barrier to be overcome is hence reduced as the 

precipitates in the AlCrCuFeNi dendrites decrease in size. This effect may be used to 

explain the stagnant regions in Figure 3.32, where the strengthening due to grain 

refinement is being counterbalanced. Finally, the clear jumps in microhardness are 

attributed to developments in morphology whereby the first jump is attributed to 

increasingly fragmented dendrites, and the second and final jump is attributed to the 

transition towards a simple solid solution structure. 
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3.3 Rapid solidification of AlCoCrFeNi2.1 

3.3.1 Microstructure development 

Figure 3.33 shows the microstructure of as-cast AlCoCrFeNi2.1 observed using 

backscatter SEM imaging, where it is evident that the microstructure shows a lamellar 

eutectic, comprising a dark, Al and Ni rich phase and a light phase that is particularly rich 

in Cr (see EDX line scan). TEM analysis shown in Figure 3.34 reveals the 

crystallographic information of the constituent phases (see reflection spots of ordering 

crystal structures, highlighted by red circles), confirming that the dark and light phases 

are ordered B2 and L12 phases, respectively. These results are in accord with other 

investigations on this EHEA, where it is widely agreed that the equilibrium solidification 

of AlCoCrFeNi2.1 results in a structure of alternating L12 and B2 phases [174][175]. 

Emanating facets can also be observed in the microstructure of the as-cast alloy, 

extending outwards from the regular lamellae and connecting to adjacent lamellar bands. 

It is obvious that these emanating facets do not retain a particular lamellar spacing. 

Rather, the lamellae expand radially in a disordered manner until splitting occurs which 

appears to maintain an upper bound on the spacing. 
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Figure 3.33a Microstructure of as-cast AlCoCrFeNi2.1 EHEA – Where A is the BCC 

phase and B is the FCC phase; Figure 3.33b Line-scan of as-cast AlCoCrFeNi2.1 

showing Al-Ni rich phase and Cr rich phase. 
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Figure 3.34a Regular eutectic structure of the arc-melted AlCoCrFeNi2.1 alloy [011]. 

Figure 3.34b and Figure 3.34c SAED patterns of the regions labeled 1 and 2, showing 

ordered B2 and ordered L12 structures, respectively [011].  

 

The XRD pattern in Figure 3.35 confirms that the FCC/BCC duality is retained for all 

rapidly cooled powders, irrespective of cooling rate. However, it must be noted that due 

to the stochastic nature of nucleation, differences in microstructure exist between 

particles of the same size fraction albeit they experience similar cooling rates. Figure 3.36 

shows the relationship between droplet size and cooling rate, and serves as a good 

reference in correlating the presented microstructures with their respective cooling rates. 

The cooling rates presented correspond to the lower bound of the aforementioned powder 

size fractions. 
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Figure 3.35 XRD patterns for AlCoCrFeNi2.1 powders obtained via drop-tube 

processing. 
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Figure 3.36 Estimated cooling rates of AlCoCrFeNi2.1 powders as a function of  

powder diameter. 

 

Despite solidifying at respective cooling rates of 114 Ks-1 and 170 Ks-1, the 

microstructures of the 850 - 1000 mm and 500 - 850 mm powders are not significantly 

different from the as-cast microstructure. The structures in these powders are less regular 

and comprise alternating bands of coarse and fine spacing. In some respects (particularly 

the big variation in spacing) is reminiscent of an anomalous eutectic. This is evident from 

Figure 3.33a above, which shows the as-cast microstructure, as well as Figures 3.37a and 

3.37b, which show backscatter micrographs of 850 - 1000 mm and 500 - 850 mm particles, 

respectively. As powder size decreases, two additional features are observed in the 

AlCoCrFeNi2.1 powders – dendritic growth and cellular eutectic colonies. 

Cellular eutectic growth is observed in the 150 - 212 mm sieve-fraction, coexisting with 

a regular eutectic and a dendritic phase (see Figure 3.38a). With increasing cooling rate, 

however, the cellular eutectic becomes more prevalent than regular lamellae. The higher 
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as in some instances, cellular colonies are seen to occupy the entire microstructure, as 

shown in Figure 3.38b. That dendritic growth can also be observed in Figure 3.38a 

indicates that sufficient undercooling is achieved in this droplet for a eutectic to dendritic 

transformation to occur. This is further confirmed in that dendritic growth is observed in 

each of the smaller sieve-fractions.  

Figure 3.39 shows typical dendritic growth in a AlCoCrFeNi2.1 particle from the 106 – 

150 mm size range. It is evident in this case (due to the marked nucleation point) that with 

increasing undercooling, the solidification of AlCoCrFeNi2.1 transitions from the primary 

solidification constituent being eutectic to the primary solidification phase being FCC 

dendritic. This departure from eutectic growth becomes increasingly apparent as cooling 

rate increases. Figure 3.40 demonstrates, in a visual manner, that the primary FCC volume 

fraction, and the primary FCC phase in particular, increases with cooling rate. Figure 3.41 

confirms and quantifies this observation, showing the increase in volume fraction of the 

primary (dendritic) FCC phase with increasing cooling rate. It was found that the FCC 

volume fraction in the largest powders is 63.7 %. Due to the relatively low cooling rate 

of these powders, this is expectedly similar to the FCC fraction in the as-cast alloy (65.3 

%) and in both cases is in accord with the FCC volume fraction reported in the literature 

[176]. With increasing cooling rate, it is observed that the primary FCC volume fraction 

increases monotonically, reaching an average maximum of 85% in powders of the 38 - 

53 µm size-fraction. 

It is worth noting that despite the predominantly dendritic structures in the smaller 

powders, cellular eutectic regions and even regular lamellae can be observed in their 

interdendritic regions - Figure 3.42 (from 38 - 53 mm particle) is one such example. 

Nevertheless, at the highest cooling rates (smallest droplets), particles with a dendritic 

microstructure and no eutectic in the interdendritic region are observed. This indicates 

that, in some instances, the residual undercooling following recalescence is sufficient to 

inhibit eutectic formation. Namely, due to the stochastic nature of nucleation, not all 

particles in the smaller size-fractions experience the critical undercooling and many retain 

the eutectic structure in the interdendritic region. All the aforementioned structures 

(regular eutectic, colony eutectic and dendrites) of the growth morphology are present in 

one particle (75 - 106 mm) displayed in Figure 3.43, wherein it is evident that the 
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constituents of the microstructure have become finer relative to the larger powders.  

Figure 3.44 quantifies this by showing the relation between interlamellar spacing and 

cooling rate on a logarithmic scale. As expected, interlamellar spacing is refined with 

higher cooling rates, ranging from 1.63µm to 0.35µm in the largest and smallest powder-

size fractions, respectively. Considering that average interlamellar spacing in the as-cast 

microstructure was found to be 2.1 µm, it can be seen that a refined lamellar spacing may 

be achieved even at the lowest cooling rate of 114 K/s. 
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Figure 3.37a Microstructure of particle from 850 – 1000 size fraction and Figure 

3.37b particle from 500 – 850 size fraction 
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Figure 3.38a Appearance of cellular eutectic in the 150 – 212 sieve fraction and 

Figure 3.38b A more dominant cellular structure of particle in 106 – 150 sieve 

fraction. 
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Figure 3.39 Primary FCC nucleation in particle from 106 – 150 sieve fraction. 
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Figure 3.40 AlCoCrFeNi2.1 morphology as powder size decreases, showing 

increasing volume fraction of FCC phase. Powders from a) to e) are taken from 

powder size fractions 150 – 212 µm, 106 – 150 µm, 75 – 106 µm, 53 – 75 µm and 38 

– 53 µm, respectively. 
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Figure 3.41 Increasing dendritic volume fraction with increasing cooling rate.  
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Figure 3.42 Particle from 38 – 53 µm size fraction with eutectic microstructure 

retained in the interdendritic region. 
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Figure 3.43 Particle from 75 – 106 µm size fraction with clear nucleation point 

leading to dendritic region. Colony and regular eutectic regions are also visible. 

 

By analysing the AlCoCrFeNi2.1 powders using TEM, it is observed that the rapid cooling 

achieved via drop-tube processing is sufficient to inhibit L12 ordering at relatively low 

cooling rates. This is shown by the TEM analysis in Figure 3.45, where the SAD patterns 

of particle from the 500 - 850 µm and 38 - 53 µm size fractions are presented. Figure 

3.45a presents the regions from which the SAD patterns are taken in the 500 - 850 µm 

particle, whereby the pattern in Figure 3.45c shows that B2 ordering is retained (see 

superlattice spots) and Figure 3.45d shows that L12 ordering is lost. Figure 3.45b presents 

the regions from which the SAD patterns are taken in the 38 - 53 µm particle. Figure 

3.45e shows that B2 ordering is lost in a particle from the 38 - 53 µm size fraction. As 

expected, L12 ordering is also inhibited in this particle as well (see Figure 3.45f), as it 

experiences a larger cooling rate than the 500 - 850 µm particle. As such, it can be 

concluded that a cooling rate of 650 K s-1 can lead to disorder trapping of the L12 phase 

but a higher cooling rate is required for disorder trapping of the B2 phase. 
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Figure 3.44 Interlamellar spacing versus cooling rate for AlCoCrFeNi2.1 powders. 
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has nucleated and is observed growing around its perimeter. Although the light, Cr-rich, 

dendrites have previously been observed in rapidly cooled AlCoCrFeNi2.1  [117][124], 

this is, as far as the author is aware, the first instance of dendrites of the darker BCC phase 

being observed in dendritic form. 

Figure 3.46b shows that this dark, Al-Ni rich phase can grow to dominate the 

microstructure, with the light phase forming the interdendritic region. Therefore, it is 

noted that some particles are observed to only have FCC dendrites (see any of Figures 

3.39, 3.40, 3.42 and 3.43) and others to have only BCC dendrites. The EDX scan in Figure 

3.47 shows that the dark dendrites are the Al-Ni rich, BCC phase, whereas Figure 3.48 

shows a lighter-contrast dendrite depleted in aluminium and nickel in the microstructure 
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the dominant primary solidification microstructure, suggesting that they are the fastest 

growing primary. Nevertheless, the growth of BCC dendrites may be attributed to a 

critical undercooling at which disorder trapping occurs, causing the growth velocity of 

the A2 phase to compete with the FCC phase. 
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Figure 3.46 a BCC dendrites observed within particles of 75 – 106 µm size fraction 

Figure 3.46 b BCC dendrites extending beyond localized region and occupying full 

microstructure. 

 

Figure 3.45 a Lamellar region from 500 - 850µm size particle, with corresponding 

SAED patterns showing ordered B2 and disordered FCC structures in regions 

labelled 1 and 2, respectively.  Figure 3.45 b Irregular lamellae from 38 – 53 µm size 

particle, with corresponding SAED patterns showing disordered BCC and disordered 

FCC structures in regions labelled as 3 and 4, respectively. 
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Figure 3.47 Al and Ni rich (BCC) dendrites of parasite-like phase observed within 

the 106 µm < d < 150 µm and 150 µm < d < 212 µm powder-size fractions. 
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Figure 3.48 Al and Ni depleted (FCC) dendrite observed within a particle from the 

smallest powder-size fraction (38 µm < d < 53µm). 
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3.3.2 Microhardness 

With relation to microhardness, the drop-tube-processed AlCoCrFeNi2.1 powders show a 

weak Hall-Petch relation. The powders’ microhardness does not vary greatly from an 

average value of around 340 Hv0.03, even though the lamella spacing varies by a factor of 

4.5 over this range of particle sizes. This unexpected result is discussed in detail in Section 

3.1.3. The main argument, however, is that the increasing FCC volume fraction 

counteracts any mechanical benefits from grain refinement. Powders from the 150 - 212 

µm size-fraction were chosen to be annealed for 30 minutes at 700 ºC, in order to 

investigate the effect on microhardness. The annealed powders showed an average 

microhardness that is 32 % higher than the non-annealed powders of the same size range 

(see Figure 3.49). However, the annealed powders are in fact expected to show reduced 

microhardness, as lamellar spacing increases by an average of 200 nm due to annealing. 

Figure 3.50 shows a micrograph of the annealed sample, where the slightly coarsened 𝜆 

values are displayed.  

 

Figure 3.49 Microhardness of AlCoCrFeNi2.1 powders as a function of lamellar 

spacing in a Hall-Petch plot. 
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Figure 3.50 Backscattered SEM image of annealed particle from 150 - 212 µm size-

fraction. 

3.3.3 Discussion 

In this section, drop-tube-processed powders of the AlCoCrFeNi2.1 EHEA were 

presented. The sizes of the retrieved powders ranged from ˃ 850 µm to 38 µm, with a 

corresponding range of cooling rates from 114 K s-1 to 1.75× 106 K s-1. With increased 

cooling rate and decreased powder size, several notable features were observed in the 

AlCoCrFeNi2.1 powders, which are:  dendritic growth/departure from eutectic growth, 

growth of BCC dendrites, growth of cellular eutectic colonies and elimination of 

interdendritic eutectic. Prior to the appearance of those features, the microstructure 

largely retained the regular eutectic structure seen in the as-cast alloy, differing only with 

refined lamellar spacing.  

Lesser cooling rates are required for the growth of the colony eutectic structure than for 

dendritic growth. A rapid solidification study by Rios et al. [177] on AlNbNi observes a 

transition from a regular eutectic to a colony eutectic very similar to the one observed in 

Figure 3.38b. Rios et al. make no observation of dendritic growth, although this is likely 
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to be due their method (Bridgman solidification) and a relatively low cooling rate (1000 

K/s), which in turn does not achieve the required undercooling for the eutectic to dendritic 

transformation. Although the alloy of Rios et al. is not a HEA, it may support the 

observation that colony eutectic structures are formed more readily with rapid cooling 

than other morphologies. 

Departure from eutectic growth is observed at cooling rates around 104 K/s, indicating 

that sufficient undercooling is achieved at this cooling rate for the eutectic to dendritic 

transformation to occur. Theoretically, it is expected that at sufficiently high driving force 

all eutectic systems will undergo an eutectic to dendritic transition. This reflects both the 

limited rate at which solute diffusion can facilitate eutectic growth and the fact that the 

eutectic spacing cannot be reduced indefinitely, leading to a situation in which, at 

sufficiently high undercooling, a dendritic front can outgrow the eutectic [178]. A study 

on the rapid solidification of the AgCuGe (ternary eutectic alloy) achieves a similar 

cooling rate of 9.3 × 103 K/s, although it was shown in this alloy that the undercooling in 

this condition is not sufficient for departure from eutectic growth [179]. Unlike the 

AlCoCrFeNi2.1 alloy, an anomalous eutectic is observed in AgCuGe at intermediate 

cooling rates prior to dendritic growth. 

Analysing the AlCoCrFeNi2.1 powders using TEM unveiled that a relatively low cooling 

rate is sufficient to inhibit L12 ordering. This was proved by the analysis in Figure 3.45a, 

where the SAD patterns of a particle from the 500 - 850 µm size fraction show the loss 

of L12 ordering and that B2 ordering is retained. It is further shown that B2 ordering is 

lost in a particle from the 38 - 53 µm size fraction, wherein as expected due to the large 

cooling rate of 1.75 × 106 K s-1, L12 ordering is also inhibited. It can therefore be deduced 

that a cooling rate of 650 K s-1 can lead to disorder trapping of the L12 phase. Although 

disorder trapping of the L12 phase may also be possible at a lower cooling rate (in larger 

powders), it is not feasible to conduct TEM and SAED analysis on all samples. It is also 

evident that a higher cooling rate is required for disorder trapping of the B2 phase. It may 

be possible that the B2 – A2 transformation can be achieved at lower cooling rates than 

1.75 × 106 K s-1, although as with the L12 phase, further TEM analysis would be required 

to reveal a closer estimate of the cooling rate required for this. This observation is in 

accord with the argument of Ding et al. that the B2 – A2 transformation requires larger 
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cooling rates to be achieved than the L12 – FCC transformation [117]. Ding et al. also 

argue that disorder trapping of the B2 phase is expected for AlCoCrFeNi2.1 gas atomised 

powders 20 - 80 µm in size. Although Ding et al. do not support their argument by TEM 

analysis, Figure 3.45b confirms that the statement of Ding et al. is a reasonable one, as 

B2 ordering is retained for AlCoCrFeNi2.1 particles of 500 - 850 µm. 

It was shown in Figure 3.46 that BCC dendrites were observed  where d < 212. To explain 

the occurrence of the BCC dendrites, the undercooling of the particles must be considered 

as follows. At most undercoolings the BCC phase will grow as its B2 variant, which will 

give the disordered FCC phase a growth advantage, it being known that disordered phases 

grow significantly faster than ordered phases [180]. However, if the undercooling is 

sufficient for disorder trapping in the BCC phase (i.e. a B2 – A2 transition) the growth 

advantage of the FCC phase will be much reduced, wherein a suitable heterogenous 

nucleant may favour the growth of BCC dendrites over FCC. Moreover, if recalescence 

leads to a reduction in undercooling during growth, a transition back to B2 growth would 

significantly reduce the BCC growth rate, leading to overgrowth of the BCC phase by 

FCC dendrites, as appears to be the case in Figure 3.46a and Figure 3.47a. Given this 

explanation for the appearance of BCC dendrites, it may be reasoned that the 

undercooling experienced by the 150 – 212 µm is enough for the B2 – A2 transition. The 

SAD pattern from Figure 3.45d had confirmed the disorder trapping of the B2 phase at 

the largest cooling rate, but the observation of BCC dendrites may be a more accurate 

indication of the conditions required for the B2 – A2 transformation. FCC dendrites were 

previously observed in gas-atomized [117] and air-cooled [124] AlCoCrFeNi2.1, but BCC 

dendrites have never been reported prior to our disclosed drop-tube experiment. This 

further affirms that a critical undercooling is required for the competitive effect between 

the BCC and FCC dendrites. 

Furthermore, it was observed that with increasing cooling rate, the primary FCC volume 

fraction increased monotonically, reaching an average maximum of 85% in powders of 

the 38 - 53 µm size-fraction. As such, faster cooling rates in AlCoCrFeNi2.1 powders 

appear to favour the formation of the FCC phase over the BCC. It is also evident that 

faster cooling rate leads to departure from eutectic growth, leading to dendritic 

microstructures with a eutectic in the interdendritic regions. Despite the BCC dendrites 
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observed  where d < 212 µm, FCC dendrites remained the dominant primary solidification 

microstructure. This suggests that FCC dendrites are the fastest growing primary. As long 

as the critical undercooling is not attained and B2 ordering is retained, the FCC phase 

retains the advantage of higher growth velocity.  

Considering the lamellar as-cast structure, smaller AlCoCrFeNi2.1 powders would be 

expected to have superior microhardness values as per the Hall-Petch relation i.e. 𝜎𝑦 =

𝜎0 + 𝜅𝐻𝜆−0.5; where 𝜎𝑦 is the yield strength of the material, 𝜎0 is the friction stress, 𝜅𝐻 

is Hall-Petch coefficient and 𝜆 is the interlamellar spacing. Figure 3.49 showed that the 

Hall-Petch effect is observed in AlCoCrFeNi2.1 powders, although it is a weak relation, 

where the values of microhardness do not vary greatly from an average value of around 

340 Hv0.03. The Hall-Petch relation may have been observed more strongly if the 

microhardness tests were intentionally conducted on lamellar regions of the powders. 

However, such microhardness values would be unrepresentative of AlCoCrFeNi2.1 

powders and are likely to create a distorted idea of the true overall microhardness of the 

powders. For those reasons, the microhardness values presented in this work are obtained 

with the indentations being made in randomly chosen locations of the droplets. 

 

This observation may be explained by the dominance of the primary FCC phase in smaller 

droplets. As the FCC phase is the softer phase, its increased presence with increased 

cooling rate is expected to counter the strengthening due to scale refinement which would 

otherwise be observable. Meanwhile, it is worth drawing back on the inhibited atomic 

ordering due to the large cooling rates. As the disordered phases have more slip planes 

[181], disorder-trapping may also be a factor which hinders the alloy powders’ hardness. 

As both phenomena occur in conjunction, ambiguity arises in identifying which of them 

has a more detrimental effect on the microhardness of the powders. However, for the 

powders in the 850 - 1000 µm size-fraction, it is likely that disorder trapping is the main 

factor contributing to the lower-than-expected microhardness value. This is because the 

phase volume fractions in the droplets of this size do not differ significantly from the as-

cast alloy. Yet, the average microhardness in this size fraction is 12 % smaller than that 

of the as-cast alloy. As such, this drop in microhardness could be attributed to the disorder 
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trapping of the L12 phase. As such, disorder trapping seems likely to soften the 

microstructure and counter the strengthening effect of grain refinement. 

Considering that annealing increases the microhardness of AlCoCrFeNi2.1 powders (see 

Figure 3.49) despite coarsening, it could be justified that the disordered phases in the 

powders may be metastable. Namely, annealing the powders is expected to supply the 

driving force required for the disorder to order transformations to take place, thus 

improving the microhardness due to the reduced number of slip planes in ordered phases. 

Overall, however, the powders do show a Hall-Petch relationship (albeit a weak one) 

despite the impacts of disorder trapping and increased FCC volume fraction. This is 

consistent with the occurrence of grain refinement but with the mechanical benefits being 

countered by these two effects. 

As far as the microstructure morphology of the powders is concerned, it can be concluded 

that the microstructure evolves from regular/irregular eutectic to cellular/colony eutectic, 

followed by a dendritic structure with regular eutectic in the interdendritic region. Finally, 

at the highest cooling rate, a predominantly dendritic structure may be observed with no 

eutectic observed in the interdendritic region. 
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4. Conclusions 

1. The neural network referred to throughout the work as NN1 operated with a 

dataset including atomic percentage data only and yielded an average prediction 

accuracy of 92%. As far as the authors are aware, the predictive accuracy of NN1 

is only 1% less than the highest accuracy achieved by researchers to date. The fact 

that NN1 performs with such accuracy has significant implications as it shows 

that the complete abandonment of HR parameters is not only possible but also 

advantageous. This result comes as no surprise, since atomic percentage data does 

not require estimations to be made (unlike thermodynamic and HR features), thus 

leading to datasets that are more consistent and less prone to errors. Due to the 

current saturation in the number of predictive parameters, a lean and accurate 

approach such as that of NN1 is crucial in achieving models that are scalable for 

rapid use by researchers. 

 

2. The AlxCrCuFeNi system was found, using a neural network, to have a critical Al 

atomic percentage of 1.4 beyond which the alloy’s microstructure becomes 

dominant with intermetallic phases. The x = 1.0, x = 1.3, x = 1.5 and x = 2.0 

alloys were manufactured using an arc-melter to confirm the predictions obtained 

from the neural networks. The x = 1.0 and x = 1.3 compositions were confirmed 

to comprise SS+IM microstructures with the IM phase adhering to the vicinity of 

the dendrites. 

 

3. The x = 1.5 alloy in AlxCrCuFeNi showed a significantly more complex 

microstructure, in which a “Chinese script” IM was observed in addition to a 

“sunflower structure” comprising a lamellar eutectic surrounding nano-scale 

preciptates appearing to have formed via spinodal decomposition. The x = 2 

composition yields an alloy that is very brittle in nature, and its microstructure 

shows the clear presence of coarse spherical IM precipitates in the ID region, 

together with much finer spherical and needle shaped precipitates decorating the 

dendrite boundaries. 
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4. The growth of a needle-like phase is observed in the ID region of as-cast, 

equimolar AlCrCuFeNi, together with spinodally decomposed precipitates in its 

dendrites. The needle-like phase is found to be Cr-Fe rich, comprising a B2 

ordered lattice with a parameter of 2.63 Å. The precipitates are Al-Ni rich and B2 

ordered, with a lattice parameter of 2.42 Å. The rapid cooling of AlCrCuFeNi was 

carried out to explore the possibility of inhibiting the growth of these features, 

wherein it was found that their formation is inhibited only at the highest attained 

cooling rate of 1.13 × 106 K/s. Due to a core characteristic of HEAs that is 

sluggish diffusion, it would be expected that the solid-state spinodal 

decomposition which gives rise to Al-Ni precipitates would be suppressed at 

cooling rates of a lower magnitude. Nevertheless, this finding shows that at higher 

cooling rates simpler microstructures can be obtained and the extension of the 

solid-solution of HEAs is possible via RSP. On the other hand, the FCC structure 

in AlCrCuFeNi, which is found in its ID matrix, is inhibited at a cooling rate of 

only 112 K/s (d > 850 µm powders). 

 

5. The XRD traces of AlCrCuFeNi powders are in accord with the observation that 

FCC growth is suppressed. However, weak FCC peaks remain which are 

attributed to the Cu nano-precipitates (globular and plate-like) observed in the 

TEM analysis. These spherical and plate-like copper nano-precipitates arise due 

to the small bonding energy of Cu with Cr and Fe which are the dominant 

elements in the ID region. 

 

6. The microhardness of the AlCrCuFeNi droplets is probed and found to increase 

with cooling rate from 519 HV0.03 in the slowest cooled powders to 805 HV0.03 in 

the fastest cooled powders. A stark increase is observed between the d < 850 µm 

and the 500 – 850 𝜇m powder size-fractions, which is attributed to the loss of the 

FCC structure. As the FCC is the softer phase in the alloy, its early suppression 

means that the hardness of the alloy is enhanced. Generally, a Hall-petch relation 

is observed in the AlCrCuFeNi powders, confirming that grain refinement 

improves the microhardness of the powders. 
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7. The AlCoCrFeNi2.1 EHEA was also chosen for drop-tube processing in order to 

investigate the effect of cooling rate on eutectic growth. TEM analysis confirmed 

that phases in as-cast AlCoCrFeNi2.1 are ordered B2 and L12 phases that are Al-

Ni rich and Cr-Fe-Ni rich, respectively. It was found that disorder trapping of the 

L12 structure is observed at 650 K/s, whereas the B2 ordered structure requires 

higher cooling rates to undergo the B2 – A2 transformation. In this work, disorder 

trapping of the B2 structure is achieved at 1.75 × 106 K/s. It may be possible that 

this can be achieved at lower cooling rates, although further TEM analysis would 

be required to reveal a closer estimate of the cooling rate required for the B2 – A2 

transformation. 

 

8. With increasing cooling rate, the primary FCC volume fraction increased 

monotonically, reaching an average maximum of 85% in powders of the 38 - 53 

µm size-fraction. As such, faster cooling rates in AlCoCrFeNi2.1 powders appear 

to favour the formation of the FCC phase over the BCC. However, if the 

undercooling is sufficient for disorder trapping in the B2 phase (i.e. a B2 – A2 

transition) the growth advantage of the FCC phase will be much reduced, wherein 

a suitable heterogenous nucleant may favour the growth of BCC dendrites over 

FCC. Faster cooling rates were also shown to lead departure from eutectic growth, 

resulting in dendritic microstructures with a eutectic in the interdendritic regions. 

 

9. The microhardness of the powders shows a weak Hall-Petch relation, where the 

values of microhardness do not vary greatly from an average value of around 340 

Hv0.03. This is explained by the increasing FCC volume fraction with increasing 

cooling rate. Disorder trapping is also suggested to soften the microstructure and 

counter the strengthening effect of grain refinement. 
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10. As far as the microstructure morphology of AlCoCrFeNi2.1 powders is concerned, 

it can be concluded that the microstructure evolves from regular/irregular eutectic 

to cellular/colony eutectic, followed by a dendritic structure with regular eutectic 

in the interdendritic region. Finally, at the highest cooling rate, a predominantly 

dendritic structure is observed with no eutectic observed in the interdendritic 

region. Although the highest cooling rates are unlikely to be achieved at scale, 

this project sheds light on the potential of RSP on extending the envelope of 

functional HEAs. Equally, this work has highlighted the usefulness of HEA 

powder metallurgy, in that largely attainable cooling rates may lead to significant 

improvements in microstructure and mechanical properties. 
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Future work 

This project has made observations that are relevant to today’s landscape of HEA 

research, the most notable of which are the use of an elemental approach to predict HEAs 

(rather than HR features) and the successful use of RSP to extend the solid-solution 

window of HEAs. Equally, this project sheds light on further questions that must be 

investigated to achieve a more complete understanding of the alloys in this work and in 

turn, the field as a whole. These points are highlighted below: 

 

1. Although it has become evident that machine learning techniques are promising 

in unveiling novel HEAs, the limiting factor for progress on this front is the 

accuracy of HEA datasets. Until today, the role of processing in HEA formation 

has been largely ignored. As seen in this work, departure from equilibrium in HEA 

processing may largely influence the HEA’s properties and microstructure. As 

such, a crucial point in moving forward is the construction of datasets that include 

processing information. Another important task on this front is the use of 

techniques such as phase-field simulations to predict how departure from 

equilibrium influences HEA formation.  

 

2. This project has shown that RSP using a drop tube facility can extend the solid 

solution of the equimolar AlxCrCuFeNi system. More generally, this project has 

shed light on the extent to which RSP can be used to extend the SS-window across 

a wide range of HEA compositions. Not just limited to drop-tube, this work is 

relevant to the whole field of powder metal production by atomization, 

influencing the entirety of the additive manufacturing landscape. Given that 

increasing Al content results in a lower-density alloy but also complicates the 

microstructure, it would be of interest to explore the largest percentage of Al 

which can be used in the alloy while still being able to achieve a simple solid 

solution post-RSP. Exploring the drop tube processing of the x = 1.5 composition 

is suggested, as it is easy to observe the potential simplifications in its 

microstructure (inhibition of Chinese Script and sunflower structures should be 
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expected) and is also closer to the solid-solution window than any other 

composition where x > 1.5. 

 

3. In AlCoCrFeNi2.1 powders, disorder trapping of the B2 structure is confirmed at 

1.75 × 106 K s-1. However, it is likely that the B2 – A2 transformation may be 

achieved at lower cooling rates, as there will be a critical undercooling for the 

competitive effect observed between the BCC and FCC dendrites. As such, further 

TEM analysis is suggested to reveal an accurate estimate of the cooling rate 

needed for the B2 – A2 transformation.  
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Appendix 

For the database of 391 alloys used in Chapter 3 please visit the link: 

https://www.sciencedirect.com/science/article/pii/S0927025621004821#m0005 
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