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Abstract

With the increased complexity and higher safety commitment ademm safety—critical
systems, safety assessment models of these systemscegasingly complicated and
obscure. In practice, however, there is insufficient guidance on hownpgoove the
understanding and evaluation of these models, while they are oftemsigagortant items
of evidence in safety cases. This significantly threatensdh&dence we can have in the

soundness of safety cases.

In this thesis, a coherent, structured approach to establishing coefidesafety assessment
evidence is developed. Firstly, a means for the structured docuimerté the core data

elements of safety assessment models is defined, to suppaievelopment of both primary
safety arguments and confidence arguments. Secondly, a modéderice is developed to
support the interfacing of safety assessment evidence wigty safguments. Thirdly, a

structured cross-model inconsistency analysis method is proposeti@asns of scrutinizing

potentially inadequate models. Finally, an expanded argument constructicesrisc

established to add rigour to safety case development, and a nunalbgummient patterns are
designed to guide and inspire structured justification of the adgqfasafety assessment
models as evidence for safety critical systems.

The evaluation of the approach is carried out primarily through examples asdtaties. It
is demonstrated that the approach is feasible and the confidsneein safety assessment

evidence is addressed more explicitly and more rigorously by using the approach.
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1 Introduction

Models are widely used for problem solving. They provide us witieans of describing the
real-world problems that we observe or study, of recording our uaddnsy of these
problems, of making predictions of these problems, and sometimesofchaes to manage

or control the problems being modelled.

However, models could be ‘wrong’ if incompletely or incorreatynstructed, insufficiently
validated, or improperly used. The following accident exampledrditesthe existence and
potentially harmful impact of inadequate models and/or the inadegeatef models, and
indicate a significant need for a better understanding of varypes of models and their use

as evidence in safety cases.
1.1 The Crater Model of Space Shuttle Columbia

On 1 February, 2003, Space Shuttle Columbia broke up into debris onyergatthe
atmosphere on its return to Earth, with a complete loss o$libtle and the seven crew
members. It was Columbia’s 28th mission, coded as STS-107. Accdadithg Columbia
Accident Investigation Board (CAIB), the immediate causehefdccident was a breach in
the thermal protection layer on the left wing [13]. During the lauacloam insulation tile
fell down and hit the front edge of the left wing. The strike lecatdamaged area that
permitted hot energy to penetrate and destroy the shuttle rapidly in theyre-ent

A ‘Crater’ model had been used for the assessment of thegdamh#éhermal protection after
the strike by a foam tile during Columbia’s launch. Crater maael developed for the
prediction of possible penetration and damage by external objects,as foam, ice, and
metal debris. It runs with an algorithm specifically developedndute Apollo program and
has been modified and calibrated with several test resultwiftar application scenarios
[13]. From those test results, engineers inferred that Graterconservative’ - i.e. that the
model tends to predict more damage than there is in reabtyeter, there were still a large
set of conditions under which the accuracy of Crater remained validated. “When used
within its validated limits, Crater provides conservativedmtons. When used outside its
validated limits, Crater’s precision is unknown” [13], as statedhe Columbia Accident
investigation report presented by CAIB. In the STS-107 missioregtimated size of the
foam tile (according to video and photo image analysis) wasaainmim 640 times larger

(about 400 times larger estimated by the CAIB later) in voltina® the validated input
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domain of the Crater model. The use of Crater in this situatamabsolutely uncertain and

the interpretation of the prediction results could not be convincingly grounded.

For Columbia STS-107, Crater predicted a degree of damage whichespsr than the
thickness of the actual protection tile. But it was inconsisteith the results of some
calibration tests with small projectiles which showed a lesp geenetration. Additionally,
Crater did not take into account the increased density of therldve layer model.
Therefore, engineers misjudged that the actual damage fraama dollision in Columbia
STS-107 would not be severe enough to cause failure of the thermaktipros/stem. By
contrast, the final test of a series of foam impact tefé¢s the accident (that simulated
collisions with similar left wing structures and similar fimgrojectiles) showed that the
collision could produce a hole on the skin as big as 41cm by 42.5cm Tii}est result
comprises overwhelming evidence to disprove the impression thapadtieatial breach

damage of the front wing structure, resulted by a foam strike, was non-timmgate

The inappropriate use of the Crater model in STS-107 is addregseffically by the
findings in the accident investigation report presented by CAIB.

F3.8-6 NASA'’s current tools, including the Crater model, are inadeqoate t
evaluate Orbiter Thermal Protection System damage from detmisadts

during pre-launch, on-orbit, and post-launch activiy3]

F6.3-11 Crater initially predicted tile damage deeper than the actleal t
depth, but engineers used their judgment to conclude that damage would not
penetrate the densified layer of tile. Similarly, RCC damage gsiocis were

based primarily on judgment and experience rather than ana[¢tSi.

Crater, as a model, illustrates the importance of the vatigeusf models and simulations in
the engineering domain. As a response to the CAIB report, NASted an effort to
formulate a standard for the development, documentation and opedcdtimodels and
simulations [38]. In 2008, NASA-STD-7009 Standard for Models and Simulatl®&ig yvas
released as guidance for engineering requirements for modelsnamdtgins (M&S) in a
wide range of applications. NASA-STD-7009 is not a prescriptivendsta with
specifications on how to satisfy the requirements through M&S gsese rather, it gives
objectives on what should be done or achieved by M&S being used inodetiaking. In
the standard, some key requirements of M&S aimed at reducingskseassociated with
critical decisions based on M&S are highlighted. These inctedeirements concerning

verification, validation, uncertainty quantification, training, dibdity assessment,
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documentation, and configuration management. It is worth noting thatathéard seriously
recommends the use of credibility assessment when using rigeuitdM&S. Verification
andValidationduring M&S development are considered for the credibility of M&S in a wide
intended application scopénput Pedigree, Results Uncertaingnd Result Robustness
during M&S operations are considered for the credibility of M&& jarticular application;
Use History M&S Managementand People Qualificationare considered as cross-cutting
supporting evidence for the overall credibility of M&S. The esipliecommendations made
by the standard concerning these credibility factors are afisagrtiimprovement towards

assuring the proper use of M&S results.
1.2 The Loss of Nimrod XV230

On 2 September 2006, Nimrod XV230, a RAF aircraft, crashed duringssiomiover
Afghanistan, with a total loss of the aircraft and the 14 avewboard. This catastrophic
accident was initiated by fuel either leaking from joint poss or overflowing during an
air-to-air refuelling before the aircraft headed to its ojp@nat area [91]. Some of the leaked
fuel accumulated in a congested Tank Bay and was in contacomatiof the areas with
exposed high-temperature cross-feed ducting. The fuel in the hot skcicsuto-ignited
and then ignited fuel in other areas. Within minutes, the mita@rspread out and the

aircraft exploded and crashed without any chance of recovery.

The Nimrod aircraft had been approved for operation by meanstaiddional safety
assessment and safety case acceptance process. On Det@@béran independent review
on this disaster was announced (chaired by Charles Haddon-Cave Q@gr to examine
the safety assessment activities related to Nimrod, tesa#ise overall process of safety case
construction, to draw out lessons to be learned and to make practmamendations. The
review report was released on 28 October 2009. The loss of the Nivasbdeemed as the
result of “a failure of leadership, culture and prioritig&l']. The report covers three main
areas: the physical causes, the safety case, and the orgaaizesiuses. The safety case of
Nimrod was described as “seriously defective” [91] with poanping, poor management,
and poor execution. Some of the safety analysis results, which haddogtedsas evidence
to justify the safety of the aircraft in the Nimrod safefge, were fragmentary and flawed.
The lack of proper attention and effort on the quality of sadetglysis, unfortunately,
combined with other factors, resulted in the failure of the Nimréetysaase. It is stated in
the Nimrod review report [91] that:
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There was a big hole in its analysis: BAE Systems had left 468é bhzards
“Open” and 30% “Unclassified”. The work was, in any event, riddled with
errors of fact, analysis and risk categorisation. The critical catgstic fire
hazard relating to the Cross-Feed/SCP dudbZard H73 had not been
properly assessed and, in fact, was one of those left “Open” and
“Unclassified”. [91]

As described, the aforementioned Hazard Analysis by BAE Sgstie®s not appear to be
‘fit for purpose’ as evidence to demonstrate ‘safety’, becausgemonstrates only an
incomplete and undeveloped understanding of the potential hazards tiefit amexamined,
with no effective control measures planned and verified. Unfortynates unfinished and
inadequate hazard analysis was not properly questioned and rewetheddevelopment of
the Nimrod safety case. A good opportunity to detect and controlathstiophicHazard
H73 was missed, and the hazard survived as a flaw in the desigficatoin and operation
of Nimrod. However, safety cases are not a remedy for elimgnall residual problems left
behind by poor analyses, inadequate outputs of safety assessmeiriesacand
unsatisfactory safety audits. It is dangerous to use safe¢g e the final barrier or a single
barrier to examine ‘whether the system is safe or not’. Althothge safety case was
criticised, Mr Haddon-Cave agreed that:

The Safety Case concept has a useful role to play as an Airworthiness
management tool for MOD military platforms. It provides a usefulclkeland
reference point for risk management and, properly applied, should

“encourage people to think as actively as they can to reduce rigks’.

Safety cases, therefore, as a rationale and an approach tankidghshould not be treated
merely as documentation, or as a substitute for comprehensiey safsessment and
rigorous and independent reviews of the results of this safe#gseent. The role of safety
cases is to synthesize various forms of evidence and to dhefyeasoning gaps between
safety claims and evidence items, in particular, wittical and active thinking. The validity
of safety cases depends on both the validity of the argumenusésieind the validity of the
safety evidence referenced in the argument structures. 8he &f any safety case is the
factual existence and soundness of the safety evidence presAntedlawed and/or
incomplete safety analysis results will fatally undermihe validity of the safety case.
Accordingly, the quality of safety evidence must be addresseduatified; otherwise there
can be no confidence in the achievement of safety objectivesefoamg the risk posed by

hazards in systems in development and operation) demonstrated by safety cases.
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1.3 Lessons Learnt

Safety modelling and analysis are common and crucial in the engineerirglefmtomplex
systems. However, it is not easy to determine whether safegelling and analysis
activities have been properly carried out and therefore lesudted in trustworthy results on
which we can base our decisions. The two inquiry reports, the Coluada@ent
investigation report [13] and the Nimrod review [91], provide a cetmgmsive view of the
unsatisfactory status of much of the current practice on safetgight, safety guidance, the
management of safety requirements, and safety analysis. digeneany lessons that can be
learnt from the two accidents, from the ethical perspecthe otganizational perspective,
the technological perspective, and the evaluation perspectivandinelessons that we can
learn from the findings related to models and analysis teesisled for critical decision-

making are presented below.

* A model can be right or wrong, depending on its content, its validitglepe and its
context of usage. It usually represents some degree of truth &osubject being

modelled from a certain view point, but should not be trusted unconditionally.

e Trust in models (and/or their results) comes from in-depth utachelisg of those models
and the application context. This should be obtained from purposefully-pedorm

assessment activities, such as analyses, reviews and tests.

* Intuition, past knowledge and experience of models or a particular praldmain may
engender a ‘complacent’ view of the capability and validitypceviously-justified
models. We should not be quick to dismiss any contradictory, incartsisteundesired
results arising from our usage of models. Instead, we should be opectimadathem

and investigate them thoroughly.

«  When employed as evidence, models are the grounds on which a agiatyent is
based. The validity of safety cases collapses if the gudlinodels cannot be assured or
if they are not fit for the role of evidence for a specificniolaof argument. Therefore,

models must be sufficiently validated or assessed, as far as isgivkctic

In the following section, we will introduce an important type afdel used in the system
lifecycle for safety-critical systems, namely safesgessment models — a common form of

safety evidence in safety cases.
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1.4 Safety Assessment Models

Safety assessment is a series of analytical and evalwatiivities concerning system safety
objectives that are carried out during system total lifdecy®afety assessment models are
the outputs from these activities, and may be presented @itteertabular form, or in a
graphical form, or in a numerical form. The development of gadssessment models is
ideally integrated with system design, implementation and aperaafety is a system
property [129] that should be considered and designed into systems ttinearly
development stages. In this thesis, we focus on typical quaditsdifety assessment models
at system development stages (not operational stages), defhetingfety characteristics of
engineered systems (designed or real) in a given operationaekt;digcause “system safety
emphasizes qualitative rather than quantitative approach29] pnd models developed
throughout this period are the most challenging ones regarding tidemqs of model
validity and confidence in evidence. When safety assessmerdlsrna@ mentioned in the

thesis, we do not mean methods or modelling techniques associated with sdystg.ana

As a system design evolves, a multitude of safety assessmoelels will be produced and
updated by different people, based on a variety of techniques. Higlustrates an example
‘V' model of a safety analysis lifecycle. On the left-handesithere is a top-down process,
through which hierarchical safety requirements are identidied allocated according to
various safety analyses at different levels, e.g. Hazardifidation. On the right-hand side,
there is a bottom-up process, through which integration and requiremintation are
carried out at different levels. The purpose of the safety gdse® support companies in
planning safety tasks and in showing compliance with systemysedquirements. As
illustrated in Figure 1, the overall safety analysis prooes¢ka outer ‘V’ interacts with the

system development activities in the inner 'V’ extensively.
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Figure 1 Interaction of System Development and Safety Analysis (from [168])

Safety assessment models can be classified according t@wreifeatures, or the methods

on which they are constructed, or the phases of a system dife-oy which they are

developed. The domain safety concerns and issues of a system arecexplring various

safety analyses with the following categories of duties (adapted from.[211])

Hazard identification (e.g. a hazard log) — safety analygethis type are usually
undertaken at the early stage of system design and will beedpdetording to design
changes. The aim of the construction of this category of mod&lsdentify potentially

hazardous conditions in a proposed system in order to formulateatéy goals or

requirements for later system development stages.

Causal analysis (e.g. a fault tree) — safety analysdsofyfpe generally place emphasis
on presenting the causal factors of hazardous or undesired condititires modelling
process. A causal analysis starts with an unwanted event miaujaa context and ends
with the identification of potential contributing factors and itheombinational

relationships.

Consequence analysis (e.g. a FMEA worksheet) — safety asalf/tleis type focus on
presenting the potential consequences of identified hazards. A comsecgamealysis
assumes the existence of failure modes or other hazardous condalittbtisen assesses
their effects on functions, humans, properties, or missions. Conseq@eatysis
represents thinking in the opposite direction to causal analysidelslgenerated on the

basis of both types of analyses have causal-effect relationships recorded.
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* Risk assessment (e.g. a risk matrix) — safety analysdssofype present data on the
likelihood and severity of identified risks, which are requiredn@king decisions on

design acceptance or determining risk control measures.

* Quantitative assessment (e.g. a Markov model) — safetysamsabf this type have the
feature of providing quantitative values of system safety npatexs, usually the
probabilities of undesired conditions. The quantitative resultgemerated on the basis
of the structure of other qualitative analysis results such as a causqusrsEmodel or
a state model. This type of analysis can be viewed as aypartcase of risk assessment

— with regard to the likelihood of risk in a numerical manner.

However, it is challenging to assure the quality of the wifie forms of safety assessment
models, either individually or as a whole, which determinesivenete can have confidence
in our judgment of the level of safety achieved in certificatMhilst safety assessment
models attempt to model potentially random failure events (oelefraleatoric uncertainty),
there is also epistemic uncertainty in our understanding of #$tersyunder study and the
associated safety problems. In addition, there can be uncertaitity representation of our
understanding and the collection and processing of safety data.udtebencautious while
using our safety assessment models as evidence to justi§msgafety. There are many
potential factors that can affect our confidence in safetysassnt models. Were a safety
model to be interpreted without considering its limitations andapislication scenarios,
intended or novel, there would be little confidence, but only unogytan our decisions on

the rejection or acceptance of results from the model.
1.5 Existing Practice

After more than sixty years of development, safety practit®imevarious industrial sectors
are equipped with both a large collection of available analyssigues (e.g. there are more
than seven hundred safety methods listed in the NLR safety methiadmska [14]) and
practical process guidance on the systematic implementatidreseé techniques. However,
to date, there is insufficient guidance or best-practice opuhkiation of safety assessment

models.

In the early 1980s, Lloyd argued the need for assessment of the saieels [136] for
aircraft safety assessment, although there were no standarttist area at that time.
Leveson, in [129], explains the difficulty of validating safety gsial and declares that, in

practice, few safety analyses are actually validatedpiiethe pervasive and indispensible
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usage of safety assessment models nowadays, they are algpofieasit source of error” in

system safety analysis [52].

Regulatory bodies have also acknowledged the importance of the t@ralo& safety
assessment models. For example, AMC 25.1309, the aerospace stdadadescribes
acceptable means for showing compliance with the requirementsS a25C1309, states
clearly that “any analysis is only as accurate as the gwgums, data, and analytical
techniques it uses” [68]. Currently, however, most of the existidpgce on the evaluation
or assessment of safety analysis is concerned with the huspaots of safety reviews.
There are few recommendations on how to integrate and justifyptaudafety assessment
models in practice. SAE ARP 4754A requires that “the outcomes & Hadislation method
activities and their appropriateness are reviewable and sheuttbne with independence”
[180]. Unfortunately, no further concrete detail is providedhowto perform such a review.
Furthermore, multiple safety analyses, as a body of evidence should beesltgexifficient
scrutiny for their interrelationships; otherwise, there will be sufficient confidence in the
fulfilment of the overall safety objectives of a system.

1.6 Research Problem

From the preceding discussion on lessons from accidents and curreiitepia safety
assessment, it is clear that there is an urgent nedetier guidance on how to validate and
review various types of safety assessment models. However, the vallisitiety assessment
is notoriously difficult to deal with, especially during the sysidewelopment lifecycle. An
important reason for this difficulty is that safety assessmeodels are concerned with
unintended system conditions leading to undesired consequences, whidah shioghnd
generally do not) frequently occur. It is hard (and in manyscaspossible) to generate
enough data in real operation or in realistic test scenaoopetform comprehensive
validation prior to a system’s acceptance into operation. In addiitymg uponreal data in
this way can involve placing humans at risk. Besides that, ffieutty is exacerbated with
the following factors - diversity of analysis techniques, comipleof models and systems
under study, informal description with natural language and divergemiaf of data from

models.

But it is very valuable to have some reasonable feedback lgsasapossible about our
understanding of the quality of these models and whether thgyaperly used for making
decisions and judgments. Therefore, we change our view towardsrdbkem with the

following questions:
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 How can we improve our understanding of safety assessment moddlseanale as

evidence in safety cases?

* How can we rigorously examine safety assessment models, alypetien the models

are resistant to validation against the real world?

* How can we be more confident in the adequacy of safety assessvidence in safety

cases?

As a result, our research aim is not to guarantee theityabfisafety assessment models,
which is heavily based upon engineering judgments and applications, buidéostand
safety assessment models better at the development stagysiem lifecycle and establish

increased confidence in the use of safety assessment models in a given conte
1.7 Thesis Proposition

Following from the research problems described in the previoumrsgcthe hypothesis
proposed in this thesis is that:

The use of atructuredapproach to the integration and justification of safety
assessment evidence within safety cases facilitates thefimeimin and
potential resolution of issues which may otherwise reduce confidesadety

justification practice.

The key term ‘structured’ used in the thesis hypothesis sretferthe following thesis

contributions:

» structured information — clearly defined concepts, a definite and highlpmisgd form

of model and metadata for safety assessment evidence,;

» structured processes — decomposed but integrated steps with explicit anplisutputs

for model inconsistency analysis and safety argument construction;

» structured guidance- systematic thinking patterns that enhance explicitnesstyciandl

rigour in evidence justification.
1.8 Thesis Structure
The thesis is divided into the following chapters:

28



Chapter 2 Literature Survey

This chapter presents a review of literature on models inrglesafety analysis techniques
and safety case development. The essence of models and modatioralis explored; a

review of major widely-used safety analysis techniques andatiest trends in safety

assessment are presented. Besides that, the general meaodebivalidation and current
research and practice in evaluating safety assessment racelgisovided and the progress
on research work in the field of safety cases is reported. Tihrbegreview, the importance
of and the need to establish confidence in safety assessmentcevidea to support safety

arguments are clearly grounded.
Chapter 3 Safety Assessment Meta-Modelling

This chapter presents a model of the domain of safety assatsmodelling and a core data
meta-model of safety assessment artefacts. The domain roagelises the key factors
involved in and associated with safety assessment modelling addasseéhe context of
model evaluation. The core data meta-model addresses four daypese elements in
common safety assessment models (metadata, validity conteetiaa substance analysis
results and conventional construction elements in safety asssssmdels) in support of

evidence application and justification.
Chapter 4 A Model of the Argument-Evidence Interface

This chapter describes a model of evidence that depictsoth@tation of evidence and
interfaces safety assessment models with safety argunidr@smodel integrates views of
evidence from the content perspective, the utilisation perspeaine the evaluation
perspective. Importantly, the nature and characteristics df sefeessment evidence and the
existing view and representations of evidence and its relationsitip arguments are
analyzed in detail. The notion of thevidence assertions elaborated for interfacing
arguments and safety assessment evidence. The relationshipebew®vidence and

confidence in safety cases is discussed.
Chapter 5 Managing Safety Model Inconsistency

This chapter presents an inconsistency analysis method that wialsghe potential
consistency issue associated with multiple safety analysesmethod is established on the
exploration and categorisation of the consistency problem amongst asdessment models.

The inconsistency analysis method comprises six phases and is sdpppra structured
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information model. The key analysis phases are explained withledetateps and

demonstrated with reference to a running example.
Chapter 6 Using and Justifying Safety Assessment Evidence

This chapter introduces an expanded argument construction processdeopin the
establishment of confidence during safety case development, through which couleecev
and the justification of evidence are explicitly considered. Furtbexmthree generic
argument patterns are developed in order to support more rigoraumsearigconstruction for
confidence establishment, in particular - through argumentatmm both positive and
negative perspectives, through justification of the adequacy etiysasessment models, and

through justification of the cross-model inconsistency analysis.
Chapter 7 Evaluation

In this chapter, the contributions of the research are evaluat@tstithe thesis proposition.
The soundness of the concepts elaborated is discussed; theyedinchpracticality of the
approach presented is illustrated with a case study with mofial®raking system control

unit in an industrial application context.
Chapter 8 Conclusions and Future Work

This chapter concludes the thesis, with highlights on the conottsutf the thesis. Potential
areas for further work that can be undertaken to extend and beantie work are also

presented.

Appendix A presents three argument patterns that are associated with the issu&ehcen

in using safety assessment evidence.

Appendix B defines a safety assessment core data meta-model, Aohed&ence and an
information model of inconsistency analysis in the Eclipse Modeliramework (EMF)
[189].

Appendix C presents a case study of cross-model inconsistency analysiargundent
construction on the basis of the safety assessment of a BrajsterSControl Unit of an
aircraft Wheel Braking System taken from ARP 4761 [181].
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2 Literature Survey

2.1 Introduction

This chapter presents the findings of the literature rewiéwhe research in the fields of
modelling, safety assessment and safety argumentation. It@apngvide the background to
the research presented in this thesis. Knowledge of modellingneralels essential for
understanding the fundamental common features of various models anlingquecess,
which are also exhibited by safety-related models. The camtplef safety assessment
models is revealed with the review of traditional and modefetysanalysis techniques,
typical safety assessment processes and existing evalafibais on safety-related models.
Then the regime of safety cases, a particular applicationxtmiteafety assessment models,
is surveyed for the further research centred on integration saliadon of safety

assessment evidence with safety arguments.

This chapter is divided into the following sections:

* Models in general — definition of a ‘model’ and some common features of models

* Model validation — concept, problems and means regarding the validation of models

» Safety assessment modelling techniques - traditional quaditagchniques and

techniques integrated with formal languages

» Safety assessment processes — typical safety assessomggsps and process-related

issues
» Evaluation of safety assessment models — existing research and practice
» Safety and assurance cases
0 Essential argumentation elements and evaluation criteria
o Existing requirements and research on assurance, evidence and argument

o Confidence and models in safety cases.
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2.2 Models in General

Models, as a very broad concept, are used explicitly and implicithall disciplines.
Principles and methods concerning models and modelling from other Getdsid the
understanding, evaluation and utilization of safety assessment m8ddiefore the specific
discussion of safety assessment models, it is useful to resoeme general literature

concerning models.
2.2.1 Definition
There have been many definitions of what is meant by the term ‘model’:

* “Arepresentation of something else, designed for a specific purpose” [47].

“An abstract description of the real world; it is a simple @ngstion of more complex

forms, processes, and functions of physical phenomena or ideas” [174].

» “"Adistinct domain that corresponds by analogy to the real world domain” [107].

*  “Modelling in the broadest sense is the cost-effective useoofething in place of
something else for some cognitive purpose”. “A model represealis/rior the given
purpose; the model is an abstraction of reality in the sems$dattbannot represent all
aspects of reality. This allows us to deal with the world sm@plified manner, avoiding

the complexity, danger and irreversibility of reality.” [172]

* “An analytical representation or quantification of a reatssn and the ways in which
phenomena occur within that system, used to predict or assesh#wobe of the real

system under specified (often hypothetical) conditions.” [103]

According to these definitions, some essential characteristies model are summarized

below.

* It is designed or used for a specific purpospl7, 172]. A model cannot be good for all
purposes. It should be evaluated according to its contribution to the eurpess used
for.

e It is not real [47, 172]. The object being modelled is different from the model we
designed to represent the object. A model could not represenpeadta®f the object
being modelled. Simplification and abstraction are two mosingiss features of models.

Models with different abstraction levels vary from the real object ferdifit ways.
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* Itis of something[172]. The objects being modelled are diverse and generally they a
complex [174]. The object could be a device, a phenomenon, a processti@nfua

concept, an idea, etc.

e It is based on building up relationships There should be some common or similar
attributes between models and the objects being representedAhQGdjalogy, metaphor
or mapping exists between a model and a problem. Different modetentrate on

different relationships.

* It should be cost effective[172]. A model allows us to deal with things or situations
which are too costly to deal with directly by using somethheg ts simpler, safer or

cheaper.

Two main purposes of a model are ‘to facilitate understanding and enhancéqredic4].

In addition to the above two purposes, Levins [130] states another pugpdsenaodify
nature’. This also has been addressed as ‘control’ [206] or ‘ptsor [143]. This aim
means that we can intervene in the system being modelled enwsayto achieve a state we
desire. This goal does not exist for every model or under euweyntstance and it can only
be achieved on the basis of the achievement of the former two goals.

It is necessary to distinguish between two types of reprementdtmodels. The first type of
model is intended to represent the real world, or certain aspietiie real world. Then the
real world problem can be safely explored and manipulated usimgdtiels, i.e. models for
weather forecasts. In this case, we can get some fdedb#we quality of our models from
the real world. The second type of model is intended to représenatements that should be
present in an idealization of a system under research, which couétjbe, ambiguous, and
nonexistent at the beginning (for example, an aircraft design mdidisl)difficult to obtain
operational feedback for the assessment of these models in adfaaceystem being

allowed into operation.
2.2.2 Model Building

The construction of models is a creative and subjective exeildigecore of modelling is
performing abstraction by aggregating elements that are stronghected and separating
groups of elements with less strong links [174]. Furthermore, Lé¥B® points out that
there are tradeoffs between different attributes of modetsng model construction. A
model with maximized generality, realism, precision, manaifisa and understandability is
preferred. But these attributes cannot all achieve the maxiralue at the same time.
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Sacrificing one of the attributes might improve others. An adequatiel comes through

comprehensive thinking and considered tradeoffs - a painstaking process.

In a model building process, it is normal and necessary to hasemations and
simplifications to make the complexity of the real-world problerastable [78, 130, 174].
The reasons for making assumptions and simplifications includiees might be too many
features or parameters to model, or b) too many features in a model would excaedeotir c
capability of problem-solving, or c) the complicated resultcaiplex models became
meaningless or less understandable and make it more ditbcekplain the problem. While
making simplification in the models, we must preserve thentisd features of a problem.
Understanding of a problem is not achieved by general models alonby lautrelation

between the general and the particular [130].

In complex systems, there is usually a cluster of models due tthplexity of a system
and the capability of our mind [130]. Starting with small moaeld using the divide-and-
conquer technique will make the construction of a model a manageeblelt is also
necessary to think about the relation of a model to other models dooiahgiling, otherwise

the usefulness of a model might be weakened within a larger system context.

As Shannon recommended, we can build a model according to four sichptéies by[185]:
a) specification of the model's purpose; b) specification of the rnsodeimponents; c)
specification of the parameters and variables associatéd the components; d) and

specification of the relationships between the components, parametersiahksa
2.3 Model Validation

Since more and more models are used in a variety of disciplinese are increasing
concerns about how to evaluate a model, such as “How can we tell whether asmaogiebd
one?”, “How can we judge the strengths of different models?” [161$ Section presents a

survey of different views on model validation and validation methods.
2.3.1 Viewpoints on Validation

Oreskes points out that ‘calling a model validated does not malkdid’ [160]. She also
argues that ‘it is impossible to demonstrate the predictilrabilty of any model of a
complex natural system in advance of its actual use’. Thiedause usually the system
being modelled is not a closed system, and the model of a syséémais not unique [162].

All models embed some uncertainties [160] when the system beidglled is open. The
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uncertainties could be theoretical, empirical, parametricaieraporal. These uncertainties
will have influences on the reliability of model prediction. In addit she states that models
may be conceptually flawed [160]. Thus she suggests using the‘teads| evaluation’ or

‘model assessment’ instead of ‘model validation’

McCarl, in [143], also comments that ‘models can never be vatdanly invalidated’. He
argues that the possible results from a model validation praoess) the model is proved to
be invalid; or b) the model is confirmed with an increased degir@®nfidence. Hodges
[101] holds the same point of view that the validity of models ishmary but accrues

continuously between ‘not valid’ and ‘valid’ when they pass more validation test

If a model can be validated and has passed its validation pragesoften call or label it
with the term ‘a valid model’ even if it is not a valid madslumerous papers on model
validation use the terminology ‘validate/validation’ in thisyand it is widely accepted by
most modellers and model-users. Hence it is unnecessary to wsiogl the concept of
‘model validation’ as long as we understand that current researchodel validation is a
form of confidence buildind28] — we may have increased level of confidence in the so-

called ‘valid’ models because they have passed specific validation aagoalprocesses.

Miser and Quade [147] define model validation as ‘the process lphwime analyst assures
himself and others that a model is a representation of the pheadregy modelled that is
adequate for the purposes of the study of which it is a part’. Messarchers [101, 182,
190] agree that models should be validated according to thedsditfor their intended
purpose. In addition, models validated at a given time arelways valid, and continuous

validation in operation should be conducted [143].

2.3.2 Means of Validation

Despite the consensus on model validation according to its adetprapyrpose, most
research on models has treated the validation of a model agreament of the model with
‘reality’. There is only limited guidance on how to evaluate whether the abkval and the

precision level of models are appropriate to their anticipated use.

Rykiel suggests three kinds of information should be clarified eefavdel validation: “the
purpose of the model”; “the criteria the model must meet to blardel acceptable for use”;

“the context in which the model is intended to operate” [178]. Howeueh information is

! Some people use the term ‘model accreditation’, ‘model appraisal’.

35



not always easy to define and is, in practice, either scacceigred in validation or only

vaguely described.

Much existing research concerns the validation of numerical modiékere is not much
discussion of techniques for the validation of qualitative modelseMdiiorts on model
validation in general are needed to increase our confidence inlsvea their outputs.
Shannon suggests that establishing the possible validity of siomulatodels can be

achieved by the following procedures [184]:
* “Using common sense and logic throughout the study.

» Taking maximum advantage of the knowledge and insight of those most famihiahevit

system under study.

* Empirically testing by the use of appropriate statisticathéques all of the assumptions,

hypotheses, etc. that possibly can be tested.

* Paying close attention to details, checking and rechecking eapho$tthe model

building process.

» Assuring that the model performs the way it was intended by tsst cases, etc. during
the debugging phase.

e Comparing the input-output transformation of the model and the reat vggdtem

(whenever possible).
* Running field tests or peripheral research where feasible.
» Performing sensitivity analysis on input variables, parameters, etc.

* Checking carefully the predictions of the model and actualteeaachieved with the real
world system.” [184]

From the suggestion above, we can observe that the main appraacredat evaluating
models can be considered in two groups: a) by judgment from human knewdedg
experience; b) by comparison of a model and its results withfrdatea statistical test, field
use, or another model. The scope of our experience and knowledge ahdrwbetparison

data is available will determine the validation approach that iscabdi in a given situation.
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2.4 Safety Assessment Models

Models in the safety domain exhibit the fundamental attributes of Imanlegeneral as
outlined above: i.e. they are not real, they are simplified and they are adustidstally they
are dealing with engineering systems - man-made systearadting with natural systems.
These man-made systems are specified as we think they ougt The safety assessment
models we use to analyse or demonstrate system safetywargs dlased on: a) a system
model or at least a conceptual mental model; b) and a kind of safetgiart@bhnique.

As we have mentioned in Chapter 1, a large collection of metheads been developed to
support system safety assessment, such as the ones preseni#d3b).[ Safety analysis
techniques are broadly divided into two groups: qualitative techsiguel quantitative
techniques [173]. In this section, safety assessment Madelprimarily reviewed from the
perspective of qualitative safety analysis techniques on wh&mbdel instances are based.
Safety analysis approaches which deal essentially with ctailsaé relationships have been
chosen for this survey. Models for systematic failures of compsnefted to specific
failure mechanisms are not covered in this survey. Modelsaflents, human factors, or

socio-technical issues are also beyond the scope of this study.
2.4.1 Traditional Techniques

In this subsection, four common safety analysis techniques, nafatgtional Hazard
Assessment (FHA), Failure Modes and Effects Analysis (FMEA)Jt Tree Analysis (FTA),
Hazard and Operability Study (HAZOP), are briefly outlined aeférences made to

published evaluations of them.
Functional Hazard Assessment (FHA)

Functional Hazard Assessment is recommended by SAE ARP 4754A HB® practiced
at the beginning of the safety assessment process in th@mviadustry. Through this
approach, system functions are carefully examined and potentialgcenses caused by
identified failure conditions are analyzed and classified acuprob their severity. In the

aerospace domain, FHA is performed at both the aircraft lenktree system level. Safety

2 When ‘safety assessment model’ is mentioned, it could have two different meanings depending on the context of
usage. The first meaning is a concrete model instance, which is the use of this term in this thesis. The other meaning
is a specific type of safety analysis technique or method, which is addressed in this thesis as a safety analysis
technique or a safety assessment meta-model.
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objectives of both the aircraft level and the system ldwalilsl be determined after FHA. An
excerpt of an aircraft FHA table from SAE ARP 4761 [181] is shown in Figure 2.

1 2 3 4 5 6 7
Function Failure Condition Phase | Effect of Failure Condition on Classification | Relerence Verification
(Hazard Descrption) Aircraft/Crew to
Supporting
Maoterial
Decelarate | Loss of Deceleration Landing | See Below
Alrcraft on Capabillity TRTO/
the Ground Taxl

a. Unannucioted ioss Londing | Crew is unable to decelerate the | Cotastrophic 518 Alrcraft
of deceleration [RTO aircraft, resulting in a high speed Foult Tree
copability overrun.

b. Annunciated loss of | Londing | Crew selects a more suitoble Hozardous Emergency | S18 Alrcraft
deceleration airport, nofifles emergency landing Foult Tree
capabllity ground support, and prepares procedures

occupants for landing overrun. In case of
loss of
stopping
copability

¢. Unannuncicted loss | Taxd Craw is unable to stop the alrcraft | Major
of deceleration on the taxl way or gate resutting
copabliity In low speed contact with

termingl, alrcraft, or vehicles.

d. Annuncloted loss of | Taxd Crew steers the alicraft clear of No Safety
deceleration any obstocles and caolls fora tug | Etfect
capability or portable stairs.

Inadvertent Deceleration | Tokeof! | Crew is unable to takeoff due to | Catastrophic S18 Akrcraft
after V1 (Takeoft/RTO application of brakes of the some Foult Tree
decision speed) fime as high thrust settings,

resulting in a high overnn.

Figure 2 A FHA Example (from [181])

FHA gives no support for the analysis of functional dependencies.méthod does not
generate any further information other than that input by analitstsly presents our
understanding about the loss of system functions and the assocfates. éiGeneration of
the FHA at the highest appropriate level is dependent upon overaWlédge and
experience and may require consultation of numerous specialists” [181].

There are some implementation issues with FHA, since iteisepted in a purely textual
format. It is hard to clearly define the functions and faikoeditions with unambiguous and
adequate words [210]. In practice, the completeness of failure amsditan also be difficult

to achieve.
Failure Modes and Effects Analysis (FMEA)

Failure modes and effects analysis is one of the most commordyansemost effective
reliability analysis methods [155]. It is an inductive analysisvhich each of the potential
failure modes in the system is analyzed to determine stdtieg effects, and the resulting
failure modes are classified by their severities and hkeld of occurrence. The findings of
FMEA are usually documented textually in worksheets. A sampl&sheet with typical
column headings used by Electricité de France (excerpted #0i})[is shown in Table 1.
Besides its use in reliability analysis, this method also igesvuseful information for

maintainability and safety analysis.
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FAILURE MODE AND EFFECTS ANALYSIS

PROJECT

SYSTEM REFERENCE DOCUMENTS

Component [Functions|FailurePossible [Effects|Effects |[Means [InspectionComments
identification|States ~ [modes failure o on of and test
(Code,Name Causes  ihe external |detection frequency
Type, (internal, systemisystems

Location) external

causes)

Table 1 An Example of a FMEA Worksheet (from [201] )

Although it is easy to learn and use, this method has its lion&tit usually considers every
single unit failure independently [129, 201], meaning that it is éoéffe in dealing with
multiple failures under diverse conditions in complex systems.opleeating procedure of
this method is not well-suited for the consideration of human faft@e§. In addition, it is
difficult to trace the effects of low-level failures cortlgcthrough FMEA of complex
systems [155].

FMEA is a method with limited analysis power. The effectags and quality of the analysis
are heavily dependent on the knowledge and experience of the pe¥dorming the
analysis. There is no support from this method to identify raéhwré modes [129]. “All the
significant failure modes must be known in advance” [129]. Though deiar that the
purpose of FMEA is to examine possible failure modes and deteth@ireimpact on the
product, the most significant problem that challenges the p#eess of FMEA is the
omission of failure modes [42]. The completeness of the anadyals/ays challenged by the
‘unknown unknowns’. Besides that, it does not provide means to determure ffilects or

mitigation measures. The power of this method lies in the humans who perfamatixss.

Furthermore, FMEA is a task involving many hours of human efforctiomers always
complain that doing FMEA is tedious and time-consuming [35, 201], efpdoracomplex
systems [129].
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Fault Tree Analysis (FTA)

Fault tree analysis is one of the most popular safety anahysitod used in safety

engineering. Based on Boolean logic and with graphical representdtis method starts

from an undesired system failure (top event) and continues kyotwp analysis of possible

causes of individual or combined part-level failures (basic evertis)failure events and the

logical connections between them are presented by standardizédlsyfmhe traditional

fault tree symbols are described in Table 2 (from [200]).

Primary Event Symbols

BASIC EVENT - A basic initiating fault requiring no further development

CONDITIONING EVENT - Specific conditions or restrictionsat apply
to any logic gate

UNDEVELOPED EVENT — An event which is not further developed

either because it is of insufficient consequence or becatmenation is
unavailable

O
-
<

A

EXTERNAL EVENT — An event which is normally expected to occur

Intermediate Event Symbols

INTERMEDIATE EVENT — A fault event that occurs becauseoné or
more antecedent causes acting through logic gates

Gate Symbols

AND - Output fault occurs if all of the input faults occur

OR — Output fault occurs if at least one of the input faults occurs

EXCLUSIVE OR — Output fault occurs if exactly one of theut faults
occurs

PRIORITY AND - Output fault occurs if all of the input faulbccur in a
specific sequence

OBDDPD

INHIBIT — Output occurs if the (single) input fault occurstie presenct
of an enabling condition

Transfer Symbols

TRANSFER IN - Indicates that the tree is developed furdtethe
corresponding TRANSFER OUT

> D>

TRANSFER OUT - Indicates that this portion of the tree must be atta
at the corresponding TRANSFER IN

Table 2 Fault Tree Symbols (from [200])

40

1%

iched



An example of a simple fault tree from US Nuclear Regulat@oynmission Fault Tree

Handbook [200] is given in Figure 3.

Rupture of pressure tank after the
start of pumping

Tank
rupture
(primary
failure)

aptures due to imprope
selection or installatiop

Tank rupture
(secondary failure)

Figure 3 An Example of a Fault Tree (from [200])

FTA is capable of considering multiple failures and diverse stygfefailure causes (e.g.
human error, maintenance error). It is a deductive approach [200yulliative analysis of
FTA can generate Minimal Cut Sets (MCSs), which are 8peuinimum combinations of
failures that lead to the top event. The quantitative analysSiSTA can provide the
probability of the top event if data concerning all of the basents is available. Moreover,
there are methods for assessing the importance of events whety isseful for prioritizing

measures for reducing safety risk.

However, a fault tree is only a simplified representatiorcahplex system failure-cause
relations. The fundamental assumption of its quantitative asalyghe independence of
primary events in a tree [129, 201]. If this assumption is nad ¥@ a real system, the FTA
of that system is invalid. Although FTA is good for providing atuitive and simple
representation of failure-cause logical relations, the toawditilogic gate symbols are not
capable of displaying failures associated with time-orderingnoe delay. FTA works well
with binary states of a system (work or fail), but is wealeptesenting state transitions and

partial failures in complex systems [129].

The depth of FTA is limited by the availability of information system structure. The
correctness of logical relations and the completeness ofifiddntelations are to a large
extent decided by human knowledge and experience [165]. For comp$tems,
constructing a fault tree manually becomes an infeasible andnageable task [201]. If
there are many undesired system level failures, separaterbes need to be built for each

of these top events [181].
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For the reasons above, many studies have been focused on the improvEREAL for
increased expressive power and easier means of construction. Sdhee siftidies have
focussed on introducing new gates for failure logic description, ssi¢hea'Priority-AND
(PAND)’ gate [67], the ‘AND-THEN (TAND)’ gate [209], théPriority-OR (POR)'gate
[202], the Simultaneous-AND gate [202]. But these new gates ademigch less frequently
in practice because they are less familiar to people whoused to traditional FTA.
Furthermore, these extended fault-tree-like models with neesgad longer have the
qualitative analysis part of FTA. Minimal cut sets are ne¢ig because the concept of MCS
does not work while considering timing and sequence scenarios in tgsisuoétrees with
new gates. Only the probability of an undesired top event is pudehe final analysis
result of trees with new gates. Similar to traditional tfandes, the probability provided by
the quantitative analysis of trees models with new gataso based on the structures of tree

models.
Hazard and Operability Study (HAZOP)

HAZOP [124] was initially developed in the process industry. Itaistructured and
systematic examination of potential conditions that may endangsorpel, equipment, or
task. By using a set of recommendpddewordse.g. No, More, Less, As Well As), we can
intentionally deviate the behaviour or states of system comfoaead analyze its possible
causes, consequences, and potential means of treatment. The HA&DRgmprocess and
participants from multi-disciplinary team are importardtéas influencing the effectiveness
of the analysis results. Besides its usage in process imd dtnis method has also been
extended for analyzing other types of system, such as soft@é8}, [human errors or

operational procedures [124].
2.4.2 Safety Analysis Based on Formal Languages

More recently, researchers have explored the possibility ofrp@rfg safety analysis based
on models described in formal languages, which is also called ‘rAoalsdd safety analysis
[44, 111, 132, 163], and is largely driven by the motivation of achiex@ngable and

automated safety analysis. An important notion associated l@tie tmodels is the idea of

failure propagation and transformation.

Failure Propagation Transformation Notation (FPTN) [76] is algcal notation used to
describe the causal relationships between failures. This no&imapsulates a number of
related failure relationships into a FPTN module. The relaiio@smodule might vary from

causal relations extracted from FMEASs to causal relationesepted by FTAs. The failures
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contained in a module are not restricted to the range ofdailof a single component, or
failures of a single type, or failures of a same product |&TN modules can be connected
together by matching failure-inputs and failure-outputs, rather ltlgathe normal data flow,
to illustrate the failure propagation and transformation withigger’ module. This notation
provides a more manageable way to trace failure effecistbdailure modes or conditions
between different levels. Failures in a FPTN module changsmedd according to logical

rules which are similar to the logic deployed in FTA.

In [44], system safety assessment is supported by FSAP/NuSM\&JAatform with a
graphical interface (FSAP) and a specialised model-checkeafety assessment based on
NuSMV 2 [49]. The safety assessment is based on formally-defivaglels - a formal design
model of a system (the system model), a formal model ofedeproperties of the system,
and a formal model of expected failure modes of the components désign model. An
extended system model is formulated by enriching the system fmpdgkecting previously
defined failure modes into it. Then the enriched model is cldewk#h formalized safety
requirements via exhaustive state-space analysis to idalitegts of basic events which can
trigger a top level event. The NuSMV-SA model-checker ailomatically extract all these

collections of basic events to construct a fault tree.

One difference between this fault tree and a traditional otfeighis tree is a two-layered
fault tree constructed with basic events from detected mircotasets under ‘AND’ gates,
and an ‘OR’ gate underneath the top event. By contrast, tradiid#akypically has more
intermediate layers and the layout of gates is usually nttdst The top-down mode of
thinking inherent in the process of developing a traditional EB&s not exist in those

automatically-generated fault trees.

AltaRica is a high-level formal modelling language withussambiguous semantics [23, 43].
The language is capable of describing both functional and dysfunclognedl features of
the system being modelled [43]. Full AltaRica contains feati@es handling of state) that
are difficult to formulate in simple Boolean formulae [43].sAb-branch of AltaRica that
excludes those features is called AltaRica data-flow largu@be AltaRica Data-Flow
modelling practice is well in line with the failure transfotroa and propagation description
needed by safety analysis. An example of a component modelldthRida is presented in
Section 3.4.2 later. The modelling and analysis can be supported byiaidasts [1], such
as OCAS Cecilia developed by Dassault Aviation, Simfia VEBPS APSYS and Safety
Designer by Dassault Systémes. AltaRica has been usedfédy assessment of complex

systems [31, 32] and multi-physical systems modelling [19].
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However, physical system failure propagations could be diffiouthodel adequately (for
instance, if a component failure is linked with bidirectional 8hwAltaRica does not
differentiate between transient and permanent faults. The id#afata model does not
permit syntactical circular definition; time-delays need i@ added to avoid loops.
Furthermore there is no guarantee that all scenarios thsé cme failure condition will be
found [31]. Lisagor [132] suggested some ways to circumvent sontee dinitations of

AltaRica modelling, such as logical loops and reconfiguration ramdh the failure logic

modelling (FLM) and analysis process. Adeline et al explored lidati@n process for

AltaRica models [18].

It is worth noting that these safety assessment models aseformal languages are
different from traditional fault trees in nature. Indeed, they reot top-down analysis, but
bottom-up analysis. Even though they have MCSs as the modelling otteutsodel-based
analysis should not substitute for traditional FTA in the sadsgessment process. Ortmeier
et al [163] suggests that it is beneficial to perform trawtl fault tree analysis
independently from formal safety analysis models. It would befidelo enable comparison
between traditional fault trees and model based safety angdgsiis in order to cross-check

our understanding of the system behaviours to some degree.
2.5 Safety Assessment Processes

No single technique is powerful enough to deal with the reprsemtand analysis
requirements for safety assessment of all kinds of systendéffatent development or
operational stages. Hence, safety assessment processes, nebigioriate safety activities
based on different safety analysis techniques, are usuallynmended and are widely
adopted in combination with other system engineering processes [d80]s section, a
typical safety assessment process is outlined and issues cogdimienactment of safety

assessment processes are briefly discussed.
2.5.1 SAE ARP 4754A Safety Process

In the domain of civil aviation, ARP 4754A [180] provides overalldgnce for the
development of civil aircraft and systems. It defines thetgahssessment process and
deliverables required along with the aircraft/system devedoprprocess and other integral
processes, taking into account the overall aircraft operatingoanvent and functions. Both
requirements validation and implementation verification aresséd for certification and

product assurance in ARP 4754A.
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As described in Section 1.4, a variety of safety assessno#imiti@s span the system
development process. Figure 4 shows the detailed interactions between sassiyassand
aviation system development activities and demonstratedyclear the outputs of safety

assessment are interrelated.
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Figure 4 ARP 4754A Safety Assessment Process Model (from [180])

The process starts with Aircraft-Level FHA. This stepsuséormation from CCA (Common
Cause Analysis), Aircraft Function Development, and System-Leé|; it also establishes
and supplies the derived safety requirements to Aircraft Functitmca®dion and System-
Level FHA. In a similar style, the PSSA (Preliminaryst&m Safety Assessment) and SSA
(System Safety Assessment) steps of the safety ass#sgroeess use information from
corresponding design and other analyses and derive more de¢gjlecements for a lower
level, and provide justification for the achievability of the requirements ajteehievel until
the complexity of system implementation can be managedllyFidsA (Aircraft Safety
Assessment) should integrate the analysis results of presadety activities to demonstrate
the overall aircraft/system safety in accordance with rbguirements derived during
Aircraft-Level FHA and PASA (Preliminary Aircraft Satf/ Assessment). ARP 4761 [181]
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presents detailed guidance on the corresponding safety assesrhaigues employed at

different stages of the ARP 4754A safety assessment process.
2.5.2 Other Safety Processes

There are some other standards and guidance that definety [mafeess or a safety
lifecycle, which specifies the necessary activities imedl in the specification, design,
installation, operation and maintenance of a safety-critisés. These include MIL-STD-
882E [65], IEC 61508 [5], IEC 61511 [6].

The safety processes defined in these standards vary indktinesr applicable domains and
other details. MIL-STD-882E is developed especially for UStamyl systems; IEC 61508 is
generic for various safety-instrumented systems in a broad sense; WE€&dA511 is more
specific and aimed at safety-instrumented systems in the prawesstry. However, the
central objectives of these safety processes are the-straddentification and control of
risk associated with undesired conditions at different lesetee system hierarchy during a
certain time span, which is similar to the foundation of the ARP 4754A satetgqs.

Although details of specific safety/hazard analysis methodsi@réhe primary concern of
these standards, the documentation of hazard analysis methodshengltes are commonly
stressed in the requirements associated with these safegggpeecHowever, the assessment
of the quality of the process outputs are not sufficiently addiesgeich may undermine

confidence in the actual achievement of these processes.

Safety assessment activities are, in nature, iterativengeractive [201]. The safety process
adopted or customised in the development and operation of a specific system shauatd take

account the existing best practice and the features of the specifim sysier study.

2.5.3 Process-Related Issues

Safety processes play an important role in system developmemesgifitation. With the
recommended processes, which are usually verified and sumenfrasegood practice, it is
easy and clear for duty-holders to organize and plan actiatidsresources in the system

development lifecycle.

A systematic and rigorous process (usually as recommendsthmyards and guidance) is
one of the aspects on which we base our confidence in achievenh safety because it
implies that we have the overall knowledge and capability sacg$o control safety issues

related to complex systems. Taking account of more lessongfiastice and incorporating
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the latest progress in system development, we can update anovemm@mcommended
processes periodically, and can thereby establish a better foundatcmnfidence in safety.
For example, from the safety assessment tasks depicted i) {636e ARP 4754 safety
assessment process [179] and the ARP 4754A safety assessmess pi86], the generic
safety assessment process adopted in the development @fvaibn systems is more and
more systematic and practical. However, safety processesoar and should not be, the

single source of our confidence in system safety.

There are potential issues that need to be considered for in-dadthpragmatic
understanding of these processes and for the effective impleimenétthese processes.
Two major issues are discussed below, concerning the impenfexf a purely process-
oriented safety culture. In fact, there has been lively criticsussion of the process-based
and product-based standard and practice [28, 66, 118, 144].

First of all, the rationale underlying recommended safety psesess best practice are often
implicit and exist only as hidden knowledge. Historically, the rea8mndoing something in
a certain way have been considered or been done implicitly. The undeggpsoning is not
typically documented in a systematic form and is not includeal pert of the certification
document. Without understanding the rationale underpinning interrelatiorstipeen the
safety activities, the contribution made by various safetyyaisatesults towards achieving
the system safety objectives is not sufficiently clear, aatgus scrutiny and synthesis of

the analysis results can be handicapped.

Secondly, the safety process/activities planned and the aciaetinent of a planned process
are different. The traditional recommended safety assessmeoespris derived from
industrial best practice and has been adopted and practicedofoy &me. It allows us to
tailor practices as required, and provides us with flexibilitgrothe choice of activities.
However, the recommended process or planned activities do not geathatquality of
results generated from the enactment of a specific process. The saetystém needs to be
justified with outputs from the ‘as-performed process’, not jushfthe promise of the ‘as-
intended process’. This has been identified as a serious cdmgcesmme researchers [94,
110].

In summary, processes are not in themselves perfect, and confidgheeeventual system
attributes of the delivered system cannot be derived from precedsee. The issues
discussed in this section must be considered and properly handled byedpatitars and

practitioners in order to provide assurance that the systeendeasigned, maintained and
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operated in a safe manner. Both safety processes and safdgpceviderived from those

processes should be emphasized in safety management practice.
2.6 Evaluation of Safety Assessment Models

Safety assessment models are indispensable tools for usntdyjdanalyze, control, and
evaluate system safety in many industries. Evaluation of safety mesgsnodels has been a
focus of concern for many years. However, some traditional safetlysis techniques (e.g.
FTA) have been criticized for incompleteness and inaccuracy [8(, B8Fides that, there
could be various errors in a safety analysis process [51], eeg-smmplification during
modelling, omission of relevant failure modes, or inadvertentpplgation of data values.
So the evaluation of safety assessment models, with regarbetonéthodology, the
modelling process and the modelling results, is very important ietter understanding of
the validity and reliability of safety assessment models and theomets.

During the evolution of safety assessment techniques, much emphadeen put on the
description and comparison of the strengths and weakness of mliffenedelling
methodologies in order to help practitioners to decide which modéiulilitheir needs best
[14, 35]. There is also some detailed comparison of specifioyssfeessment models, which
has tried to find the inherent transformation or the data latimes between safety
assessment models. Section 2.6.1 presents some results from isongpaf the power

relationships between different models.

Only a few papers are found on assessing the quality of a sefgliy assessment method or
the validity of the modelling results of a single safetyeassient model. Leveson [129]
states that we should treat safety analysis results yiopriate scepticism since very little
validation has been done on these analysis techniques. Section 2.6.2 toditiested
scope of the existing work in this area and highlights the diffesulinherent in the

assessment of safety assessment models.
2.6.1 Comparison of Safety Assessment Techniques

Rouvroye et. al [173] have compared several popular safety entdghniques from three
perspectives — the information needed for the analysis processtites gerformed during
the analysis process, and the results obtained from analgsesspes. They give the relation
of some quantitative analysis techniques that is ranked accaodihg modelling power of
these techniques and conclude that “the analysis complexity and efferfaom an analysis

increases as the modelling power increases” [173].

48



Malhotra et al have studied the modelling power of different tgpes®me commonly used
safety assessment models [139]. They concentrate on the mogeliiey needed by the
kind of dependencies within a system. Eight types of model amgpared with the
assumption that failure and repair time distributions of systemponents are distributed
exponentially. As Figure 5 (from [139]) shows, some model formsbeamansformed into
other forms, which means they are equally powerful, such as frolalaility block diagram
to a traditional fault tree or vice versa. But not all tleversion between models is
bidirectional; some systems could be represented by a more pbwerdelling approach,
whereas there is no equivalent representation by a less pbagproach. For example, not

every fault tree with repair events could be represented by a réyigjdph.

GSPN=>CTMC  SRN=> MRM GSPN- Generalized stochastic Petri net
‘\\ /7' CTMC- Continuous time Markov chain
FTRE SRN- Stochastic reward net
T MRM- Markov reward model
FTRE- Fault tree with repeated events

RG
/ \ RG- Reliability graph

RBD = FT RBD- Reliability block diagram

Power Hierarchy Among Dependability-Model FT- Fault tree
Types

Figure 5 Power Hierarchy among Some Safety Analysis Models (from [139])

From a different point of view, Wilson and McDermid examine the tigma output data
relations of a set of safety analyses and models [212]. Thegnpras underpinning data
model to support integration of those analyses and models. The eoagisand

completeness of analysis can be checked according to the data propagation.

Research on the comparison of various models gives us a betnstanding of the
capability of models and insights into how to make decisions on teetisel of appropriate
models. For large-scale complex systems, different safeggsiment models should be used
according to their power and the applicable situation and thewld be integrated to
generate safety assessment conclusions for the whole systetheBalue of such research
is limited to providing guidance for the application of the techniquagiser than assuring the

validity of the combinational usage of these models.
2.6.2 Existing Evaluation of Safety Assessment Models

In terms of modelling approaches, many safety assessment techniquesémadescussed in

Section 2.4, and their advantages and disadvantages identdéigideB that, there is a body
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of research questioning and validating different aspects ofysagsessment models (the
approach itself, the modelling process, or the modelling results),ithtbage articles are not

as numerous as the efforts on the improvement and application of safesyressganodels.

Some researchers question the methodology of FTA [80, 140, 177]. Marooe isf the
significant ones. Manion criticizes the fault tree analysethod from an ethical point of
view [140]. He questions the soundness of FTA epistemologically atftbdatogically in
both theory and practice. Some of his major criticism of thekmesses of FTA includes
[140]:

Incompleteness of system description and vagueness of traderaipl@s for setting

system analytical boundaries;

» Notable differences in fault trees generated for the sarmatisit which indicate that

there are no sound rules for branch construction;

* Foundation on engineering judgments which indicate the method is nohpde s

deductive reasoning process;

* Uncertain and inadequate data used to construct a faulirtdsemine the ‘correctness’

of the fault tree.

The limitations of FTA discussed in Section 2.4.1 are also evdluat®lanion’s paper. In
short, he emphasizes that the inadequate understanding of time apstés failure logic and
the unjustified assumptions in the FTA method make it far faonobjective and scientific
way of judging safety. Nevertheless, he has neglected to mention thas F6Amerely used
in helping ‘judge’ safety at the time of certification, butoalas a role in helping engineers
to communicate understanding of the system and its failure meatsand in helping them
to decide or select proper safety barriers in system desigording to the causal
relationships conveyed by the tree. Besides, he does not providdetiieermeans of safety
analysis, nor practical guidance or solutions to help safety siaaly change the current

situation of unsound analysis.

The analysis results should also be judged by analysts themaeldsy others on ethical
grounds [140]. It would be helpful if we could retrace and review pliesiand decisions
related to modelling when we evaluate our models. But unfortunagelysdfety models are

extensively evaluated on the basis of the principles and decisions on which thajtare
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There are a very limited number of published materials onahéation of results of safety
assessment modelling. Wong and Yeh notice that the model \ahdsiep is ‘never
mentioned’ or in fact ‘ignored’ in most safety assessmentigctiue to insufficient relevant
data and the purpose of predicting ‘rare’ events [213]. They proposecasprfor the
validation of the fault tree structure which depends on data biiylaBut the validation of
single-event or multi-event occurrences by comparing observatiatelwith the fault tree
model could be ineffective due to the possibility that the dathe consistent range simply
arose because of a coincidence rather than on the basis ofrhe structure of the fault

tree model.

Adline [18] identifies two major techniques used for verifying falsafety analysis models.
One is Step-by-Step Simulation; another is Model Checking. The simulation tectuaicdkse
on testing scenarios and human knowledge, which is widely used but nos&éxaThe
model-checking technique is in fact verifying defined propedfes model: in some sense,
checking the model’s conformity with the reality. However, thinden and formalization
of the properties to be checked can be difficult. Even if the piepdmbld in a model, it
means the model has desired features but not exactly thabtes i1 a valid representation
of the real system behaviour. He proposes a validation procesaféty analysis based on
dedicated formal models [18]. The process starts with a Spioficof Failure propagation
Model from informal documents, from which a series of test casesgenerated with
predefined criteria. After that, the outputs from the testscasening on the implementation
of AltaRica Failure Propagation Model (including the nodes, unitd,the overall model)
are examined through expert judgments. This process is helpfulms t& checking the
‘validity’ of formal safety analysis models. Nevertheledse method does not ensure the
completeness of the specification and test cases and is stilyhdependent on human

intervention and expert knowledge.

Suokas has carried out an evaluation of safety and risk analytsie chemical industry in

late 1980s. He proposes four main approaches in the evaluation [197]:

“complete parallel analysis of the same object;
» parallel analysis on some parts of the same object;

» comparison of the analysis with descriptions of accident(s)rdag in corresponding

systems and with personal experience;
« examination of the process behind the analysis”.
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The first two approaches evaluate the reliability and coeedd the analysis results for the
same object through: a) implementation of analysis by differeopl@eor teams and b)
comparison with results from other different methods. However, ictipea it is too
expensive to have many versions of analysis for one object. The pipirdaah could reveal
factors omitted or only occasionally identified from safety analysis. Bsitate for feedback
and it is inapplicable to systems that have little safety data generdterlaperational phase.
The fourth approach is indirect and was relatively new in the 13%8@shas been adopted
widely in the past decade. The examination of analysis pra;elsseever, is actually a
means of establishing confidence in the degree of truth carrittelanalysis results, rather
than a means of demonstrating the validity of the analysesgdsmve explained in Section
2.5.3).

As Shannon suggested, and we outlined in Section 2.3.2, there are marthatays can
perform model validation. However, except for those approachesrdlyaupon human
knowledge and in-modelling checks, e.g. ‘using common sense and logatiemking and
rechecking each step of the model building process’, other meaaBdaftion suggested are
almost inapplicable to the evaluation of safety assessment sndéet example, the
drawback of empirical tests or field tests is that the agproalies heavily upon an ability to
test or to simulate the real world for safety issues andpbabddy of measuring the real-
world data. Most of the time, we don’t have the opportunity to compaaels with data
from the real world. Given that a safety assessment medeften used in a predictive
fashion, dealing with hypothesized system behaviours that we ttiengystem ought or not
to exhibit, the value of the model is to provide us with thoughts abwltaaview of the
problem domain in the future tense, rather than in the past fEmsgoses great challenges
to the ‘validation’ of safety assessment models. In faetcan only pursue better confidence

in the quality of safety assessment models.
2.7 Safety and Assurance Cases

As “a reasoned attempt to justify a conclusion” [85], an arguiroan be used as a form of
inquiry and communication for persuasion. For the demonstration ansysafety with
safety assessment models, it is beneficial to incorporate argtbased approaches to
bolster our claims on system safety. Similarly, for the dematist of our understanding of
various safety assessment models, argumentation is also helgftdvide support to our
claims of model adequacy. This section firstly introduces gemegaimentation concepts
that underpin the development and evaluation of safety casesaTregrew is provided on

the development of the safety case domain and of recentaieseark that reflects interest
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in the confidence issue in system assurance and the trend died structure of arguments

and evidence in assurance cases.
2.7.1 Argumentation

“An argument is a set of claims that a person puts forward attempt to show that some
further claim is rationally acceptable” [85]. The most basic maments in arguments are
claims (expressed as propositions). The claims associatiecevidence or reasons are the
premisesof an argument; and the claims on the view being defendéd é®nclusionof an
argument [85]. The claims are interconnected and the conclusiafeised if all relevant
premises are satisfied. Toulmin identifies six elementsarsttucture of arguments — claims,
data or grounds, warrants, backing, qualifiers, and rebuttals [198]. Hisprarides a good
foundation for the analysis and construction of various kinds of argumegésdless of the

domain in which they are applied.

An argument is a form of communication used for persuasion by @tilignce or reasons
to backup our claims. Trudy states that an argument is “to solv&oversy in a natural,
non-violent way” [85]. Fox argues that argumentation has fareregpresentational power
than traditional mathematical formalism based on probabiligtioer quantitative concepts,

and it is more versatile and robust under conditions of lack of knowledge [82].

The process of putting forward an argument, including the wholatgaif “making claims,
challenging them, backing them up by producing reasons, criticisisg tieasons, rebutting

those criticisms” [199], is argumentation.

General criteria of a good argument are identified in tHeGAconditions presented in [85].
These general criteria also demonstrate that the qualihedfacking provided for a claim is
crucial for a compelling argument. ‘A’ means acceptable -d#ta or evidence used in the
argument must be accepted as a viable starting basis &mgament; ‘R’ means relevance —
the data or evidence must be genuinely relevant to the comglaldim; ‘G’ means grounds
— the data must provide sufficient grounds for the conclusion. Thésastonditions deal
with the proper connection from the data to the conclusion. Besideledital aspects
covered by the general criteria, arguments can also be edlaatording to another two
criteria, dialectical and rhetorical criteria, for thigeetiveness of their rational persuasion
[55]. The dialectical criterion helps to investigate whetherdbiections and questions on
arguments have been answered satisfactorily. The rhetorialacr may take into account
aesthetic consideration in the evaluation, which “examines ammarg's effects on the

audience” [55].
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Graphical representation of argument and evidence was editiay Toulmin [198] and
Wigimore [208]. Toulmin’s schematic concentrates on the layounhairgument, whereas
Wigimore’s chart focuses on the variety of evidence and therrétated evidential
relationships. The visualised representation of arguments hadd gaopelarity in recent
decades [123, 203] with tool support in different disciplines, such as &dygattilosophy,

and artificial intelligence. Graphical notations for the predmmaof structured safety
arguments are useful for facilitating safety case developraedt reviews, due to the

structure and clarity offered by the graphical views.
2.7.2 Safety Case Overview

The concept of presenting safety-related information and argunrerdasformal report
initially came from the nuclear industry, but the notion of ‘safetges’ originated in major
industrial accident control regulations introduced in the pro@gersin the UK in 1984 [4].
Lord Cullen, in his report on the Piper Alpha accident [58] in 199€menended the
introduction of a safety case regime as part of the reguolai oil and gas facilities and
operation. The philosophy of a safety case is to construct g skeactured, compelling

argument to demonstrate the safety of a system in a particular operetinteadt.
The definition of a Safety Case from UK Defence Standard 00-56 [149] is:

“A structured argument, supported by a body of evidence that provides a
compelling, comprehensible and valid case that a system is safe feera gi

application in a giveroperatingenvironment”.

The core of a ‘safety case’ is the safety argument. Aysafgument communicates how the
overall objectives and claims of the safety case can benshiovbe supported by the
available evidence (such as the safety analysis resAltspfety argument is generally
composed of a hierarchy of safety claims and evidence, togettiethsi inferential steps
that are believed to connect the claims to the evidence. Theieggesentation of a safety
argument is intended to encourage rigorous thinking and questioning islpotentially of
great value when demonstrating the outputs of novel products and novel methods [56, 154].

Safety case development, review and acceptance has been adaoptegraaticed
systematically in a wide number of industries, especiallyurofe, for more than twenty
years. Industries adopting the safety case method includeayailair traffic control,
maritime, and defence. The mandatory requirements for safe@g en some industries (e.g.
DS 00-56, EUROCONTROL'’s Safety Assessment Methodology) showthteamportance
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of the role of safety arguments is acknowledged. The recerdsesleof international
standards such as the ISO/IEC15026 (Part 1 and Part 2) [8, 9], 1ISO26268d74d FDA
guidance [74] also indicate increasing adoption and intereghd@napplication of an
argument-based approach for system assurance. The central ahersing arguments for
justification of the achievement of system attributes has leem transferred and expanded
beyond the area of safety engineering. There are security, cesdegility cases,
dependability cases, trust cases, survivability cases, andaassucases. Some aviation-
related systems have adopted this approach for systenty safgurance, for example,
integrated modular avionics [109], air traffic control [48, 75] amdraft operational hazard
control [71].

In addition, there are three recent standardisation efforteebbject Management Group
(OMG) System Assurance Task Force [159], which aim to enforce kdgelexchange and
integration of assurance cases. They are: the standardised AtgtioreMetamodel (ARM)
[156]; the Software Assurance Evidence Metamodel (SAEM) [158§ Structured
Assurance Case Metamodel (SACM) [159].

2.7.3 Structured Argument

To be ‘clear’ and ‘comprehensible’ is the fundamental requirememtsafety case. The way
in which an argument is represented and organized will largely detetimeidfectiveness of
communication between safety case providers and safetyesaseers. Despite the variety
of approaches for argument representation, visualized argumerdascaramon method of

presentation.

Currently the most commonly used graphical notations for safgtynents are the Goal
Structuring Notation (GSN) [89, 117] and the Claims, Arguments and isadaotation
(CAE) [17]. For a comprehensive description of all GSN symbolsreader is referred to
the GSN Community Standard [89]. The construction and managefneafety cases is also
supported by commercial software tools, such as CertWareySagse Workbench by
NASA [29], ASCE [16] by Adelard and GSN Modeler [24] by Atego. Aramaple safety
argument represented in GSN from [113] is shown in Figure 6. lexidm@ple, the top-level
safety goal is Control System Logic contribution to system level hazards igisoffy
managed The top safety goal is supported by lower-level sub-goalsdaitrthrough two
argument strategies. At the lowest level, the sub-goals matelde further decomposed and
can be clearly supported by reference to items of safetigles®, such as a system analysis

model or the results of system testing.
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Figure 6 An Example Argument Presented in GSN (adapted from [113])
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Due to the complexity of the safety arguments required for maatt systems, the
organization of separate pieces of safety arguments is inndefmaa better overview of the
whole argument and a manageable argument construction process. Tlept coha
compositional safety case is proposed by Kelly in [119]. Safe$¢ enodules, safety case
architecture, safety case contracts are introduced to decorappstentially complicated
safety case into small blocks, but at the same time to &esghesive character for each

block and to maintain clear and informative interfaces with other blocks as fmssible.

ARM [156], the argumentation meta-model, is intended to faiglithe communication of
structured arguments between projects and the exchange of argofoenation between
different tools. It provides the common structure and argumentatioocepb framework
underlying several existing notations for assurance cases. Theegvef ARM is shown in
Figure 7.

There is an atomic component of argument representdtbdglElementTwo key subtypes
of ModelElementare ArgumentElemeniand ArgumentLink An ArgumentLink connects
ArgumentElemenbr other sub-types oModelElement A branch of argument can be
packaged up as an ‘Argument’ and used BdelElementn another argumen€laims are
the essential elements in an argument; they are the assesiith a True/False value stating
our position or desired achievememsgumentLinkscan be characterised as different sub-
types according to the types ModelElementdeing connected. For exampleCkim can

be linked with anothe€laim via a link of Assertedinferencean InformationElementan be

linked with aClaim via a link ofAssertedEvidence
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Figure 7 Argumentation Meta-Model (From [156])
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2.7.4 Safety Evidence

A body of evidence is the grounds for the acceptance of & saifptment as compelling. DS
00-56 explicitly and particularly stresses the importance efyavidence with meaningful
and instructive requirements on evidence, which are broadly suitatlilee safety assurance
of various systems. In DS 00-56 Part 1 [149], the requirementsegorovision of evidence

include:

“9.5 The Safety Case shall contain a structured argument demonstrating that
the evidence contained therein is sufficient to show that thensys safe. The
argument shall be commensurate with the potential risk posed bydteensy

the complexity of the system and the unfamiliarity of tmeuwistances
involved”. [149]

“11.3.1 The quantity and quality of the evidence shall be commensurate wit
the potential risk posed by the system, the complexity of ttearsgsd the

unfamiliarity of the circumstances involved149]

“11.3.2 The Contractor shall provide diverse evidence that safety
requirements have been met, such that the overall safety argumeat is
compromised by errors or uncertainties in individual pieces of
evidence’[149]

In addition, counter-evidence and the rigour of the scrutiny of eea&and the evidence

generation process are also further addressed in DS 00-56 Part 2 [148].

“0.5.6 Evidence that is discovered with the potential to undernane
previously accepted argument is referred tacasnter-evidenceThe process

of searching for potential counter-evidence as well as the praxeste
recording, analysing and acting upon counter-evidence are an important part

of a robust Safety Management System and should be documented in the Safety
Case”[148]

“17.4.3 The counter-evidence should be documented, analysed and referenced
by relevant safety claimg148]

Similarly, safety experts [92] and regulators [73] are alscceared about the desired
features of evidence, but there is no commonly accepted criver&viflence yet in reality.

Hamilton [92] identifies two types of evidence properties: objegbroperties and subjective
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properties. The first type, such as existence, completenessgtoess can, according to the
author, be objectively audited. The second type, such as relewarfiteiency, contextual
validity in context, is judgment-dependent and should be evaluated ootitext of a safety
argument. However, most of the objective properties suggestatbicae ‘objectively’
evaluated and the suitability and means of evaluation of these properties aidedépa the
nature of the evidence presented. Some researchers recommendhgnanéely evidence
with qualitative requirements on the types of evidence requiref38jsessing the strength
of evidence [48, 77] that we need of the evidence submitted foriragssine correct
implementation of system safety requirements. Two typical exearge AELs (Assurance
Evidence Levels) [48] and SEALs (Safety Evidence Assuramrselt) [77]. The levels in
[48, 77] are a qualitative tag that defines the breadth aadgth of evidence, or even the
specific types of analysis or forms of artefacts requirechu@ng evidence with such
requirements is informative for planning safety activities mswurces. But users still need
to interpret and select an appropriate evidence assuranceateeetling to the features of
their products or service to be assured.

Another theme in the literature focuses on clarifying the lef/@lssurance that the evidence
can provide through evidence justification. In [96], a structured sddteridence selection
and justification process is proposed for evaluating softwargeeee in the context of
arguments. ESALs (Evidence Safety Assurance Levels) aresteggn [170] as a means of
setting requirements for the level of rigour of the justification of the soundnesglehce in

the context of safety arguments.

Some existing research work [164, 216] concerns the extraction of wémsquired
evidence and their relations with system design and recommenasesses from standards
in order to help practitioners to plan their safety activitied deliverables for certification,
such as the evidence meta-models specifically based on IEC61508T[héy are primarily
process-oriented and constrained by the forms of evidence requiresstommended by
specific standards and guidance. The role and nature of safety@vidberefore, is not

explored and elicited in these models.

The software assurance evidence meta-model (SAEM) [158] byOM&, is used to
describe the common vocabulary, features and attributes of egidesed in an assurance
case. Figure 8 illustrates the core logical parts of asseiravidence. The logical parts of
evidence, as presented in SAEM, spread fixhibits Fact Mode] Properties Evidence

Evaluation andAdministration
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Evidence Evaluation
EvaluationContext Properties Administration
EvidenceResolutions EvidenceObservations
EvidenceAttributes Evidencelnterpretation
DocumentAttributes EvidenceRelations Provenance Project
Timing Activity
Request
Exhibits Fact Model Custody
) Originators

FormalAssertions Descriptions Methods

Exhibit FormalObjects
EvidencElements

Figure 8 Key Parts of Software Assurance Evidence Meta-Model (from [158])

SAEM separates the meaning of evidence from the presentatihibition of evidence. It
also integrates the evidence lifecycle data, the qualigviolence and the argumentation role
of evidence into the meta-model. However, SAEM is complex, duéstmativation of
supporting automation in the generation, exchange and managemesiirainas evidence.
There is no clear interface between SAEM and ARM. Some ovanapjata elements in
ARM and SAEM should be rearranged to smooth the integration of eeidertargument
within a coherent assurance case (or safety case). Foplexamthe fact model of SAEM,
there is an assertion class which presents an argument’s cditerdefinitions oAssertion

in the two meta-models are not the same, which might caudgasion in the establishment
of assurance and/or in information exchange. The reconciliation aarpretation of

interface elements between SAEM and ARM is an interesting and challeaging

DomainAssertion

Element Igstmt : String

RoleBinding | +role _ :‘S;Tf“""
— } : w2url : String DomainClaim
e Stiing 0.+ ’1 ‘Ofacttype : String

0.~

+subject

0.1

DomainObject

[Pname : String

Figure 9 Formal Assertion Class in SAEM (from [158])
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For example, in Figure 9DomainAssertionhas a propertystmt which documents the
statement of facts in natural languagessertionin SAEM is a formally-represented
relationship between domain objects through a reference to extecwularies; whereas,
in ARM, propositions in structured arguments are abstract€laas, which can be either

formally or informally stated.
2.7.5 Confidence Associated with Safety Cases

Besides the importance of evidence, issues connected with uniyenmasafety arguments
have also been addressed by some recent studies. Weaver exdmaitkey sources of
uncertainty which potentially affect the acceptance of safasges [205]. Cyra and Gorski
introduce a way of evaluating the strength of arguments as a\wimdb9] by adopting
Dempster-Shafer’s evidence theory to deal with the unogrtariginated from the lack of
system knowledge. However, the requirement on independence betwdencevfor D-S
theory will bottleneck the use of Cyra and Gorski's method. Furthermior assign
guantified data to argument elements is not a trivial task for complesnsyst

The use of multiple diverse arguments has been proposed diguecto limit and control
uncertainty about claims in arguments. Bloomfield et al [40§lys how diverse argument
‘legs’ work and how they benefit the degree of confidence wehear in safety claims.
Littlewood et al in [134] evaluate increased confidence in safatyns based on a Bayesian
belief network that reveals subtleties in interactions in aggisnthat might not be readily
obvious. Similarly, Denney et al [63] identify and quantify the utacety in a safety

argument and employ Bayesian networks to reason probabilistically about coafidenc

In recent work [97], Hawkins et al propose the ‘Assured SafetyirAemt’ approach for
explicit differentiation of the primary safety argunteand the confidence argument about
the primary safety argument. The confidence argument paltasaddressed asiéta-case
[39] or ‘meta-argument[22, 204] linked with the main safety argument. The two types of

arguments in an Assured Safety Argument are depicted as [97]:

* “A safety argument that documents the arguments and evidenteousstablish direct

claims of system safety”.

* “A confidence argument that justifies the sufficiency of confoe in this safety

argument”.

3 We use ‘primary safety argument’ to refer to the ‘safety argument’ depicted in [97] to avoid the confusion with the
traditional use of ‘safety argument’ that covers both the primary safety part and the confidence part.
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In this way, the core safety arguments related directly datmain safety objectives are
separated from the argument and information that are adoptestdbtighing confidence in
the core safety argumemtssurance Claim PointACPs), which can be represented using
graphical identifiers in GSN diagrams, are introduced foretltiéferent types of asserted
links in the primary safety argument to address aspects ofaskeciated confidence

argument. An example of the use of ACPs is presented in Figure 10.

G1

System is acceptably
safe to operate

S1

Con1

Argument over all
hazards

Hazard list

G2 G3

Hazard 1 mitigated Hazard 2 mitigated

ACP3

Sn1

Evidence
about H1

Figure 10 An Example Use of ACPs (from [97])

The confidence argument presented in [97] provides a way of isktagl confidence
qualitatively. The scope of ACPs to be considered should be careétdlymined according
to the level of risk associated, especially for largeessafety arguments where it would be

impractical to consideall ACPs.

Goodenough et al [83] introduce a framework of confidence with thres tfpgefeater in
argumentation — rebutting defeaters, undercutting defeaters, and imdgrdefeaters. They
state that a confidence argument should be constructed on theobad#deaters and
confidence in a claim can be quantified with a Baconian Prohabahich is an ordinal
number that depicts the relationship between the number of defagtnst a claim and the
number of eliminated defeaters identified. However, the vadfiddaconian Probability of
different claims are not comparable and the approach assdemsied defeaters as a

sufficient boundary of the confidence issues associated with a claim.
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2.7.6 Models and Safety Cases

Safety assessment models play a central role in the cormtruaftia safety case [45].
Although we agree that information on models is useful for congtguetisafety case, it is
said that “there is little guidance available as to how torparate information from fault

models into the safety case” [138]. Alexander et al point outdiff@erent types of models
can provide different types of evidence at different effentgs levels [21]. But they do not
analyze how a specific model supports particular kinds of salfsity.cLutz and Patterson-
Hine formulate three questions to investigate how evidence tamhisupported fault

modelling and analysis activities can be used to construct safety cases [138

1. “How readily can the fault models be used as evidence for a safety case”?

2. "How can we use or adjust the modelling process to ease the comstruct
of safety-case arguments”?

3. “How well do steps to support construction of the safety cage aith the

developer’s interests”?

Their exploration in this area is based on an Advanced Diagnosti€@gnostics Testbed
(ADAPT) under development at NASA Ames. The ADAPT is ndetyacritical, but the
investigations have shown that some evidence in a safetycaaske provided by system
fault models. From their experience, the ADAPT fault mockat provide the following

information as evidence for a safety case [138]:

* “Evidence from the contingency analysis (e.g. the hazard identification)”
» “Evidence from review of the fault model”

* “Evidence from tool-supported static analysis of the fault model”

» “Evidence from running the model”.

They not only adopt the fault model as evidence, but have justitedlsth of the fault model
through extensive review by domain experts, by comparison of simutdtgmenarios in the
model with actual system outputs, and by extensive exercising aidtel. However, they
treat the justification of the fault model as evidence instae way as the modelling results
are used, but do not distinguish it as the backing of evidencené#cisssary to treat the

backing arguments separately according to Toulmin’s structure.
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Both system models and safety assessment models typicallyechadgevolve during the
system development and implementation cycles. As well asughating of models, the
primary and backing arguments over these models need to be upaatéithere are no
studies on how to support the construction and management of @@fetyents over several

generations of safety models.

On the whole, the importance of safety arguments concerning models has beeneddogniz
practitioners [45] and required by regulators [149], but only limite@aresh has been
undertaken on the interrelationship between models and safety arguiMerntsresearch
efforts should be established in this area, since the qualihesétmodels is crucial for the
quality and success of the whole safety case. We need to argaddty with safety-related
models as items of evidence, and to have a reasoned explapfatidty a model can be
considered ‘fit for purpose’.

2.8 Summary

This chapter presents a review of the existing literatatated to model validity, safety
assessment and justification. It is clear from the reviewthigavalidity of safety assessment
models is important; however, it is also clear that thiglitglis difficult to examine and to
justify. There is also a lack of established practice and gueddanchow to assess safety
assessment models as evidence in safety cases, except foainfeview by human experts

on the basis of their domain knowledge and experience.

In reality, incomplete, flawed, unjustified or incompatible evidentay potentially lead us
to a false conclusion as to the level of system safetyewaettj which would be extremely
dangerous for decision-making and for safety management. Therefpeejadly in the light
of the challenges posed by the number, scale, variety and caypgiesafety assessment
models in modern system development, we are obliged to explastipbproblems and
solutions regarding confidence establishment in using safetysasset models as evidence
in safety cases. In the following chapters, we begin to develbueuwsed view of safety
assessment evidence in Chapter 3 and Chapter 4; then weolmausdel inconsistency
analysis as a rigorous approach for the evaluation of safetgsasent models in Chapter 5;
and finally we integrate the use and justification of safe$gessment evidence more

systematically within structured safety case development prodesSespter 6.
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3 Safety Assessment Meta-Modelling

3.1 Introduction

In the safety domain, there are many types of safety assassmodelling techniques which
vary from each other in terms of complexity, power, inputs, and asgunspin addition, the
safety assessment process within a product lifecycle enssegaiscellaneous interrelated
safety assessment activities with multiple forms of ellody outputs. In order to evaluate
these safety assessment modelling outputs comprehensively athoptothem appropriately
as evidence in safety cases, we must have a clear and congprehenderstanding of both
the information elements contained in the safety assessnoel@isrand the domain factors

involved in the safety assessment modelling processes used to produce them.

However, existing guidance materials on safety assessmentyuplade considerable
emphasis on safety assessment techniques and prescribed sgéétyn processes for
implementation purposes. They are generally not concerned, hovweigrptuce a specific
view of safety assessment modelling processes from tispgmtive of factors that may
influence the content and validity of safety assessment mddelgover, existing models
and meta-models for safety assessment are so diversens ¢f the modelling purposes and
modelling constructs they employ that it is difficult to underdtthe relationships between
model instances. Additionally, existing meta-models detailingddta elements in safety
assessment models have not taken in to account all the daentdeneeded for evaluating
the quality of these models. Some important but implicit aspgatsodels have been left
out, such as the scope of a model or the assumptions made during mgodéfith
insufficient understanding of the data and the process of safdgsasent modelling, it is
difficult to have confidence in the safety assessment moddlsatbaused as evidence in

safety cases.

Safety assessment models are a type of common source dafatpfevidence adopted in
safety cases. In this thesis, the structured view ofysagsessment evidence is divided into
two parts: the view of safety assessment models (explorddsichapter) and the view of
safety evidence (explored in Chapter 4). This chapter exielrébe shortcomings of current
guidance and models for safety assessment by defining a domain amodel core data
meta-model for safety assessment modelling. We first saalifferent factors involved in

the overall safety assessment modelling domain and the iatemships between these
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factors. After that, a safety assessment core data nutat(CoreDMM), which contains
core information in major qualitative safety assessmenfaatte is presented in order to
support the systematic justification of models in terms af thetability of being addressed

as items of evidence in safety cases.

In terms of the approach for illustration of the concepts and therelhips related to safety
assessment, the technique of meta-modelling from the softeragmeering domain is
adopted here, because it is well suited to expressing and organigngde and information
structures at different abstraction levels, from the concepwabponents of a method to

concrete safety assessment data.
3.2 Meta-Modelling

A model is “a representation of something else, designed forcifisgmurpose” [47]. The
prefix ‘meta’ means something abstract or of a higher kind. Aasmetdel is thus “an
explicit model of the constructs and rules needed to build specificlsnodkin a domain of
interest” [167]. Meta-models tackle the problem of complexitthwaibstraction at the level

of a problem domain rather than abstraction at the level of computing solution space

A model or a meta-model is not absolute. A meta-model isodemitself and can be
represented by another meta-model, which might be called rastameta-model. The
traditional meta-modelling infrastructure defined by the Odt@sists of multi-level models
with a four-layer structure [25], M3 Meta-Object Facility (M M2 UML concepts, M1

User concepts, MO User data. The left-hand side of Figlrdepicts the four layers of the

OMG meta-modelling infrastructure.

m3 /,~// //// Meta-Dhject Facility Safety
- Modelling
instance_of Safety
/ — — Safety Construct Case
M2 = — UML concepts Domain Artefact Notation
= — ) Concept Data
instance_of Structure
e - ////
Mmoo jf/,// User concepts
instance_of Safety Safety
o Assessment Case
Mo = — User data Model (Instance)

Figure 11 OMG Meta-Modelling Infrastructure ( from [25]) and Safety Meta-Models
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However, the OMG layered-model presents models primarilpsiances of another model
(a meta-model), from the perspective of language abstra&ioneta-model can also be

viewed from another two perspectives [167]:

» as a set of building blocks and rules used to build models and

* as a model of a domain of interest.

It is clear that the safety models and meta-models (@epictFigure 11) are not presented at
the same abstraction levels if we view them from thesepevspectives. Atkins and Kuhne
[25] identify the need for two separate and orthogonal dimensions efmmatelling: the
linguistic instantiation and the ontological instantiation. Frém ontological perspective,
safety assessment meta-modelling addresses concepts and ngodefistructs at varied
abstraction levels. Considering the linguistic dimension, wg adtress two levels in the
OMG meta-modelling structure in our domain-specific use of this techniqystems safety.
The M1 level is used for organising elements of safety moddlinguages, concepts and
the relations between these elements. As illustrated in Figursafety domain concepts
(e.g. hazard, accident), safety modelling constructs (e.g. failade in FMEA, basic event
in FTA) that are associated with safety analysis technicgadsty artefact data structures
(e.g. the data column in an FMEA worksheet), safety casdorngde.g. Goal or Context in
GSN) are deemed as models at the M1 level. These M1 ewdéls, in our application
scenario, are all described in UML that is at the M2 Ielieé MO level is used for hosting
objects/instances of those M1 models. As shown in Figure 11, models at the MO level may be
concrete safety analysis results that represent the $afttyes (e.g. failure behaviour) of a
concrete system from a certain viewpoint or a safety t@séhat concrete system. The

models at the M1 level serve as the meta-model of the models at the MO leve

As a higher-level abstraction of models, meta-modelling is addptesafety assessment,

model assessment, and safety cases (even they are presented at th& kg M order:

» to provide a structured description and definition of the core conaeissiem safety

and the modelling constructs that exist in safety analysis techniques

* to serve as a bridge that provides assistance in the comprehension andscongpaiata

in safety assessment instances

» to structure properties of safety evidence and its interface with angaioe.

68



In recent years, meta-modelling has been gaining increased piypuldhe field of system
safety. A number of existing safety-related meta-models @¢d/abstraction levels have
been developed, and there has been general progress in rigorwasresagngineering
techniques and the increasing integration of safety and systamellng activities. The
central concepts in these meta-models include safety [46, 79, 90, 14]1,212p
dependability [64], reliability [122], and risk [186], depending on the purpodethe scope
of the meta-models. The existing safety meta-models thdiawe identified generally have

one or more of the following primary roles:

 as a model of the domain concepts and their relationships, sudie &SEt safety

information model [79].

« as a model describing the modelling constructs of safety amadehniques, e.g. those
presented by Briones and Miguel [46, 145], those presented by Mason [141{eA la
group of safety meta-models are of this type, due to the divesSisafety analysis

methods and the varied implementation of these techniques by domain users.

* as a model of safety process which is composed of various @nalydi assessment
activities, e.g. Habli’'s meta-model [90]. Only a few modeiger this aspect since there
are many workflow meta-models and business process meta-mioalets¢ capable of

describing the safety analysis process.

* as a model of the output of safety analysis, e.g. the one predsnWilson et al [212].
Few models are designed specifically from this perspectivs.agproach is quite useful
for the bridging of domain concerns and analysis data types cobgrepgecific safety

analysis techniques.

However, the role of safety assessment models as evidersagety cases is not considered
in these existing meta-models. To ease the communication ohtlegstanding of models in
the assessment of models and their integration with safgymants, the two structured
models presented in this chapter address two distinct aspeatsntkeetual factors in safety
assessment modelling for evaluating models and the data é¢emssociated with the

evidential role of models in safety cases.
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3.3 Safety Assessment Modelling

3.3.1 Domain Context of Safety Assessment Modelling

To have a better understanding of what has happened during the dmrstpuocess of
safety assessment models, a collection of ‘elements’onicépts’ need to be identified and
the relationships between these concepts described and analyzieinatn modé! that
depicts the major concepts and their interrelationships in systdety modelling is
presented in Figure 12. It describes the factors involved in aswtiated with common
safety assessment modelling activities. It serves asctimext of safety assessment
modelling activities. As we have explained in Section 3.2,dbimain model is a model at
the M1 level that can be viewed (and addressed) as a meta-modwdels at the MO level.
This meta-model is developed on the basis of the models/metdsnpodposed in [30, 79].
The key elements identified by this model are the safeigysasment model and its modelling
context - the target system, the safety concern, the modeletigpah the modelling tool, the

modeller and the safety modelling process.

Problem Implementation Technology Outcome
studied b i
;’artget v Modeller ssists
ystem Modelling
. p o uses Method shapes
identified|by assists
supports
raises observes
uses Modelling
Safety Tool shapes
Concern
implements
Safety Modelling generates Assseasfsezent
Process Model
expresses \
expresses

Figure 12 A Domain Model of Safety Assessment Modelling

In Figure 12, the overall safety assessment modelling domairidediinto four sectors —
the problem sector, the technology sector, the implementattor se1d the outcome sector.
The problem sector and the technology sector supply information, kageyland support to

the implementation sector, through which modellers carry outmbeéelling process and

* The term ‘domain model’ in this chapter means ‘a model of the domain of modelling’. It is more abstract than the
same term used in model-driven engineering and in software engineering, where a ‘domain model’ usually refers to
the representation of concepts and relationships associated with the problems, knowledge and/or requirements of a
system, service or business.
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generate safety assessment models as modelling outputs. &xesgment models, in the
outcome sector, represent the safety concerns regarding thé@csfm@get system. The
modeller, in the implementation sector, plays an essential ane acle in safety modelling,

by communicating and synthesizing messages from various sources andiabstaeis.
The elements in the domain model are described in the following subsections.
Target System

The target system is the system to be modelled. The sykt@mve are interested in can
evolve from an intended system with an oral description, to &resb system with
engineering drawings, or to a real system in operation. The intesydezin defined at the
very early stage of a system life cycle always hascfion’ as its primary attribute and has
‘safety’ as a secondary attribute, if safety attribbiage indeed taken shape at that time. We
cannot start the system safety modelling before we haleastta conceptual model of the
system (to represent how the intended system will work). @fetysmodelling of a real
system in operation largely involves modelling on the basis ofreditsenal operation data
or accident data. The focus of this study lies in the taggtem to be modelled at the system
development stage, which we named as a ‘designed system’. However, we mustioei€ons
of the distinction between the intended system, the designednsgattthe real system we
finally have. They are three different systems, concerning eatich we have some but
incomplete knowledge. Differences exist between each groupingyofwan of the three
possible target systems. But in safety analysis practicelelers sometimes mix them

unintentionally.
Safety Concern

Safety is a property of the target system being modellexhdBy speaking, safety concerns
are factors or situations that we do not want to arise. Thisteeke or occurrence can lead
to a negative impact on system functions or missions or evenuteeBignd loss of human
life. Some safety concerns are expressed as concretdirigitiemzardous factors related to
the target system or its operational context, such as compondntesa or
unintended/unsuitable discharge of poisonous materials; whereas $mneadéty concerns
are expressed as overall unsafe situations involving the taygegm, such as mission
failures or loss of properties. During safety analysis, we neatbtompose higher level
safety concerns into more concrete and specific ones orde tnem to their causes or
effects in order to set control measures. In safety assesswee are extending the safety

analysis to check the achieved level of safety of the enviditarget system. The collection
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of safety assessment model instances that are output fraty sssessment processes
systematically addresses various levels of safety conoglatgg to the target-level system

from different perspectives.
Modelling Method

As we have seen in Chapter 2, there is a variety of safetielling approaches that can be
adopted at system development stages, depending on the purpose éétthassg@ssment
and the nature of the system to be modelled. Each modelling apprcaith tvan particular
limitations and strengths. Modellers need to have sufficient knowlefdgenethod prior to a
specific modelling activity. The nature of the methods adoptedsidlpe the content of the
safety assessment results. Various modelling approachegdiatienships between them.
Some approaches have overlapping modelling intents. For example; batand Markov
analysis can be used for predicting the probability of a syftiune. Some approaches have
shared modelling constructs, e.g. a failure mode in FMEA mayaa@sea basic event in
FTA. Most of these modelling methods - qualitative or quantéat are supported by
software tools in terms of data management, computational analysiegnity checks.

Modelling Tool

Tools are usually software products which can support the modeltoaess in terms of
graphical representation, computational processing, documentationtandtdaval. With a
tool, large scale models can be more easily and efficiemlyipulated. However, different
safety tool environments can vary a lot in implementation detaiata format and
accessibility, even if they are serving the same modeiéngnique. The safety assessment
models, if generated with a tool support, cannot normally be direethypulated in another
tool. The capability and limitation of a tool should be considered ddhiegvaluation of
safety assessment results. Different tools could have diffetatst formats of safety

assessment models based on the same modelling technique.
Safety Modelling Process

The process of safety modelling is characterized by modetieadual description of their
increasing understanding of the target system in the languagepecific safety assessment
modelling approach. During this process, the modellers need toanmakaber of decisions
and/or assumptions concerning the problem being modelled, in order toasotise scope
of the safety assessment model and to make the representatioem safety modelling
feasible and manageable.
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Modeller

The people who construct safety models play an essentiairrdlge process of safety
modelling. Their understanding of the target system and their d«pmaiedge of the safety
modelling approaches will fundamentally influence the quality cftgahodels. Although it
is impossible to have total knowledge of a human-made syistetasign or in operation,
modellers strive to have adequate understanding of the identifiedvisioned parts of a
target system as far as possible. They also try to akeithtlusion of any accidental errors

in the model.
Safety Assessment Model

As the outcome of the safety modelling effort, a safety modetadee various forms such as
text, diagrams, tabular format, or equations. Some safety model®hly descriptive power
in themselves, which means that these safety models represacily and only the
information that has been input in safety modelling, e.g. an FMEA wakshéhereas some
other safety models have some predictive power in that furéiselits can be given after
processing of the original input data in the modelling, e.g. thergéon of minimal cut sets

or the probability of the top level event in a fault tree.

A general safety modelling process will run across all Esments in Figure 12. The specific
steps in a safety modelling process will vary according tovér®us procedures of the
different safety modelling methods adopted. For a target system withisgad#ty concerns
or safety requirements, we should start the safety modelling task withrantént and scope
(in terms of its purpose with the safety case and its desgetlibution to knowledge). The
intent of safety modelling originates from our concerns abatsfety characteristics or
behaviours of the system to be modelled. We are expecting terdeep understanding of
the target system through the planned safety modelling actionstypazal purposes of the
construction of safety assessment models are: a) for docuroerdatil organization of our
understanding of the safety of target systems; b) to gersafety requirements; c) to verify
safety requirements; d) for design evaluation and selection. thié¢r modellers with the
knowledge of the system to be modelled will adopt a certainysadetelling approach for
the construction of their models, during which both explicit and intpéissumptions,
abstractions and simplifications are made in order to makerttbhlems in safety modelling
tractable for the modelling intent. A system safety asseat model will be generated
through this process. The safety assessment model and asso@ated(tiee model itself

and sometimes further results defined and generated by input-datasprgcand model
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implementation) will provide information to illustrate that sefety concerns are controlled

or mitigated or that the safety requirements are satisfied.
3.3.2 Contributing Factors to ‘Wrong’ Models

Figure 12 describes the overall context of the safety assessdomain. There are four
interim blocks in Figure 12 betweenSafety Assessment Modeld theTarget Systerand
Safety Concermepresented by thBafety Assessment Modeémely,Modeller, Modelling
Method Modelling Too] andSafety Modelling Proces3he validity of aSafety Assessment
Modelis influenced by these four blocks. Typical factors associatititiae four blocks that

may contribute to the errors made in models are grouped and presented below.
* Systematic factors

o TheModellers incomplete understanding of the target system

0 TheModellers intention of presenting ‘safe’ systems

o TheModellers conceptual errors

0 The limitations and assumptions of tledelling Method

o The limitation and configuration of tidodelling Tool(if a tool is adopted)
* Random factors

o The Modellers performance in th&afety Modelling Proces@ppropriate

usage of the method and the tool)
¢ Judgmental factors

o0 The decisions and assumptions made in 8afety Modelling Process

(regarding to the scope, representation and reasoning)

Additionally, safety assessment models can be used in a ‘wweayg if put into an
inappropriate context or used beyond their validity envelope. It méahsve need to be
careful of our interpretation of the safety modelling resultsnwve employ a model as

evidence in any decision-making process.

The three types of factors indicate that information conceiodeller, Modelling Method
Modelling Too) andSafety Modelling Processhould be captured to assist the evaluation of

safety assessment models in terms of their trustworthinesge\tér, existing practice shows
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that such information is usually implicit, informal, or insufficigntor fragmentally

documented from the information on our understanding of the problem donthar, ttzan

being systematically documented as a part of a safety ass#sartefact. Therefore, we
suggest that descriptive information elements concerning modeloggsses and decision
information elements generated during modelling processes shoukplistlg integrated

with the descriptive information elements concerning a proldlemain in a single generic
model of safety assessment artefacts. The core data md&-mtroduced in Section 3.4
takes into account the data elements that are associdtethe context of the modelling
domain illustrated by the domain model in Figure 12. These dataeets are useful for
more comprehensive evaluation of safety assessment evi@ecioeing examination of the

models and justification of thie usage as evidence items in safety.cases)
3.4 Safety Assessment Core Data Meta-Model

In this section, we propose a core data meta-model (CoreDMM) for the purpostuatirga
safety assessment models as evidence in safety casemod@krepresents the structure of
information elements associated with a specific model instand its modelling process. It
covers more than would a meta-model of an individual safety methtadlorique and it is
more generic in terms of the representation of building blocksadbws models. The

features of CoreDMM include:

* Increased transparency of data elements affecting or assowitttethe validity of safety

assessment models

* Highlighted data elements that determine the evidentj@dhubty of safety assessment

models

* Enhanced communication between different models via a seihefigecore modelling

constructs.

CoreDMM is a UML model at the M1 level in the OMG meta-nillg structure. It is

neither a meta-model at the M2 level like the UML concepts imamlea meta-model at the
M3 level like the MOF, but is a meta-model of the instarafespecific safety analysis in
particular analysis techniques. This is unconventional. Butunisalistic to define a core
date model at M2 level that is capable of representingaalhnts of existing meta-models of
safety analysis techniques with diverse modelling constructgsiciey CoreDMM at M1

level is convenient for a direct view of its relationshipghwvarious model instances.

However, it may bring difficulties in terms of making use of éldwantages of model-driven
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engineering (MDE), because some model operations (e.g. the congapingnaetween

CoreDMM and existing safety meta-models) are within the M1 level.

The reasons for not employing existing meta-models of safetlysis techniques directly
are two folds. Firstly, there are a number of safety analysis techniqulesé&wed modelling
constructs), each of which has multiple versions of meta-modetoged by different
researchers. Although it is disadvantageous to omit some tectsgpqo#ic details in model
representation, unifying the core concepts and in a common corendd& will ease the
communication and comparison between models in different technigbies, i valued by
the model inconsistency analysis in Chapter 5. Secondly, exisgtg-models derived from
safety analysis techniques have not explicitly taken intowadcthe data about the safety
assessment process and the validity context of the modelling outputhde data are
indispensable for evidence justification in safety casesldpment. Therefore, we develop
CoreDMM on the basis of extracting core data elements fromexisting safety meta-
models (e.g. [46, 145, 212]) for safety analysis techniques, but enclosire data elements
in CoreDMM than the ones presented in them, considering the needardisgaluation of
safety assessment evidence within safety cases accoodihg domain model presented in
Section 3.3.1.

3.4.1 Core Data Meta-Model (CoreDMM) Overview

The proposed CoreDMM of safety assessment is depicted in Riguke safety assessment
model comprises four principal groups of data elements — the rattatide validity context
data, the substance elements and the construction elements. rEheve &ypes of ‘whole-
part’ relationships in Figure 13. The filled diamonds in Figure 13ctiG@mmposition’[175],
which means that the deletion of a part will be triggereldefwhole is deleted. The unfilled
diamonds in the figure depict ‘aggregation’[175], which means&hadrt can belong to a

whole but can also stay even if the whole is deleted.
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Figure 13 Safety Assessment Core Data Meta-Model (CoreDMM)

The SafetyAssessmentArtefastthe overall class that contains all of the structured data
elements or information emerging throughout a safety assessmeéeptling process. Some
are associated with the description of the implementation and tegynseéctors of the
modelling domain (as shown in Figure 12); whereas others are fodmtaded or generated
to represent understanding of the safety concerns of the sulgsndyeal or envisioned) in

the problem domain (as shown in the domain model in Figure 12).

The MetaDataof SafetyAssessmentArteface data elements or information about a safety
assessment model. Thes#MetaData present the key facts related to the
SafetyAssessmentArtefastich as what is the subject of a model, who created the model,
when is the model created, which modelling method is adoptedywitih tool is the model
constructed, and so on. It can also be wused for the identification a of
SafetyAssessmentArtefadsually, theMetaDataelements are not controversial in terms of
their concrete values, which are determined with the commemteand completion of
modelling. They are not information about or associated with the pnodddenain. But they

are not always explicity documented or stored with other ehsn of a
SafetyAssessmentArtefakt the implementation level, there are no constraints on whether to
storeMetaDatawith data together or separately, as loniylataDatahave been documented
and are easily accessible during safety case developmentsulitypes of th&letaData
contain only simplified content for identification, e.g. the name wioaeller, the name of a
tool, rather than more precise details such as the comgeai€aacnodeller, the features of a

tool or a method.
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The ValidityContextof SafetyAssessmentArteface also data elements or information about
a safety assessment model. But they are different frorMétaDatain that they constrain
the overall validity of aSafetyAssessmentArtefactd they are directly associated with the
problem domain being modelled. This set of data elements are ofégloaked or not
explicitly documented in real practice. Some of them are atatively ‘resistant’ to
structured documentation and can only be depicted in an informal wag uosiural
language (e.g. the assumptions made by a model). However, theppmeant when we
want to use a model in safety cases as an item of evidencg. $¢endards and guidance
documents have addressed the documentation of these data elentleatseguirements on
models or usage of models, e.g. [68, 151]. But whether these data about
SafetyAssessmentArtefdatve been sufficiently elicited is highly dependent on the domain
knowledge and expertise of the modeller. They are valuable for dperpcomprehension
and correct interpretation of a model in its application contadn though these data are
based on the modeller's declaration or assumptions concerning the egugmmpe,
assumption or limitation of a safety assessment model. For é&xawg may need to know
the scope of a safety assessment model in order to avoid @bt model or its results
beyond its claimed scope. The adoption of safety analysis remu#tsdffferent purpose from
its original intent should be carefully justified.

The SubstanceElemerdf SafetyAssessmentArtefast the information element about the
essential contents of safety assessment models, which alestaaaata elements which
depict the safety characteristics of a domain objects. Theysaua@ly associated with the
purpose of modelling and the capability of the modelling methods. Fhemexisting
literature [46, 79, 212], we have found that the three most common typesutis expected
from existing safety assessment models are: a set of iddnkiizardous conditions, the
minimum combinations of conditions that can lead to an undesired cemsey and the
probability of a specific undesired condition. ®afetyAssessmentArtefactay provide
multiple substance elements; they can be grouped in to thregypsst — the set of
probabilities PSej, the set of Minimal Cut SetdICSSet, and the set of identified hazards
(HazardSet Explicit ~ representation of  The SubstanceElemesxt of a
SafetyAssessmentArtefaaill ease the communication between the content of safety
assessment artefacts and the claims of safety argunmestfaty assurance process. For
large-scale safety assessment models for complex systémsparticular, the
SubstanceElementvill enable clear and easy access to the core evideatisdnt expressed
by models. It is worth noting th&®Setand HazardSetare the ‘aggregation’s dP or
Condition It is because th8ubstanceElemert highlighted specifically for eliciting parts of

SafetyAssessmentArtefacthat are employed as evidence source data. The
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SafetyAssessmentArtefacather than the subtypes 8ubstanceElements the physical
container of the elements aggregatedP8etand HazardSet In addition,P and PSetare
typical SubstanceElememdf quantitative safety assessment models. Although quantitative
modelling results are not considered in this thesis, they anedeatlin CoreDMM for the

overall representativeness of the model.

The ConstructionElementf SafetyAssessmentArtefaepresents the key building blocks in
the domain of safety assessment, which are fundamental and shaved didferent
qualitative safety analysis techniques. Here we carry ontyfe &f Wilson’'s safety data
model [212]. TheConstructionElemenpresented in CoreDMM is more abstract than the
concrete building blocks in safety analysis technig@esditionis the kernel of qualitative
safety meta-models. Although it is depicted with varied tefsageh as hazard, accident,
failure, failure mode, failure event) in other safety meta-@mdhe essence of this notion is
to depict the failure behaviours of the subject under analysis or factbesel@ntributors to
these concerns. The ‘state’ and ‘flow’ notions in AltaRica lagguare not modelled as a
condition in this meta-model, because they are formal modellingrootssand are different
from the common cause-effect modelling constructs shared by qtleitative safety
analysis techniques. ThelogicalRelationships between conditions represent our
comprehension and knowledge of system safety behaviours, which kableafor
decomposing safety objectives and prioritizing the focus of sadetyities. These
relationships are an important and inherent part of both structéety smalysis techniques
and their results. Whether or not a system is an element cbthedata model is arguable.
Some safety meta-models do not present it explicitly as g@oemt block in the models,
e.g. the FTA meta-model in [46]. Nevertheless, many safetpimodels treat a system as
an explicit element, which eases the integration of systerotstal or functional modelling
data with the corresponding system safety analysis ditatemElemenpresented in
CoreDMM indicates the system elements that are considesdaty assessment modelling.
None consideration of a higher level system element would noibgrtte consideration of
its lower level components. Thus it is modelled as an aggoegatiitself, which is different
from the composition relation between system elements usuallnpeesin a system model.
ConstructionElementovers only the core generic modelling constructs in safegsasient
modelling. If other details of a model in a particular sateghnique are needed, we still
need to use meta-models of specific techniques to document the model.
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3.4.2 Representation of Typical Safety Assessment Models

CoreDMM is capable of expressing the core analysis datdedf ssssessment models based
on major qualitative safety analysis techniques. Some examipfesdels represented with
CoreDMM are presented in this section. Safety assessmentawadgla lot in the structure
of their construction elements, but not much in the structure of the metaalatidy context
and substance elements. Therefore, one example is presengadotastiate the instantiation
of the MetaDatg the ValidityContextand theSubstanceElememtf CoreDMM; while three
examples are presented to demonstrate the instantiation dfdhstructionElemenof
CoreDMM. Unlike the conventional way of using object models, the €xample models
presented are not used for expressing object sequences or activides application
scenario, but are used for illustrating the expressive cayabili CoreDMM through
instantiating it with data from concrete safety analysis artefacts.

In practice, some of thidletaDatg the ValidityContextand theSubstanceElemenft a safety
assessment model may have been described in natural larigudige safety assessment
report that is delivered after a safety assessment mugl@liocess. To ensure that none of
the required elements is lost and that there is an easy nweasdss these information
elements, we suggest documenting meta-data according taubeist in CoreDMM. The
example instantiation presented in Figure 14 is based on a hypdtkateats analysis report,
developed only for the purpose of illustrating the instantiation of hheettypes of data
elements. Each block in Figure 14 represents an object at tHevelOthat instantiates an
element of CoreDMM at the M1 level. For example, ‘SAM-Hypo:
SafetyAssessmentArtefact in  Figure 14 is an object instdoi  of
SafetyAssessmentArtefaétCoreDMM; ‘SAM-Hypo:SafetyAssessmentArtefact’, a conere
analysis artefact, uses ‘FMEA’ as the safety analysisnigue. ‘FMEA:Method’ in Figure
14 is the instantiation dflethodof CoreDMM.
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SAM-Hypo : SafetyAssessmentArtefact I construction

— T ===
|

HZsetHypo : HazardSet

— PowerSupply : SubjectofStudy — Identify failure modes and effects : Purpose

— ARP Editor : Modeller — failures of components of power supply : Scope

—1996-12 : Date — Power supply +5V fails similarly to Power supply +15V : Assumption

\— EMEA : Method — no failure combination is considered : Limitation

MethodName
— EMEATool : Tool — Historical products : DataSource

Figure 14 CoreDMM Instantiation of a Hypothetical Analysis

Table 3 illustrates a record from an FMEA table (adapted from ARP 4761 [181]).

Function Failure Flight | Failure Failure Detection | Comments
Name Mode Phase | Rate (e-6) | Effect Method
Power +5 V out of | All 0.2143 Power Power BSCU
Supply of| spec. supply supply channel
+5 Volt shutdown | monitor fails

trips

Table 3 An FMEA Record (excerpted from [181])

The partial safety assessment model of the FMEA datarpessen Table 3 is illustrated in
Figure 15 as an instantiation of CoreDMM. Each block in Figure 15 gept® an object
corrsponding to the core analysis data in Table 3. For example,efP&upply:
SystemElement’ in Figure 15 represents ‘Power Supply of +5 Wolthe first column of
Table 3. Similarly, the blocks in Figure 15 are objects ingtingj elements of CoreDMM.
For example, ‘Power Supply: SystemElement’ in Figure 15 is aanostofSystemElement
in CoreDMM.
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SAM-FMEA4761 : SafetyAssessmentArtefact

LR1 : LogicalRelationship

Power Supply : SystemElement -
Q
%]
o source
Power supply shutdown : Condition +5 V out of spec : Condition

has
has

Figure 15 CoreDMM Instantiation of a Record in FMEA

A branch of a fault tree is adapted from ARP 4761 [181], as illustrated in Figure 16.

Unannunciated loss of all
wheel braking

Normal brake system Alternate brake system Emergency brake system
does not operate (no does not operate (no does not operate (no
annunciation) annunciation) annunciation)

Figure 16 Part of a Fault Tree (excerpted from [181])

A partial safety assessment model for the fault tree asalgda presented in Figure 16 is
illustrated in Figure 17 as an instantiation of CoreDMM. Théaimgation aims to illustrate
how the construction element instances of a fault tree analtsifact are expressed and
organized on the basis of CoreDMM, rather than to achieve good waication with field
engineers, which is better achieved with the traditional grapFacdt tree notation. By
contrast with the previous example of FMEA instantiation, soméeblocks in Figure 17
use information extracted from the fault tree in Figure 16. The aladut system elements
are embodied in the description of events in the fault tree urd=ig5, but are represented
explicitly as individual blocks in Figure 17. For example, the ‘Norbnake system does not
operate’ event in Figure 16 is mapped into two objects in Figure 17
‘NormalBrakeSystem:SystemElement’ and ‘NBS-not operate:Caomnditin this way, the
four events in the fault tree in Figure 16 have been recorded asinstances of
SystemElemerand four instances @onditionin Figure 17. Although the extraction of the
data needed by CoreDMM requires considerable input and knowledgei$ers) the efforts

is repaid by clearer relationships between data elembats atherwise occur in some
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analyses (e.g. the association between system elementsilanel évents hidden in the
informal description of failure events in a fault tree). CdviAD is not designed for
automatic model transformation between varied safety assessmdets, but to document
concerete analysis results with the granuality to support fuatiedysis of safety assessment

models.

SAM-FTA4761 : SafetyAssessmentArtefact

WheelBrakeSystem : SystemElement

IsCompogedOf
has target

WBS-Loss of all braking : Condition

NormalBrakeSystem : SystemElement
I N LR2 : LogicalRelationship

has

NBS-not operate : Condition

90Jn0sS

90Jn0S
source

AlternateBrakeSystem : SystemElement

has

ABS-not operate : Condition

EmergencyBrakeSystem : SystemElement

has

EBS-not operate : Condition

Figure 17 CoreDMM Instantiation of a Part of a Fault Tree

The construction elements of an AltaRica model are different the traditional FMEA or
FTA model. TheLogicalRelationshigClass in CoreDMM is not suitable for representing the
logical relations embedded in formal propositions in the AltaRemaguage. But the data
elements shared by traditional models and AltaRica models,asutttfe substance elements,
the system elements and conditions, can be represented on theflldsieDMM. These
shared data are the foundation of potential analysis carrieccmssahe different types of

models.

Figure 18 presents a typical AltaRica data flow declaratiomNdde which represents the
nominal and failure behaviour of a valve [169]. From the exampéecan see that the
particular features of a node are described in statebl@siathe internal changes of a valve,

triggered by ‘events’, follow the transition rules defined ie tirans’ section of the
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declaration; the communication content of the node with other nodésfired as flow

variables; the constraints on the node description variables are désiassertions.

node Valve;
state open:bool, stuck:bool;
flow i:bool:in, o:bool:out;

event open, close, fail;

trans
open and not stuck |- close -> open:=false;
not open and not stuck |- open -> open:=true;
not stuck |- fail -> stuck:=true;

assert open => i=0, not open => not o;
init open=true, stuck=false;

edon

Figure 18 An Example of AltaRica Data Flow Declaration (from [169])

Figure 19 depicts a model of a valve instance in a specstersy originally defined by the
AltaRica Node description in Figure 18, represented with CoreDiitdnces. For example,
three events declared in Figure 18, ‘open’, ‘close’, ‘faile e@presented as three objects of
‘Condition’ in CoreDMM, shown as ‘open:Condition’, ‘close:Condition’ and ‘fail:Condition

in Figure 19.

SAM-AltaRica : SafetyAssessmentArtefact

composed of

Valve1 : SystemElement

|

has

open : Condition
| has

—

close : Condition

has

fail : Condition

Figure 19 CoreDMM Instantiation of a Valve Defined in AltaRica

Some of the traditional analysis information is not depicted in the tretian of CoreDMM,
such as the detection method of a failure mode in the FMEA mthdekype of logical
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relationship AND between events in a fault tree. But theseearecorded as an attribute of
the class objects. The examples aim to show the relationshipsdrethe key construction

elements in CoreDMM and the potential real model data only.
3.4.3 Relations with Other Safety Assessment Meta-Models

As we have stated in Section 3.2, there are some existing safea-models. In this section,
we outline three such models, paying particular attention to tloe@ characteristics and

their relationships with CoreDMM.
SEI Safety Information Model

Firesmith, in [79], presents an information model which identifies @efthes the core
functional concepts underlying safety engineering and emphaiegssimilarity to the
concepts which underlie security and survivability engineeringa Aseta-model for core
domain concepts, this model aims to provide a standard terminology seidof concepts
that explain the understanding of safety, but it is not intended fectdirstantiation by real
specific safety analysis scenarios. In this model, the concegatfetfiyhas been treated as a
quality factor, which brings together the notions in safety whie notions in requirements
engineering. No other safety meta-models hsafetyas an individual node in the model,
which implies the high ontological abstraction level of the mall is determined by the

nature of this model.

The subjects in common addressed by safety analysis approaeipeesanted in this model
asSafety RiskiHazard, AccidentandHarm. Causal linkage, which is a focus of many safety
analysis approaches, is presented between the four concepts indéke Im the context of
[79], a Systenmin the model is the software product. But the model could be adapthd t
safety of other (non-software) systems, for example it couldnnmher technological
systems designed and operated by human being. In this Msdetand Systemare linked
together but presented separately in the model as two nodes. tieficiad to differentiate
Asset,which covers things of value and need to be protected, $ystemwhich generally
covers only the object under analysis. The concepiseéthelps us describe the subjects of

our safety concerns more precisely.
Wilson’s Safety Data Model

Wilson et al develop an abstract data model [212] that anmgdgrate safety analysis data
from different safety analysis techniques. It is not designedrdiog to a specific safety
analysis technique, but instead extracts common core datzrétefnom ten approaches
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regarding to hazard identification, cause analysis, consequenlgsignask analysis and
system modelling. The flow of data between different safaslyaes is managed and the
rules governing interactions between the data are maintained in order to lo@egentview
of the system and its safety characteristics along withctimstruction of safety analysis.
However, the safety assessment process is invisible immibdkel and the model does not
distinguish the function of data elements even if the dataesitsnwere generated on the

basis of different modelling techniques.

Systemhas been identified as a necessary entity in this data nagdel result of the
circumstance that all the safety analysis techniques uhdestudy are carried out with
relations to a certain kind of system model, implicitly or exyyic So the minimum
requirement is that the data model can model systems an@dhgdonents. The core entity
in the model is named d&%ondition A condition ‘is an abstraction used to capture some
‘state of affairs in the system, be it an event or system §&it2]. Conditions can be faults,
failures, hazards, and accidents, which play the same role esrtheponding three notions
adopted in the aforementioned SEI safety meta-model. The cals@bnships between
conditions are depicted in more detail, given that the cause ancbtisequence are all
presented as individual entities. On the basis of this data ntbdegbair-wise dataflow rules
between entities provide assistance to the completeness arigterarys between safety
analyses, e.g. the consistency between safety analysis andsstieen smodel, or the

completeness of the consequences considered in HAZOP and FTA.
Briones et al's Safety Model

Many safety analysis techniques have their language syxpagssed by meta-models. The
meta-models in [46] represent the two most widely-used stalcnalysis techniques and
are developed to complement the system architectural modelling lasgEédEA and FTA.
In contrast to the previous two safety meta-models, Brionakm@ace their safety analysis
meta-models at the M2 level of the OMG modelling infrastmec Both system modelling
languages and safety analysis languages are viewed axéstd MOF. Their meta-models
assist the transformation of safety-annotated system artcingdemodels to safety analysis

models of the system.

The first feature of the two meta-models is that both of them haspecific element for the

description of the analysis as a whole, BraecaSystenand theFtaSystemin the meta-

models. These two blocks serve as containers, which hold all of the globalsapedysrties

and the main blocks of the system or the root block of a tieaglt TheBlockin the FMECA

meta-model represents the system component hierarchy, whereaa¢heoamplicit system
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blocks or component blocks in the FTA meta-model. Eventblock in the FTA meta-
model can be a failure of a system element, but itsioeldab the system entities is not
depicted in the model. The system element and associatedns@ts are useful if we want

to integrate safety models with system models.

The FailureMode depicts how the system fails at different hierarchice¢le The causal
relationship between failure modes is depicted as an associatiothe concept of
FailureModeitself. Similarly, theEventrepresents the core analysis subject in the FTA meta-
model. However, the relationships between events are nopaetfng, but between the
Eventand the subtype dderivedEventAn extra feature of the FTA meta-model is that the
analysis results generated after the processing of FTA iapaitslso presented in the model,
e.g.MinimumCutSetFor safety analysis methods that have some processing, pbe/érm

of processed results turn out to be the major transferable infomtateried and referenced
for further usage. To present them as blocks separately bub generate items afresh is

more convenient for the evaluation of safety analysis.

Our core data meta-model differs from the three meta-mod&lsssed here by considering
the following three issues. Firstly, the detailed descriptiaih@fsafety assessment model as
a whole (with metadata and validity context data) is not includeathier safety analysis
meta-models (except the ones in [46], some of the data atecchs modelling blocks ). But
the overall description of safety analysis results is vegful throughout the evaluation of
the results. Secondly, the pre-existing safety meta-models bbere developed for varied
purposes, but few incorporate the idea of integration of safety nmgdatd assurance needs
beforehand. Therefore, the substantial elements indicating fisly sassessment outcomes,
which directly relate to safety requirements or safetymdaihave not been addressed with
appropriate emphasis in these models. In short, the informationchéadevaluation of
safety assessment models is not fully covered and the maedelstorganised with the
consideration of facilitating and supporting the task of evaluationtdiyhithe core
construction elements are in a more abstract form than the wdistrelements in other
meta-models for safety analysis techniques (except for the model in [212]ottsufficient

to represent all analysis data completely, but forms a commsis for understanding and

establishing relationships between different models.
3.4.4 Relations with System Assurance Meta-Models

From the viewpoint of system safety assurance, it is negegsamnderstand how safety
assessment models are related to or integrated with safpiynents as safety evidence in

safety cases, since they are one important type of informatidely used to support the
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argument presented in safety cases. The structure and contdatd @lements in CoreDMM
is designed with the purpose of being clear and sufficient &t the need of using safety
assessment models as evidence. In this section, we willcateplthe relationship of
CoreDMM with argumentation and evidence, basing our discussion on #hgsianof

existing assurance meta-models presented earlier.

As we described in Chapter 2, the OMG has published ARM, the neetatnior

argumentation, and SAEM, the meta-model for evidence, in orderilitatecand normalize
data exchange and communication in software assurance casedruldter&dl Assurance
Case Metamodel (SACM), which integrates ARM and SAEM, istshtar be released in its

first version.

Currently, ARM provides an elememformationElementwhich can be instantiated as a
reference description to link argument elements with “thei@itaif a source of that relates
to the structured argument” [156]. ThdormationElemenin ARM serves as a placeholder
for connecting real information sources with the argument vieerdiit subtypes of
ArgumentLinkin ARM. However, there are no constraints or recommendatioseries in
ARM regarding what kind of information sources are prohibited or aggdeand which

subtype ofArgumentLinkshould be used for a particular situation.

Currently, SAEM is generic and it combines the entity wflence and other evidence-
related data into a whole package. But it depicts the quaitlyin such a simple way that it
has not provided the features necessary to record the detailsoafiplex item of evidence,
such as a safety assessment model. CoreDMM presented in this chapterecas aespecial
case of the entity part of evidence, while other evidencéeckldata (such as propositions
made on entities and evidence properties) can be separated froentitigepart and be
addressed by a particular evidence meta-model (this will s=med in Chapter 4 below).
This enables more practical manipulation of complex information coimgeevidence and
its relationships with arguments. The relationships between tlee tmeta-models are
depicted in Figure 20.
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Figure 20 Relationship of Safety Assessment Artefact and Assurance Meta-Models

In this thesis, we will study the relationship of safety sss®ent evidence with
argumentation on the basis of ARM. But in terms of the evidendg @seve can learn from
Figure 20, it is explored with two distinct meta-models (for ¢héty part of evidence and
for the conception part of evidence respectively), but not orbésts of SAEM, which

overlaps partially with each package depicted in Figure 20.
3.5 Application of CoreDMM

The safety assessment CoreDMM presented in Section 3.4.1 is feedhola the basis of
other safety assessment meta-models and the modelling domaihpressted in Section
3.3.1. CoreDMM aims to provide support for structuring the key data etentleat are
needed in using safety assessment models as evidence anatiegatafety assessment
models in the context of safety arguments. To be more specifieD&W can be applied in

the following areas:

* To support the communication and integration of models as evideriua safety cases.
CoreDMM separates different data elements in safety sseee@¢ models into four
groups, which facilitates accessing the most appropriate detaemts during the

development of both the primary safety argument and the confidence argument.

* To support the examination of consistency between different ssgsgssment models.
CoreDMM enables bypassing of the inconsistent concept framéiffexent modelling
techniques, and makes model comparison for inconsistency iddrdificanore

manageable at the model instance level. The interpretatioh jastification of
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inconsistencies so identified will also be supported by the vakdihtext data required
by CoreDMM.

* To support the evaluation of safety assessment models in the context ohsgdetgnts.
Beyond the primitive modelling constructs of a model (e.g. faikwent) CoreDMM
integrates additional data elements that are necessarysiilileg a safety assessment
model as an overall entity, such as the requirements on igzlatat its validity context
and its substance results. Evaluating a safety assessmentwitbdedspect to the four
groups of data elements comprehensively will increase ourdemde in using a model

appropriately in safety cases.
3.6 Summary

In this chapter, a domain model is presented for a better undengtasidthe context of
safety assessment modelling and a generic data model (CoreDMM)escribing the
common content of safety assessment modelling artefactsddmeain model of safety
modelling captures the major factors that are potentiallgrdazources of flawed models. It
brings forward the importance and need of explicit considerationMeftaData’ and
‘ValidityContext’ in CoreDMM in support of the evaluation of ebf analysis results.
Besides that, CoreDMM also takes into account construction etenoé typical safety
assessment models (as other meta-models of safety antdgbiniques have done) and
highlights the substance elements of safety assessment nadeisif evidential role. The
set of data elements in CoreDMM provides a structured viesvafety assessment artefacts,
which forms a common basis for analyzing the content of differerdel instances that are
based on different safety analysis techniques. Chapter 4 prowstiestared view of generic
evidence that signifies that safety evidence is more thastysaftefacts. In combination,
Chapter 3 and Chapter 4 establish a detailed view of safetgsament evidence. Chapter 5
demonstrates how inconsistency analysis of safety assesswdglsoan be conducted with
the support of CoreDMM. Chapter 6 describes how the justificatidneofisage of a model
as evidence can be structured around the factors presentesl dorhain context of safety

assessment modelling.
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4 A Model of Argument-Evidence Interface

4.1 Introduction

In Chapter 2, we presented the history of safety cases and desehdpments in theory and
practice in that field. The concept of an argument presentad ugormal logic, as a means
of demonstrating system safety and facilitating safety nmanagt, has been adopted
alongside system development and operation in many different indu3tne argumentation

part of safety cases, such as issues regarding safetysabaithe inferential relationships
between them, has been well-developed in the past two decadesntBast, the concept of
evidence in safety cases, which is also an important componexfetyf sases as required by
regulations, has received less attention in existing acadeanlc especially its role within

safety cases and its relationship with arguments.

From the published literature, standards and guidance, we obbkatvthe confidence in

safety evidence is significantly threatened by the following issues.

* No widely-accepted definition of evidence in safety. Various nitedns focus on
different aspects of evidence, e.g. its source data, its documenta its role in

supporting an argument.

* A simplified view of the relationship between evidence andirment. The interface
between evidence and argument is usually presented only asnoeferto source data
that are associated with domain safety claims. Howeveretgoning linking what we
can obtain from evidence to the domain safety claims being seddoytthe evidence is
unclear. It is difficult, with current documentation and repregemn of evidence in
safety cases, to determine how, and to what extent, the items of evideneie faléhin a

specific application context.

* Unstructured justification of evidence. This issue is caused, onam hy an unclear
understanding of confidence in safety. Actually, existing guidanc@@atice on review
and evaluation of safety deliverables and activities have rstingliished sharply
between demonstrated safety and demonstrated confidence in thecgdefgenadence.
On the other hand, given the previous two deficiencies, theradtabeen a sufficiently
clear and structured view of the features of evidence teaexected for establishing
our confidence in safety cases.
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In this chapter, we define the concept of evidence in the conteafety £ases on the basis
of comparison of definitions in several disciplines. We also dedimaodel of evidence
(EviM) in order to have a clear view of the grounds on which kskeol confidence
associated with safety cases is based. Within this model, tthen nof the ‘evidence
assertion’ is introduced as the interface element to hedgratie safety assessment evidence
and argument effectively. This model of evidence will motivatenore comprehensive
documentation of items of evidence as objects linked with angismeather than simply as
data source references that embody the links to the itemsdenee. The data elements
within this model are designed to support a more explicit evideota of each individual
item of evidence and facilitate the potential reuse of an d@eevidence in other application

context.

Before we introduce EviM in Section 4.5, we analyse the natureidérece in Section 4.2,
the classification of safety evidence in Section 4.3, and the eedagament relationship in
practice in Section4.4. The relationship of safety evidence to canéd& safety cases is
finally discussed in Section 4.6.

4.2 The Concept of Evidence

In practice, the concept of safety evidence is not well-eladxbrat guidance and the
understanding and usage of evidence is diverse. As presented in Chapter@poalgeriied
definition of a safety case is from DS 00-56 [149].

“A structured argument, supported by a body of evidence that prowides
compelling, comprehensible and valid case that a system is safe feera gi

application in a given operating environment”.

It is clear from the definition that ‘a body of evidenceaipart of a safety case. However,
DS 00-56 does not provide a definition of ‘evidence’. This, sometiteads to inconsistent
and arbitrary usage of this notion by practitioners. For exampleemse in safety may be
viewed as artefacts, documents, facts, or statements df ifadifferent situations. This,
unsurprisingly, causes confusion and sometimes misconception of safidynce in safety

engineering practice. It is also harmful for the development of compelliaty afses.

In recent years, the importance of evidence has been highlightthe development of
dependable software systems [106] and more people are concemgditee inspection,

analysis, and requirements on evidence presented in safety [82se86, 106, 170].
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However, the meaning of this concept, which is crucial for the pnogemge of evidence in

safety cases, has not been addressed adequately.
The meaning of a term or concept has two dimensions [146]:

» Theconnotationof the concept, which is also referred as intension, essence a.ratur
depicts the abstract meaning of a term, which serves as shparedples and

characteristics that apply &l objects of that concept.

* Thedenotationof the concept, which is also referred as extension or referédraepicts
the specific meaning of a term and the individuals to whichdia is referred, which
addresses the features of a group of individuals of the cone@grthnot possessed by

other objects of the concept.

In this section we will probe theonnotationmeaning of evidence in different disciplines and
explore the common understanding of this concept within the domainety sakes. This is
the foundation for proper comprehension, interpretation, usage and docuomerdhti
evidence in safety. The classification of safety evidentéchwaddresses the denotation of

the concept of evidence, is presented in Section 4.3.
4.2.1 Evidence in Other Domains

Evidence is a notion that has been studied in the fields of philosaptiylaw for a

considerable time. In the past two decades, evidence-based mealtinevidence-based
health-care have grown in popularity. In order to gain an initial stetsting of the concept,
we refer to different definitions of evidence in three domaing&ghts — from the fields of

philosophy, law and medicine.

Definition 1. That which tends to prove the existence or nonexistence of some
fact. It may consist of testimony, documentary evidence, r&#ree, and,

when admissible, hearsay evidence.

(From A Dictionary of Law [128])

Definition 2. The assembled information and facts on which rational, logical
decisions are based in the diverse forums of human discourse, including courts

of law, and in the practice of evidence-based medicine among many others.

(From A Dictionary of Public Health [127])

> Real evidence is “Evidence in the form of material objects (e.g. weapons)” [128].
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Definition 3. That which raises or lowers the probability of a proposition. The
central question of epistemology is the structure of this psoeesl its

ultimate rationale.
(From The Oxford Dictionary of Philosophy [37])

The rigour of the function of evidence in the three disciplinesighe same. In the realm of
law, evidence is presented to help establish (to the courdhething existed or happened
in the past. Once admitted, evidence tends to work as a foundationath@bsiibstantiates
subsequent reasoning or tests hypotheses towards a truth or faediaine especially in
evidence-based medical decision-making, evidence is collectedviaowus sources and
evaluated for its applicability and validity in order to detme whether it is suitable for
supporting the treatment decision of a patient at hand [88]. Matdmengviailable evidence
and the specific application scenario to confirm the ‘fithesgsafye’ is a primary task of
evidence-based medicine. The user of evidence needs the informaticerning how the
evidence is generated, but is not responsible for the generatiauchf evidence. In
philosophy, the definition has not constrained the form or contenvidéree, but places
emphasis fully on thentent of presenting evidence. The power of evidence in philosophy is
of somedegree it confirms or refutes a proposition, but not in an absolute sémstead
changing the probability of the proposition only.

Despite the subtle differences between the three definitibess &are also some common
points. Firstly, evidence is something that contains informatioa.ifffermation may come
in different forms and from varied sources in each domain, e.g. flosenaation and
measurement, or from expert judgment or testing and analysien@g, evidence is the
grounds and starting-point of subsequent reasoning towards a claim dus@mmcThe
information, for which we adopt something as evidence, does not suggubrt by other
evidence for its content. But testimony to the quality of an iteeviofence can be supported
by other evidence. Even though it is not reflected in aforemexntidegnitions, literature in
law, philosophy and medicine unanimously highlights the importance of eeidealuation
or appraisal with significance. Because evidence can be fallible, trugtvidence must be
settled by rigorous scrutiny or examination of evidence in the xiooté&s usage. We should
not attach more responsibility on an item of evidence than thathwgmwes beyond its

capability or use it in an unsuitable or inapplicable context.

The functional role of evidence in safety cases is clogbetaefinition in philosophy, but

different from the ones in law and medicine. In legal cas@slence is used to ‘prove’ a

hypothesis regarding things that happened or existed in the pagtdémce-based medicine,
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evidence is used to ‘inform’ something, existing like a knowledge, bdseh is browsed,

fillered and adopted after applicability and validity checks rasde within the target
application context. Depending on the type of evidence, the authentigtyelevance or
other features of source information, data or material objectslakenged before its
admission as supporting evidence for medical treatment deci8®ngr safety, evidence is
used to ‘justify’ something, usually the achievement of sajetis or safety claims elicited.
In this regard, the trustworthiness of the source data of evidewcthe evidential features
of a single or multiple items of evidence are of our concern anddheujustified for a

compelling safety cases. We will depict these features in Section 4.5.

4.2.2 Evidence in Safety Domain

There are several guidance materials [15, 73, 158] that providetidoes of evidence in the

safety domain. But each of them is presented in a particular context atsllimagations.

Definition 4. Which is used as the basis of the safety argument. This can be
either facts, assumptions, or subclaims derived from a lower-lsub}

argument.
(From Adelard Safety Case Development Manual [15, 33])

Definition 5. Safety Evidence is information, based on established fact or
expert judgement, which is presented to show that the Safety Argtoment
which it relates is valid.

(From EUROCONTROL Safety Case Development Manual [73])

Definition 6. A document or other exhibit that provides justification to a

certain claim.
(From the OMG SAEM Software Assurance Evidence Metamodel [158])

Definition 4 addresses the concept of evidence from the perspectivefohdtional role in
safety cases. This definition, which is proposed in context of the @détAtion [17],
however, is unclear about the nature of evidence. The examplesl@f@y presented in this
definition, e.g. facts, assumptions and subclaims, are debatable. Famc@streating

subclaims as evidence may lead to confusion in safety case development.

Definition 5 clarifies both the nature and function of safety evidence cldaflyrmation is

the core. However, it leaves out the possibility of counter-eeilevhich can challenge
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claims in safety arguments. Another issue is that a potenisalonception may follow from
the definition - ‘if there is evidence presented, the aegunis true’. It would be good to
clarify that both justification of an argument structure and fjoation of evidence are
necessary to understand the level of truth expressed by a aa@fetgent. One way to avoid
the potential misconception is to build relationships between evidence and cidimastman

between evidence and argument.

Definition 6 focuses on the documentation aspect of evidence. It is convearedath
management of items of evidence. But the nature of being amiaion element and its

role as the grounds of argument are underspecified in the definition. There is agletraatr
definition in SAEM, the term of ‘Evidence item’, which i8 ‘Unique element of the body of
evidence, such as an exhibit, a claim, or other element of meaning associated with &n exhibi
an evidence attribute of one of the predefined relations betweetenee elements
representing assertions made during the evidence collection and evaluatendehceé

[158]. The ‘Evidence item’ addressed actually means a dataeetepresented in SAEM,

which is different from the meaning of an ‘item of evidence’ as we use isuraasce cases.

4.2.3 Common Basis

From the discussion presented in the previous two sections, we e€dhasesvidence is
defined in various ways and it is difficult to achieve a gaindefinition with all features
presented for all types of evidence. Nevertheless, we drgu¢he following aspects need to

be agreed as common bases for understanding the nature and role of evidafetg in s

* Evidence isinformation but usually more than simply just the actual source data of
evidence. The source data of evidence may come from a mixture of difleveces e.g.
established facts, expert judgment, outcomes of engineeringtiastior field service.
The source data of evidence can only properly be termed ‘evidehee’ ivis in use for
a specific purpose, e.g. supporting or challenging a specifioysdéatn, which may or
may not be different from the initial intent of generating tleeirese data. The
propositional information associated with the use of evidence salatze should be

addressed as part of evidence.

» Evidence is not the same as truth. It is something that we praddcadopt to represent
some degree of truth (as depicted Dgfinition 3 in Section 4.2.1) or merely
understanding of potential truth (in the past or in the future) fiagpecific perspective

in a certain scope, in order to justify various safety goals.d€lgeee of truth represented
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by an item of evidence is uncertain and must be subjectegotous evaluation within

an application context.

Evidence does not simply equate to documents or artefacts. ntoie about the
information that we can draw out and use as evidential grountler than the physical
instantiation. Artefacts from system development or safegssment may contain more
details than, and should contain, the information that is necessathefgudgment

involved in designating and evaluating evidence during the development of sefesy c

Evidence is theggroundsand starting-point of arguments. It serves (eithgsportsor
challenge} claims within a safety argument.

Evidence should be examined in context of safety arguments. Whigspossible to

perform some evaluation of evidence outside the context of #ispadety case (e.qg.
examining the rigor of a safety assessment method) it shouldcbgnised that this is
only part of the justification of evidence that is required indbetext of a safety case.

Other issues to be addressed include relevance, coverage, and consistency.

The association between evidence and safety claims is a Inifjtipelationship. One
item of evidence can support more than one claim; one clarmbeasupported by

multiple items of evidence.

The association between items of evidence and physicah@gebeing cited is a
multiplicity relationship. One physical artefact may provide items of evidence. For
example, a fault tree report may contain both the quantitatiigsesaesult of a fault
tree and the human review results of that fault tree. Théigparand organization of
information into artefacts is dependent on particular practiteersystems engineering

life cycle.

The working definition of evidence proposed in this thesis is:

Evidence is information that serves as the grounds and starting-point of
(safety) arguments, based on which the degree of truth of the claims in
arguments can be established, challenged and contextualised.

4.3 Classification of Evidence in Safety Cases

This section presents a discussion on the classification schaimsedety evidence that

extrapolates the denotation of the concept of evidence.
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Schum proposes a ‘substance-blind’ approach of classifying evidéB8g which sets
classification schemes of evidence regardless of the substanoentent of an item of
evidence. The recurrent classification schemes developed by §shamas classification
based on believability, relevance, or inferential force) amset upon the ‘inferential
credentials or properties’ of evidence, within its argumentatioregbrit the safety domain,
there are two popular classifications of safety evidence miexben safety standards and
guidance [48, 73, 148]. One classification stresses the directneas$irectness of support
provided by evidence, which is similar to the classificatidmeste set by Schum based on
the ‘relevance’ property of evidence; another stresses thesdarce of an item of evidence,

which presents the varied denotations of evidence in safety.

Firstly, items of evidence in safety cases can be dividedtind groups, according to their
relationships with the claims being supported — direct evidencéaidng evidence [48,
73]. Direct evidence is articulated as the evidence oksysafety. Backing evidence is
usually only indirectly relevant to system safety. It isduses evidence for increasing
confidence only, rather than demonstrating the level of satdtiewed. It may be process
evidence, evidence related to the qualification or featofestool, a method or personnel
associated with the development of a system, or evidence fremmetiiew of specific
analysis results. This way of classification of evidence feeysimarily on the ‘relevance’
between evidence and claims in arguments. Where the argumeafetiyrcases are clearly
distinguished as ‘safety argument’ and ‘confidence argument’ [9i§ clear that direct
evidence belongs to the safety argument and backing evidence bglothgs confidence
argument. Direct evidence and backing evidence have complegneries in safety cases.
Without direct evidence, system safety cannot be demonstrafesesify. Without backing

evidence, the confidence in safety cases cannot be well-established.

Another kind of evidence classification is based on the typeaturfe of the source data of
evidence. But the individual classes are not the same inrafiffeguidance materials,
depending on the nature of target systems covered by the guidGuizen states that the
task of evidence classification may be endless or fruitlasssitategorized by the substance
of evidence [183]. However, it is common practice in many sgeddmains (such as law
and safety). In terms of providing guidance concerning generatidectomh and use of
items of evidence in a specific domain, it is beneficiatdasider the types of substantial
content of evidence in classification. As we mentioned before, raedi@ safety may come
from a variety of sources, such as test, analysis, judgmemradgration, field service,
management, standard compliance, specific validation or veigfigadr good practice. The

factors to be considered in the evaluation of items of evidence takesinto account the
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characteristics of that specific type of evidence, usuhiffgring from the characteristics of

another type of evidence.

For example, evidence for demonstrating the satisfaction of theicappl safety

requirements commonly comes from four major sources [195]:

* Analytical evidence (including results from simulation, hazard analysis, cansdysis,

consequence analysis, behaviour modelling etc.)

« Empirical evidence (observation and measurement of behaviours from various types of

testing, historical operation, or real practice.)

* Adherence evidencdadherence to standards, guidance, design rules, prescribedgsproces

accepted best practice &jc.

» Engineering judgement (inspection, review, or expert opinion based on personal

knowledge, engineering experience and creative thoughts.)

Besides the classification scheme presented above, evidendsaée alassified according
to the types of the safety claims being supported. In [204], evideme¢egorised into three
groups: evidence for requirements validation, evidence for regeits satisfaction, and
evidence for requirements traceability. However, if the hidggnest argument structure of a
system are not decomposed with respect to the safety clasmredairements validation,
satisfaction, traceability), this type of classificatiohevidence is not helpful in terms of

understanding, planning or selecting evidence during the development of saésty ca

In addition, new types of evidence will emerge with the advariceew methods, new
objectives, new technology and new problems. The types of evideatcean be used to
underpin safety claims in safety cases should be recommendeattaof best practice by
regulators to help the comprehension, use and management of evidarsgecific domain.

However, due to the diversity and complexity of potential eviddpges, a clear argument-

evidence interface is needed and must be based on the clarified connotatimieiote.
4.4 Relationship between Evidence and Argument

This section explains the need of a model of evidence for safety, tasrigh discussing the

relationship of evidence and Toulmin’s argument model, the inadeqfi@systing view of

® Sometimes it is referred to as ‘qualitative evidence’. But this label may confuse with other types of evidence, such
as qualitative analytical evidence or qualitative judgement from experts.
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evidence-argument relationship, and the limitation of curepresentation of evidence with

structured argument notations.
4.4.1 Toulmin’s Argument Structure

Much of the work on structured arguments in safety cases $temdghe conceptual frame
and layout of argument proposed by Toulmin. The general layout for antgipresented by
Toulmin [198] (as shown in Figure 21) describes the elementstisés & arguments and
their function in the argumentation process. This argument modeéssedr the logical
representation of arguments explicitly as a rational justificationrrtiha a formal inference
according to a set of fixed mathematical principles. It provalepod foundation for the
analysis and construction of many kinds of arguments, regardlégbe alomain in which

they are applied.

Data (D) » Qualifier (Q), Claim (C)
Warrant (W) Rebuttal (R)
Backing (B)
Claim the statement we wish to justify;
Data/ground the fact we appeal to; the grounds or information on which our clain is
based,
Warrant a statement authorising the step from data to claim is true; an cegeren
rule;
Backing a reason for trusting the warrant;
Qualifier a term or phrase reflecting the degree to which the data supports the

claim, e.g. generally, probably

Rebuttal specific circumstances in which the argument will fail to suppert t
claim as exceptions.

Figure 21 Toulmin’s Argument Model

According to Toulmin’s structure, we do not attempt to establisith through

argumentation, but to establish reasonable justification for tteptance of a claim. Much
work has been developed on the basis of the original Toulmin’s argunoeied [99]. It has
been used to represent the reasoning process in a variety mlikse such as law,

education, medicine and artificial intelligence.
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The key function of Toulmin’s argument model is not to strengthegrthends on which the
argument is founded, but rather to show how to proceed from them aSreygiaint to the
claim. One significant contribution of Toulmin’s model is the @iplepresentation of the
‘warrant’ and ‘backing’ elements of an argument. Knowledgiefdata and the claim alone
does not necessarily convince us that the claim will be drawntfierdata. A mechanism is
required to work as a justification of the inference from the tathe claim. That is the
function of a warrant. A backing is used to provide grounds for a marfaulmin has
stressed the importance of backing by stating ttiet Soundness of our claims to knowledge

turns on the adequacy of the arguments by which we back th@j.

Besides the strength of the inference rule, the credibilidyaecceptability of data or grounds
is equally important for the soundness of argument. Justified grounds isf the important
conditions of good reasoning based on Toulmin’s model [100]. However, the rmaftion
data/grounds is broad. It can be similar to the notion of an acceptable proposition imdbgic a
it can also be viewed as the concept of evidence in law. Iratby £ngineering domain, the
grounds of argument are not generally well-presented in safety casepspdubdo the wide
variety of formats and scale of items of safety evidenaastNMtems of safety evidence are
themselves complicated artefacts from system design, amalystest activities. Direct
references to these artefacts do not communicate clebylthey are capable of supporting
a claim. The particular information from the evidence soula® used as the ground for
determining the truth value of a claim is not evident. In aadithe rationale of the adoption
of items of evidence and the justification of the suitabilifyitems of evidence adopted
cannot fit into one single block in a notation. Therefore, thinkinghef ¢larity issue,
regarding both comprehension and representation, we need a modeltyfesafence that
can help us organise evidence-related information and interfae¢y safidence with

arguments in a structured manner. This is the subject of Section 4.5.
4.4.2 A Simplified View of Evidence

In a safety case, there are usually a large number of eeidiemes presented in support of
the argument for the top level safety claim. A simple vidthe relationship between safety

evidence and argument in safety cases is illustrated in Figure 22 ine@88\
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Safety

Evidence Evidence

Figure 22 Simplified View of Argument-Evidence Interface

In Figure 22, the triangle depicts the overall safety casehé upper part, there is the
structured argument that consists of safety claims at vaaiostsaction levels. At the lower

part of the figure lie references to the items of gaftidence that support the safety
argument. In the figure, it may seem that the relationshipgoinaent and evidence is fairly

simple, just as links that connect the references to itemgiddrece with the safety claims

being supported.

However, the view is not so neat and simple in reality. fjretlidence is not only presented
simply at the ‘bottom’ of a graphical representation, in GSise assolutionsto bottom
level claims. Some evidence may also support higher leveh<ldirectly. Sometimes,
evidence is needed and usedcastextto support the decomposition of safety claims. For
example, the results from an aircraft-level FHA may be usedsétting up the safety
objectives of aircraft functional systems. Secondly, for thenale aim of obtaining a
compelling safety case, evidence itself should be justifiedt$orole of evidence in the
context of specific safety arguments in order to establishidemde in the grounds of an
argument. The justification of the evidential properties of evidenay be separate lines of
argument by themselves that are associated with the argutngtur® presented. These
backing lines of argument are also not shown (as an explicitipdtigure 22. Finally, there
is a question concerning whether the interface between anguanel evidence can be
represented in a unified format, because safety evidence mafyebgariety of forms and

from many different sources.
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4.4.3 Evidence Representation in Notations

Argument and evidence can be represented in both textual and grdpimts in safety
cases. Two graphical notations are currently in wide use — @gNhd CAE [17]. Both of
them are supported by software tools, which greatly ease thegemeat and review of

structured safety cases.

Notation Example

Text-based notationClaim 1.1.1: H1 has been eliminated.

(from [102]) Evidence 1.1.1: Formal verification
CAE [17] _
(Evidence)
System X Hazard
Log
GSN [89]

Solution_Sn1

Fault Tree for
Hazard H1

Context_C1

Functional Hazard
Analysis for Aircraft

Table 4 Examples of Evidence Represented in Notations

Let us look at three examples of evidence representatioalle B. In the textual form, the
item of evidence is depicted in natural language and numbered respondence to the
claim that it supports. In CAE [17], the item of evidence isesgnted by a rectangle with a
description of the item of evidence. In GSN [89], an item alence may be represented by
two types of graphical elements. It may be presenteésbagion which is represented by a
circle, if it supports a safety goal. It may also be preseas&context shown as a round-

cornered rectangle, if it contextualises the decomposition of safety goals.

We can see from Table 4 that tigation of an item of evidence in a safety case is different
from the actual source data of that item of evidence. Howedveanibe unclear as to how
and why an item of evidence fulfils its particular usage irtgasolely from such a graphical
representation. We should not take for granted the content of evidente and their
‘fitness-for-usage’. A citation or reference enables us to have accesgrte data, but not to
grasp the part of information that is embodied by the source daadEnce and is being

used in the context of an argument.
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Similarly, the relationships between an argument and a bodyid#gree can be represented
in either a textual format or in a graphical format. The linksvben argument and evidence,
if represented in a textual form, are implied by the identiboanumbers attached with the
references or descriptions of items of evidence. In graphicalsfotime relationships are

always represented by directed lines between graphical symbols.

As we have mentioned in Table 4, in GSN, evidence can be refg@danSolution or
Context An item of evidence as ®olutionwill connect with aGoal that represents a claim

to be supported. The connection between them is representen d&yosved line called
SupportedBy(historically, also calledSolvedBY. Figure 23 (a) illustrates this case of
representation. ASolutiononly provides a reference to an item of evidence. The generation,
collection and management of the source data of evidence isyusegtind the capability
and responsibility of argumentation tool support. Some evidenmesented a€ontextin
support of the decomposition of safety objective€adhtextis linked with another graphical
symbol by a hollow-arrowed line callddContextOf Figure 23 (b) is an example for this

kind of usage of evidence.

Goal

Goal

SupportedBy

Sub-Goal

(a) (b)

Figure 23 Representation of Argument-Evidence Relationships in GSN

The CAE notation for safety argument construction has three mgiloliocks —Claim,
Argumentand Evidence[15, 17]. The relationship between &videncenode and other
argument elements €laim and Argumentnodes — is simple. The function of an item of
evidence serving as context is not represented in CAE. The livedetan item of evidence
(represented as dfvidencenode) with theClaim node to be supported can be connected
directly by a linking line named dsEvidenceFoior indirectly with intermediate annotation
by anArgumentnode for the rationale of adopting that item of evideActgumentnodes are
optional [17] and may be presented if the links betwEeadenceand Claim nodes are not
straightforward. Figure 24 presents two views of evidence-argurelationships depicted in
the CAE notation. Similar tdolution in GSN, theEvidencenode in CAE is also a
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description of the citation or reference to the source da@natem of evidence, which

should not be confused with the concept of evidence presented in Section 4.2.

?
supports

. Argument
Is evidence for

‘ Is evidence for
Evidence ‘

Evidence

Figure 24 Representation of Argument-Evidence Relationships in CAE

Therefore, it is obvious that current representation of evidensafety cases with graphical
notations does not address the essence of items of evidencesSdweiad content of
evidence that exhibits its evidential power is not expligtipwn or stated in the existing
forms of graphical representation, but preserved by the actt@lstarce of evidence
somewhere else. If an item of evidence is complicated or infmmach, such as a safety
analysis report of hundreds of pages, it would be difficult to understaddassure the
logical connection between an item of evidence that is ait@dstructured argument and the
specific claim that is supported by that item of evidence.

4.5 A Model of Evidence (EviM)

This section defines a model of evidence (EviM) for capturhrgy relationship between
evidence items and safety arguments. Three viewpoints thattegeated within the model
are introduced in Section 4.5.1 before the presentation of EviMeatidd 4.5.2. Section
4.5.3 explains the relationship of EviM and a structured argumentatioal.nSmttion 4.5.4
~ Section 4.5.7 elaborate the interface element - ‘evideneetiagsin EviM. Additionally,
‘Trustworthiness’ and ‘Appropriateness’, two evidential properigsociated with evidence
items, are explained in Section 4.5.8.

4.5.1 Three Perspectives

Based on the definition of evidence in safety cases indde4t?, we claim that the model of

evidence in safety cases should integrate views of evidence from tiiaetgierspectives.
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» Thecontent perspective
* Theutilisation perspective
* Theevaluation perspective

When we talk about the content of an item of evidence, sometinsastiérpreted merely as
the content of the source data of evidence that embodies the ititorna be used as
evidence. However, it is inappropriate to neglect the role iokage in an argument that is
also part of the content of an item of evidence. First of alleréifit observations can be
made concerning the source data of evidence depending on viewpaewet.observe the
evidence source data from the viewpoint of being an item of exeden a particular domain
safety claim, for example, the content of our concern is quitfEpé&econdly, an assertion
or proposition is a different concept from a data item. The evidemoee data may contain
a variety of data items (e.g. the various data items in[Mk presented in Chapter 3)An
item of evidence, for its intended role within a safety csiseuld clearly define assertions in
order to connect it with proper argument elements (in additiametsdurce data of evidence
or references to the source data). A proposition should be céegrdyated from the concepts
of individuals, objects, and properties etc. that are deemed astetatin the evidence
source data. Data items (from evidence source data) willyintipd truth value of
propositions. Propositions that are contained in an item of evidenamigres in that they
are designated with a value of ‘True’ inherently without Hert supporting argument or
evidence. These propositions based on evidence source data arengften in existing
practice. In the model of evidence presented in the followingoset$ection 4.5.2), these
propositions are explicitly addressed and presentedidence assertior($o be defined and

elaborated in Section 4.5.4).

The utilisation perspective is primarily concerned with th&dge of an item of evidence
with its source data and its argumentation context, which musiditeetland documented
clearly in safety case development. From this perspectivajmat answering the following
two questions, “Where is the evidence from?” and “Where is the evidence used@y) thar
development stage of a safety case lifecycle, an itemidémse must be connected with a
piece of evidence source data planned at the beginning of tiee stagalised at the end of
the stage. Additionally, the connections between items of evidemiceargument elements

(claims or links between argument elements) within a safese must be explicitly

" The complexity of data items is two-fold. Firstly, the number of different types of data items. Secondly, the number
of data items of a same type. Some source data of evidence may contain few data items, e.g. the prescriptive
measures defined by a standard for a specific hazard.
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presented. Otherwise, an item of evidence is not yet actaddipted as a part in a safety

case.

The evaluation of evidence includes the evaluation of the salateeof evidence and the
evaluation of its usage within the context of an argument. Vakiaion of the usage of
evidence places emphasis on the capability and sufficiencywidéree (the evidential
properties of evidence items) in terms of its function of suppodiaigns. We should carry
out the evaluation with consideration of the specific applicaoanario, whereas the
evaluation of the source data of evidence (e.g. a fault traesaiftware testing result) can be

considered without associating it with a domain claim.

The following section introduces the evidence metamodel, EviMchwimtegrates relevant

information of evidence from the three perspectives.
4.5.2 EviM Overview

Figure 25 depicts EviM, a conceptual model of evidence regezsenUML, in the context
of safety cases, which stresses the connotatioeviolence The data elements of EviM,
which place emphasis on the essential content and the roledehe® in safety cases, have

been established based on the analysis of the concepts of evidence parf@autin 4.2.

1

Argumentation

EviM 1

EvidenceSet

*

* * 1 EvSetProperty
1.*

| EvidenceAssertion | EvltemProperty ‘
/N

[ Diversity | | [ Consistency |

Independence

| Appropriateness | I Sufficiency |

|
__________ 4 e ————

Trustworthiness

| EvResultAssertion |

|[EvDesciptiveAssertion| 0..*

1

Source Data of
Evidence

Safety Evidence

Figure 25 A Model of Evidence in Safety Cases (EviM)

107



EviM consists of five key elementsEvidenceltem EvidenceSet EvidenceAssertign
EvitemPropertyand EvSetPropertyEviM is a model at the M1 level in the OMG meta-
modelling architecture presented in Figure 11 in Chapter 3. It expded&Evidence’
package presented in Figure 20 in Chapter 3, which desdhberelationships between
safety assessment artefacts and assurance meta-mogedantly, EviM distinguishes the
collective evidence set that can be used to support a partsaiéty case, and the items of
evidence contained in that set, which themselves are congositee evidence source data,

the necessary metadata and the propositions and evidential properties.

Evidenceltendescribes the items of evidence adopted or referenced in safsg. This
element is basically a container class of evidence-relatedriation, including references to
safety analysis artefacts, evidential properties for aesitgm of evidence, and assertions
made for the information embodied within an evidence eriidydenceltenreferences data
from safety assessment artefacts, but doescootain the source data. As described in
Section 4.2.3, evidence should not equate to documents or analysistawrtdowever, it is
popular for safety assessment artefacts to be termed ‘egidbgcsafety practitioners,
because we have some prior knowledge of their intended usage axeVmlesafety claims.
But we must understand that, in fact, safety assessment tri@fesource dateof evidence

without explicitly-stated evidential roles and evidential properties.

A collection of evidence items for a safety claim or auargnt module [119] can be packed
up as a set of evidence items, depictedEaglenceSein Figure 25. The objects of
EvidenceSetan possess a different set of evidential properties to be eogitom the

ones under concern for objectsefidenceltem

The EvidenceAssertiom Figure 25 represents the core propositional content of anoitem
evidence that is obtained from the source data of evidEngdenceAssertiors a subtype of
Claimin ARM [156]. It is proposed specifically to clarify the usagenformation embodied
by an evidence entity in argumentatiokvidenceAssertionis further subtyped as
EvResultAssertioandEvDescriptiveAssertionThe notion oEvidenceAssertioand its sub-

types are explained in Section 4.5.4 ~ Section 4.5.7.

As shown in Figure 25, we define the properties of an item of evidEntterhProperty and
those of a set of evidence itentsvSetProperty as individual classes by themselves. The
reason for this is to clarify that the evidential properties @naracteristics specifically
concerned forEvidenceltemor EvidenceSetn argumentation context that need thorough

consideration in safety case construction and reviews.
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EvitemPropertyandEvSetPropertyghould be obtained through the evaluation of the usage of
Evidenceltemand EvidenceSetather than the evaluation of the source data of evidence by
themselves without the context of argumentation. In a compeBefgty case, each
individual item of evidence and its relationship with the argurpesgented should possess
two properties —Trustworthinessand AppropriatenessMoreover, a set of evidence items
should also exhibit some special properties, sugduigiency(or coverage)independence
diversity, andconsistencyThese properties concern more with the interrelationships between
items of evidence and the factors influencing their collecBupportive capability. The
properties oEvidenceSehave not been explored further in this thesis, except the property of
Consistencywhich is studied later in Chapter 5.

All these evidential properties, if achieved, help ensurdet of confidence we can have
in the grounds of a safety argument. Two of the properties presentéidgure 25 are

depicted with dashed-line rectangles, because they aretiprtgerties of the relationships
between an item of evidence and an argument element, typicdliynain safety claim. We
present them in EviM primarily for a comprehensive view ofotes evidential properties

that are relevant to items of evidence.

EvidenceAssertiom Figure 25 is associated with elements in an argumentation model (e.g. a
domain safety claim, or a relationship between two argumentagomeats in ARM [156]).

The explanation of relationships betwdevidenceAssertioand argumentation elements in
ARM is presented in Section 4.5.3. The source data of an objéttidénceltemcomes

from system development and operation, e.g. safety assessment oratéglstudy in this

thesis.

We have not presented administrative data about evidenceilh, Because EviM is a
conceptual model. During safety argument construction, we concern more aboetddata
of the source data of evidence such as who performed the arsadgsise method that was
used in generating the source data of evidence, rather thamethdata associated with the
application of specific items of evidence (such as who linked theesalata of evidence
with the claims in safety arguments, or when the source daed#gnce was designated as
an item of evidence for a claim). For management of evideneeaddahe implementation
level, administrative data elements associated with itemsviolence could be added to
EviM.
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4.5.3 Relations with ARM

The overview of ARM is presented in Section 2.7.3. The two corenagt elements in
ARM that interact with EviM areClaim and AssertedRelationshigClaims are recorded
propositions within a structured argument [15@ssertedRelationshipsare abstract

associations that connect structured argument elements.

| ARM: ModelElement |

N\

| ARM: ArgumentLink |

2\

| ARM: AssertedRelationship |
—7 T 1=

ARM: Assertedlnference| | ARM: AssertedContext | |ARM: AssertedChallenge

|ARM: AssertedEvidence| | ARM: AssertedCounterEvidence

Figure 26 Asserted Relationships in ARM

There are five subtypes AksertedRelationshipp ARM [156], as depicted in Figure 26. The
cited source data of an item of evidence is linked with other aguetements through three
subtypes of AssertedRelationships- AssertedEvidenge AssertedCounterEvidence

AssertedContexas defined in [156]).

“The AssertedEvidencassociation class records the declaration that one or
more items of Evidence (cited by Informationltems) providesniation that
helps establish the truth of a Claim. It is important to note thethsa
declaration is itself an assertion on behalf of the user. Thenrdbon (cited

by an Informationltem) may provide evidence for more than one CIAi56).

“ AssertedCounterEvidencean be used to associate evidence (cited by
InformationElements) to a Claim, where this evidence is beisgriasl to
infer that the Claim is false. It is important to note that sudeelaration is

itself an assertion on behalf of the us¢t56].

“The AssertedContexassociation class declares that the information cited by
an InformationElement provides a context for the interpretation afiditien

of a Claim or ArgumentReasoning elemejit36].
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The relations of EviM and ARM are twofold. FirstlyyidenceAssertioproposed in EviM is
a subtype of Claim in ARM. Figure 27 illustrates the relationships between
EvidenceAssertiom EviM andClaimin ARM (the shaded blocks are elements in EviM; the

blocks with a white background are elements in ARM).

| ARM: ModelElement |

T

| ARM: ArgumentElement |

T

ARM: Claim |

T

| EviM: EvidenceAssertion |

VANEVANE

EviM: EvResuItAssertion| | EviM: EvDescriptiveAssertion |

Figure 27 Evidence Assertion — a Subtype of Claim

Both EvidenceAssertioandClaim are propositions, which can be true or false in value. One
prominent difference between them is the origin of the propositOlasm abstracted in
ARM for argumentation is the abstraction of expected claims in a problemimonhich are
propositions, with their values determined or undetermined, abouedhevorld subjects;
whereasEvidenceAssertiomn EviM is drawn from and for the source data of evidence,
which are true propositions about modelled subjects on the basisaafrtemt of the source
data of evidence. We only present true propositions that can beydiestablished from the
evidence source data. The reasons for it include: a) they aref plae meaning exhibited by
the evidence source data that is of our interest; b) the potd¢@lpropositions that can be
associated with evidence source data are pointless and boundiesgotth noting that

EvidenceAssertiorsre components of d&videnceltembut not components of an argument.

Secondly,EvidenceAssertiom EviM is one of the external target elements linked with
ArgumentElementr ArgumentLinkn ARM. In ARM, the source and target links associated
with ArgumentLinkare connected with the top lewdbdelElemen{which is of the highest
level of abstraction). This enables the powerful expression lokiatls of potential
connections between argument elements of different subtypes. Howeaiso makes the
permitted and prohibited connections between various subtypes of atgmoeel elements
less clear. Figure 28 illustrates the subtypeA&rgtimentLinkthat can be connected with the

& ‘Directness’ in terms of not extrapolating beyond the nature of the source information itself.
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evidence assertions of an item of evidence. Regarding the cadv&iween evidence and
argument, we can see that instanceBwélencelten{citing source data of evidence outside

of an ARM model) are special in that they can serve onlya @®urce object of an

ArgumentLink
-Target
-Source
| ARM: ModelElement
0..
Lf o
1
1
| ARM: ArgumentLink
ARM: AssertedRelationship |

ARM: AssertedEvidence| | ARM: AssertedContext | | ARM: AssertedCounterEvidence |

“-.._sourceof

| EviM: EvidenceAssertion |

Figure 28 Argument Links between Evidence and Argument

4.5.4 Evidence Assertion

The notion of the ‘evidence assertion’ has been suggested in theABWIJ156] and GSN
community standard Version 1 [89]. However, the explanation of this notiowtis/et

sufficient for practical application. The following sections explain tbrgcept further.

An evidence assertion is a statement that we can takéraes @oposition according to the
content of the source data of evidence. Representing evidendgassgérawn from source
data explicitly can provide us a clear view of what is appdrem an item of evidence.
Evidence assertions are not intended to repatgementsbout the source data of evidence,
but instead document propositions that can be establidinectly from the information
embodied by the source data of evidence. The truth value of an @videsertion is not
intended to be debatable. Howeveue evidence assertions do not directly mean that the
correspondinglomain claimsare true, unless the trustworthiness of items of evidence and

the appropriateness of claim-evidence relationships are justified.
The description oévidence assertiom ARM includes the following key points [156]:
* The nature of an evidence assertion is a claim.

* An evidence assertion is minimal and does not need supporting argumentation.
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* An evidence assertion is the interface element to integrate arganteavidence.
Based on these key points, we propose the definition of Evidence Assertion lresissals:

An Evidence Assertion is a minimal proposition that describegbktfarward
‘factual information’ concerning an item of evidence. It does not negplost
from further arguments or evidence and it directly concernsolece data of

an item of evidence without involving subjective judgment.

As a specific type of claim, an evidence assertion is uniguts isource and function. An
evidence assertion is drawn directly from the content of the sa@ata of evidence. It is a
true proposition according to what is presented in the sourceofiatadence that is about
subjects under our concern. An evidence assertion can be used as grocontext for a

domain safety claim.

Evidence assertions should be distinguished from domain safetysclai@rguments. A
domain safety claim is what we want to state in the problgplitation’ domain; it is a
statement concerning the subjects (or concerns) in a real prabdemain. Unlike an
evidence assertion, the truth of a domain claimnisertainunless supporting argument and
evidence are provided. Domain safety claims may form a higraof claims which
represent how higher level safety goals are decomposed intccoraneete ones; they can be
supported by either claims or evidence. By contrast, an evidererti@sss a propositional
statement on the subjects in an item of evidence that noodepresent subjects in the real

problem domain; it does not need any further support, either from claims or fliibene.

An evidence assertion differs from the data items containdgiadurce. It is a claim that is
aboutwhat is embodied by those data items. The true or false vahreafidence assertion
is not determined by the facts of a problem domain in reality, but esttibwy the facts of

presence or absence of specific data items in the sourcefdatalence. Our confidence in
terms of whether an evidence assertion can infer the Blue wf a domain claim in the real
problem domain depends on the trustworthiness of an evidence iteimeaggopropriateness

of its usage.
There are two subtypes of evidence assertions:
» Evidence Result Assertion

» Evidence Descriptive Assertion
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The Evidence Result Assertion is described in Section 4.5.5Evidence Descriptive

Assertion is explained in Section 4.5.6.
4.5.5 Evidence Result Assertion

An evidence result assertion is a proposition that can be manethe source data of
evidence and can be used to support domain claims in safety argutheariswers the
guestion, “What does an item of evidence say?”. For example, weiseay fault tree as an
item of evidence. Then tHevidenceResultAsserti@montained in this item of evidence could
be ‘The probability of modelled EventX is 1.0X10

Formulating evidence result assertions from items of evidence diresttyvbaadvantages.

* It may help to clarify the role or function of potential itemsevidence as early as

possible.

* It may also ease the management of items of evidence ileptwahe management of

safety cases.

EvidenceResultAssertiarzan serve as the ‘data’ element in Toulmin’s model dyettlis

the starting-point of a line of safety argument. The subjeendEvidenceResultAssertion
addresses some aspect of the source data of evidence whichntsptiesesubject in the
problem domain (e.g. a modelled subject in a model). For examplpritiegoal noun of a
domain claim may be “the probability of an undesired ef&ght E, is the undesired event in
the problem domain. By contrast, the principal noun of a correspondingneeidesult
assertion of an item of evidence (e.g. a fault tree) may Hee ptobability of a modelled
undesired evenE,’; En is the top event in that fault tree thrabdelsor represents,. In
reality, EvidenceResultAssertiaf safety assessment evidence may have features or styles
determined by the types of safety evidence (e.g. the substamiigisis outputs of a safety
analysis technique). As the definition @fidence assertiomdicated, the Boolean value of

an evidence result assertiortnige if the item of evidence has been generated and is in use or

expected to be truéthe item of evidence is planned to be available.

There are two ways through which we can identify potentiaufeatof evidence result

assertions. The first way is to examine the lower level alonsafety claims that are

presented in a safety case or a safety case pattern. FRagplexd there was a goal in a safety

case, depicted as “the probability of a failure condition X dmesxceed 1x1®per flight

hour”, then the evidence result assertion being expected would Bthéhptobability of the

modelled failure condition X is {f per flight hour”. The {R} in the expected evidence
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result assertion should be a number less thanxIlifey are close in terms of the format

and the subject of the expression.

The example above is almost self-evident; however, it is ln@tya effective to identify, in
this way, the potential features of evidence assertions in theironiat are not rich in
prescriptive requirements and good practice. Because therebesoaltrap that might lead us
to unrealistic expectation of the forms of evidence resultrtémse desired, when a domain

safety claim contained in a safety case has not been well-decompogzdperdevel.

For example, CS25.1309 (b) [68] has set safety goals for failuretiomsdihat are classified
as Catastrophic. It can be easily derived from CS25.1309 (b)wbatotms of evidence
result assertions are expected for potential items of evidence to beugetification of the

sufficient control of Catastrophic failure conditions:

* “The probability of Catastrophic Failure Condition X presentedBwi} is {P.} per
flight hour”, where {Evi} is an item of evidence andRs a number less than 1x10

* “There is no single point failure identified in {Evi} that cd@ad to the Catastrophic

Failure Condition X", where {Evi} is an item of evidence.

If a domain safety claim in a safety case under study washagher abstraction level, such
as ‘Equipment X is fail safe’ or ‘The configuration logic asceptably fault free’, the
granularity of these domain safety claims needs to be refifedebeasonable features of
potential evidence result assertions can be derived. From engingexatige, we understand
that it is more plausible to read out whether a failure scenaribdsasconsidered and how it
is considered from an item of evidence rather than whethemaidasubject of concern is
‘fault free’ or ‘fail safe’. For safety assessment eviggnoormally, the subject of an
evidence result assertion is within a range of permitted suestaelements (e.g. the
probability or MCSs of an undesired event) and construction elenfetare contained in a
safety assessment model. The domain claims with concegtsféd safe’) that resist being
directly modelled as a part of a model, should be decomposed into éemgeslib-goals that
can be supported directly by items of evidence. A domain claim eatlety concepts or
features of a system that cannot be addressed by a modelydseatdt permitted to be

supported directly by evidence result assertions.

The second way of identifying evidence result assertions @bserve available evidence
presently in use or recommended by standards and guidance. For examman ask
ourselves questions such as ‘what do we expect to learn fromificspafety analysis (e.g.

FTA)?, ‘what do we expect to learn from a specific t8stivhat can we assert about the
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safety characteristic of a domain subject according to anofeavidence'?. The answers
should be a concrete statement that is about a modelled subjecth (v of the
corresponding subject in the problem domain) and is related to the pofgeseerating that
item of evidence. The forms of evidence result assertions fatetuin this way rely upon
our understanding of the purpose of various types of evidence and theiigbaisatin
safety cases. For example, Table 5 presents the main foenglehce result assertions that
we can make from the safety analyses as recommended bgfehe assessment process in
ARP 4754A.

Types of Examples of Evidence Result Assertion
Safety Analysis
FHA . Failure condition FCmodelled in FHA is a Catastrophic failurg

condition of Aircraft AC
(according to an aircraft level FHA model- FRA
FTA e The probability of failure condition F@odelled in FTAis R.

. Failure condition FCmodelled in FTA was caused by more than
one failure event in FTA

(according to a fault tree model - FJ)A

FMEA *  Component X modelled in FMEAas three failure modes.

*  Failure Mode A of Component X modelled in FMERay lead tq
Failure Effect B.

(according to an FMEA - FMEA

Markov . The probability of sub-system X being in an operdtistete,
modelled in MAR, is R.

(according to a Markov model- MAR

CMA . Failure event A and failure event B are independent in CMA
(according to a common model analysis- CMA

ZSA . There is a hazardous Failure Condition, FCZone X in ZSA
(identified in a zonal safety analysis - Z$A

PRA (e.g. e  The lightning interaction modelled in GNbetween the skin and
lightning ) structure of Aircraft AC) is acceptably safe.

(according to a Computational Model - @V

Table 5 Examples of Evidence Result Assertion

But we must keep in mind that matching and re-examining evidesszdt assertions are
indispensable tasks when we adopt an item of evidence in § saf#. Some evidence
result assertions that are drawn before integrating eviderite arguments might be
unsuitable for a certain usage; some other evidence reselti@ss might have been

neglected before the integration. Explicit documentation of thdeaee result assertions of
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an item of evidence, especially the one used as direct eviftanaelomain safety claim, is
helpful for accumulating both the existing and the expected usage evithence source
data, which can provide an easy understanding of the evidence-argeta&onhship and
help facilitate the potential reuse of evidence items inesaoew context. For the safety
assessment evidence under study in this thesis, the evidenit@sssrtions should be based
on the instances oSubstanceElementof safety analyses (as depicted in CoreDMM

presented in Section 3.4.1).

The elicitation of evidence result assertions may preserg soina work during safety case
development. However, it is important to make these resultt@sseas clear as possible
according to the ‘facts’ conveyed by an item of evidends.dangerous to support a domain
safety claim with an item of evidence that is much legmble and effective than that which
is needed. The gap between what we can say according to the datared evidence and
what a domain safety claim is about, if unacknowledged or unresalveld, undermine the
overall confidence in safety cases significantly. In existingctize, we commonly are
unaware of such gaps that are implicit with evidence result assarhetated.

In graphical representation of structured safety arguments, intiadeen stipulated as
necessary to explicitly present evidence result assertionsr@sete argument components
with a symbol. However, it is necessary to understand the roleefidence result assertion
within the graphical view. In a safety case lifecycle, evoderesult assertions should be
included as a required data item for every item of evidenigrird=29 (a) depicts the
common view of evidence-claim interfaces (in GSN termgxisting practice. Th&olution
cites the Evidencéfor the Claim in the pictorial view. Figure 29 (b) presents the functional
position of an evidence result assertion that links an item of meédeith a domain safety
claim. The argument link,; is broken down into three new elements, a goal depicting

an evidence result assertion, dngd It can be clear to examine the relationship between a
claim and an item of evidence in two steps: ‘does the iterwidéece contain the expected
form of evidence result assertions required for support of the ¢lamd?could the evidence
result assertion of the item of evidence infer the truth Isityeof the claim?’. Figure 29 (c)
presents the position of an evidence result assertion in a common graphical Figura9

(a) illustrated. The link between a claim and a solutign,is unchanged frorh,;. However,

as we know, theSolutionis only a reference placeholder, which possesses no evidential
power logically. It is the evidence result assertion of tam ibf evidence being referenced
that provides the support to the claim. Thein Figure 29 (b) is a relation that does not need
support or justification (according to our definition of evidensseations). So to be succinct

in a graphical view, the evidence-claim relationship carepeesented as it were in existing

117



practice. But the evidence result assertion (as it is usthe ifashion illustrated in Figure 29

(c)) should be explicit and accessible as a part of the item of evidengeciied.

Claim (Goal)

Claim (Goal) Claim (Goal)

Lb1: SupportedBy/ChallengedBy

La1: SupportedBy/ChallengedBy . . Lc1: SupportedBy/ChallengedBy
EvidenceResultAssertion

(Goal)
Evidence

~ ResultAssertion
(Goal)

Lb2: SupportedBy

Evidence
reference
(Solution)

Evidence
reference
(Solution)

Evidence

reference
(Solution)

(@ (b) (©)

Figure 29 Role of Evidence Result Assertion Presented in GSN

For the discussion so far, we have viewed evidence resultiassert the context of citing

the source data of evidence to support or challenge a domain cdafety As described in

Section 4.4.2, the source data of evidence items is sometimes used as the compextesftar
elements. In this situation, in fact, evidence result aessraire not obligatory information
elements of the application scenario. Because the sourcefdataitem of evidence (e.g. a
FMEA model), is used for providing raw data (e.g. a list ofufailmodes) to assist the
generation or decomposition of safety goals, rather than be asedfdrring the truth or

falsity of a domain safety claim. However, the concept oflene assertions is still
important. In this situation, the evidence assertions of am afeevidence still exist, but not
as the interface elements that connect the item of evidemicetuer structured argument
elements in a primary safety argument. Each item of sgelean play a multiple role in

safety cases, as context or supporting evidence, or both.
4.5.6 Evidence Descriptive Assertion

Alongside evidence result assertions, there are also othetiasse&ve can make according
to (and about) the content of the source data of an item of eeidevidence descriptive
assertionsare propositions that describe an item of evidence but that canrditelody
observedrom the source data of an item of evidence. They are not usegpport domain

safety claims, but for providing support for the confidence argumesaciased with the
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primary safety argument elements (e.g. the backing arguimansupports the applicability

of a fault tree that is used as direct evidence in a safety case).

Evidence descriptive assertions are statements about thee stata of evidence or the
process of which the source data of evidence is generated. Thetsabjan evidence
descriptive assertion can be a wide variety of things. Ihityeat is impossible and
unnecessary to try to elicit them completely. Instead, they sheuldrmulated according to
the details required by the backing arguments of the safs¢y Tgpically, we are concerned
of the evidence descriptive assertions that address factommalyanfluence the confidence
in the usage of evidence. For example, the modeller, the tool, the nfdthazbntributing
factors for ‘wrong’ models as depicted in Section 3.3.2) of an wérsafety assessment
evidence should have corresponding evidence descriptive asselitted.eThese evidence
descriptive assertions can help present factual informatiorsthatessary for the evaluation
of the trustworthiness of an item of evidence and the appropriatehéss usage of that
item of evidence in a safety case. Evidence descriptivetiassecan introduce clues and
facts that help us to make decisions during evidence evaluatioex&wiple, consider again
a fault tree (FJ) as an item of evidence. Two examples of evidence dasergsertions of
the fault tree (FJ) are — “The repair events are not considered igf B “Operator errors
have been considered in FTThe normal metadata (for example, the metadata depicted in
CoreDMM in Section 3.4.1) from the source data of an item ideece can be addressed by
evidence descriptive assertions if needed, e.g, i$€onstructed by Engineer Y” or “kTs

constructed with FaultTree+ Tool”.

An item of evidence may have many evidence descriptive teseer It is difficult to

enumerate all potential descriptive assertions completelytandimreasonable to ask for all
details without a focus. For safety assessment models underirstilnily thesis, we observe
some common contextual factors that are shared in the backingfaiff assessment
evidence, e.g. the scope of an item of evidence, the admaiivistmetadata of an item of
evidence. Table 6 presents some typical types of evidenceipiee assertions we can

make from safety analyses.
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Subjects of EvidenceExamples of Evidence Descriptive Assertion

DescriptiveAssertior

Scope *  Human factors are considered in Evidence Evi

e System component & considered in Evidence Evi

Modeller e Evidence Evi is created by Engineer X.

Limitation * Repair events are not considered in Evidence Evi

« Timing issues are not considered in Evidence Evi

Tool «  Evidence Evi is generated with T,00l

Data source * The essential failure data used in Evidence Evingfandbook K

Table 6 Examples of Evidence Descriptive Assertion

4.5.7 Eliciting Evidence Assertions

In system safety processes, evidence assertions can bededither with the generation of
the source data of evidence or with the adoption of an item ofreédeithin a safety case.
The important thing is to take evidence assertions into accounerfyoip order to
demonstrate our understanding of various items of evidence andgpktation context, to
ease the integration of evidence with argument, and to support tleoplment of

confidence argument associated with evidence.

Based on the common understanding of typical outputs of safetyeemgig activities and
the features of evidence in typical public safety cases, we g@possification scheme of
typical evidence assertions. Figure 30 illustrates the typoldggviolence assertion that
should be considered in practice. It is not intended to be an exhdisttibeit can act as an
aid to thinking, in particular, guiding the formulation of evidencgeg®ns in terms of the

common subjects they might address.

Evidence result assertions are classified into two clasgesriitative result assertions and
qualitative result assertions. Quantitative result asseriare statements based upon safety
analysis results that are in a numerical manner. Qualitediglt assertions are statements
based upon safety analysis results addressing the demonstrationtaefigeiaafety features

(e.g. levels of redundancy).
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Result Assertion

Evidence Assertion

Evidence Result
Assertion

Quantitative

Probability

Qualitative Result

Assertion

No single point
failure
Existence/
identification of
a failure mode
or condition
Independency
between
failures
Mitigation
measures
arranged

Evidence Descriptive
Assertion

Scope Assertion

System
components
considered
System
components
excluded
Virtual
components
considered
Failure factors
considered
Failure factors
excluded
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Assertion
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time
3 Tool used
3 Method
adopted
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Figure 30 A Typology of Evidence Assertions

Assumption
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Method
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Instance
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Assertion
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Evidence descriptive assertions are classified into fousseta — scope assertions,
administrative assertions, assumption assertions and lonitassertions. Some examples
are given in Figure 30 for each type of descriptive assertionleVWiciting evidence
assertions for a specific item of evidence, users need to eortbie types of evidence
assertions (as recommended in Figure 30) for inspiration and toeti@acthe content of
evidence assertions according to the feature of the item okeree and its specific
application context. For example, a fault tree model as an ofeavidence will not have

evidence result assertions on ‘independency between failure events’.

EvidenceAssertiors a core component of EviM. It is useful for facilitatirgp tapplication
and justification of evidence in safety case development. Thresstions should be

considered in the process of evidence selection and justification [96].
1. “Is thetypeof evidence capable of supporting the safety claim?”

2. “Is the particularinstance of that type of evidence capable of supporting

the safety claim?”

3. “Can the instance of that type of evidencdrbstedto deliver the expected

capability?”

The two subtypes dEvidenceAssertionan help in the answers to these questions. The form
of the evidence result assertion of an instance of a type ofheedtould meet the need of a
domain safety claim. The content of the evidence result ags®ftian instance of a specific
type of evidence determines whether the instance of evidermeportive. The evidence
descriptive assertions (e.g. one associated with assumptiomsaxfed) of an instance of the
specific type of evidence constrain whether the supportiegioathip holds for the domain
safety claim. Furthermore, the evidence descriptive agssréissociated with the generation
of the source data of the evidence are useful for determiningubk®vorthiness of the

specific item of evidence.
4.5.8 Trustworthiness and Appropriateness

Trustworthiness, in social, political and economic contexts, intendstablish and maintain
cooperation [93]. As a desired property of evidence in safety,casssvorthinesslepicts
whether we can have our belief in the content of an item ofreades what is said by the

source data of evidencé is affected by many factors [204] such as: ‘bugs’ initke of
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evidence presented, the rigour of review, the qualification obkhadopted, the experience

and competence of the personnel.

Trustworthiness is a property of evidence that can be evalimtgsl own right for the

information embodied within the source data of evidence. It repsesentiegree of
confidence that we have for the information embodied by items ofreedein other words,
whether we can believe that the evidence result assertian @ém of evidence is a true
proposition. We argue that trustworthiness is based on both tema&xgrounds and the

internal grounds of an item of evidence.

The external grounds for trustworthiness (of safety assessment eyilienae the quality of

process elements associated with the generation of an iteeviddénce, such as the
qualification of modelling tools, the competency and knowledge ofopeel, and the
capability of an analysis technique. The quality of the procémseats of a safety
assessment activity may influence the overall number oemgic and random flaws
contained in the outputs of a modelling process (e.g. a tool may intradvmeputational

error; a techniqgue may exclude consideration of a specific fallehanism; inexperienced
modeller may introduce more wrong input data) . The trustworthofess item of evidence
originated from the external grounds will imply our belief in tita overall number of
potential flaws within the source data of an item of evidence is low.

The internal grounds of trustworthiness (of safety assessmela@nee lies in the rigour of
scrutiny of the construction and substance elements of the sourcef dataence, rather
than reviews of the process elements contained in the souecefdatidence. If the source
data of evidence has been rigorously examined for potential representation asthaddey
flaws against our knowable truth in the real world and the trésydositive (which means
that only a few flaws identified within the declared boundarg afodel), we may claim that
the item of evidence is trustworthy. The internal grounds arenclistiom the external
grounds. Trustworthiness based on the internal grounds will imply ouairggrin the
absence or scarcity of errors or flaws of concrete typeshtnae been checked in reviews.
Trustworthiness based on the internal grounds is and must be claithed the declared
boundary of model instances. ‘Bugs’ identified in the review ofsthece data of evidence
may damage trustworthiness completely; whereas weak external gronrmigycandermine
trustworthiness to some degree. In addition, the internal groundBefdrustworthiness of
evidence also require further trustworthiness regarding tiirgc activity and the scrutiny

results regarding an item of evidence.
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Appropriateness is a property associated with the links betw#eredt argument elements.
As a property of these links, appropriateness covers a vatied sencerns, depending on
the (sub)type of argument links. For AssertedEvidencknk between an item of evidence
and a domain claim, appropriateness depicts the suitability (relevancepgadtsof an item
of evidence to uphold the declared relationship with a specifgun@ent element.
Appropriateness of asserted evidence links will render theptadite true/false values of
domainclaims. When the safety argument is constructed at the stages of a project, the
appropriateness property of AssertedEvidencknk is not a prominent isstiesince we can
always expect that there are one or more items of evidenad wiili provide sufficient
support to the domain claims. We can present the links and theddesidence items for
them in the structured argument diagram. The desired evidence items, vehptacaholders
for future real instances, must be instantiated later when rea deavidence are completed
and released formally. When we instantiate a citation oésret evidence with a real
instance of evidence, the appropriateness of the item of evidewse be carefully
reconsidered.

Sometimes, appropriateness, as a property of the links betwgpenemt elements, has been
misunderstood as a property of the class or object&valenceltem We represent this
property in EviM with a dashed-line rectangle, to indicas this property does not belong
to Evidenceltemand must be evaluated in context of three concrete objectsefanof

evidence, a domain claim, and the relationship between them).

There is no proportional relationship between the property of appepesd and the
property of trustworthiness. A trustworthy item of evidence rbayinappropriate for
supporting a specific claim; untrustworthy evidence should not be etlepen if it looks
appropriate in the context of an argument structure. Even if aeree result assertion
supports a domain claim, the evidence-claim relationship mayagrot be appropriate. If
the declared validity boundary of an item of evidence (e.g.sttape, limitations or
assumptions of safety assessment models required by Corei3MMi¥iciently elicited and
accepted for the usage instance of the item of evidence, taredk evidence-claim

relationship may be appropriate.

? If there are COTS (Commercial-Off-The-Shelf) components or legacy parts adopted in the project, we may examine
instantly the appropriateness of AssertedEvidence links in a safety case, which are associated with those components,
if the items of evidence cited is available.
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4.6 Relationship between Evidence and Confidence

4.6.1 Confidence in Safety Cases

The definition ofconfidencein Oxford Dictionaries is “the state of feeling certain ahtbe
truth of something” [2]. In safety domain, our confidence in safety rakate to the truth
value of a claim, or the occurrence of an event, or the egestafna state. Confidence is not
objective. It is dependent on what we know and how we think. Howeven, teeeigh
confidence is a subjective issue, it is desirable and necesdauitd it up systematically and

to demonstrate it explicitly, rather than leave it unmanaged or takegitsfioted blindly.

It is increasingly recognized that we need justified confidensystem safety demonstrated
in a safety case. In order to understand the contribution of sefe¢gsment evidence to the
overall confidence in system safety, we will start withrarestigation of various factors on
which we can establish our confidence. Figure 31 depicts a frakesfaronfidence in
safety cases. It decomposes our view of confidence in safegs ¢ato two parts: the
confidence established on safety cases processes and the confidencbesstablise output

of a specific safety case process.

[ Confidence in a safety case j

Confidence established on Confidence established on the
the basis of safety case basis of the product of a specific

processes safety case process

Confidence established on the Confidence established on the Confidence established on Confidence established on
basis of the rigour/capability of basis of the enactment of a the basis of justified the basis of justified
a prescribed generic process prescribed process argument elements evidence

Uit BEETS Gl cRmeie collection and evaluation

) . Confidence established on the

Confidence established on . ) .

basis of the generic evidence
safety argument process process

Figure 31 Framework of Confidence in Safety Cases

The confidence that originates from processes can be dividedwaotdypes: confidence
obtained from the rigour or capability of the prescribed genamcess (e.g. whether a
systematic argument construction process is employed in supporheofargument
development) and confidence obtained from the proper implementatioracment of the
prescribed process (e.g. whether the personnel implementinggtmaeat construction are
competent and experienced in the domain). Furthermore, confideseel loa generic
process capability involves two parts: the rigour or power of tgenaent construction

process and the rigour or robustness of the evidence collection ahdit®n process.
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Biased selection of evidence or insufficient evaluation of evialempiroperties in the
argumentation context will undermine our confidence in the safetg generated. In
Chapter 6, we will introduce a more rigorous argument constructiaessdo support the
construction of compelling safety cases. From the process ptvspave can only have the
confidence in the overall quality of a safety case, but apgpegéneral processes cannot
guarantee or even justify the appropriateness of a specifiofpan argument branch or the

trustworthiness of a specific item of evidence.

Confidence in a system safety case may also be establishdue dmasis of argument
structures and a body of evidence (the content of a safety, eesieh are the artefact
generated from a safety case development process in a skfeycle. Through the
evaluation of the detailed content of a safety case, inclumglaims and relationships in
arguments and the body of evidence individually and collectively, ave abtain more
confidence in addition to the confidence established on safety. chsstifying evidence is

part of the evaluation of a safety case artefact.

In practice, we suggest establishing confidence in safety dem®sboth the process
perspective and the product perspective, because the two aspectsnplementary, but not
substitutes for each other. The evaluation based on the content Bhweldore priority if
the time and resources are permitted in the project lifecycle.

Fundamentally, confidence in the safety argued by a safetyicgseunded on the quality
(or validity) of the safety case itself. DS 00-56 [148] reca@nds “validated safety cases”,
which requires rigorous scrutiny of both safety argument and evidémoe deem a primary
safety argument and associated evidence to be the sourckidnour confidence in the
system safety demonstrated relies, we need to consider coefiderice following three

aspects in the confidence arguments:

» Confidence in the strength of the primary safety argument structure

» Confidence in the appropriateness of the use of the various items of evidence
» Confidence in the trustworthiness of a body of supporting safety evidence

Where we say the primary safety argument structure is stibmgeans the set of links
(asserted inferences, asserted contexts) between emgusfements are acceptable and
sufficient to render the higher level claim from lower lemees. The argument structure can
be evaluated initially with the assumptions that the end or griewetidomain claims are all

True. The ‘true’ or ‘false’ values of ground domain claims determined later, influenced
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by the appropriateness of asserted evidence relationshipatextof the specific argument.
The trustworthiness of evidence depicts the extent to whicbeheve the information or
propositions that are said by an item of evidence. The jusiticaf safety assessment

models as evidence in safety cases will be addressed in Chapter 6.

4.6.2 Importance of Evidence towards the Establishment of

Confidence

We can learn from the confidence framework presented in Figure 31stifiécient
confidence in a safety case must be established on the batiedy af adequate evidence.
Our aim is to demonstrate in a safety case that the topdafety claim has been achieved.
A sound and compelling safety case, ultimately, must have trog@ga® with a high degree
of confidence. The ‘truth’ value of the hierarchy of higher-level saleiyns comes from the
appropriateness of all asserted argument linking elemeatsafety argument and the truth
of the leaf-level domain safety claims. Importantly, the camfeet in the true top-level
domain safety claim is grounded on the support provided by the bedydeince connected
through the primary safety argument. The origin of confidence inysadferefore, finally
settles down onto the trustworthiness of evidence items and thepapfeness of the usage

of these evidence items.

In addition, considering and citing the source data of evidence prapealyital part of
safety case construction. Knowing how to handle and consider the wmlifferles (e.g.
supporting evidence or context) that are played by various itgravidence is important in
an argument construction process. Although we address only the paseied evidence (as
supporting evidence) in this chapter, we will describe how to denshe potential negative

role of some items of evidence in Chapter 6.

Safety cases can be viewed as a holistic model of sysiéaty svhich synthesise many
different forms of evidence, including safety assessment mobe¢sdesire to manage the
issue of confidence in safety cases implies that we devote szsuarce to assuring the
trustworthiness of evidence and the appropriateness of the usageerice and the task of
incorporating counter evidence in safety cases. As a result]igisitag confidence in safety
assessment evidence is further studied from three aspectgydtais scrutiny of items of
evidence, especially on cross-model inconsistency (in Chdgtethe comprehensive
exploration and consideration of counter evidence in safety caseuntiost (in Chapter 6),
and the structured justification of evidence items, in padi¢cygualitative safety assessment

models (in Chapter 6).
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4.7 Summary

In this chapter, we have studied some relevant definitions atbrated the concept of
evidence in the context of safety cases. A conceptual mo@esidgnce (EviM) is proposed
for the purpose of explicit integration of the source data of evidandesafety argument.
EviM highlights the propositional content of an item of evidenod #he evidential
properties associated with evidence in any argumentation corikgt.notion of the
‘evidence assertion’, the interface element between argumeniteand of evidence, is
described and illustrated with examples. EviM will helpxpleitly considering the content,
utilisation and evaluation of evidence and will facilitate ensigorous application and
justification of safety evidence in safety cases. In additioe,confidence issue in safety
cases is also discussed and the relationship of evidence with coefidentarified and
highlighted. In this chapter, evidence is primarily examined owly fthe perspective of its
positive role in safety argument aspportingevidence. In Chapter 6, its potential role as
counter evidence is discussed and considered in argument constractdoargument
patterns.
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5 Managing Safety Model Inconsistency

5.1 Introduction

As explained in Section 2.6.2, evaluation of safety analysis isudifand with insufficient
practice. In this chapter, we focus on model consistency as a roeansluating safety
assessment models, a common type of safety evidence ip caseis. The issue of model
inconsistency among safety assessment models is a pen@msilem throughout the
development of modern complex systems. The consistency of moaelsyigo require but
difficult to confirm. Safety standards normally require consistency in sedgtyrements and
safety analysis, but with little further guidance of the notion amdréecommended measures
to examine consistency [194]. Most of the existing investigati@on$istency among safety
assessment models is performed informally through periodieaws of safety assessment
activities, which rely heavily on expert knowledge and expertntre these reviews, the
expected consistency relationships employed are usually imphditthe implementation
process of consistency-checking is opaque. With this ‘black-box’ viewookistency
between models, it is difficult to claim and to persuade otti&sthe safety assessment
models being used as evidence in safety cases are condbembver, the opaque view
may hinder the accumulation and dissemination of the domain knowladgexperience on

how to evaluate model inconsistency.

In this chapter, we present a structured method to managing ineangisacross safety
assessment models. The chapter starts with the claoficatithe meaning and classification
of model consistency in system safety. Then typical consistefatyonships between safety
assessment models are analyzed. To reduce the informaliiynphdtness of consistency
analysis in practice, the method defines explicitly the infaommatequirement and the
detailed steps of inconsistency analysis that can bring morg@aransy and structure to the
model comparison process. The justification and utilisation ofirtbensistency analysis

itself are also considered in the method.

% The current state of consistency analysis between safety assessment models was obtained through personal
communication with safety experts during MISSA project meetings.
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5.2 The Territory of Consistency

5.2.1 Range of Meaning

The usage of the term obnsistencyaries significantly according to its context. Regulatory
bodies have acknowledged the problem of inconsistent safety anatysésndards (e.qg.
[148, 180, 181]). However, most of the standards pinpoint only some spswiarios
required for consistency. In DS 00-56 [148], the “consistency of assum@bout operating
procedures of risk classification” is required and contraatoust “maintain consistency
between safety-related documentation and the system configurdtichRP 4761 [181], it
is stated that the “wording of failure effects need to beckéd for consistency”. Whereas
ARP 4754A [180] requires “consistency between the requirement‘setisistency between
functional hazard assessment results”, “common naming conventionsVdats in safety
analysis, and “consistency of analysis methods in the verdicafi safety requirements”. In
practice, the occurrences of the term ‘consistency’ are limk#fddiverse subjects such as
recommended safety processes, guidance of analysis techniques,pkaiaing, system
design, system safety requirements, or the overall safetyseneesults. The meaning of
consistency in safety can be: a) having completed suggestechoeglactivities; b) having
followed required or recommended analytical steps and syntag; rd)ehaving shown
compliance with safety objectives; 4) having confirmed thatath@ysis is based on the
‘right’ design information; d) the logic and data in safety asialgre in agreement with each

other.

In the context of this thesis, we address the term of consysteye asmodel consistendias
the last type of consistency mentioned above). The subjectarthassociated with model
consistency are the logic and data at different abstraeti@tslin safety assessment models.
Consistent models imply that the relationships between overlapisgnilar elements of
two safety assessment models are in agreement with s¢atienghip that is prescribed to
hold. The prescribed relationship can be either expected simiaréypected differences. It
is difficult to ensure that two models or more are consisteotefimes, the level of
consistency achieved is analyzed and demonstrated through thegemestiof potential
inconsistencies across models or subjects that should be cdnsenrequirement
inconsistency management [153], UML model and meta-model inconsisteniypdel-
Driven Development (MDD) [171, 191]. However, we understand that trexgitly of the
forms and data formats of safety analysis and the informaflityany data items in safety

assessment models (e.g. the textual description of failurgseire a traditional fault tree)
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make it impossible to implement highly-automated consistencyysasiaacross safety

assessment models, as what can be achieved in software engineerid@1¢.g. [

In traditional logic, two or more statements are called consistent if they are tsinadusly
true under some interpretatidf6]. This is the semantic meaning of consistency. In modern
logic, the consistency of a set of statements meansribdbfmula ‘P & —P’ is derivablé
from those statements by the rules of some logical calculus J26¢h is the syntactic
description. The semantic and syntactic definition of consistencypindeghe investigation

of inconsistency in different areas. Nuseibeh et al. [153] definmamsistency as “any
situation in which a set of descriptions does not obey some relatiahstighould hold
between them. The relationship between descriptions can be expassaeconsistency rule
against which the descriptions can be checked”. This viewlose to our mission of

examining inconsistency between safety assessment models.

In light of Nuseibeh’s definition of software requirements incdasisy, inconsistency
between safety assessment models is defined in this thearsy astuation in which two
relevant descriptions in safety assessment models do not obey datiomgieip that is
prescribed to hold between theifhe description can be a modelled subject, a modelled

attribute, or a modelled relationship at different abstraction levels.
5.2.2 Typology of Safety Model Consistency

In this section, a typology of safety model consistency is proposedian to facilitate the
understanding of consistency issue among safety assessment. mbuetgpology provides
an overview of the types of consistency to be considered in s&f@ws. Our primary
concern is whether the system safety characteristics ezpeelsby safety assessment models

are consistent with the real world situation. Figure 32 illustratesrineiigte of the typology.

Consistency of
Safety Assessment Models

Factual Intra-Model Cross-Model
Consistency Consistency Consistency

Internal Referential Internal Logical
Consistency Consistency

Figure 32 Typology of Safety Model Consistency
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Depending on the nature and subject with which a safety assessowglitisnconsistent or

inconsistent, the consistency of safety assessment models can be iditodbree groups:
* Factual consistency (C1)

* Intra-model consistency (C2)

* Cross-model consistency (C3)

Figure 33 illustrates the nature of and the relationships betweerthtee types of
consistency problems (denoted by the wide lines with arrows). Bgeh of model

consistency is further described in later sections.

Meta-Model Sa_fet¥
MMa modelling

constructs level

Instantiated by

C2 Model Instance c Model Instance Model
Model-MMa-1 3 Model-MMa-2 instance level
a view of Px a view of Px
from VP-a-1 from VP-a-2
Real-World
Problem problem
Px domain

Figure 33 Consistency of Safety Assessment Models

As illustrated in Figure 33, the safety modelling methods that are used to desdaliworld
problems are presented as meta-models at the top level, engetidnenodel MM Different
safety techniques may have different modelling constructs, but tiegigeoncepts in safety
assessment models may be represented by a unified core datangdeta such as
CoreDMM presented in Chapter 3. It can be used as a bridge to cotatelsome common
safety assessment models based on different techniques. Thgsri 33, only one block is
presented at the safety modelling constructs level. A metatrgederally provides a view
of a generic problem in reality, however not directly assediavith concrete problem
entities or instances. The safety assessment model iestaewveloped on the basis of a
safety modelling technique are presented as model instanctdge middle level. For
example, the model instance Model-MM is a concrete instantiation of the meta-model

MM, The problems or subjects under study, which are the subjects beingjechodee
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depicted in the bottom level. The model instances provide a viavpadblem from a certain
point of view, e.g. the model instance of Model-MMs a view of the problem,Rrom the
viewpoint VP,.; If MM , represents the safety assessment CoreDMM, Mode}-Mibuld
be a concrete fault tree for a braking system of a car désigrs case, Pcan be the ‘safety
of the braking system of a car design’. Model-M®could be an FMEA of the braking
system. In Figure 33, C1 denotes the factual consistency; C2 sethateintra-model

consistency; and C3 denotes the cross-model consistency.

In this thesis, our focus of study is not the consistency in reladioneta-models of safety
analysis, which is sometimes named and classified as sgatambinsistency and semantic
consistency in software engineering literature [72, 191], lmutdmsistency issues within the

model instance level and between the instance level and the real world.
5.2.3 Factual Consistency

Factual consistency implies that there are no contradictions dretilve content of a safety
assessment model and the logic or facts that exist ityrdals represented in Figure 33 as
C1. This is the central concern of model validity. Note thsdéerting factual consistency of a
model does not mean that there is no difference between the wmudiehe real world
problem domain, because abstraction and simplification during modeléngeamitted and
necessary to accommodate specific modelling purposes. Inh#sss,t the abstraction and
simplification of models from reality that are accepted amdettaken by modellers are not
treated as a factual inconsistency. Usually, factual demsy is difficult to observe and
determine. We may not have sufficient understanding of both didkelrand the real problem
represented by the model to confirm it. Field tests and operatieribe ideal way to check
factual consistency, are usually not practical ot@oecostlyandtoo late for the purposes of

validating a model produced as part of a pre-operational safety case.

In some particular cases, if there are relationships or tlaatsare apparently and intuitively
true (some component conditions are mutually exclusive or soméomslaps are
impossible in reality), we can examine factual consistgrastially, regarding the accepted
relationships and facts, either manually or with tool support agdiesnodel directly. For
example, if a component is in a ‘failed’ state, then it caatsat be in a ‘working’ state at the
same time. A vehicle cannot be ‘moving forward’ and ‘moving bacttat the same time.
Some other intuitive factual relationships are based on methodgxample, circular logic
between failure events is not permitted in fault tree construclihe check of circular logic
is provided as a function in the FaultTree+ software by Isogfaph]. These factual

relationships are self-evident and intuitive to humans, but not obfeousachines unless
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clearly defined. If human reviews have picked up such relationghipafety assessment
models during review, the factual consistency of safety ass@$snodels can be checked to

some extent.

Above all, human review of safety assessment models is timargrmeans of checking
factual consistency in the models directly. Domain knowledge and ewperiabout the
modelling subject under study and the axiomatic logic and facts arh e analysis is
based and compliant with are the grounds for expected consisedatgnships of possible

checking.

Of course, the factual consistency of a safety assessnoele could perhaps be recast as a
problem of cross model consistency between safety assessmeid aratla domain model.
However, this would breed another question as to the consistencyduafittaen model of the

world.

5.2.4 Intra-Model Consistency

Intra-model consistency focuses on the consistency of informattmnn one safety
assessment model. It is represented in Figure 33 as C2.I$bis@netimes referred to as
self-consistency or internal consistency of a safety asssganodel (e.g. internal semantic
and syntactic consistency within fault tree models [135]). Fomela within a FMEA
worksheet, the same failure effect should be classified Wglsame severity level; within a
specific fault tree, a repeated event should be depicted watbame name and identifier to

avoid confusion. The examples imply that there are two major subtypes:
» Internal referential consistency
* Internal logical consistency.

As is known to any modeller, “naming can be one of the most diffoaurts of modelling”
[81]. Internal referential consistency is associated with thgausf object names in a model.
It captures the requirements on consistent relationships bettweenaspects of an element
of a model instance. The name of an element of a modehoastadhe meaning from
interpreting the representation of the element of a modelntestaand the entity being
represented by the element of a model instance should all beteonsiith each other

within a single model instance.

Internal referential inconsistency can have two formme-Name-Multiple-Referents,

Multiple-Names-One-Referer®ne ‘name’ in a model instance should address one entity in
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reality, but not other entities at the same time. For exampleideorassmodel element named
as ‘Braking System’, representing a braking system in thigrdeshema. If there are cases
that both ‘front braking system’ and ‘rear braking system’ armaed as ‘Braking System’ in
the model, we cannot interpret the name of the element indtelroorrectly with respect to
the corresponding real world entities. If one entity in readityepresented in the model with
two names, we may interpret the two names as two realesnsib that the model is
inconsistent with the real situation. For example, a motor faituramed as ‘Motor failed’
and ‘Motor failure’ as two different basic events in a faudeirthen the fault tree might
produce optimistic results through misinterpreting one event adiffeoent events. Internal
referential consistency should be checked by human reviewarsaitya Some tools can
provide some assistance for the situation of One-Name-MuReferents, by listing
relevant information on the ‘same’ model element according to lgmaeat name. For
example, RAM Commander [12] by ALD can list the events condegith a repeated event

in a fault tree for reviews by users.

From a case study of inconsistency between safety analgssts imonducted in 2010 [194],
it is observed that different wording and phrasing in safety sisatgsults is an important
factor that hinders effective understanding during the consistemalysis of various safety
analysis results. The referential inconsistency not only ewistsn one safety assessment

model, but also exists between different models.

Internal logical consistency concerns whether two logical caakdlonships presented in a
safety assessment model are in agreement with each otiméerifal logical inconsistency is
identified, wecannotnecessarily conclude which model is wrong in terms of representing the
‘real’ logic relations. But we can identify that at least afighe models under analysis is
incorrectly defined due to the differences exhibited by thesengistent logical situations.

For example, in an aircraft FHA, if there are two failure aoons that have the same end
effects at the aircraft level, then these two failure damti should have been assigned with
the same severity classificationlf that is not the case, the severity classification of ane
the two failure conditions must be incorrect. If the internal ligionsistency relations are
clearly defined, tools can perform mechanical checks on a nfddelnaming problems had

been sorted out.

u According to MISSA project partners, SARAA, a safety and reliability analysis database adopted by Airbus, can
perform some of these checks, for the consistent usage of failure condition severity classification.
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5.2.5 Cross-Model Consistency

This type of consistency concerns the relationships that should madgatwo or more
safety assessment models or their elements. It is repedsentFigure 33 as C3. Model
instances may vary from each other in many different waystalueany factors. Three
principle factors resulting differences between models\desvpointdifferencesKnowledge
differences, Representationdifferences. Prior to the examination of the differences of
knowledge on the system in question, the viewpoint differences andephnesentation

differences between safety assessment models must be resolved.

Considering the domain context of safety assessment modellihgvehantroduced in
Chapter 3, the differences between safety assessment niatedset caused by inconsistent
knowledge of a problem are of our particular interest duringetrsduation of models.
However, inconsistency across models caused by different knowtedgederstanding is
usually masked by and mixed with differences brought about by tivpeiet factor and the
representation factor. Because of different viewpoints, the scapedd! elements could be
different, as can the abstraction level of model elementstlamdnodelling constructs
selected. These differences are allowable, but sometimesyt severely impede the
identification of inconsistent understanding. In terms of representat safety assessment
models were constructed based on different meta-models, or the eferdehts were named
freely without prescribed naming conventions, the models would be differé&appearance’
naturally, even though humans can understand whether they are conisiste@aning.
Despite the difficulties presented, however, the consistency éetwarious models with
respect to the content of the models (that represents ourstaméng of the problem
domain) must be appropriately evaluated for the usage of models edegral body of
evidence in a safety case.

The degree of cross-model consistency may be demonstratedhthireigxamination of

models in terms of their compliance with pre-defined relationsHipse relationships that
hold between model elements in two safety assessment modetsrared ‘consistency
relationships’ in this thesis. They should be derived from engdimgeepractice and

experience, elicited by human experts in a transparent form. dnreard, cross-model
consistency is similar to factual consistency and intra-inoolesistency. The foundation of
evaluating all three types of consistency is the domain knowledgepefcted ‘consistency
relationships’. Our understanding of the inconsistency betweery ssfséssment models

cannot exceed our knowledge of identified consistency relationships.
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Similar to intra-model consistency, cross-model consisteh@gchieved, cannot assure the
factual consistency of models against reality. However, rdfsssmodel inconsistency
situations are identified, the factual consistency of the madaldd be undermined unless

adequate explanation of the causes of inconsistencies can be offered.

From the discussion so far, we learn that model consistencycangalex issue. Human
intervention must be part of the examination process, atiteaspport of the formulation of
consistency relationships and the identification and resolvingaofing inconsistencies. In
practice, consistency is an open-ended issue that depends on tibast@las we expect to
hold for models. The common practice is to claim consistencyrding to the outcome of
inconsistency analysis. There is little guidance on potentiatkaiige mechanisms and no
explicit method for the inconsistency analysis of safety ass&ast models. Section 5.3 will
describe some norms regarding consistency relationships suninéase engineering

practice. Section 5.4 will describe our approach to address thedvissue of cross-model

consistency.
5.3 Consistency Relationships

5.3.1 Common Features

The consistency relationships between models usually exisacits knowledge in the
engineering processes. In practice, the consistency betwedyn aséessment models is
usually expressed and explained in natural language. The recogniticonsistency
relationships is an important foundation of identifying inconsistencyvdsst safety
assessment models. Regarding the consistency issue tlséé é®tween two safety
assessment models, there are some common features of tretecmysrelationships to be

specified.

 The subjects of the expected consistency relationships must bsathe type of
modelling concepts that are shared by the two model instancessulijects of
consistency relationships are the data elements in two ssfe®gsment models that are
to be examined for judgments on whether a defined relationship holdst.oiFor
example, we can compare an objecfafure conditionwith another object ofailure
condition but we cannot compare an objecfaifure conditionwith an object oEystem

element

* The subjects of the expected consistency relationships muse baetinents of safety

assessment models that depict our understanding or prediction afidaehin the
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problem domain being modelled, rather than the model elements dgpictir
knowledge or understanding about the models themselves or thelingpgebcesses.
For example, the assumptions or limitations of one model can diften fihe
assumptions or limitations of another model, but this is not a cagecohS8istency’ if all
the assumptions and limitations are allowable statements chdedethe modelling
purpose of each model. Considering the safety assessment Coredaistivibed in
Chapter 3, the subjects of potential expected consistency relapsrshould be defined
around thesubstance elemengnd theconstruction elementsf the model instances of
CoreDMM.

* The expected consistency relationships may be esihelarities between data elements
of two safety assessment models,ddferencesbetween data elements of two safety
assessment models. For example, an expected consistency relatiamshe ‘Model A
has less order-one MCSs than Model B does’. But some differencesebetmodels
need not be viewed as inconsistency, e.g. ‘the FMEA worksheetslfflerent analysis

groups can be of different data columns’.

* The expected consistency relationships can be very diverse. riagyrelate to the
coverage or occurrence of a certain type of model elementd)eoexistence of a
specified relation between two model elements. The complexitycavfsistency
relationships can be different. Some can be examined diremtlyie need extra
information to supplement the data directly available in theealspdsome need pre-
processing of model data to enable comparison. Some consistaatoynslips are only

expected to be true under certain pre-conditions.

The violation of the desired consistency relationships may bealtgeable. The consistency
relationships arédeal relations that are potentially true according to the knowlexdgae
problem domain and the models. For example, we may naively expetiteHailure effects
of identical redundant pumps will be the same in a given sagstyssment model. However,
there may be good reasons as to why they are not. Even thoughaitmedccthat they are
desired relationships, some cases of the violation of the relapsreste permitted or can be
discharged if reasonable explanation of the cases of inconsistanciec supplied. The
interpretation and justification of identified violation cases ofdésired relationships should

be conducted in later stages of inconsistency analysis.

Violations of expected consistency relationships may indicatentbdels are inconsistent in
terms of a desired relation between two comparable models. Howidhere is no violation

of a set of predefined consistency relationships, we cannot ttlatnmodel consistency has
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beenfully achieved. Because the predefined set of expected consistatmnstlips may be
incomplete or insufficient, we can only evaluate and claim thel lef consistency between

models within the scope of identified consistency relationships afysis

5.3.2 Types of Consistency Relationships

Through discussion with safety experts in the MISSA project, we fhat consistency
relationships between models in engineering practice can bectehesad into four groups
(adapted from [194]).

* ldentity-Based Consistency Relationshipsmost of the relationships that we claimed
would hold between safety analyses are of this type. It méahshe observation and
description for one thing from a same viewpoint should not haveagapsontradictions.
For example, the failure modes of a valve in one safety analysis should be consistent

the failure modes of the same valve presented in another safety analysis

* Analogy-Based Consistency Relationshipsome of the consistency relationships are
based on the similarities between the two subjects or relagssit is common
engineering practice to evaluate analysis according to experiand knowledge of a
similar counterpart. For example, similar components in asyshay have similar
safety features presented in safety analysis; new syst@ydear some similar features
of a similar historical system. This consistency relationshifess strict in terms of
compliance due to that the differences of the similar pagyg discharge some of the

inconsistencies identified.

* Correlation-Based Consistency Relationshipssome of the practical consistency
checking is based on the heuristics of some correlations betwabsia data elements
by analysts or reviewers. The inconsistencies found againstyghesof consistency
relationships must be further examined or it would be hard to detemhiather the
inconsistencies indicate inadequate or flawed safety analysisexample, we may
define a consistency relationship that ‘with detailed desijormation and concrete
safety requirements, the system safety should be at legsbdsas we analyzed at the
earlier stage’ or ‘the severity of a failure conditionpi®portional to the speed of a
system or the redundancy configuration of the system’. In [133]idy sf inconsistency
between incremental safety analysis is performed accorditiystdype of consistency

relationships.
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* Agreement-Based Consistency Relationshipthere are requirements and assumptions
in one safety analysis, which address the information to be proeidednfirmed by
another piece of safety analysis. For example, if there &saumption associated with a
fault tree FT concerning the independence between Component X1 and Component X2,
this assumption could be discharged (or challenged) by a relatetion mode analysis
(CMA). The actual commitment of the agreement should be chdidede both of the
analysis results are signed off.

During safety reviews, the consistency relationships beingkedeare important because
they are the grounds for the search for inconsistencies andgtibald be considered when
the associated inconsistencies are evaluated and treated oStimam are domain-specific,
context-specific, or instance-specific. We may heavily rely ondmuexpertise to implement

the checking of the defined consistency relationships for models.
5.3.3 Consistency Related to Conditions

Consistency relationships related to conditions have been adoptedigb the review of

safety analysis in practice. An example of inconsistency FMBAFTA is reported in [57].
Far from the ideal situation, some failure modes identified iFMEA that contributed to

the undesired top event in a fault tree were not shown in the tfaalt whereas, some
component failures that would contribute to a high-level undesireat @vahe fault tree

were not identified in the FMEA result of the correspondingesgsiThe findings directly

reveal the incompleteness of the FTA and the FMEA performed. Kithd of cross-check
between the conditions addressed by FTA and FMEA has also been rendedrin the

NASA Fault Tree Handbook [150].

From engineering practice, we found that three prominent concerns thloualidity of

most qualitative safety assessment results are the comgdstef the conditions identified,
the correct identification of causes and effects of conditiodstlae correct classification of
conditions in terms of their severity. Correspondingly, there faeettypes of consistency

relationships related to the ‘conditions’ of a system under safety analysis.

The first type of consistency relationship related to conditionafgtysassessment models is
about the completeness of the identified of conditions in modeleXeéonple, a basic event
in a fault tree should be visible within an FMEA at a correspondivgjraction level. A
failure mode of a component in one FMEA should be addressed in arkddteA if

comparable FMEA analyses are available.
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The second type of consistency relationship related to conditions in safegnassesiodels
concerns missing or flawed logical relationships between condiff@nsexample, a failure
mode in an FMEA that led to a catastrophic failure of a syssemot addressed by the fault

tree of that same catastrophic failure of the system.

The third type of consistency relationship related to conditions in safegsassat models is
about the consistent classification of conditions in terms df Severity or occurrence
frequency. One condition addressed by two models should be classiftedhey same
severity or occurrence level according to a common classiicacheme. This is usually

related to the risk analysis part of safety assessment models.

It sounds simple to examine consistency related to conditianst B not so simple due to
the following two reasons: a) the level of detail involved irfedént causal analyses may
differ, preventing a straightforward comparison of conditions in twodels; b) the
conditions considered in different causal or consequence analygdsanevaried focuses.
For example, one model may focus only on electromagnetic effeeeseas another focuses
on hydraulic failures. Equally, one model may focus exclusivelhercause of a single ‘top
event’, whereas another may be addressing multiple outcomesabBtection level of
conditions and the scope of conditions should be considered during the idkonifexad

diagnosis of inconsistency between conditions in two models.
5.3.4 Consistency Related to MCSs

MCSs are the minimal combinations of basic events that @asecthe top event of a fault
tree. It is an important type of analysis result origindtech qualitative FTA. It is widely
accepted that lots of information can be implied by the set @68/contributing to an
undesired event [137, 150, 200], such as whether there are unexpected siigigipoes
or whether the design intent of failure control has been fulfll&¥]. The MCSs are the
essential relationships between logical combinations of conditiothghee top level event.
Two fault trees with the same set of MCSs are in factesamnature even if the tree
structures of the two fault trees are presented differeatty. have different intermediate
events or different logical relationships). Therefore, for faudt trees with the similar level
of detail, comparing the set of MCSs is a reasonable way &ndee whether two fault
trees are consistent in their causal logical structuresMfgs can be viewed as a converted
form of causal structural relationships in fault trees tlzatobtained from the more

complicated hierarchical causal relationships in the graphical tree.
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In recent years, formal methods have been employed witlsteraysafety analysis (as
reviewed in Section 2.4.2). However the validation of these foraiatysassessment models
is still in its infancy (refer to Section 2.6.2 for more detai&)me attempts have been set on
comparing modelling outputs from two safety assessment mioasdsl on formal languages,
such as [133]. However, as explained in Section 2.4.3, these modetmsaieicted on the
basis of results of hazard identification or FMEA. In nature, #reybottom-up consequence
analysis with analysis results provided in the format of MCSz08s check of these models
with othertop-downsafety analysis results may disclose some hidden inconsidietvegen
models as with the comparison of an FMEA and a fault tree. Inrélgmrd, MCSs, as a
shared form of modelling substance results, can play an importam thke examination of

the consistency of a fault tree and a safety assessment model based @i lafguage.

Consistency relationships related to MCSs are a more complicated formsettred type of
the consistency relationships related to conditions. They are nificeldand complex to
define and examine, because the conditions addressed by twoasafetgment models must
have some overlapping and the correspondences between conditions dofafety
assessment models must be specified beforehand in order to enable thesconopdMCSs.
Consider a case of consistency relationships between two faadt Because FTA is very
flexible, the definition of the top event could help to scdpe ¢onditions included in the
analysis, we need to confirm the relationships between top evetws itrees carefully to
decide whether or not the MCSs of the two trees need to bestisEven if the undesired
top event was the same in models, if the components of MCSs efdheees were not be at
the same level of detail, we need to sort out the correspondiagonships between
conditions in two models before the consistency relationships betWKEe®s can be

analyzed.

Despite these difficulties, it is still possible to examiness-model consistency on the basis
of MCSs, which may reveal inconsistent causal relations beta@adfitions that cannot be

observed by comparing other modelling elements.
5.4 Cross-Model Inconsistency Analysis

In this section, an overview and illustration is provided of a craseminconsistency
analysis method for safety assessment models. The cross-moalesistency analysis is
walked through with two exemplar safety assessment models ahgeshypothetical
system. A case study of the inconsistency analysis metigrésented in Appendix C.4 for

evaluation.
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5.4.1 Method Overview

The method utilises themismatch’mechanism of human mind in logical thinking [61]. As
humans, when we come across scenarios that are contradictorgoosistent with our
patterns of expectation, we will feel uncomfortable. De Bon@stttat this mechanism is
important for preventing us from making mistakes [62]. From a difteperspective, we
take advantage of this mechanism to serve for the purpose of ickgidifi of inconsistencies

that may undermine our confidence in safety assessment models.

Comparison is the core activity involved in the cross-modealnsistency analysis method.

As an activity of putting things together and observing differersee similarities between
individuals, comparison is the heart of many mental processesisbally an implicit and
spontaneous step. In the software engineering domain, comparison haslbpted to test
model transformation and model composition [125] and to support inconsistency
management [187]. For the consistency issue between safetynzssessodels, we also
need to capture and transfer the implicit mental comparison prooessicted by human
experts in engineering reviews into explicit steps with a aeacription of mechanisms and

outputs.

The cross-model inconsistency analysis method consists of six concrete phases
Phase 1 Selecting models to be compared.

Phase 2 Elaborating consistency relationships that are required to hold.

Phase 3 Implementing model comparison.

Phase 4 Interpreting comparison results.

Phase 5 Evaluating the inconsistency analysis.

Phase 6 Citing and justifying inconsistency analysis results.

A collection of safety assessment models, which is refereasadset of evidence items in a
safety case, can be examined through this inconsistency anatysgrwhich is beneficial
to build up confidence in the trustworthiness of evidence items. FRfupgresents a model
of information elements contained in the inconsistency analysiegsodhe information
model is depicted in UML as a model at the M1 level in the OMG meta-muglstliucture.
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Figure 34 Information Model of Inconsistency Analysis

InconsistencyAnalysiss the container class that packages up all data elsmenan
inconsistency analysisScopeDescriptiorand ModelReferencare classes that are used for
capturing the output data from Phase 1 of the analgs@peDescriptionlescribes the scope
of model elements that are addressed in an inconsistency andWmielReference
documents the references to the artefacts of the models undasistency analysis (e.qg.
3).

ConsistencyRelationDescriptiodocuments the defined consistency relationships to be

references to SafetyAssessmentArtefadnh CoreDMM presented in Chapter
examined in the inconsistency analysGorrespondingPaircontains the relationships
between elements of two models under analysis, either definedusgra(composed of
UserDefinedCorrespondanceMoylebr derived through an algorithm (composed of
DerivedCorrespondanceModebccording to a defined consistency relationship. Through
observation on th&€orrespondingPas, the model element pairs that violate the defined
consistency relationship can be identified and recordeWi@ationSituation Users may
provide ‘Explanation’ for ViolationSituatioss. The ViolationSituatiors without proper

the

reasons are presented as substantial inconsistency analgsidts

IdentifiedInconsistency

The relationships between the analysis phases and the output injorae depicted in

Figure 35. The flowchart on the left side illustrates the amalynethod; the grey boxes

illustrate the information elements obtained when the correspondatgsa phase finishes.

The data in the top four grey boxes have corresponding parts in thmation model in

Figure 34. The two grey information boxes near the bottom arergesswith dashed lines.

Those two pieces of information are generated in the analysisgs;daut the documentation
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of the evaluation of the inconsistency analysis and the documentatia@onfidence
arguments that use the inconsistency analysis results, arachaded in the information
model (as Figure 34 presented) of the inconsistency analysigadnste describe how the
evaluation results and justification can be presented within thextoof a safety case in
Chapter 6.)

Phase 1: Selecting models to be ModelReference
compared ScopeDescription

A

Phase 2: Elaborating consistency

ConsistencyRelationDescription
relationships required to hold ! y ! ‘Pt

A

Phase 3: Implementing model CorrespondingPair
comparison ViolationSituation

Phase 4: Interpreting comparison

Explanation
results

A

Phase 5: Evaluating the

. . . EvaluationDoc
inconsistency analysis

Phase 6: Citing and justifying

. . . ConfidenceArgument
inconsistency analysis results

Figure 35 Six Phases of Cross-Model Inconsistency Analysis

Section 5.4.3 ~ Section 5.4.8 expand on the details of each phase of thesiecons
analysis and explain how the information elements in Figure 34 areedtduring the
analysis. Section 5.4.2 introduces the exemplar models that are usedraple subjects
under inconsistency analysis that are employed for illustrdtemgmalysis phases in Section
5.4.3 ~ Section 5.4.8.

5.4.2 Exemplar Models for a Running Example

This section presents the description of two simple modelshgpathetical system that are
adopted for the in-line illustration of the inconsistency analysiseshalhe hypothetical

systemS; consists of three componenitg, hy,, andh.. The hypothetical system functions by
passing an input flow through the three components and provides an oompuEitiure 36

describes the hypothetical system structure.
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Figure 36 A Hypothetical System S,

Assume that there is always a correct input to the syssmhave constructed two models
to understand the causes that may lead to the failure of themsystho output flow
provided.

The first model is a fault tree (labelled as ‘Treel’he tonsistency analysis process). The
manually constructed tree structure and the summary of exedtMCS results of ‘Treel’
are depicted in Figure 37. Conventionally, the labels of evenigéel’ in Figure 37 do not
need to include the identification of the label ‘Treel’ asedixarBut, during the cross-model
inconsistency analysis, the events presented in ‘Treel ardlethbas ‘Treel.E1l’,
‘Treel.E2’, ‘Treel.E3’, ‘Treel.E4’ and ‘Treel.E5’ respectivelydasy identification of the
model that they belong to.

Tree1

E1: S, fails to provide
output flow

Treel.:

Basic events: Treel.E3, Treel.E4,
Treel.E5

E2:Block h, and hy,

: Intermediate events: Treel.E2
fail to pass the flow E3:Block

h, fails

Top event: Treel.E1l

MCSs: {{ Treel.E3},{Treel.E4,
Treel.E5}}

E4: Block E5: Block
h, fails h, fails

Figure 37 A Fault Tree Model of S,

The second model is a failure logic model constructed witaRMfa in OCAS Cecilia
(Section 2.4.2 and Section 3.4.2 have addressed a brief review of mode&nalysis
associated with AltaRica). The graphical view of the model the MCS outputs generated

from OCAS Cecilia are presented in Figure 38.
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products (MC3 ('sysSoutput.inpoint.iono')) =

{'comZ.cFHM1'}
{'comd.aFM1', 'comwBE.bFM1'}
{'comd.aFM2', 'cowE.bFM1'}

end

Figure 38 OCAS AltaRica Model and MCS Outputs

The ‘comA’, ‘comB’ and ‘comC’ in Figure 38 are the AltaRicedes that model the
componentsh,, hy, andh; in S, respectively. The input and the outputSpaire modelled by
another two nodes, ‘sysSinput’ and ‘sysSoutput’ in Figure 38. Each aivtheddes in the
OCAS model is defined in AltaRica, which are codes in the ainshape as the node
example in Figure 18. The screenshot of the definition of the AlaRaxle ‘comA’ in
OCAS is shown in Figure 39. During the inconsistency analysis, Waatiuse the source
AltaRica codes of the model, so other source codes of the modebtapgesented in this
section. Instead, we use the MCS outputs generated in the AltaRibelling environment
during the inconsistency analysis. To provide an easy understaofding MCS modelling
results of the AltaRica model (presented in the lowetige of Figure 38), an equivalent
fault tree (labelled as ‘Tree3’) of the results of MCSlysia of the AltaRica model, in the

conventional fault tree view, is formulated, as shown in Figure 40.
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Figure 39 AltaRica Definition of Node ‘comA’ in OCAS

Tree3

E1: S, output is
‘no flow’

Tree3:

Basic events: Tree3.E2,
Tree3.E3, Tree3.E4, Tree3.E5

Top event: Tree3.E1

MCSs: { {Tree3.E2},
{Tree3.E3, Tree3.E4},
{Tree3.E4, Tree3.E5} }

E2:
comC.cFM1

E3:
comA.aFM1

E5:
comA.aFM2

Figure 40 Equivalent Fault Tree of OCAS MCS Outputs

In Figure 40, the failure events modelled in the AltaRica made relabelled in the same
style of events in ‘Treel’. For example, a failure event ‘caRf1’ of the node ‘comC’ is

labelled as ‘Tree3.E2'.
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5.4.3 Phase 1: Selecting Models

The starting point of the comparison process is to have two motkehees identified as the
subjects of the inconsistency analysis. The model instancebersslected from the outputs
of planned safety assessment activities, or historical asalgsepecially-designed parallel
analysis, but should not be selected randomly. The models underrgampshould have

inherent relationships between information elements of the two miostahces, such as
similar subjects being modelled, similar purposes, similar modedicopes, or similar types
of modelling results. Two safety assessment model instantdes@aspects in common are

not proper subjects for concern about consistency.

The model-selection decision process is presented in Figure 4heAieginning of this
phase, we need to determine the mode)) (Whose validity is of concern first. Once, 4
chosen, we can select another mode})(Mom the models generated in the same system
development and operation process or the models of similar sysféenshould know the
modelling method that is adopted by each model (we may obtain ittheriMethod’ data
element of CoreDMM presented in Chapter 3); we should also knodothain subject and
concerns of the models (we may obtain them fromStlejectofStudyata element and the
Scopedata element of CoreDMM). There are three decision pointel us to exclude
irrelevant models that are not suitable for the comparison-basedsistency analysis. At
the end of this phase, two models,(&%d M) that are potentially suitable for comparison
should be chosen for the next phase of the inconsistency analysesssemdial requirements
of comparable models are that,Mnd M, have common system elements or substance
elements or construction elements. However, if the esseatjairements are satisfied, the
two models selected in this phase still may quit the inconsigtanalysis if no proper

consistency relationships are identified in the next analysis phase.
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START Phase 1

Select Ma

nother Mb that ha
similar system
elements being
odelled?

A

yes

Select Mb

b have the same
types of substance
esults as modellin

Mb have common
construction elements in
rature according to thei

A4
STOP yes
Inconsistency
Analysis +«———yes

A
Clarify scope of model
elements under analysis

STOP Phase 1
START Phase 2

Figure 41 Phase One Flowchart

The selection of the two comparable models, &d M, can be recorded using the
ModelReferencehown in Figure 34. Furthermore, the scope of the model elementsMfrom
and M) to be addressed in the inconsistency analysis can be recordeyl the
ScopeDescriptiorshown in Figure 34, if the inconsistency analysis only addresses s
parts of My and M,. The correspondences between model elements defined and derived in

model comparison in Phase 3 are within the boundaBcopeDescriptian
Running Example of Phase 1:

Consider the safety analyses of the hypothetical sySt€as presented in Section 5.4.2). We
select the AltaRica model as,Mnd the fault tree model as,M he information collected at

the end of Phase one is depicted in Table 7.
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ModelReference M an AltaRica model o§,, with an equivalent fault tree - Tree3

M. a fault tree oB, - Treel

ScopeDescription| The overlapping system elements inclde;, h, andh..
The overlapping concern i§/fails to provide the output flow’
The shared type of substance results is: a set of MCSs.

The common construction elements include: the conditidm,ahe
condition ofh,, the condition oh,, the condition ofS. A condition
means a ‘failure’ shown in the MCSs in,lsihd means a ‘basic event’
in M.

Table 7 Phase One Output in the Running Example

5.4.4 Phase 2: Elaborating Consistency Relationships

Once we have selected the two models for examination, wetoezarify the consistency

relationships that are desired between two models instandetha set of elements in the
two models that should exhibit these relationships. This step esduiman experts, on the
basis of their understanding of the features of model instancebaneldtionships between
model instances, to elicit the concrete consistency goalsthibgt may adopt during an
informal review of the model instances. Figure 42 shows the prot&wmse 2. The elicited
consistency relationships between  Mand M, can be recorded using the

ConsistencyRelationDescripti@mown in Figure 34.

START Phase 2

Are there
any expected consistency
relationships between Ma

yes

Describe consistency
relationships

A
Record consistency
relationships

A
STOP

. STOP Phase 2
Inconsistency START Phase 3
Analysis

Figure 42 Phase Two Flowchart

The statements on the relationships that are to hold betwesncdmparable safety

assessment models are also called as consistency checkind6@lel53]. The domain
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experts who nominate the desired relationships should have knowledigex@erience of

safety and/or the system under study. The consistency relatiossigigested by different
experts should be reviewed for their reasonableness and accepgatetyyanalysts. The
consistency relationships can be dictated either at the level of eteaienbdel instances, or
at the level of elements of meta-models. For example,affamlt trees for a catastrophic
aircraft failure condition are being selected for inconsisteneyyais, a human expert may
want to examine whether the two trees are consistent in térthe coverage of contributing
conditions to the undesired top-level failure condition. If one failuemieis presented in one
tree, but not in the other, the analyst may claim thaheonsistency was identified. This
phase can only be performed by a human. Some common types of cagsistationships

are explained in Section 5.3.

Two comparable models can have a number of associated congistationships.

Considering the typical subtypes of the substance results in Cdfle(PMsented in Chapter
3), we may have the following expected consistency relationshipgs/d safety assessment
models (shown in Table 8). They are not meant to be an exhaustivmit as examples for

potential relationships.

Examples of Consistency Relationships (EXCRS)

Consistency Relationship Motivation

ExCR1: The cardinality of the smallestThe concern here is whether the two models

cutset in the MCS of Mis the same asindicate a differing level of failure redundancy |(in
the cardinality of the smallest cutset|ithe failures required for a top event.

the MCS of M.

ExCR2: Each condition in M has a The concern is the relative completeness of|the
corresponding condition in M that| conditions included in one model to those inclugded
represents the same condition in realityin another.

ExCR3: Each MCS in M has a Unlike the first example (ExCR1), which only
corresponding MCS in M that| considered the degree of redundancy, the concern
contributes to the same undesired tdpere is whether the similar logical combination| of
event. conditions can be found in both models.

Table 8 Examples of Consistency Relationships

The exemplar consistency relationships are all associatéd‘aeihdition’s, which are the
core elements that are expressed by almost every kind of fuelisafety assessment

models.
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Running Example of Phase 2:

Based on the knowledge of the two models presented in Section 5.42cMe to examine

the two consistency relationships in this running exampkGR2 andExXCR3 in Table 8.

A concrete definition of the consistency relationships betwbensélected and M, is

presented below.

Let C, be a set of ‘failures’ shown in the MCSs in Within inconsistency analysis scope; in
our caseC, ={ Tree3.E2, Tree3.E3, Tree3.E4, Tree3.E5}.

Let C, be a set of ‘basic events’ ingithin inconsistency analysis scope; in our c&es
{ Treel.E3, Treel.E4, Treel.E5}.

Let MCS be a set of minimal cut sets in,Mithin inconsistency analysis scope; in our case,
MCS, ={{ Tree3.E2},{ Tree3.E3, Tree3.E4}{ Tree3.E4, Tree3.E5} }.

Let MCS be a set of minimal cut sets in,Mithin inconsistency analysis scope; in our case,
MCS, ={{ Treel.E3},{ Treel.E4, Treel.E5} }.

Let RypdX,y) be a correspondence relation between two model elementsroétypa from
M, and M, respectively, depicting that they can be used for the repetges of a same
problem domain object. For examplegfconditionl, conditionI) meansconditionlin M,
can be viewed as synonymouscohdition in M. Forxe C, andye Gy, Reon(X,y)C Cy x Gy
is defined by users according to their understanding of the two Isnadiepicting the
correspondence relation between conditions inavd M, for x€ MCS, andye MCS,
RmedX,y) € MCS, x MCS is defined by users or inferred according tg{R,y), depicting
correspondence relations between MCSs iraMl M.

Table 9 presents the final definition of the consistencyioalstiips provided in Table 8. The
definition of EXCR1 is presented for a complete illustration of Table 8, but it is not examined
in the running example of inconsistency analysis. ®X¢R2 andExCR3 are examined in

the running example.
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ExCR1: ( Vmcsye MCS, Imcsaxe MCS, | # mcsay < # mcsx ) and fFmcsy€
MCS,, 3mcsbye MCS, | #mcsby < #mcsy) and (#ncsax =# mcsby)

ExCR2: (Vxe Gy, 3y€ G | Reor(X)y) ) and (vye Gy, 3x€ Ca| Reo(X,Y) )

ExXCR3: ( vx€ MCS, 3ye MCS | RucdX)y) ) or (VYye MCS, 3Ixe MCS |
RmcdX,¥)), given Ro(x,y) € Ca x Gy

Table 9 Elicited Consistency Relationships of the Running Example

A set of conditions defined above (e, C, ) corresponds to an instanceHdizardSein
CoreDMM; a member of a set of conditions (e.g. Tree3.E2, TreetdBIsponds to an
instance of condition in CoreDMM; a set of MCSs defined abowg ¥CS , MCS )
corresponds to an instanceMECSSein CoreDMM; a MCS member of a set of MCSs (e.g.
{Tree3.E2}, {Treel.E4, Treel.E5}) corresponds to an instand@@$in CoreDMM.

5.4.5 Phase 3: Implementing Model Comparison

If the aspects of two model instances to be examined for iistemsy are clearly defined,
the comparison can be implemented by human experts directly or with some mappiore s
in terms of data retrieval. Some of the comparison actividies simple and easy to
implement. For example, if the failure rate of a specifilufaimode in one model instance is
expected to be higher than the failure rate of a failure nmodeother model instance, it is
easy to establish whether the expected relationship is druélse. However, some
comparison tasks are more complicated. For example, if we tawasdmpare whether the
minimal cut sets of an undesired event in a fault tree and itnenat cut sets for the same
undesired event generated in another model with formal languageuctsistre consistent,
the implementation will involve multiple steps, considering the memof minimal cut sets
and the varied data formats in the two model instances. The com@énplementation is

related to the nature of the consistency relationships and the data sleremtompared.

As we have discussed in Section 5.2.4, naming is a common problem ewatenovhile
evaluating models at the instance level. A common naming conventiba tonstruction of

fault trees is recommended to reduce the inconsistency intfaedt and ease understanding

of the referent being addressed [137, 150, 207]. However, it is almost impossible to dorce an
ensure a same name is always used for the same thing idiffar@nt safety models in

reality. A challenge of cross-model inconsistency analysieatmplementation stage is to
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resolve the different expressions or names of the same instaotgect in the real world,

either the name of a condition or the name of a system element.

To work around the naming problems, users are required to spmmifgspondences
between the same types of model elements being compared in oréealtle further
examination of the compliance or violation of the consistencyioakhips expected. This is
very different from most consistency studies in the MDE donmaiwhich a unified naming

convention is often adopted and the name-referent consistency between maeisieda

At the implementation phase of model inconsistency analygsdrrespondencéetween
elements of models under comparison is an important concdSOIEC/IEEE 42010 [10],

a correspondence is a relation between Architecture Desoripgments and can be used to
express consistency, traceability, composition, etc. Similarlycoarespondencein
inconsistency analysis defines a relation between elemetw® cfafety assessment models,
which is defined by users or derived on the basis of relationshipgdreuifferent types of
model elements according to expected consistency relationships. typge of
correspondences needed is governed by the consistency relaticgiabipated in Phase 2.
During the process of defining correspondences between two modelsethmay identify
model elements without proper correspondences. This may indicatéovislaf certain
consistency relationships. For example, an identity-based comsistetationship -‘the
failure modes of Element Xn M, should be of the same number and type as the failure
modes of the corresponding elementiXM,’ — is violated if we cannot find corresponding
failure modes for X in M, from the list of failure modes of Xin M,. The derived
correspondences are the correspondences inferred on the basis-adfinger ones, e.g.
correspondences between MCSs inferred according to the correspendegtoecen
conditions set by users. After that, the user can examine tBeneddeness of derived
correspondences. The user may observe some derived correspondenaes dgatnst the
content of expected consistency relationships. These derived pmordesices will be
identified as violation situations, which are treated as idedtifinconsistencies if no

reasonable explanation is provided.

Tool support at the implementation phase of model comparison caidbel fior increasing

the analysis efficiency, especially when the models under atsopaare in large scale. The
machine support can be desired for the following two tasks: thespammdence definition
and the violation identification. But it can be difficult to desigroemmon automated tool for
all potential model comparison due to the variety of model #atmats and desired

consistency relationships.
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Figure 43 shows the details of key implementation steps of Phase 3.

START Phase 3

Represent Ma and Mb in the |
same language ‘

» Select a Consistency relationship Ri ‘

Are there
correspondences
equired by Ri7

yes

Examine elements in Ma Define Correspondences between
and Mb according to Ri elements of Ma and Mb according to Ri

yes Derive Correspondences

between elements of Ma and Mb

Identify violation situations of Ri

Are there
more expected consistenc
lationships between Ma a
Mb?

no

STOP Phase 3
START Phase 4

Figure 43 Phase Three Flowchart

The correspondence relationships between the overlapping elementamd M,, which are

a set ofCorrespondancePaiin Figure 34, form thé&serDefinedCorrespondanceModatd
DerivedCorrespondanceModdah Figure 34. In addition, the situations that expected
consistency relationships are violated can be recorded usingalagionSituationshown in
Figure 34.

Running Example of Phase 3:

This part of the running example illustrates how the examinatieormgistency relationships

is performed. We present the results of user-defined and derivesmandences between
model elements of Mand M, and the pseudo-codes of two algorithms that support violation
identification for EXCR2 and ExXCR3.
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The first step of this phase is skipped in this running exampleedtled, the CoreDMM
presented in Chapter 3 can be adopted as the common language coostegclve the
differences between the modelling constructs qfdfid M,. As described in the ‘scope
description’ in Phase 1, a condition, in CoreDMM terms, meatiailare’ shown in the
MCSs in M, and means a ‘basic event’ in,Msome construction elements, such as the ‘flow’
or ‘state’ of a node in AltaRica model do not have correspondangepts that can be

mapped into CoreDMM and we do not use them during this inconsistency analysis.

Specific consistency relationships that are associated with ome specific model
construction element in each model under comparison may be exadineetly, e.g.
‘Failure event Tree3.E3 has a unique corresponding part in Tred¢dér @onsistency
relationships may require user definition of correspondence betweer sledents for
identifying violations of the consistency relationships. In this @tamEXCR2 requires
setting correspondences between ‘condition’s qf and M, ExXCR3 requires deriving
correspondence between ‘MCS’s of, ind M, on the basis of correspondences between
‘condition’s. With the defined or derived correspondences, we exatheeiolation of

ExXCR2 and ExCR3 manually or with tool support.

The correspondence pairs we set between conditiong ah®yIM, for EXCR2 are depicted in
Table 10. It is apparent from the table that each ‘condition’ & s a corresponding
‘condition’ in M,. We can conclude that no violation of EXCR2 betwegrail M, is found

through the examination of the defined correspondences in Table 10.

Defined Correspondences between ‘Condition’s of M, and M,
ReorX,y), x€ Gy, y€ G

‘Condition’ in M, ‘Condition’ in My,

(xe CJ) (ye Gy)
Tree3.E2:comC.cFml corresponds to Treel.E3:Blodtiils
Tree3.E3:comA.aFM1 corresponds to Treel.E4:Blgdhils
Tree3.E5:comA.aFM2 corresponds to Treel.E4:Blgdhils
Tree3.E4:comB.bFM1 corresponds to Treel.E5:Blodaits

Table 10 Example Correspondences between ‘Condition’s in the Running Example

If the models under comparison are large in scale, we céorpehe violation identification
with tool support based on a algorithm for checking ExCR2 with the-desered

correspondences (as shown in Table 11).
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Function CheckExCR2 as Boolean

// Cais the set of conditions under inconsistency analysis in ModelA
// Cb is the set of conditions under inconsistency analysis in ModelB
//Rcon is a set of relations between members of Ca and members of Cb

violation=0

For each x in Ca
//find corresponding element in Cb for x
tempRx=GetRcon(x,y)
if tempRx = @
violation =violation U {(x, /)}
// the slash symbol represents that
//no corresponding element is identified
else if tempRx.Gety & Cb
violation =violation U {(x, tempRx.Gety)}
endif
next x;

For each y in Cb
//similar to finding correspondence item in Ca for y
tempRy=GetRcon(x,y)
if tempRy = @
violation =violation U {(/, y)}
else if tempRy.Getx ¢ Ca
violation =violation U { (tempRy.Getx, y)}
endif
nexty

if violation=0
return true //no ExCR2 violation found
else
return false // ExCR2 violation situations identified

endif

End function

Table 11 Example Algorithm for Checking ExCR2
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For examination of EXCR3, we need to have derived correspondencesrmé&d@®s of

M, and M, based on the correspondences between ‘conditions’ of two models defined i
Table 10. The derived correspondence pairs we infer for MCSs, antMM, are illustrated

in Table 12.

Derived Correspondences between ‘MCS’s of M, and M,

RmedX,y), XEMCS,, YEMCS,;, given Rod(X,y)

MCS, of M, MCS,p* MCS, of My,
(XEMCS,) (YEMCS,)
{Tree3.E2} transformed inta  {Treel.E3}| correspondstg {Treel.E3}
{Tree3.E3, transformed into, {Treel.E4, | corresponds tg

Tree3.E4} Treel.E5} {Treel.E4, Treel.E5]
{Tree3.ES5, transformed into] {Treel.E4, | corresponds tg

Tree3.E4} Treel.E5}

* . MCS,,is an intermediate MCS set used for deriving corresponddratereen MCSs. It is
generated by substituting the conditions in each MCS of Treebk3thet‘condition’s in M
according to R4{x,y) defined in Table 10.

Table 12 Example Correspondences between ‘MCS’s in the Running Example

We substitute each condition in every MCS of WMth a corresponding condition in\s
specified in Table 10. Then the intermediate MCS set (whichtHeasame content of the
MCS set of M) with transformed equivalent conditions in, Man be examined against
MCSs of M,. The correspondences of EXCR3 between the intermediate MCS s#teand
MCSs of M, are viewed as the correspondences depicting the relatiormstipeen MCSs
between Mand M.

It is obvious from Table 12 that each ‘MCS in, Nas a corresponding ‘MCS ingMWe can
conclude that no violation of EXCR3 between &hd M, is found through the examination

of the derived correspondences in Table 12.

We can also perform the violation identification for EXCR3 withl support. The algorithm
for checking EXCR3 with the user-defined correspondences is presented inJ.able
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Function CheckExCR3 as Boolean

// MCSa is the set of minimal cutsets of ModelA

// MCSb is the set of minimal cutsets of ModelB

//Rcon is a set of relations between members of Ca and members of Cb

//assuming that no one-to-n relations from a member of Ca to a member of Cb in Rcon
//an-to-one relation from a member of Ca to a member of Cb is allowed

violation= @
derivedR=0

For each mcsa in MCSa
//get a member mcs from a set of MCSs
mcsab= 0
for each cin mcsa
//get each member condition of a mcs and substitute it
//with the corresponding member in Rcon
tempR= GetRcon(cy)
if tempR.Gety € mcsab then mcsab = mcsab U { tempR.Gety }
nextc

if mcsab € MCSb
violation =violation U {mcsa}
else
derivedR= derivedR U {(mcsa,mcsab)}
endif
next mcsa

if violation=0

return true //no ExCR3 violation found
else

return false // ExCR3 violation situations identified
endif

End function

Table 13 Example Algorithm for Checking ExCR3
After defining correspondences and implementing the checking (withithigns), we can

find that both EXCR2 and EXCR3 have not been violated.

If we got another fault tree ‘Tree4’ asy,NMhstead of ‘Treel’. The events of ‘Treel’ are the
same set as ‘Treel’, but the MCSs are {{Tree4.E3}, {Tree4.Badyee4.E5}}, then

‘violations’ would be reported for two MCSs of,M

In this example, we have the same number of system elementsraditions in M and M,.
But the Phase 3 of the inconsistency analysis method is geneeems of considering
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(in)consistent models with different numbers of model elementhalncase, the user may
exclude irrelevant model elements for model comparison in tbpeSDescription of Phase

1, or the user may need to define and derive more sophisticatedpooiences between
models elements of different details. For example, a systemeelk in M corresponds to
two system elements ingMlue to more detailed design; or a condition inddrresponds to
two or more conditions in Mdue to more detailed description of failure causes. The
inconsistency analysis method does not cover the details in pdi{entiore sophisticated

correspondences definition and inference, which are planned as future wockiom 8e2.2.

5.4.6 Phase 4: Interpreting Comparison Results

This phase of the analysis is intended to query whether tharee@sonable explanation for
the violation situations identified in the comparison process amthderstand whether the
identified violation situations imply flaws in the models undenparison. The result from a
comparison activity for consistency checking is not only a sinfjgelean value of a
proposition — e.g. ‘the two models are consistent’ or ‘the two modelsweonsistent’. The
comparison result should include a proposition on consistency aadgbeiated consistency
relationships and, moreover, the indication of which elements irlnmegtances violates the
anticipated consistency relationships, if any. Without the detaiilsthe consistency
relationships and the violation scenarios, the comparison resajtsot be considered in a
proper context. The violation situations identified in the incoasdst analysis might be
discharged by considering the claimed metadata or the claialetityy context of model
instances. Or the inconsistencies identified may require further eatom and update of the

system safety analyses.

Figure 44 shows the interpretation process of Phase 4. The reasategravithe existence

of a violation situation can be recorded usingERplanationshown in Figure 34.
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START Phase 4

A reason for the
violation situation

yes

Record explanation for Vi

Are there

no

STOP Phase 4
START Phase 5

Figure 44 Phase Four Flowchart

Running Example of Phase 4:

At this point, we need to claim consistency or inconsistencgrdet to the findings from
the previous phase. In our example, no violation has been repdftedan claim that the
two example models are consistent in terms of consistencyrehips EXCR2 and ExXCR3.
Otherwise, we need to go through each of the violation situations amidnexevhat is the
reason of ‘violating’ the consistency relationships. This mhst carried out through

reviewing and investigating the two models with consideration of the syisaniption.

For example, in Treel (M if the ‘AND’ gate that connects Treel.E4 and Treel.E5 with
Treel.E2 was misrepresented with an ‘OR’ gate (which is a commistake in tool-
supported traditional FTA), the MCSs of Treel will change intor¢gll.E3}, {Treel.E4},
{Treel.E5}}. Two MCSs in Tree3 (I, {Tree3.E3, Tree3.E4} and {Tree3.E4, Tree3.E5},
would be reported as violations due to no corresponding MCS in grepresented fault
tree results. In this case, the reported violations retedtibhconsistent logical relationships
have been presented in,Mnd M, We would suggest revising the incorrect model and it
should not be used as evidence for any safety claims.

Another example, in Treel () if there was another basic event Treel.E6 (relating to a
human error that leads to Treel.E1l) presented next to Treel.E3thedame ‘OR’ gate
below the top event, then we would find that there was no corresgondimdition of
Treel.E6 in M. In this case, Treel.E6 inpgMvould be reported as a violation situation.

However, we may find a declared assumption of not consideringuamsgn errors in M If
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so, we can tolerate the reported violation, provide an explanationtread it as an

acceptable violation situation rather than an inconsistency.
5.4.7 Phase 5: Evaluating the Inconsistency Analysis

This phase of analysis aims to have a comprehensive revithg ofitputs of previous steps
in order to determine whether the comparison activity has beeecaut properly. Each
step of the process has some domain inputs. If these inputs @gén or incorrect, the
steps followed will be founded on a flawed basis and the comparisdts gl be naturally
defective. Basically, the comparability of model instances, dverage and reasonableness
of the consistency relationships, the reasonableness of theimanaediate information
introduced in the implementation phase are re-examined. Thisestegs @as a review that
double-checks the integrity of the inconsistency analysis prooesgsaproducts. This step
can be informally performed by expert reviews, but the actisftyuld be appropriately

documented.
Running Example of Phase 5:

The task of this phase is to review the data generated fromoédhe previous phases and
ensure that the illustrated inconsistency analysis has been carried out irranpoper. The

factors we have reviewed include:

* Whether two models chosen were comparable and whether the cansret@ationships

are clear and reasonable.

* Whether the user-defined correspondences are correct, e.g. wedchigakeo n-to-n

correspondence relationship exists in the defined correspondences.
* Whether the checking algorithms for violation detection are correct.
* Whether the explanation of the analysis results is reasonable.
5.4.8 Phase 6: Citing and Justifying Analysis Results

The comparison results can provide us with some basis of ostiognsistency between
safety assessment models. For models serving as evidente fesrhe claim or the same
primary safety argument, the comparison results from the irgtensy analysis can be
adopted as items of evidence in the confidence argument assodihtdldaivprimary safety

argument. Model consistency confirmed by comparison activitiebearsed as supporting

evidence for a consistency claim; whereas inconsistency i@enti&n be used as challenges
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against a model consistency claim (Chapter 6 presents geamgionent structures
employing inconsistency analysis results as evidence.). Fompetling safety case, the
inconsistencies between safety assessment models that@reted as items of evidence in

that safety case should be rigorously identified and systematicalljgdsti
Running Example of Phase 6:

As explained in Section 5.4.7, the inconsistency analysis resaut$e used as evidence in
confidence arguments. In this demonstrating example, the incongistealysis results are

supporting evidence for the trustworthiness claim of the modelgheted as evidence in a
primary safety argument. We do not provide exemplar argumeritss iseiction. An example

argument related to inconsistency analysis will be constiubtesing on the content of
Chapter 6. A case study on model adequacy argument construgii@sesited in Appendix

C.5.

5.4.9 Summary of the Inconsistency Analysis Method

The overall inconsistency analysis method is described andasbne analysis activity. But
the method we outlined above may be used in other ways, such as ethbegd as part of
another safety review or safety analysis. Additionally, wg regeat all or some steps of the
cross-model inconsistency analysis process several timejotke inconsistency analysis
results updated. Safety assessment models are generatedcaltyi@hd will evolve with
system design. They may also be revised due to inconsistedeietified. Therefore, the
overall inquiry of inconsistency, in theory, only stops when we aifeciently confident in

the consistency between models based on the rigour of the inconsistenciganalys
5.5 Practicality and Capability Analysis

The idea of comparing models and detecting inconsistency betweeaisnodot new. But
for a long time, the comparison of safety assessment modelseka carried out in practice
only as an implicit informal process. The example consistendgtiareships and
corresponding checking presented aim to illustrate the poterdigérpand difficulties
encountered during rigorous inconsistency analysis. The method pegentore structured
for dealing with large-scale safety assessment models.

Existing consistency checking practice usually does not involvertaaels explicitly — the
content of a model is compared with some knowledge or informationotvérgn other

resources (such as a failure mode data base or past opergqarience). Unlike the existing
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practice, the cross-model inconsistency analysis presentddsirchapter focuses on the
similarity and differences between models, and allows for igemgifinconsistency between
processed substance results such as MCS if there is not enough &oovaliedge to check
the reasonability of MCS directly.

The principal benefits obtained from performing consistency aisalyased upon user-
defined correspondences and consistency relationshigeasbility andrigour. Although

some effort may be required to set up the consistency checks, stabésbed they can be
applied to models of any scale. Purely manual review can striiggbentify anomalies
when safety assessment models become large and complex. lonaddits easier to

examine the explicitly-stated correspondences and rules, tham ijustify an unstructured
manual review (see Chapter 6). Also, once established the cailebe dogmatically and
systematically applied (for example with tool support) witheatr fof ‘slip’ or omission that
may occur in expert reviews and can undermine the effee®ze of manual analysis

processes.

We need to stress that human decision and knowledge is cruciaf dodonsistency
analysis. Firstly, we need to decide the comparability and stensy relationships between
models. Secondly, real world semantics are not understandable by eoondats explicitly
specified links were established by human to resolve the diffeseof language constructs
and referential names. Finally, the interpretation of inconsigtanalysis findings must be
performed manually by human in order to taking into account informatiormodels

depicted in natural language.

Any inconsistency analysis cannot disclose all potential flapeedts in models. Firstly, if
two models have the same erroneous view regarding an aspesystem, they may still
exhibit a ‘consistent view’ of that aspect of a system acogrth the representation of the
models. Secondly, it is impossible to provide a complete set of tamsysrelationships
between two models. Hence, we cannot claim absolute cross-noodédtency on the basis

of the results of cross-model inconsistency analysis.

The power of cross-model inconsistency analysis of safegssts®nt is limited in terms of
its support to the identification of the causes of inconsistency.ahlaéysis results may
indicate that one of the models could be wrong about a certain mededre| but there will
not be clues for answering such questions as which one is the te&edr which model is
inconsistent with the reality, unless we know with certainty wiath model can be deemed

as a ‘correct’ model before implementing the comparison.
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5.6 Summary

This chapter presents the definition of inconsistency betweety saffessment models and a
typology of safety assessment model consistency. This providezpamded view of the
consistency issue that can affect the evaluation of themurtsiness of safety assessment
models. This chapter also defines the characteristics of pdétaséadefined consistency
relationships that describe the agreement that is expecteddretaodels. These can be used
as heuristics for structuring good engineering practice for censistchecking and as a
catalyst for more rigorous reviews. More importantly, a strectunconsistency analysis
method is proposed and demonstrated with an example walkthrough oatysisaprocess.
The method clarifies and decomposes previously implicit inconsigténvestigation
activities into six concrete phases. Although there are re@mytimitations to the method
presented, it provides benefits in terms of stimulating transpatigorous and repeatable
scrutiny of the consistency checking between safety assessment models.
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6 Using and Justifying Safety Assessment

Evidence

6.1 Introduction

As the common basis of evidence elaborated the discussion inr54@.3 indicated, the
source information of evidence is neutral by itself; it isdahgumentation context in which
evidence participates that endows the source information witheaof being supporting
evidence, counter-evidence or contextual data. In this chaptegowsider how we use
evidence in argument construction and how confidence in safetycasés improved with
a more rigorous argumentation process and more structured jtistifiohsafety assessment

evidence.

By nature, a safety casenst born to be strong and compelling and to be accepted without
doubts. A typical safety case will contain positive argumemtssaipporting evidence and it
is a developer’s ultimate goal to have a positive safetg &@stheir developed product.
However, it does not mean that we can only think positively, or admit only positive,tbings
present only positive points in arguments. A safety case ticaraposed by structured
positive arguments and associated evidence for demonstratingn ssesfety characteristics
alone, especially during the early stages of evolution and whehawe a rich source of
information during argument construction. Firstly, it is necessary to inekide information
to demonstrate our confidence in the arguments and evidersenime. Therefore, a safety
case should also contain the justification or backing of egigiructured positive arguments
and evidence. Secondly, it is also necessary to include extrenatfon to demonstrate why
we justifiably disregard negative, or alternative, informratior our positive arguments. It is
commonplace that one item of source information might differ frodisaigree with another
item of source information. We should not neglect any relevansitdnmformation that do
not meet our positive argumentation need and we should record how ithose of
information are considered and why they are discharged or notezklever those items of
evidence that are presented. Incorporating how negative arguments and eaiderselved
in a safety case is vital for achieving a compelling andnddiée safety case. However
existing argument construction practice has typically left cotmtiglence probing activities
until the review stage of a safety case lifecycle. bleoto exploit various potential sources
of evidence within argument construction, an expanded safety castuction process is
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presented in this chapter in order to incorporate the activedevason of counter-evidence

into the development process of safety case arguments.

It is important to consider systematically how to justify dldequacy of supporting evidence
employed within a safety case, especially for a very common @revidence — namely,
safety assessment models. As we have explained in CRapwidating safety assessment
models as ‘complete’ and ‘correct’ representations of thewedd is difficult. Hence, our
aim of presenting model adequacy arguments is not to ‘validatedel, or to demonstrate
the correctness of the use of a safety assessment modeistieatdi to establish confidence
in that they are sufficient for their usage in a particelamtext as evidence. However, the
existing standards and guidance do not provide sufficient recommendationslgxplitiow

to evaluate various safety assessment models and how ty jwstdther they provide
adequate evidential support for domain claims in particulguraentation contexts. During
MISSA project meetings, Mr Jean-Pierre Heckman, a safgigre from EADS APSYS,
formerly from Airbus (France), detailed that there are some godes of practice on model
validation and review by safety practitioners, but they aendftformally implemented and
passed on by people. It is necessary to formulate methodicalossluid guide the
justification of safety assessment evidence based on engmeeractice and the
characteristics of various models. An argument pattern fofipagton of the adequacy of

safety assessment models is presented in this chapter.

In addition, in Chapter 5, it is shown that using multiple evideteres can be problematic —
an evidence item may disagree with real world or anotheleesee item. The rigorous
inconsistency analysis introduced in Chapter 5 provides a meardemifying further

supporting evidence or counter evidence for the justification of adgqabcsafety

assessment models. The role of inconsistency analysis resshiswea in the pattern for the
justification of safety assessment evidence. In this chapterfurther argument patterns are
also presented for the generic justification in the presenceowfter evidence and the

generic justification of the adequacy of inconsistency analysis itself.
6.2 Role of Evidence in Safety Cases

As described in Section 4.4, relationships between evidence and argueneott simple and
singular. A piece of information can serve as supporting evidenca €laim, as counter
evidence against a claim, or as contextual data for goal decdimposn addition, the
elements in an argument that may be linked with an item ofeeee are varied, and not

limited only to domain safety claims. For example, an itemvidesice can support the
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warrant that authorises the inference between two claman item of evidence can attack

the trustworthiness of an item of evidence for a domain claim.

In GSN the source data of evidence is cited or referencedliyosis or contexts; whereas
the role of evidence is carried by the asserted relationshiywedr@ an item of evidence and
other argument elements. In this section, the argument links weevekence and argument
elements are revisited for a clear explanation of the rbkselvidence can play in safety

cases.

It is explained in Section 4.5.3 that an item of evidence can assedih other argument
elements in ARM via three subtypes of argument relationshissertedEvidence

AssertedCounterEvidenc&ssertedContext

The three roles of evidence in safety casesSaigporting-EvidengeContextand Counter-
Evidence(as explained in Figure 45). Each item of evidence hastaspdat (the content of
the source information of evidence) and its proposition part. Thepdatacan be cited as
context of argument reasoning elements (@o@l, strategyin GSN terms). The proposition
part can be cited as supporting evidence for argument reasoningnedeand asserted
relationship elements (e.@upportedByin GSN terms), or as counter evidence against
argument reasoning elements or asserted relationship elements.

Argument reasoning
element example

Evidence example Argument citation Role of Evidence
element example

_w| Stategy |

Safety assessment model _ | Citation of Context _—
artefact data Context T

Safety assessment model | Citation of
evidence assertions ~| Solution |~ Counter-Evidence

SupportedBy

Argument relationship
element example

Figure 45 lllustration of Roles of Evidence

The evidential role of a piece of information is not constant:

* The same item of information is capable of serving two diffeevidential roles in a
safety case, e.g. a hazard log can provide the context adtagstrand the supporting

evidence for a goal at the same time within the same safety case.
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e The same item of information can be used as supporting evideneedaim in one
safety case, but serve esunterevidence for another claim in another safety case, even

if they both utilise the same evidence result assertion.

* The role of an item of evidence may evolve or change with fujtiséification, further
information becoming available, or as the system design chdmgjag made. For
example, a potential item of counter evidence for a claim in a prigadety argument, if
sufficiently rebutted, may become context to other claims inctmidence argument

associated with the primary safety argument.
6.3 Consideration of Counter Evidence

As described in Section 2.7.4, DS 00-56 [149] requires that counter evideoakl be

searched, documented, analysed and referenced by relevayctaifes. However, existing
practice has typically only considered the role of counter eveddnang the evaluation or
review of safety cases, rather than actively taking it into account atghement construction

stage.

Greenwell et al [86] have defined some typical fallaciesaiety cases, as presented in
Figure 46. ‘Ignoring Available Counter-Evidence’ is clearly préded as a sub-category of
fallacies existing in safety arguments. However, it is imerofm put ‘Arguing from
Ignorance’ under the type of ‘Unsupported Assertions’ because igramurger evidence is
not in the category of ‘Unsupported Assertions’ and ‘Ignoring e Counter-Evidence’

is one way of ‘Arguing from Ignorance’.

To be clearer, it is helpful to differentiate two aspects ahguevidence in safety
argument¥: acknowledging the existence of evidence (either supporting egideraounter
evidence) and addressing evidence properly in relevant argumeihise$-# acknowledge
relevant evidence information lead to the fallacy of ‘Arguifrom Ignorance’; whereas
failures to address relevant supporting evidence or counter eviteatteo the fallacy of
‘Omission of Key Evidence’. To avoid ‘Arguing from Ignorance’, weosld perform a
sufficiently-rigorous search for both supporting evidence and countEree even though
the search ultimately returns no results. To avoid ‘Omission §f Kedence’, we should
consider both the negative and positive evidence availablea fataim with further

justification.

2 \We have not yet considered the contextual role of evidence here. Ignoring or omitting relevant contextual
information will make the argument unclear and difficult to evaluate. But that is not the main focus of the thesis.
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Circular Reasoning
Circular Argument
Circular Definition

Diversionary Arguments
Irrelevant Premise
Verbose Argument

Fallacious Appeals
Appeal to Common Practice
Appeal to Improper/Anonymous
Authority
Appeal to Money
Appeal to Novelty
Association Fallacy
Genetic Fallacy

Mathematical Fallacies
Faith in Probability
Gambler’'s Fallacy
Insufficient Sample Size

Anecdotal Arguments
Correlation Implies Causation
Damning the Alternatives
Destroying the Exception
Destroying the Rule
False Dichotomy

Omission of Key Evidence
Omission of Key Evidence
Fallacious Composition
Fallacious Division
Ignoring Available Counter-
Evidence
Oversimplification

Linguistic Fallacies
Ambiguity
Equivocation
Suppressed Quantification
Vacuous Explanation
Vagueness

Pseudo-Precision
Unrepresentative Sample

Unsupported Assertions
Arguing from Ignorance
Unjustified Comparison
Unjustified Distinction

Figure 46 The Safety Argument Fallacy Taxonomy (from [86])

Concerning the insufficient attention paid to counter evidence istigxi argument
development processes, it is necessary to consider how counter evidence shoulpldtednte
into the traditional positive argument construction process.ildetfiat counter evidence is

associated with a primary safety argument in four ways.

Firstly, the primary argument may be challenged by counteleage in the inference links
between two domain claims, if we have evidence to falsify @tiermale or warrant for an
inference relation between two claims or to demonstratensiudficiency of support, even if

all lower level domain claims were true.

Secondly, a domain safety claim can be challenged by an itemuoter evidence if the
evidence result assertion disagrees with the domain claidendnstrates that the domain
claim is a false proposition. In this situation the countedenge is a challenge to the other
items of supporting evidence for that domain safety claim df Wwecause they are

inconsistent regarding the conclusion on the Boolean value of a domain claim.

Thirdly, the items of evidence presented in the primary safiggyment may be challenged

by counter evidence in terms of their trustworthiness.
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Lastly, the appropriateness of the usage of items of evidengebmajuestioned. This
challenge affects the validity of the argument links betw#gems of evidence and domain
safety claims being supported. This is different from the ehgé towards the inference
links purely from the argument structure point of view. The as$esvidence relationship
considers both the relevance and fitness of the evidence asselttion towards a domain

claim.

The first way of challenging primary safety arguments focumesthe validity of the
argument structure. The other three ways of challengingsfoa that whether the Boolean
value of a domain claim has been demonstrated sufficiently taueewith sufficient
confidence. All four kinds of challenges ought to be addressed in a cofidegement

rather than in a primary safety argument.

Govier recognises the existence and functiocamfnterconsiderationg85], which are the
negatively relevant points towards a conclusion within argumemts. hatural language
argument, thesecounterconsiderationsare usually introduced with signposts such as
‘although’, ‘though’, ‘even though’ or ‘despite the fact thaounterconsiderationslepict
challenging or weakening effects on conclusions. They are reprdsey Govier as wavy

lines between premises and a conclusion [85] (as shown in Figure 47).

Premise 1 Premise 2

Conclusion

Figure 47 Counter Consideration Representation

During the articulation of an argument, we must acknowledge andnpritgse negative
points even though they do not support our claims. Actually, if we coubmethat the
supporting points for a claim outweigh the negative points or thyative points are
reasonably discharged, the presenceafnterconsiderationgn an argument would make
the argument more defensible. Considering counter evidence is gfartthe
counterconsiderationghat we can apply in safety case development to avoid sortie of

safety argument fallacies that Greenwell identified.
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6.4 Presentation of Counter Evidence

Counter evidence has received some consideration in theurei@ safety case practice.
For example, Spriggs explains how to consider counter evidenceety sae development

in [188]. He also states that tha&ck or absence of counter eviden@zognised through
proactive campaigns casupporta Goal in safety cases. GSN does not contain specific
symbols that describe counter evidence or the potential negadie of the source
information of evidence. Some researchers have suggested extdnsinasaging counter
evidence. Cockram [54] proposes a negation symbol orSthgtion symbol in GSN (as
shown in Figure 48 (a) ) and Johnson [108] adopts a cross symbol to intdeatfuting

role of aSolutionin GSN instead (as shown in Figure 48 (b) ).

/

Goal 1-2

All safety requirements
have been verified by
testing

G9: Probability of random
stochastic failure < 107 per
service hour

}

Solution 1-2 CE1: Excessive
Verification test multipath at RIMS
reports including level jeopardizes

test failures continuity

:

(a) (b)

Figure 48 Representation of Counter Evidence ( (a) from[54] and (b) from [108] )

However, as we have stated in Chapter 4, it is the relatprsiveen a claim and the
source data being adopted as an item of evidence that cheriegidential force of ‘support’

or ‘challenge’. Therefore, th®olutionsymbol is not the right subject to expand or change to
represent counter evidence. Instead, we will indicate itemswifiter evidence in safety
cases by adapting the symbol SdipportedByelationship in GSN. Figure 49 illustrates a
dashed line with a filled arrow that is used to present theectyml posed by a piece of
counter evidence of a goal in goal structures. This visually dertbeAssertedChallenge
and AssertedCounterEvidenceslationships between argument elements, as specified in
ARM [156].
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Goal 1-2 WeakenedBy
All safety requirements . . .
have been verified by rendered as a dashed line with a solid arrowhead,
testing ‘ allows challenge or attacking relationships to be
documented. Challenge or attacking relationships
WeakenedBy declare that there is an attack against a claim or
| link posed by claims or counter evidence items in
the  argument. Permitted WeakenedBy

Solution 1-2
Verification test
reports including
test failures

connections are: goal-to-goal, link-to-goal, goal-to-
solution, link-to-solution.

Figure 49 Representation of Counter Evidence Relationship

It is worth noting that for a signed-éffand accepted safety case, the counter evidence
relationships in the safety case, usually, should be sufficiergbhaigedDischargingan

item of counter evidence means that the concerns raised bietimabf counter evidence
have themselves been rebutted (rejected), undermined (i.e. shown iteléeant) or
resolved. Identified (potential) counter evidence, has an attackiegduring intermediate
stages of safety case development, but serves as ‘evidenggbmfus thinking in safety
case construction for the safety case presented to an asHassopresented as unresolved
counter evidence, the presence of counter evidence relationshigaiety case submitted
for review could reflect that there are potentially unsupported safety godlthe confidence

in safety demonstrated can be undermined.
6.5 Safety Case Processes

In order to use evidence properly and to its best potential in devglsgfety cases, we need
to first have a general view of the processes associatdud existing safety case
development. This section presents a review of supporting procefsseafety case

development and describes a widely-used argument construction method.
6.5.1 Existing Processes

In the 1990s, graphical argumentation notations emerged in the develagmafety cases,
which bring about more clarity to the presentation of structured angismin addition, the

Ba ‘signed-off’ safety case means an approved safety case that has passed through scrutiny by experts on behalf of
the developer’s organisation or certain authorities.
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introduction of structured argumentation processes enforces theitegsis of previously
implicit information elements in safety case construction, ssdiidden context, supporting
rationale of inferences, or assumptions. The six-step method [l1lT7joalf structure

construction is a typical structured argument development process.

Along with structured safety case construction, there are otbeegses defined in support
of safety case management in a system safety lifecgal. a process for safety case change
management [120], a process for safety case reuse with sagetypatterns [116], a process
for argument review [112], or a safety case life cyclehvaafety case submission and

acceptance [152].

An enhanced safety-case lifecycle is presented in [87] toer@vigerfect safety cases with
failure evidence from the system operational phase. Setsitmal questions have been
proposed as safety argument schemes for challenging typiey safjluments to help the
review and evaluation of safety cases [215]. However, both of Hmseaches are ‘after-

the-event’ methods, which may lead to late modification and reworking in atdifgegcle.

Although there are many processes related to safety casedesasbed above, the
construction process is the essential one in the safetyloasan, in which the robustness of
a safety case is rooted. However, thigour of this process has not been exploited
sufficiently in existing practice, partially because the afleounter-evidences not properly
addressed as it should be. With regard to processes orientated aroendeemployment,
the issue of counter evidence is also insufficiently consideredeXamnple, the evidence
selection and justification process in [96], pays insufficienhate to the items of evidence
that have evidence result assertions that refute the truth of a domainwkach might bring
the ‘Ignoring Available Counter-Evidence’ fallacy into safetyses. Instead, collecting
relevant counter evidence in parallel to the selection of supgosrvidence during
construction of safety cases provides an opportunity for defendingneeid®lection in a

rigorous manner.

Therefore, it is necessary to have a more active way ake taccount of

counterconsiderationgspeciallycounter evidencen safety argumentation.
6.5.2 Six-Step GSN Method

Kelly proposes a six-step method [117] of safety case construntiGSN (for a detailed
description of the method, the reader is referred to [89]). Theéhadeis systematic,
especially in providing assistance to constructing argumentsivebsitThe steps of the

method [117] are presented in Figure 50.
175



Step 5 - Elaborate strategy

Step 1 Step 3 Step 6

; Identify .
goals 1o be strategy fo “pasic|
supported S;':f;?: Solution

Define basis

on which

strategy
stated

Define
basis on which
goals stated

Figure 50 Six Steps of Argument Construction in GSN (from [117])

Step 1- Identify the goals to be supported,;

Step 2- Define the basis on which goals are stated;
Step 3- Identify the strategy used to support the goals;
Step 4- Define the basis on which the strategy is stated;

Step 5- Elaborate the strategy (and proceed to identify new goals — lback t
Step 1);

Step 6- Identify the basic solution.

These steps can be repeated as many times as is netegzaguce a complete argument
where all of the goals in the argument have been supported. Tiigdrsetpports structured
safety case construction and enforces elicitation of unstdiedaigs or context for a clear
and understandable argument. However, assurance of the stretigtracjuments produced
is not considered. Weaver expanded the six-step method through includimgetb& SALs
(Safety Assurance Levels) in Step 2, Step 4 and Step 6 [20#§dartto account assurance
of structured argument elements. Hawkins et al have performetDR-style deviational
analysis on the six steps of the GSN method to consider assuwleficies in argument
construction [98]. Although their work brings more thought during argumamtaiction,
no new steps are introduced to the process to increasigabe of potential argumentation

and the issue of counter-evidence is not directly addressed.

176



Counter evidence may be in existence already (whether we are afwbor not) at the point
of citing evidence in safety cases and the total set of obteiealdence should be carefully
examined and considered while we are choosing items of evidenaelm and justifying

their adequacy of being supporting evidence.

In the next section, an expanded argument construction process basedixstde method
is defined in order to incorporate both assurance of positiverengt elements and counter
evidence (from various relevant information sources) comprehengiveing safety case

development.
6.6 Expanded Structured Argument Construction

6.6.1 Overall Expanded Process

From the discussion in Section 6.4, we set two objectives for amaeqasSN argument
construction process: a) Clear integration of the construction oideoick arguments with
the construction of a primary safety argument; b) Clear riateg of the construction of
pure positive arguments with the considerationnefjative positive argumenthat put

forward positive arguments from an opposite viewpoint with sufficentsideration of

opposing points.

The generic six-step method can be applied to either confidence eargaonstruction or
primary safety argument construction. The nature of both typeguafants is the same, but
the role or function of the arguments differs. The function of confidangements is to

assure the soundness of a primary safety argument.

The negative positive argumenistend to argue from an opposite viewpoint. In informal
argumentation, e.g. essay writing or tribunal presentation, arfneimgtwo sides is common
practice. When an issue is identified as a topic to argue dtatit,reasoning sides of the
issue, supporting and challenging, should be explored and considered. Tiésneota
transparency of why one side outweighs another and makes theeatgonore balanced,
convincing and defensible. The six-step process does not contradietrfiilenance of two-
sided argumentation, but it had not highlighted the importance ofnardnam the negative
side explicitly.

Figure 51 outlines the expanded process of structured argumemnucbastin GSN. The

expanded steps in the development of safety cases in GSN are:
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Step EZX Justify the basis of goals

Step E2 Identify the alternative basis on which goals are stated

Step E3 Justify the unsuitability of the alternative basis of goals

Step E4 Justify the basis of the strategy

Step ES Identify the alternative basis on which the strategy can be stated
Step EG Justify the unsuitability of the alternative basis of a strategy
Step E7 Justify the adequacy of solutions

Step ES8 Identify counter evidence

Step EQ Justify the discharge of counter evidence
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Step L:
Identify
goals to be
supported

E2:
dentify alternative
basis of goals
stated

Step 2:
Define
basis on which
goals stated

X

E3: Justify
unsuitability of
alternative basis of

goals g

E1: Justify basis of
goals

e

Step 5: Elaborate strategy

Step 3:
Identify

strategy to
support

Step 4 E5:
Defmehba}fls dentify alternative

on whic basis of strategy

strategy stated

stated

Step 6:
Identify
Basic
Solution

ES8:
dentify counter
evidence

e N

E7: Justify

adequacy of
solutions
E6: Justify (Appropriateness E9: Justif
E4: Justify basis of unsuitability of &Trustworthiness) et y
. ) discharge of
strategy alternative basis of 4
counter evidence
strateg %ﬁ)

Figure 51 Overall Expanded Process of Structured Argument Construction in GSN
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As Figure 51 indicates, the six core steps still servehasmain frame of argument
construction, but are enriched with more explicit consideration of assuratieestfength of
a primary safety argument. The expanded steps are presesteatled blocks in Figure 51.
For example, while identifying solutions (Step 6), we should contiéejustification of the
adequacy of selected solutions (E7); in the meantime, we shisoldsearch for potential

counter evidence (E8) and consider its effects on the goal to be supported (E9).

Due to the common nature of argumentation, some expanded steps fat, embedded
whole and additional argumentation processes in their own right. Ttegse-Step E1, E3,
E4, E6, E7 and E9- are depicted with rounded-corner rectangles rathesiduds in Figure
50.

The overall expanded steps can be grouped into three categories:

* For providing backing of defined argument elements related tayeoaitguments- E1,
E4 andE7,

* For recognising existence of alternative information sourasoonter evidence that are

relevant to defined argument elements2, E5andES;

* For presenting how the alternative information, usually negatsvelischarged from
affecting the positive argumentsE3, E6andE9.

In the following sections, each of the expanded steps is described with naie de

6.6.2 Step E1: Justify Basis of Goals

This step expands Step 2 of the six-step GSN method. The objectins step is to provide
explicit explanation of the basis of identified goals if necessasydescribed in the GSN
community standard, Step 2 is used for ensuring the reader has gudtdand correct
understanding of the context” [89] surrounding the goals identified. itdwss of contextual

information are obtained from various sources in system tfecgs artefacts of safety

activities. In some cases, we may need to provide further reasons for tladitisui

Figure 52 from the GSN standard [89] depicts an example of caatarformation of a

safety claim. In this example, we may need to justify that dygem implementation
activities described in Ref Y (C1 in Figure 52) are the ngirsions in use for the system
under study. We may also need to justify that the safety prascfpdm Ref Z (C3 in Figure
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52) are fit for use for the system under study due to historical gaadice. We may not

worry about C2 in Figure 52 because it can be viewed as a factual description.

C1

System
Implementation
Activities (Ref Y)

G2
C2
System implementation (carried
out by the Contractors) was done
in accordance with Safety
Principle Ato E

The Contractors for
this project are BTR
Construction

C3

Safety Principles
(Ref 2)

Figure 52 Example of Basis of a Goal (from [89])

In reality, it may be impractical to address every subtkailden the goal definition and
contextualization process. But it is valuable to explicitly pregestification when we think

further explanation is helpful for a clearer understanding of the basis of thi&edegal.
6.6.3 Step E2: Identify Alternative Basis of Goals Stated

This step expands Step 1 of the GSN method and operates in gar&tep 2 of the GSN
method. This step aims to encourage the user to explore aiterrsis that may
contextualize identified goals. Different from Step 2, Step E2 &os active search from
potential contextual information and critical thinking, especiallhére exist two or more
information items that are all capable of providing the saime & necessary context for an

identified goal.

For example, returning to the example presented in Figure 52ré th another reference
guideline or document (let us call this Ref AX) in the santustry domain (or in similar
system development lifecycle) that defines more safetcipies than Ref Z does, we need
to acknowledge the existence of this document and record it for further anal§sep E3.

6.6.4 Step E3: Justify Unsuitability of Alternative Basis of Goals

This step expands Step E2 and prompts explicit explanation of wlajténeative basis of
identified goals is not suitable for the argument. This stepresudt, justifies the suitability
of the defined basis (obtained in Step 2) of goals from angespective, which is in
contrast to the justification presented in Step E1. Step E2 apdESteare not exactly

thinking from a negative perspective, but they are a form of active thinking wdnthbeites
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to confidence establishment in our decision making process. Folldhengxample for Step
E2, the reason for unsuitability of the safety principles predant®ef AX as the basis of
Goal G2 should be elicited.

Sometimes, the reasoning of Step E1 and Step E3 occurs simultgr{aaiisE2 providing
necessary contextual information for E3). It is feasible to en&d, E2 and E3 if the user
would like to have a more succinct view of the confidence argument asdorititehe three
steps. However, for a transparent and clear incorporation ofitlwd-arguments, we insist
on depicting them separately in the expanded process. The same tisoagplied to the

separation of E4, E5 and E6 and the separation of E7, E8 and E9 respectively.
6.6.5 Step E4: Justify Basis of Strategy

This step expands Step 4 of the GSN method. The objective of this sbeprompt explicit

explanation of the basis of an identified strategy if necessagp. 4ts used for ensuring a
reader understand the basis of an identified strategy and helpinasskesment of the
reasonableness of the strategy. A flawed basis of a stratagyresult in decomposing
arguments into flawed sub-goals which may make the inferenteedre sub-goals and a

higher-level goal invalid or insufficient.

The basis of a strategy may include three types of contextuamiation: a) Context
elements which provide the details of a term used in theegyradescription (e.g. the
identified hazards); bAssumptionamade while adopting a strategy (e.g. the divide-and-
conquer strategy works with the assumption that the safety of stdwsycomponents
considered individually can fully represent the safety of apms®d system if the interaction
between subsystem elements is not shown as a sub-goalystifications needed for
adopting a strategy (e.g. product X is suitable to be developeddaty to standard X, the
customization or selection of requirements from standard Heguate). They all link with a

Strategyby an assertelthContextOfrelationship.

Figure 53 presents an example of contextual information used asabassafety strategy
(adapted from [89]). In the example, the basiSwategyS1 in Figure 53 i€ontextC4. We
may need to justify that the ‘Hazard Log Jishown as cited document @ontextC4 in
Figure 53) is a sufficiently comprehensive and adequate documentation of spstetional
hazards. In addition, we may be uncertain about whether we have degngwper basis of
S1. We may ask ourselves that “HasyHieen reviewed for its completeness?” or “Has a
specific critical hazard been addressed by#LThe answers to these questions can help

establish greater confidence in the appropriateness of the defined basiaieEgy s
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C1

Example G1

Press Design

Press is acceptably safe to > CCC Whatford

operate within CCC
Whatford Plant

C2

Press Operation

S1

Argument by addressing
all identified operating
hazards

C4

All identified
operating hazards

Figure 53 Example of Basis of a Strategy (adapted from [89])

Similar to Step E1, it may be impractical to deal withcdlthe subtle detail in our strategy
definition and contextualization process in real practice. In stases, the strategy or the
contextual basis of a strategy is evident by itself, and thestépscan be skipped. In some
other cases, especially when a complicated item of evidencedsrtitee defined contextual

basis of a strategy, this step is important and should not be neglected.

In the original GSN method, the justification of the strategéesl®e considered as a part of
Step 4 [117]. However, presenting it as a separate step alk i clearer that there might

be significant further argumentation needed after Step 3 and Step 4.
6.6.6 Step E5: Identify Alternative Basis of Strategy Stated

This step expands Step 3 of the GSN method and operates inlpethligtep 4 of the GSN
method. The objective of this step is to stimulate the usexptore possible different basis
that may contextualize an identified strategy. Different froep3t Step E5 places emphasis
on active inquiry of potential contextual information, especiallthére exist two or more
information items that are all capable of providing the saime & necessary context for an

identified strategy, but maybe with different or even inconsistent concretenton

For example, in the example presented in Figure 53, if there ibesrtedzard log H)-that
documents various hazards of CCC Whatford Plant, we need to rectumisgistence of

this document and record it for further analysis in Step EG6.

It is not our intention to identify alternative strategies in thigpst€he issues related to
strategies in argument construction are discussed furtheciini$é.6.11. Typical strategies
for goal decomposition from good practice may have been documentedeiy sase
patterns. However, the instantiation of the basis of some strategies may keenatabtiue to
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the contextual data being used. The basis of a strategy coulddraiderable impact on the

adequacy of specific sub-goals generated.
6.6.7 Step E6: Justify Unsuitability of Alternative Basis of Strategy

This step expands Step E5 and prompts an explicit explanation of why the iakepaats of
an identified strategy is not suitable for the argument. In tieis, she suitability of the
defined basis (obtained in Step 4) of a strategy is justified énoother perspective, which is
in contrast to the justification presented in Step E4. Step E5 @apdE& are not exactly
thinking in an opposing way, but they represent the efforts we havstéaven having a
more cautious consideration of possibilities in order to obtain rcordidence in the
subsequent elaboration of the defined strategy. Following the exampfteiorE5, the
reason for unsuitability of the operational hazards presentedim$ithe basis of a strategy
should be provided.

6.6.8 Step E7: Justify Adequacy of Solutions

Safety arguments without evidence are ungrounded; but evidence twjtilstfication is
unconvincing. Therefore, it is demanding and challenging to justifatleguacy of safety

evidence in safety cases.

This step expands Step 6 of the GSN method, which defines a disreinoe to evidence
data sources and indicates that the data is asserted eviderae iftentified goal. It is

concerned with providing sufficient confidence in the appropriatemesgastworthiness of

the identified solutions. Previously, the justification of the adeyud evidence was not
explicitly separated as an argumentation step and the assogistisdand evidence were
presented together with argument and evidence for domain sgdetg. However, as
described in Section 2.7.5, it is stated in recent work [97] thaséparation of primary
safety argument and evidence and confidence arguments enaldes gterity than the

traditional single argument structure. Adding this explicit staqurally suits this purpose of
distinguishing the two types of arguments. Furthermore, thissgiagies the importance of

evidence justification in a way that users cannot overlook.

Depending on the complexity of the information that is containeshittem of evidence, the
justification of the adequacy of a solution could itself be amothenplex argumentation
process. The content associated with this step can be paclsagedaument module [119]
to ease the management of argument elements and for thef sakkearer view of its role in

the overall confidence argument associated with a primaryysafgtment. The argument
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information needed in this step might be obtained from the ew@iuaf items of safety
evidence, e.g. human expert reviews, or particular tests or csmpanalysis of items of
evidence, such as the inconsistency analysis described in CbBaptegeneric safety case

pattern on model adequacy justification is presented in Section 6.9.

As described in Section 6.5.1, some steps are embedded argumentatiessgsoby
themselves (all rectangular blocks with rounded corners in FigllireWe can illustrate a
typical example in this step. For example, assume that a faaltmodel was adopted as
supporting evidence for a goal. While justifying its adequacy o¥igng support to the
goal, we may use the expert review report of that faultrtregel, in which the coverage of
conditions of the fault tree is checked and claimed as good enoughvétowe may also
identify some negative evidence, such as an omitted condition throughisteoog analysis
between that fault tree and a relevant FMEA. In this case, both items afievidihe review
report and the inconsistency analysis result - should be addliess® justification of the

adequacy of the fault tree.
6.6.9 Step E8: Identify Counter Evidence

This step expands Step 6 of the GSN method. This step aims iagleatve and rigorous
exploration of potential items of counter evidence that may exngdl the fulfilment of the
identified goal. In fact, we can carry out this step simultardgough Step 6 of the GSN
method. Both of the steps need to work from the available knoeladd information
sources that we have access to. Knowledge and data are ablagisler assets in a system
project lifecycle. Neglecting or ignoring relevant informatiar &ny argument elements
(either supporting or challenging items) may lead to a pasti@ven biased view of the
system and its critical features. This is a significamtcern in the safety domain, in which
any relevant analysis, test, or operational data items acepseand should be considered
and exploited sufficiently. Examining carefully various developmafiormation and safety
artefacts is a critical task both for identifying adequatepsrting evidence and for

recognising relevant counter evidence.

Step E8 may have a wider scope of searching than the informatiohsppacan be used in
Step 6. Within Step 6, we primarily explore relevant knowledge atadfdan the safety
artefacts of a system under study; whereas within Stepthe8counter evidence for a
solution may come from analysis artefactsiofilar systems, operational records of similar
systems, or accidents reports and recommended remedies atwkpraatspecific domain.

The range of accessible information and, more importantly, thel&dgesand experience of
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the person who carries out the task of counter evidence identificaie critical for the

rigour of the outcome of Step E8.

It is possible that we may not identify any counter evidencehithdase, we should still
document the efforts of searching for counter evidence, which docummentan itself be
used as supporting evidence of the absence of counter evidencgdal. &vidence of the
absence of negative points is necessary; but the absence antewxdence, due to

negligence or ignorance, is undesirable and should be avoided.

The evidence result assertion of an item of supporting evidencdigtem Step 6 must fit
the goal to be supported strictly in terms of the relevandts stibject, the supportive force,
and the acceptable context. In contrast, while searchingeimsiof counter evidence, we
may not be so strict with the evidence result assertion afifarmation item. An item of
evidence must be marked out as counter evidence if any ofidiesnee assertions (result or

descriptive) disagree with the goal identified.

Step E8 is an important step to explicitly bring in the countersiderations into safety
arguments, which will entail a two-sided intermediate safety aegunBut the ultimate view
of the top level goal is dependent on further analysis and jusbficaf both the supporting
evidence and the counter evidence, or even further design andniempégion changes that
are needed to resolve the impact imposed by the identified counter evidence.

As we know that a safety case is a living document. Althobghdentification of counter
evidence is presented in the expanded process only as a step in argumenticonsgtidms
not mean that it is merely considered during argument constructibmsgrerformed once-
for-all for each safety goals. Similar thinking procesdesukl be embedded in the whole
safety case lifecycle and be stressed by each safety emeayjsystem of safety-critical

systems.
6.6.10 Step E9: Justify Discharge of Counter Evidence

Expanding Step EB8, this step emphasises the provision of explictnaxipin as to why the
counter evidence identified does not refute the fulfilment ofal gn the end. In such
situation, counter evidence is no longer used as a challenger, teaiding is presented as
contextual information in the justification. The justification isuadly also supporting
evidence for a rigorous and robust safety argumentation processst@piss anidealized
resolution of identified counter evidence. The sleps notimply that it will necessarily be

possible to discharge all items of counter evidence.
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Counter evidence identified may be discharged for many different reasons.

If the counter evidence is shown irrelevant to our safety goals

If the system is improved regarding the issues raised by the counteroeviden

If the counter evidence is flawed and the flaw in it disables itskattacapability

If the counter evidence is from unreliable sources

It is impossible to list out all potential reasons for dischmaygin item of counter evidence
from its negative role. But, the consensus is that they canbentiischarged with sufficient
and sound justification and it is not guaranteed that everydteraunter evidence identified
can be discharged from its negative role. If an item of infaonaremains as counter
evidence in a safety case, we need to admit this fact. It detizae there are residual,
unresolved counter considerations in the safety case, whialnd@nmine our confidence in

certain aspects of the system safety.

It is important to separate Step E7, Step E8 and Step E9. Bemawser-evidence for a
domain safety claim is only one way of attacking argument7irtte justification may need
to consider more kinds of counter evidence for the relationshipebatwa solution and a
goal. So the issues addressed by E7 and E9 may overlap, but aractbt identical, it is

better to think with separated steps and, if needed, refer to an argument modulecfosede

parts of the justifications.

6.6.11 Rethinking of Strategy

There is only one step in the GSN method that has not been expa@ted 5 Elaborate
strategy. In this section, we rethink the function and nature thtegy and explain what
should be further considered in Step 3 and Step 5 of the original GSdrietyond the

defined expanded steps.

A strategy “describes the nature of the inference thatsexistween a goal and its
supporting goal(s)” [89]. A strategy “adds further detail to” describes the approach

adopted” in a goal decomposition [117].

So the nature of a strategy is a kind of narrative descriptairetplains goal decomposition
or an inference step. It is not a claim that depicts a/Falee statement. It is also not a

warrant (in Toulmin’s model) that can ‘authorise’ the infeeznBut from the description
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provided by a strategy, a user can understand more easilyawdst of sub-goals are

presented to support a higher-level goal.

Through adopting a strategy, goals are decomposed into more comctreétaciable ones to
be addressed in engineering practice. Actually, a strateggivaipe the direction and nature
of the supporting goals of a higher-level goal during argument dewelup But the solution
space of a higher-level goal can be cut down due to the use afegygtas well. Adoption of
different strategies for a higher-level goal may lead tiemint sets of evidence items. If we
have two parallel strategies (e.g. Figure 54), sometimesawealentify that they can lead to
different types of evidence items (e.g. G3 may be addressedibgpa&ation report or a state
machine analysis report; G5 may be addressed by the adopti@p@tiaied design measure

Example G1 c3

Press is acceptably safe to CH cce Whatford
operate within CCC Plant
Whatford Plant

s1 S2

. Argument of compliance
Argument by addressing with all applicable safety
all identified operating standards and

hazards regulations

as the standard required).

C1

Press Design

Press Operation

c4 cs

All applicable safety
standards and
regulations

All identified
operating hazards

G2 Ga G5 G7
Hazard of 'Operator Hands Hazard of 'Operator Upper Body Press is compliant with UK PES element of Press
Trapped by Press Plunger' Trapped by Press Drive HSE Provision and Use of Design is compliant with
is sufficiently mitigated Machinery' is sufficiently Work Equipment Regulations IEC 61508

mitigated

3 G6
Press is compliant with UK
Enactment of Machinery
Directive

Hazard of 'Operator Hands
Trapped by Press Drive
Machinery' is sufficiently
mitigated

Figure 54 An Example of Parallel Strategies (from [89])

Therefore, we have more issues to be considered in Step 3emé 8f the original GSN

method.

Step 3- identify strategy to support gdalsAt this step, we may need to consider potential
strategies for a goal, rather than simply adopting thedirategy to be identified. It is worth
noting that more than one strategy may exist and they can be ndig@lually or in

“The strategy does not support goals by itself, but it supports goal decomposition and provides the viewpoint of the
decomposition and introduces the contextual basis of goal decomposition.
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combination. Some of them may lead to sub-goals that can be suppyrtiee same set of
evidence items; whereas some of them may lead to sub-goalsstgperted by different

types of evidence. The selection of a strategy may be based orooopnattice, standard
requirements, or the features of the system in question (catoded with typical strategies
listed). However, we should acknowledge that the solution space associated veitfatagy

may be different from the space associated with anothéeggrand be aware of the risk of
omissionof some potential viewpoints of a higher-level safety gaalsed by the strategy-
adoption decision. (One interesting point is that if there is atbaselifferent strategies lead
to sub-goals that contradict each other, it indicates that thatef or understanding of the

higher level safety goal is insufficient, ambiguous, or inconsistent.)

Step 5 — Elaborate strategy. Elaborating a strategy involveagitdtward lower-level goal
statements appropriately according to the contextual bésisstrategy. This step involves
the elicitation of all relevant sub-goals of a higher-levell g@sed on the defined strategy.
At this step, we should also consider or trigger the justifinadf the inference from the
collection of sub-goals to a higher-level goal. Due to that then focus of the thesis is
evidence in a safety case; we have not presented an eggpeihded step to Step 5 of the
GSN method for the justification of inferences. Moreover, the logatf the potential
expanded justification step is difficult. The justification of thierence should be done for a
small branch of argument (which involves Step 1, 3 and 5) rather fiir each single
SupportedByelationship, because the asserted inference is in fact a many-tdatioaship

formed from the composition of &lupporteByelationships for a given goal.
6.6.12 Practicality Analysis

Two primary factors inherent in the expanded process may nhekegplication of the
process challenging. First, the user may be unfamiliar witmalige information sources or
consideration of counter evidence. Without sufficient knowledge, experamd available
relevant information sources, it would be difficult to implem#mdse expanded steps for
assurance. For example, the relevant source information of potewittldnce (for and
against a claim) may scatter around the system developmecgsgr which makes the
implementation of Step E8 difficult and inconvenient. This, in turesemts us with a
demand for a well-organized evidence inventory or repository. Inllani@med evidence
inventory, the evidential content of an item of source informatiorn asdts evidence result
assertions (as defined in the model of evidence in Chapter 4)d $iealarified as clearly as

possible in order to help the identification of relevant counter evidence.
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Secondly, the user of the expanded process may be ‘frightened’ bgethands of
constructing two-sided arguments and supplying substantial justificatoualtaneously.
However, as long as the two-sided thinking is performed in the oetistr process, we can
appeal to ‘modular arguments’ [119] for addressing some lines of arganm a light way
first with a placeholder (which is an empty argument module}@hdve them developed in

detail later if necessary.
6.6.13 Relations with Confidence Argument

As described in Section 2.7.5, Hawkins et al [97] define a confidargement as the
argument that justifies the sufficiency of a safety argunteat documents argument and
evidence adopted for establishing a domain safety claim. Howleecpnfidence argument
in [97] has not covered negative positive arguments for confiderioeduced in the
expanded process. It should be noticed that the overall confidenceafietg case can be
established on two bases: the mitigated and controlled uncerthimfyositive argument (as
the focus of [97]) and the mitigated and controlled uncertainty afnpiat attacks to the

positive safety argument.

Taking into account the opposing side of the argument constructtha expanded process,
we can refine the product-branch of our framework of confidenceetyszdses (see Section
4.6.1).

As illustrated by Figure 55, confidence based on justified arguatements can be divided
into two types — confidence established on the adequacy of the adoptedents and
confidence established on justified unsuitability of alternati@awsilarly, confidence based
on justified evidence can also be divided into two types - confidestablished on the
adequacy of supporting evidence and confidence established on justiBadability or

discharge of counter evidence. Confidence based on the adequacy of sgppadince can
be further broken down according to two important evidential pr@senif argument
elements — trustworthiness and appropriateness (according tevithential properties

presented within EviM in Chapter 4).
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Confidence established on the
basis of the product of specific
safety case process

Confidence established on Confidence established on
the basis of justified the basis of justified
argument elements evidence
Confidence established Gz establlshed on Confidence established Confidence established
A defeater/alternative e D .
on adequacy justification justification on adequacy justification on defeater justification
(Goal, Strategy, Context) (Goal, Strategy, Context) (supporting-evidence) (counter-evidence)
Confidence established Confidence established
on trustworthiness of on appropriateness of
supporting evidence Supporting evidence

Figure 55 Refined Product-Branch of the Framework of Confidence in Safety Cases

In this way, we have incorporated both information contributing toidenée establishment
and threatening confidence establishment into one unified structieeoverall confidence

framework, which integrates Figure 55 and Figure 31, is presented in Figure 56.
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Confidence in a safety case

Confidence established on the Confidence established on the basis of the
basis of safety case process product of specific safety case process
- - - - N
Coryfndence gstabllshed on the Confld.ence established on the Confidence established on the basis e cselblielad e dhe b
basis of the rigour/capability of basis of the enactment of e . ]
: ) g of justified argument elements of justified evidence
prescribed generic process prescribed process )
Confidence established on the Confidence established on the Confidence established on Confidence established on ) Confidence established on | [ Confidence established on
basis of the generic safety basis of the generic evidence adequacy justification defeater/alternative justification adequacy justification defeater justification
argument process collection and evaluation process (Goal, Strategy, Context) (Goal, Strategy, Context) ) (supporting-evidence) (counter-evidence)
Confidence established on Confidence established on
trustworthiness of appropriateness of
supporting evidence supporting evidence

Figure 56 Overall Framework of Confidence in Safety Cases
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As discussed in Section 4.4.1, Toulmin introduced ‘backing’ as an impateament in
arguments. The importance of backing is prominent - “the soundnessr aflaams to
knowledge turns on the adequacy of the arguments by which we t@ok {198]. The
confidence framework we propose, in nature is the foundation of backihg sfrength of a
primary safety argument. But the general backing function of dméidence framework
should not be confused with the ‘backing’ element in Toulmin’s argumemieimdhe
confidence framework covers richer ‘ingredients’ than Toulmib&cking'. In particular, it

includes three parts:

* positive backing for structured safety case elements (correspadirguimin’s ‘Data’

and ‘Warrant’ elements)
* negative positive backing of safety case elements
 backing of backing (the recursive feature of backing

6.6.14 Relationship to Assurance Claim Points

Assurance Claim Points (ACPs) were originally introduced rieferencing associated
confidence argument within a graphically presented argument [97]. \dowi fact, the
concept of ACP does not need to be constrained within the grhpieea of a safety
argument. The limitation of thinking ACP within notations lies in witnations. ACPs are
attached to what has been presented, and it is difficult tthese as a point of reference as
to whathas notbeen presented. Secondly, if all the asserted relationshipadarlaim need
to be considered as a whole, e.g. coverage, sufficiency, where teg\sisaused there is no

proper place in the graphical argument for us to attach an ACP symbol.

This section clarifies and expands the ACP concept by analyamasserted evidence
relationships and asserted counterevidence relationships astoesititea safety claim.

Otherwise, the negative-side of confidence arguments could not be adgregserly.

As depicted in Section 6.3, there are three ways in which coewitlgnce is associated with

the argument-evidence interface. Figure 57 illustrates the three situations

> We should be cautious about the use of backing arguments. They should not be asked without end that will stop
the primary argument from progressing.
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Cx Cx Cx

(a) (b) (c)
Cx — a domain safety claim
Ex - an item of supporting evidence for Cx
CE; - an item of counter evidence for Cx
CE; - an item of counter evidence for the appropriateness of Ex

CE; - an item of counter evidence for the trustworthiness of Ex

Figure 57 Counter Evidence for Argument-Evidence Interface

If we still use ACP to address the evidential relationshgsociated with Cthe above three
situations can all be addressed in one argument structure, astdlddty Figure 58. In the
figure, CEk is addressed at the same point ag SEaddressed during justification of the
trustworthiness of £ The reason for this combination is that,C&ctually, is a member of
the set ofpotential CEs. CE,, as an item of counter evidence tg, 6hould have had an
inconsistent evidence result assertion from the assertions 6Hg, by itself, can challenge
the trustworthiness of ECertainly, if Ck could not be discharged with proper reasons, it

should be kept in the primary argument as presented in Figure 57 (a).

Cx Sufficient confidence
exists at ACPx

ACPx / \

Sufficient confidence exists in Sufficient confidence exists
the appropriateness of Ex in the trustworthiness of Ex

Counter evidence for the Trustworthiness of Ex Counter evidence for the
appropriateness of Ex is is positively iustified trustworthiness of Ex is
discharged or tolerable P v discharged or tolerable

Appropriateness of Ex
is positively justified

CE; situation CE; situation
& CE; situation

Figure 58 Expansion of ACP Concept
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Therefore, with the expanded safety case construction processanvstill use ACP to
annotate the evidence relationships to be assured, but mores fdwbrmay affect our

confidence in the evidence relationships will need to be addressed than shown in [97].

6.6.15 Confirmation Bias in Arguments

Confirmation bias is “the tendency to test one's beliefs orectmes by seeking evidence
that might confirm or verify them and to ignore evidence thahindisconfirm or refute
them” [3]. It may exist in many situations, e.g. research studelyy decision making, or
system safety analysis.

Govier addresses potential confirmation bias in argumentation [84héstated, we should
not make judgements with double standards for things we agreandtthings we do not
agree with. It is valuable tacknowledgehe existence of confirmation and aeare of its

effects. More importantly, we need to find way to combat or ialevany potential bias.

Taking into account counter considerations is one of the ways to alleviateraiidh bias.

The explicit negative thinking points in the expanded process, e.gE8tejrive the user to
search for opposing information during argument construction. Tletysedse generated
from the process should include both reasoned support for claims aodegasfutation for
attacks (or alternative basis) to claims, which should makendare compelling and

defensible. One-sided safety arguments are more likely to be vulnemdid@en to attack.

It is well understood that safety cases are not intendedrdee safety [190] but to
communicate and encourage active and critical thinking [91, 114], whalko the essential
requirements for performing any safety activities for theettppment of safety-critical
systems. Thinking from the opposing perspective is one way twiaddle potential

confirmation bias in safety cases.
6.7 Argument Pattern Essentials

Prior to presenting the argument patterns that have been devetopertompany the
expanded process presented in Section 6.6, this section presentt avdimmesw of the

concept and approach of using Safety Case Patterns to express generic atguehaess

6.7.1 Pattern Overview

A pattern describes a recurrent problem and the core of alewssdution to that problem

[20]. The core of a pattern is the expression of a relation between a certaixt,caproblem
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and a solution [20]. Safety Case Patterns were first introducgl6]. They are abstract
representations of the structure of a generalised safetynarg associated with just one
aspect of the overall argument structure. Safety case rmttesometimes referred as
argument templates [39] or generic arguments [188], provide hamisen for capturing and
reusing common arguments within safety cases. Extensions tm#ieéS@ucturing Notation
(GSN) support the representation of safety case patterns [88} kkiety case patterns can

have the following advantages [115]:

to provide inspiration or a starting point for new safety argument development
* to help in planning and scoping safety cases

* to help those with little safety case experience

* to help improve argument completeness

» to help speed up safety case development

» to provide a benchmark when reviewing a safety case.

However, it is worth noting that safety case patterns areilver dullets. They are only
partial generic solutions and they are not intended to provide a reusaldie of a safety

argument for a complete safety case.

A series of safety case patterns have been developed forcgemmestruction of safety cases,
such as the ALARP pattern, Diverse Argument Pattern andySdtagin Pattern in [117].
In addition, there are also collections of interrelated safesg patterns for specific topics,
such as patterns for the use of COTS (Commercial-Off-The)Stethponents in safety
applications [214], or patterns for arguing software safety in stesy lifecycle [204].
Recently, safety case patterns have also been developed for-béseel development
approach [27] or safety assessment justification [196] and havepbaeticed with more

case studies [95].
6.7.2 Pattern Documentation and Generation

A typical safety case pattern is documented with the following headings [117]:

Pattern Name— a label by which people will identify this pattern; it communicéteskey

principle or central argument being presented by a safety argument pattern

Intent — a statement that explains what this pattern is trying to achieve
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Motivation — a description about why the pattern was constructed

Applicability (Necessary Context)— a section to record the necessary application context

of a pattern, including assumptions and principles that help avoiding misuse of the.pattern

Structure — a graphical representation of the structure of a pattern with clear absing

GSN pattern extensions

Participants — a description of each of the elements (contextual information, steategi

goals)of the goal structure pattern presented in Steucture’ Section

Collaborations — descriptions on how the different elements of a pattern work &geth

achieve the desired effect of the pattern

Consequences— a declaration of work remaining after having applied or carried out an

argument pattern with references to the elements of the pattern

Implementation — a section that mainly communicates how to instantiate a pattern and

potential traps and supports of applying a specific pattern

Related Patterns— brief references of other patterns that are interrelated with aeef

pattern

This documentation style is adopted for recording the argupeditgrns proposed in this

thesis.

Patterns are commonly observed and extracted from good prdictccalways desirable to
mine existing practice or analysis to improve and upgrade exigéitigrns. However, it is

not possible if we don’t have enough experience or the experiences are not welkdeclim

Inspired by the Make/Buy/Mine/Commission Analysis [53] for helporganisations to
make conscious choice on how to introduce software assets, we pecdgat safety
argument patterns can be developed in one of three ways: 1) dhepeenined from
existing examples of mature (reviewed and accepted) safetypcastice; 2) they can be
bought in from standards and guidance; 3) new patterns canaoe from systematic and
critical thinking and evaluation of various safety assessnpeatesses and products

(required, desired and currently practiced).

In our case, there is insufficient detailed guidance from existargdards to ‘buy’ a solution

and, unfortunately, insufficient experience (of explicit model justiion within safety
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cases) to ‘mine’ a pattern. Therefore, our approach has beenijyrtmamake’ patterns and

iterate for improvements, following community use and feedback.

The following sections (Section6.8, Section 6.9 Section 6.10) will int®dhree new
argument patterns that address the structural issues duringtineeatation according to the

expanded process.

* Two-Sidedness Argument Pattern — this pattern shows how caenigderations can be
represented; it is applicable to in both primary safety argtsnand confidence
arguments; it may be adopted in Step E1, E3, E4, E6, E7, or E9 of the expanded process.

» Safety Assessment Model Adequacy Argument pattern — this paltews how models
are justified; it specifically corresponds to Step E7, @istifying the adequacy of safety

assessment models as supporting evidence.

» Cross-Model Inconsistency Analysis Adequacy Argument Pattehis—pattern shows
how we justify the adequacy of the results of inconsistenclysisaaas described in
Chapter 5) between safety assessment models (part of theldedbargumentation

inside Step E7 for backing up the use of inconsistency analysis results).
6.8 Two-Sidedness Argument Pattern

The argument having counter evidence considered may appear irerdifigays. For
example, as shown in Figure 59, Spriggs [188] presents a gerguimennt structure that
considers the absence of counter evidence for claims. In thispéxathe definition of
argument decomposition strategies is influenced by the faadtsEnce of counter evidence.
On the other hand, if counter evidence is found and discharged, tlogaest may appear in
a different shape. Figure 60 (also from [188]) is another exarhptedepicts no adverse

impact from counter evidence.

My proposition
about {X} is True

Argue for the Demonstralellhal no
proposition counter -evidence
was found by a
proactive search

<

Figure 59 A Generic Argument with Absence of Counter Evidence (from [188])
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( C3.28a \

The set of tests is 6

identified in the Test

\ Plan <reference> / (,33'2'8 G_:3.2.X
The equipmentpassed {Test}failure has not
YT all its tests except adversely impacted
C3.2.8b those identified the Top Goal
The Test Summary Va
Report identifies six

\ test failures /

E3.2.8.1
Test
Specification

Figure 60 An Argument with Presence of Counter Evidence (from [188])

We generalize the consideration of counter evidence in safetycoastruction as a generic
two-sidedness argument structure. This pattern is intended foidexr wse of counter
considerations in our thinking and arguing practice, and even in otle¢y sativities. The
pattern is designed for presenting supporting and opposing points irptoidwy safety
arguments and confidence arguments. The pattern should be considedéthtoexpanded
steps presented in Section 6.6.1.

The two-sidedness argument pattern is depicted in Figure 61. For a more detaitgutioe,
readers are suggested to refer Appendix A.1.

199



GS1

Goal {Gx}

SolutionCE

SolutionSE
Items of

Items of counter

supporting
evidence evidence
{SE1...SEm} {CE1.....CEn}

(potential CE)

(a)Two-sided safety argument

GC1

Sufficient confidence
exists in evidencing Goal
{Gx}

SC1 SC2

Argument by
consideration of counter
evidence

Argument by justifying
supporting evidence

GC5 GC6

GC2

Sufficient confidence in

trustworthiness of spporting

evidence for {Gx}

GCs8 GC4

GC3
Residual attack from

Sufficient confidence in
appropriateness of
supporting evidence for

The residual risk of
unidentified counter
evidence for {Gx} is tolerable

The counter-evidence
exploration activities indicate
absence of counter evidence
for {Gx}

Counter evidence identified
is discharged from refuting
{Gx}

counter evidence is
tolerable

<

{Gx

Identified items of
supporting evidence
{SE1....SEm}

<

GC7

ces SolutionExCE

Identified Counter

Documented The exploration of counter Documentation
exploration efforts for evidence for {Gx} has been on counter- Evidence
identification of counter sufficiently extensive and evidence {CE1.....CEn}
evidence for {Gx} rigorous searching efforts

for {Gx}

<

(b) Two-sided confidence argument

Figure 61 Two-Sidedness Argument Pattern
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As Figure 61 illustrates, counter evidence {CE1.....CEnj identified for a domain safety
claim, should be presented in the primary safety argumentws&u@). If one or more items
of information have been identified as counter evidence for {3y should be presented
with the WeakenedBysymbol introduced in Section 6.4. While both ‘support’ and
‘challenge’ are provided for a goal, the strength of the primagyraent isuncertainuntil

we carefully examine these asserted relationships both d®lae and as individuals. It is

valuable to cultivate a habit of considering both evidéocandagainsta claim.

On the other hand, the confidence in all the evidential relationships presehkigdre 61 (a)
can be separately presented in Figure 61 (b). The overall cordideeds to be established
on the justification of all asserted relationships — e&rgportedByand everyWeakenedBy
together. Each item of supporting evidence should be justifiedsfdrustworthiness and
appropriateness of providing support. If there is no counter eviden@nte@sn a primary
safety argument, the GC4 should be chosen rather than GC5 or GC6. If there arasnoy ite
counter evidence presented, they should be addressed in CC1. Furthérenolegltresult is
that GC5 — ‘Counter evidence identified is discharged from refuting {Gx} —vsldped for

all items of counter evidence; whereas if there were unregaotems of counter evidence,

GC6 - ‘Residual attack from counter evidence is tolerable’ — should be developed.

In Figure 61 (b), what we want to highlight is to consider the ovadalquacy of presented
evidential relationships in combination. Certainly, each ssgeelationship plays a role in
it. But a local view of each asserted relationship individuiallgleficient for examining the
sufficiency attribute of overall evidencing efforts and resuitss difficult to graphically

represent the adequacy of a collection of asserted relationbhip#, must be considered

carefully in the instantiation of the pattern.

This pattern is applicable to a wider situation, rather than ragmented primary safety
argument only. It can be adopted and reused if there is a need tottaiecount of counter

or alternative considerations into an argument construction process.

% nall patterns, texts in { } are placeholders for objects to be instantiated while applying the argument patterns. For
example, {CE1....CEn} means a set of counter evidence items from 1 to n; {SE1.....SEm} means a set of supporting
evidence items from 1 to m; {Gx} means a desired safety goal to be justified.
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6.9 Model Adequacy Argument Pattern

6.9.1 Synopsis View

Safety assessment models can play all three types of irolesfety cases Supporting-
Evidence Counter-Evidenceand Context as described in Section 6.2. In this section, we
assume that a safety assessment model,S&\&dopted as an item sd@ipportingevidence in

a primary safety argument. Starting with this assumption, imeta justify that SAM is
adequate for its usage as supporting evidence, specificallgdeto the Step E7 in Section
6.6.8. Nevertheless, the factors considered in the model adequamyeatgattern can also
be adopted for justifying the adequacy of safety assessmentsmlden they are in the

other two roles.

Through communication with researchers, industrial safety stsalyeviewers, and
certification professionals, it is acknowledged that many factioosild be considered in the
justification of safety assessment models. However, the aaternot always explicitly and
systematically presented, considered, and documented. It is &lsondedged that, before
commencing modelling, there should be pre-justification of the chofcenodelling
techniques. Some factors to be addressed in justification ofety ssdsessment model
include [196]:

* The modelling technique adopted (and/or the tool adopted) is fit for the safetyrasae

task.

* The representation is adequate (e.g. safety requirement reptisgentailure mode

representation, failure logic representation).
* The assumptions made during modelling are acceptable.
* The input data used is appropriate for its usage.
» Accidental modelling errors are sufficiently identified and elimidate
* The modeller is competent to do the modelling.
» There is sufficient understanding of the entity being modelled.

* The modelling tool is properly configured for the model.
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The model adequacy argument pattern proposed in this section tesetir@se factors in a
structured way in support of the implementation of Step E7 in the deggdaargument

construction process.

A typical use of safety assessment models as evidence imaryprsafety argument is
presented in Figure 62. The evidence result assertion of, $8\bhitted in this figure. But
as described in Figure 29 in Section 4.5.5, the connection between tbe data of an item
of evidence with an argument lies in evidence result agseytthe propositional content of
the evidence item. The solution node in the graphical view of amengt provides only the

reference to the original artefact of SAM

GoalX

Goal {Gx}

SolutionX

Safety
assessment
model {SAMx}

Figure 62 Use of Model SAM, as Supporting-Evidence

As engineering experience indicates, model adequacy is infldesmoe exhibited by a
variety of factors. To depict these factors in a clear @rganized way, we have divided the
overall pattern into three parts. Figure 63 provides us a synapsiso¥ the context and
relationships of the different parts of the argument pattern, wdrehassociated with the

adequacy of safety assessment models.

Confidence argument

Main View of Model Module View of Pre-
Primary safety argument Adequacy Argument modelling Justification
Pattern Pattern
A typical use of Figure 64 Figure 66
SAMx e
View of Model
Figure 62 Consistency Cross-Model inconsistency
Argument Pattern analysis adequacy
argument Pattern
Figure 65
Figure 67

Figure 63 Synopsis View of Model Adequacy Argument Pattern
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6.9.2 Main View - Post Modelling Justification

The justification and use of a safety model is achieved in tages — the pre-modelling
justification of the methodology selected (and tool adopted if tlsemne) and the post-

modelling justification of the adequate use of the model as evidence.

Figure 64 illustrates the main view of the model adequacy argyvaéietn. It is developed
as a generic confidence argument linked with the exemplar prisafgty argument
presented in Figure 62. Appendix A.2 Part (a) presents more detasiertptien of the Post-
Modelling Justification of Model Adequacy Argument Pattern.

The post-modelling justification blocks shown in Figure 64 are concewvitedustification
from the perspective of both the enactment (i.e. the specifcuéiwn instance of the
modelling process) and the outcome of this modelling process (dicsgafety assessment
model that has been produced for a target system with theeskelaethod and tool). Four
different types of model-relevant information should be consideréte-model building
blocks or modelling construction elements, the assumed context of safetyresgansdels,
the substantial results generated from safety assessmmeglsmand the absence of
unjustified inconsistency between comparable models. The |l@wel blocks in Figure 64
are not orthogonal. The justification of model building blocks can be usedpfmort the
justification of safety modelling substance results. The blockadnsistency justification
can be used to support the other three depending on the nature of th&tenowsi
relationships applied. Furthermore, although we do not describe justificduring
modelling, the in-line annotation of the modelling decisions atidimale during analysis is

essential for the post-modelling justification.
There are two parts of the adequacy argument pattern that are simplifiednain view:

» the pre-modelling justification as a modular context block (jiresssented as a separate

argument module in Figure 66);

* the decomposition of GM11 in - a sub-goal that is related to the Imodsistency of

{SAM,} (it is refined with further details in a separate view in Figure 65).
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SM1

Argument over the
process elements of

{SAMX}

GM4

Sufficient confidence exists
in the competency of the
modeller of {SAMx}

<

cM2

Process elements
from the metadata of
{SAMx} artefact

CM1.1

Goal {Gx}

GM1

Sufficient confidence exists
in evidencing Goal {Gx} with
{SAMXx} as supporting

evidence
AN

>

CM1.2

{SAMX}
AN

GM2

of {SAMx}

Sufficient confidence
exists in trustworhiness

Context

Premodelling
Justification

Method and/or tool

SM2
Argument over
product elements of
{SAMXx}

GM3

Sufficient confidence exists
in appropriateness of
{SAMx}

GM5

Sufficient confidence
exists in the tool
configuration of {SAMx}

GM7

Sufficient confidence
exists in the construction
elements of {SAMx}

<&

GMé

GM9

Sufficient confidence exists
in the sufficiency of the
declared validity contextual
elements of {SAMx}

GMs8

Sufficient confidence
exists in the substance
elements of {SAMx}

Ccm7

GM11

Sufficient confidence exists in
the consistency of {SAMXx} with
other information sources

I

AN

GM10

CcM9

GM12

Sufficient confidence exists
in the acceptance of validity
contextual data of {SAMx}

{SAMXx} is the proper
version of the model at the
given development stage

<

Construction
elements from
{SAMXx} artefact

Substance elements
from {SAMx} artefact

Clarity and reasonableness
of declared validity context

Validity contextual
elements from
{SAMXx} artefact

of {SAMX}
&

Figure 64 Main View - Model Adequacy Argument Pattern
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6.9.3 Branch View - Model Consistency Justification

Figure 65 illustrates the generic argument structure of namtegjuacy justification based on
the model consistency claimed, which is a refined part of the@balin Figure 64. For a
detailed description of the Model Consistency Justification of Médielquacy Argument
Pattern, readers should refer to Appendix A.2 Part (b). The goalinGhé& main view of the
adequacy argument pattern is decomposed according to the typologydef consistency
defined in Section 5.2.2. The cross-model inconsistency analysis dygesthapter 5 is

addressed as a generic solution node in this part of the adequacy argument pattern.

Similarly, since we present a reference to cross-model irstensy analysis results by
Solution 11.S1, we may need to provide further backing for the adeq@i@mgonsistency
analysis. This is the topic of Section 6.10.
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GM11.1

Sufficient confidence exists
in the factual consistency of
{SAMx}

GM11.1.3

The exploration of factual
inconsistency for {SAMx} is
sufficiently extensive and

rigorous.

10f2

11.C1

Definition of three
types of model
consistency

GM11

Sufficient confidence exists in
the consistency of {SAMx} with
other information sources

SM3

Argument over different
types of model
consistency

GM11.2

Sufficient confidence exists
in the intra-model
consistency of {SAMx}

GM11.2.3

The exploration of intra-model
inconsistency for {SAMx} is
sufficiently extensive and

GM11.1.1

No factual inconsistency
identified in {SAMx}
inconsistency analysis

GM11.1.2

Identified counter factual
inconsistencies in {SAMx}

are discharged

GM11.6

The residual risk of unidentified
inconsistencies between {SAMx}
and other information sources is

tolerable

GM11.3

Sufficient confidence exists
in the cross-model
consistency of {SAMx}

11.C2

Comparable model
set {ModelY1, ...
ModelYn}

— &

GM11.5

The exploration of cross-model
inconsistency for {SAMx} is
sufficiently extensive and
rigorous.

GM11.4

Sufficient confidence exists in
the cross-model consistency
between {SAMx} and {ModelYi}

{SAMx} Factual
inconsistency
analysis results

&

rigorous. 10f2
10f2

GM11.2.1 GM11.2.2 GM11.4.1 GM11.4.2 GM11.4.3
No intra-model Identified intra-model No cro'ss-mod'eJl . dentified cro_ss-[nodel Residual attack from cross-
i i identified in i i ies in {SAMx} € model inconsistencies

) between {SAMx} and {SAMx} and {ModelYi} are between {SAMx} and
{SAMx} are discharged . N A

{ModelYi} discharged {ModelYi} is tolerable

S

11.83

{SAMx} Intra-
model

inconsistency

analysis results

11.81

Result from cross
model inconsistency
analysis between
{SAMx} and
{ModelYi}

11.C3

Identified
inconsistencies between
{SAMx} and {ModelYi}

Figure 65 Branch View - Model Consistency Argument Pattern
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6.9.4 Contextual Module of Pre-Modelling Justification

Figure 66 illustrates the generic argument structure of predtimgdgistification. The pre-
modelling justification needs to consider the capability and biéi#gi of the selected
technological elements in modelling — commonly the modelling methddre modelling
tool. For example, it is necessary to consider if the expressiverpoivthe modelling
methodology is sufficient for the modelling intent (e.g. the impomapects of components
behaviour can be represented; the important classes of inter-corhpateeactions and
dependencies can be represented). It is also necessary to chetlerwthe analytic
capability of the modelling methodology is sufficient for the elbdg intent (e.g. resolution
level of the calculation of failure rates, inference of uial effects), and whether the
underlying assumptions of the methodology are acceptable for tfeenslgsing modelled in
terms of its modelling purpose. The resources needed by the moae#ithgdology need to
be considered (e.g. assessing as to whether required datalablayar the tool support
available is appropriate for the modelling requirement; orthdrethere exist sufficient
modellers with the required knowledge and experience for the adaytihe methodology).
Documenting the reasoning process behind the selection of modakithgpdology (and or
tool) can provide useful backing to the adequacy of safety assetsemidence adopted in a

primary safety argument.

Appendix A.2 Part (c) presents more detailed description of idxdviBdelling Justification
Module of Model Adequacy Argument Pattern.
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MJ-G1

MJ-C1
Technological
elements: {Method of
SAMXx} and {Tool of
SAMXx}

Sufficient confidence exists in
the adequacy of technological
elements adopted in {SAMx}

modelling.
MJ-G2 MJ-G4 MJ-G3 MJ-G5
{Method of SAMXx} is Alternative modelling methods {Tool of SAMx} adopted is There are no more suitable
capable of addressing are no more suitable than capable of and qualified for alternative tools for
Goal {Gx} adequately. {Method of SAMX} {SAMx} modelling modelling {SAMx}
MJ-C2 MJ-C3

Alternative tools that
can be used for
{SAMx} modelling

Alternative modelling
methods that can be used
for the problem domain
under study by {SAMx}

JZAN

Figure 66 Argument Pattern of Pre-Modelling Justification

6.9.5 Pattern Features

Some significant features of the model adequacy argument p@tepresented in Section

6.9.1~ Section 6.9.4) include:
* ltisin line with the confidence framework presented in Section 6.6.12.
o0 Itis developed particularly for confidence argument construction;

o0 It makes clear the distinction between confidence arguments gmuinary

safety argument;

0 It addresses justification from both the modelling process pergpeand the

modelling product perspective.

* Counter consideration has been accounted for and included in the patterthee.g

decomposition of different types of model consistency in Figure 65.

» The source data of key contexts is in line with the safetyssigsmnt CoreDMM (as
depicted in Chapter 3), e.g. CM2, CM7, CM8, CM9 can be obtained from SAM artefacts,
as required by CoreDMM.

» The dual effects of inconsistency analysis are shown in Figure I6&s potential impact

on both the trustworthiness of evidence information and the appropsatesf the

209



evidence relation. Whether both of these aspects (GM2 or GM3}ldresaed depends
on the specific consistency relationships defined and the incorsedadentified. Each
individual inconsistency identified should be considered comprehens$orebpth GM2
and GM3.

* It demonstrates how the results of the inconsistency analysislsasin Chapter 5 can
and should be integrated into a confidence argument, e.g. the SolutidnidFFi§ure
65.

6.9.6 Role of Evidence Assertion

The relationship of evidence assertions with the model adequacynent pattern is
depicted in this section. Even though no generic evidence assertopseaented in the
model adequacy argument pattern, the pattern does indicate theamepoof eliciting
evidence assertions in order to provide assistance to using evigeaperly and

understanding the adequacy of evidence items more easily.

From discussion with domain experts, we acknowledge that therargwas/types of model
review or ‘validation’ activities that are planned and perfed on different types of models
with varied scales in real practice in a system lifezyit seems that the top goal GM1 in the
model adequacy argument pattern can be decomposed accordiegeartbdel evaluation
activities, which may bring about a much simplified generic aspirstructure. However,
thinking of the diverse model evaluation scenarios in reality,faund that the generic sub-
goal decomposition based on model evaluation activities is & Utk for clarifying the
specific points that should be consider in the evaluation of sagstyssment models, but

only a requirement as a repetitive summarization of existing evaluation work

For example, if a human expert review report of SAM short, ReportX) was used for
supporting the confidence in the adequacy of SAlectly, we could not see through the
solution referenced in an argument of why the review report i@daguate item of

supporting evidence. We may ask questions, such as:

* What has been reviewed as recorded in ReportX?

* The competency of the modeller, or each construction elements ofSAM

* Does the conclusion recorded in ReportX totally agree with and sugojoal of

‘sufficient confidence in the adequacy of S&®I
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* Is the review rigorous enough? Does it cover multiple effartmalyzing and examining

SAM; in different ways and from different perspective?

If evidence assertions are unstated and un-clarified, the eddpatwer of ReportX cannot
be fully displayed. In the worse case, a weak and insufficie¢wemay provide us an
unaware partial view or illusion that we have sufficient comioge However, the real case
may be that the review covers only the competency of mosgele makes our confidence
fully based on this belief. That is far from what is neededHerjustification of complicated
safety assessment models. To avoid such potential hazards t@rdigerce argument,
explicit evidence result assertions can enable us linkeanadf evidence item, e.g. ReportX,
with one or more sub-goals in the model adequacy argument pattech, is significantly
helpful for clarifying what kind of confidence sources have bemrsidered and whether

they have been addressed and demonstrated by an item of evidence.

In addition, many of the sub-goals in the model adequacy argumentnpatssr need
evidence descriptive assertions as supporting evidence. For examplddress the goal
concerning modeller competency, descriptive assertions regartimgmiodeller and
modelling technique can be used as support. It is also impossibke ¢lear and explicit
without evidence descriptive assertions, especially when an afesvidence is rich in

content and/or complicated in nature.

As shown in Section 4.6.1, Section 6.6.12 and the model adequacy argumemt, patte
confidence in safety cases originates from a variety of esutdnless we have had a good
understanding of the factors influencing our confidence in the usenofial, the confidence

in the model results cannot be systematically established.ngir&ktop or higher-level goal

in an argument directly with the reference to an item of exeecannot provide us clear
view and understanding of the argument, if in absence of the loatpelvidence assertions.
Obviously, reliance on digging out evidence assertions buried irotig;al evidence
artefacts until safety case review stage is undesirabidelice assertions should be elicited
during argument construction or even before the argument construction if thé igaigea of

items of evidence is known from experience.
6.9.7 Undeveloped Goals

There are still many undeveloped goals in the model adequacy argument patseseciibn
provides instructions for some of them, and is intended to shed sgitheri how to address

these goals in further supporting arguments.
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GM4: a goal regarding the competency of modellers. This is a goal that warelremphasis
and weight than other process-related goals, e.g. GM5, GM6. In cootertodel
justification, the knowledge and experience of the modeller abhewgytstem in question and
the modelling technique are key factors to be evaluated fogtas There are also good
reference materials that may assist the development ©fgtial. For example, a generic
argument structure is presented in [188], which depicts how ‘{SthH} pertinent
Knowledge’ can be further decomposed into six sub-goals. There sysgematic
‘competence scheme’ defined in [104], which helps the break-dowmeo$sonnel

competency into sub-aspects.

GM7: a goal addressing many details of construction elemeatsniodel. The development
can be based on the meta-model of a specific modelling technifaevafious decisions
made during a modelling process should be considered carefully. Arplexafpartial
detailed development of this goal is provided in Appendix C.5.

GM8: a goal addressing details of substance elements of d.rtaday be supported by the
evaluation and analysis of the reasonableness of substantial mpdeliputs that to be used
in evidence result assertions. For example, the MCSs of a tfaeltmodel should be

evaluated for their reasonableness, as suggested by [137, 150].

GM10: a goal addressing contextual model elements that ame rédglected. The main
contextual data, such as assumptions of a model, limitations of a,ndatkelsources of a
model, are defined in CoreDMM in Chapter 3. The validity condéxt model should be as
explicit as possible. We need to examine the sufficiency of declared canendure that we

have sufficiently clear understanding of the validity envelope of a model.

GM12: a goal addressing that the declared validity context nsmatcceptable in the
argumentation context. That is to say, for example, the assumptamtesby a model are still
considered acceptable when the model is used to support a domayn geste It is

necessary to check that the context of the model is compaiithlehe context assumed of

the domain claim being supported by that model.

6.10 Cross-Model Inconsistency Analysis

Adequacy Pattern

In this section, the justification of the adequacy of cross-moa&nsistency analysis is
presented in a structured way. As illustrated in Figure 67, fspgcis need to be addressed

in the justification process.
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* The coverage and reasonableness of defined consistency relationships
* The correctness of user-defined correspondences between models eldrieytekist)

* The correctness and implementation of algorithms associateddefined consistency

relationships

* The reasonableness of the explanation of identified violations of stensy

relationships.

This pattern can be used in the Phase 6 of the cross-model incansatalysis method (as
depicted in Section 5.4.7). It can also be adopted in presenting ‘baxfkoagking’ in Step
E7 (as depicted in Section 6.6.8) for justifying the adequacyidéese for the adequacy of

an item evidence for a domain claim.

CJ-G1

Sufficient confidence exists in the
adequacy of cross-model
inconsistency analysis
implemented between {SAMx} and

{ModelYi}

CJ-s1

Argument over
established consistency
relationships

CJ-C1

Identified consistency
relationships

{CR1,....CRp} between
{SAMx} and {ModelYi}

p
CJ-G1.1 CJ-G1.2
Sufficient confidence exists
in the analysis of {CRj} The collection of identified consistency
between {SAMx} and relationships is sufficent for analyzing
{ModelYi} cross-model inconsistency between
{SAMx} and {ModelYi}
CJ-G2 CJ-G3 CJ-G4 CJ-G5
. . Sufficient confidence in the Sufficient confidence exists Sufficient confidence exists in the

Suffcient confidence exists in correspondence defined by in the correctness of the reasonableness of the interpretation

the gdequacy of Fhe mpdel ) the user for {CRj} between algorithm for {CRj} between of model comparison results

consistency relationship {CRj} {SAMx} and {ModelYi} {SAMx} and {ModelYi} for{CRi} between {SAMx} and

< > e e {ModelYi}

CJ-C4

Inconsistency checking
algorithm for examining
{CRj} between {SAMx}
and {ModelYi}

CJ-C5

Explainations of
identified violations of

{CRj} between {SAMx}
and {ModelYi}

CcJ-C3

User-defined
correspondances for{CR;j}
between {SAMx} and

{ModelYi} elements

Figure 67 Cross-Model Inconsistency Analysis Adequacy Argument Pattern
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The context data needed in this pattern, e.g. CJ-C2, CJ-C3, CJ-C5, 3Jin line with the
data recorded on the basis of the information model of cross-munteisistency analysis

presented in Chapter 5.
6.11 Special Concerns

The concerns and the patterns presented are intended to betiorsgdirand informative.
According to the study in [196], we also need to be careful with the formulation and adoption

of safety case patterns:
» Patterns should not be inappropriately selected and dogmatically applied.

* There is no exemption from critical thinking and thinking aboutltveer-level’ details

of safety arguments.

* Rigorous safety case review should not be overlooked because e@iddipdion of

patterns.

Nevertheless, we believe that the high level structurdefustification of the validity of
safety assessment models presented in previous sections wikHage a holistic view of
factors influencing model validity. It can also influence thielence acquisition requirement
from the beginning of modelling, the data management and colteati the modelling
process, and the subsequent evaluation of modelling artefactsnis ¢értheir fitness for

purposes.
6.12 Summary

In this chapter, we present an expanded safety case construction process anckthresssaf
patterns. Through the expanded process, we are able to deal wiiliepasyjument and
negative positive argument separately with distinctivpssteneanwhile, they are integrated/
organised within one coherent process, allowing clear elaboratiaheofrelationships
between elements in a primary safety argument and elemerassactiated confidence
arguments. The three argument patterns have addressed compsdhahsivconfidence
issues associated safety assessment models in an argionectatext. Importantly, the
model adequacy argument pattern has used the outputs of previoweshaptas a basis of
argument structuring: data elements within CoreDMM in ChaptsContextand Solution

in safety argument and confidence argument; data elementierfgal properties) within

EviM in Chapter 4 for decomposition of goals in confidence argumetd;edlaments from
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cross-model inconsistency analysis in Chapter 5 in confidence anguin addition, the
application ofEvidenceAssertionf EviM has been demonstrated in the case study of model

adequacy argument construction in Appendix C.5.
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7 Evaluation

7.1 Introduction

In Chapter 1, the following thesis proposition was stated:

The use of atructuredapproach to the integration and justification of safety
assessment evidence within safety cases facilitates thefi@eimin and
potential resolution of issues which may otherwise reduce confidesadety

justification practice.
The proposition is supported in the subsequent chapters through:

» Structured information based on clarified concepts of safety assessment evidesce an

model consistency

o0 The development of a safety assessment core data meta-maoaedled of
evidence that interfaces evidence items and safety argumamts an

information model of cross-model inconsistency analysis
» Structured processeglriven by active thinking and rigorous exploration
0 The elaboration of a cross-model inconsistency analysis method
o The formulation of an expanded argument construction process

» Structured guidance synthesized from dialectical argumentation and model evaluation

practice

o The development of argument patterns that presents reusable argume

structures

Within the time-span of the doctoral program, the evaluation oftta&is proposition has
considered two main concerns, namely, @fécacy of the overall approach and the
practicality of the approach. The efficacy part intends to demonstrate thegetk capability
of the approach to achieve the intended better integration wstdicption of safety
assessment models; the practicality part aims to identignpat difficulties engaged in the

application of the approach for establishing increased confidence in safety case
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Section 7.2 describes the means of evaluation that have beesdappinis thesis. Section
7.3 explains how each research output is evaluated. Section 7.4sdséusher evaluation

to be conducted.
7.2 Means of Evaluation

Different means of evaluation were employed during different phafsss doctoral study,
with consideration of the features of the research outputs beiagsadsand the available

resources. The means of evaluation adopted in the thesis include the following:
e Simple running examples

* Comparison with existing work

* Formalisation with tool support

Case studies

* Peerreview

The following subsections describe each of these forms of evaluation. Section@rgpties

results of these forms of evaluation.
7.2.1 Running Examples

This is a simple form of evaluation at an early stage dftumly that provides inline
explanation and illustration of the ideas, concepts, models, or methetisingoduced in
the thesis to facilitate understanding and to quickly demoadtaw they are used in typical
application contexts. This is a weak form of evaluation, but itseful for providing initial
thoughts on the efficacy of a new concept or process. Running exampleesented in the
thesis as much as possible in support of quick understanding andcsultastration of

ideas.
7.2.2 Comparison with Existing Work

Comparison with existing research and practice provides somext to judge the progress
or improvements achieved through the research. It is a fundamestdrch step to
acknowledging the existing work in academia and in industry thatasant to the problem
domain under study and identifying their strengths, disadvantages &cémniées. This

form of evaluation is adopted for demonstrating the reasonableness of concafgutd and
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the benefits of methodical outputs. It can also explicate rtended application areas of

research outputs and how they fit into the current domain practice.
7.2.3 Formalisation with Tool Support

The evaluation of conceptual outputs of research work, such asmod#s that capture
concepts or information elements and relationships between them ffimultdi The

formalisation of meta-models in a tool environment is one ingtap of examining the
coverage, the expressive-sufficiency and the self-consistehdireomodel definitions.
Widely-used model editors, such as Eclipse Modelling FrameworlEJEM9], can support
the examination of the expression sufficiency of defined metads)adeontext of a meta-
meta-modelling language (e.g. Ecore [189]) and provides tool sumgpdtitiire attempts of
more complicated model manipulation and potential mechanisatisonoé model analysis

steps. EMF has been adopted for the three information models presented in $he thesi
7.2.4 Case Studies

A case study is an application of the defined approach u