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Abstract

This thesis describes the designs and measurements of three nano-photonic device schemes. The

aim of which is to achieve the scale-up of III-V semiconductor based nano-photonic systems. Scale-

up of the number of resonant quantum dots, and nano-structures on-chip is vital for the realisation

of a quantum network using the III-V semiconductor quantum dot architecture.

The effect of varying the growth conditions of site-controlled quantum dots on their optical proper-

ties is investigated. This is combined with a study of a recently demonstrated in-situ local quantum

dot strain tuning method. Optical waveguides are conformally coated in a dielectric material which

when crystallised by a heating laser, induces a strain field in the quantum dots embedded in the

waveguide.

An electro-mechanically tunable photonic crystal cavity design is proposed. The cavity and can-

tilever designs are optimised and tested for robustness against fabrication imperfections in sim-

ulation. The cavity design exhibits world-leading figures of merit for both the weak and strong

coupling regimes. The cavity fabrication was optimised through several test sample iterations. The

final design was fabricated, and a voltage-controllable cavity wavelength tuning range much larger

than the standard deviation of the cavity mode wavelength distribution was measured.

A scheme which enables a quantum dot to exhibit both strong light-matter interaction enhance-

ment, and strongly directional emission is presented. The design consists of a photonic crystal

cavity coupled to two feeding photonic crystal waveguides. The operation of the design is verified

through a theoretical model and simulations. A test device sample is measured to characterise

various waveguide orientation designs and parameters. Strongly directional emission and a low

Purcell enhancement are measured from a quantum dot embedded in a waveguide coupled cavity.
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1 INTRODUCTION 1

1 Introduction

The invention of the electronic computer was arguably the most important technological advance-

ment of the 20th century. Since then, the technology that these computers rely on has been

improving at an astounding rate. Computers powered the technological revolution of the late 90’s

and 2000’s with the introduction of such notable technologies as the internet and smart phones,

which have totally changed society. In 1965, Gordon Moore stated that the number of transistors

on a microchip will double every two years (he later reduced this estimate to one year) [1]. This

prediction has been extremely accurate and has come to be known as Moore’s Law. However, this

blinding pace has started to slow. Transistors are approaching a fundamental size limit on the

order of a few atoms. If the power of our computing technology is to continue increasing, a new

approach is required.

Figure 1: The Bloch sphere representation of the available states for a single qubit in a pure state.

A qubit can take any value on the surface of the sphere (
√
|α|2 + |β|2 = 1) whereas a classical bit

can only take a value of either 0 or 1.

1.1 Quantum information processing

The field of ’Quantum Information Processing ’ (QIP) has gathered much interest in recent years

owing to successful demonstrations of its potential for cryptography [2] and metrology [3] applica-

tions. Perhaps most importantly, as classical computers are fast approaching the fundamental limit,

the applications of QIP for quantum computing has been an increasingly active area of research,

with quantum supremecy over a classical system being recently demonstrated [4].

QIP utilises the linear superposition of a two-level system to perform complex tasks. These two-

level systems are called qubits. Where a classical system is limited in that the bits can only take

a binary value of 0 or 1, qubits can be in any linear superposition of 0 or 1; this is most easily
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represented on a Bloch sphere (Figure 1). This representation shows that a qubit in a pure state

can be represented in general by the wavefunction |ψ⟩ = α|0⟩+ β|1⟩ which denotes the qubit is in

a superposition of the |0⟩ and |1⟩ states with probabilities of |α|2 and |β|2 respectively. This allows

for an ensemble of qubits to be in a superposition of all possible configurations at once, whereas

a comparable ensemble of classical bits can only occupy one of these configurations (Figure 2).

As the number of interacting qubits increases, so does the number of possible configurations and

therefore so does the advantage of the quantum system over the classical counterpart. Moreover,

quantum systems can utilise entanglement between qubits allowing for instantaneous interactions

over an arbitrary distance between the entangled qubits. A system of entangled qubits is described

by a mixed state; this means each qubit cannot be described individually, instead, the system is

described as a superposition of the possible measurement outcomes. When the state of one qubit in

the system is measured the superposition collapses and the state of the other qubits in the system

is determined instantly. This however, does not allow the system break causality. Without the

knowledge of the outcome of the initial measurement which collapsed the superposition, the mea-

surement of any other qubit in the system is indistinguishable from a measurement of the mixed

state. Therefore, to transfer any useful information, the result of the first measurement must be

sent to the other qubits via a classical bit. Scale-up of the number of interacting qubits is there-

fore a key factor in the successful realisation of QIP systems as a serious competitor to classical

approaches.

To facilitate this kind of scale up a ’quantum network ’ must be created to interface a number

of individual local quantum systems simultaneously. Kimble discusses the idea of a ’quantum in-

ternet ’ [5] as an extension of the quantum network which enables interactions between an arbitrary

number of quantum systems via the distribution of entanglement. The quantum internet would al-

low for large scale computation utilising many isolated quantum systems together as one. Moreover,

quantum software could be distributed via the quantum internet allowing for further integration of

quantum systems globally. A further advantage of quantum networks is that by linking multiple

separate quantum systems they could overcome the fundamental size limitations of single quantum

systems caused by size-scaling and error correlation [6].

These advantages allow for quantum systems to greatly excel over classical systems in specific

scenarios. One such scenario is database searching (Grover’s algorithm) [7]. In the quantum case,

the time taken for an operation is reduced from O(N) to O(
√
N) where N is the number of elements

searched through. Another scenario where quantum computers excel over classical systems is prime

number factorisation (Shor’s algorithm) [8]. This quantum algorithm can solve for factors of any

number N in a polynomial time, nearly exponentially faster than the best classical approach (num-

ber field sieve) [9]. Finally, quantum computers are far superior to classical systems when simulating

quantum systems as they are able to directly simulate the probabilistic nature of quantum systems
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whereas classical systems must take a deterministic approach. Moreover, quantum systems have

access to a much larger state space compared to classical systems for a given number of (qu)bits [10].

Figure 2: Visualisation of the increased state space available to quantum systems over a classical

system with the same number of bits. Left: Four classical bits which can be in either the |0⟩ or |1⟩
states and all the possible arrangements of these bits. Only one of the possible arrangements can

be accessed by classical bits at any given time. Right: Four qubits each in a linear superposition

of the |0⟩ and |1⟩ states. The properties of the superposition allow the qubits to be in all possible

configurations at once until they are measured and collapsed into a single outcome.

1.1.1 Creating a successful quantum network

In 2000, David DiVincenzo outlined a set of criteria [11] that a system should fulfil in order to be

suitable for use as a quantum computing platform. By extension, a system being used to construct

a quantum network must also fulfil these criteria, specifically the last two criteria as detailed below.

The ability to interconvert stationary and flying qubits

Qubits are split into two categories: stationary qubits, which have long coherence times useful

for storing information, and flying qubits, with shorter coherence times but the ability to transfer

information spatially. By converting between these two types of qubits, information can be trans-

ferred between stationary qubits and across a quantum network.

The ability to faithfully transmit flying qubits between specified locations

Following on from the criterion above, the flying qubits must transfer their information without
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fault. In practical terms, the decoherence time of the flying qubit must be longer than the transfer

time so that no information is lost during transfer.

Further to these points, Kimble outlines the two key research areas which are working towards

the realisation of a quantum network. These research areas are: coherent control over light-matter

interactions down at single photon levels and QIP with atomic ensembles [5]. Light-matter inter-

action is essential to the creation of a quantum network as, currently the only known flying qubits

are photons. Therefore, it is key to the operation of quantum networks that, as per the DiVin-

cenzo criteria above, the quantum information carried by these photons can be converted into a

stationary quantum state. This will require strong and controllable light-matter interaction. QIP

with atomic ensembles pertains more specifically to the computational side of the network and as

such more closely to the first five DiVincenzo criteria. Multiple suitable systems for QIP have been

demonstrated in recent years, as will be discussed in the next section.

1.2 III-V integrated photonics as a platform for a quantum network

Several candidate qubit systems are being pioneered in parallel with the goal of realising a scalable

quantum computing network. Currently, the most successful single quantum systems are com-

prised of superconducting circuits which use Josephson junctions as qubits[12] where systems with

over 100 qubits have been created. Other qubit candidates include: colour centres [13], trapped

atoms/ions [14], photons [15], atomic assemblies via nuclear magnetic resonance techniques [16],

and ’Quantum Dots’ (QDs) [17]. This thesis is concerned with III-V semiconductor systems, which

use QDs and photons as stationary and flying qubits respectively. The III-V architecture provides

a wealth of favourable features for the implementation of a quantum network. Highly controllable

crystal growth techniques [18, 19] allow for the embedding of single photon emitters(e.g. QDs) [20]

within the crystal and a high degree of control over the environment of these emitters. Moreover,

a wide variety of fabrication techniques [21–23] have been demonstrated in III-V systems that can

be used to create complex structures to further enhance the innate favourable properties of the

III-V architecture, providing efficient photon routing [24], off-chip coupling [25], and enhancement

of light-matter interaction [26].

If we examine how a III-V semiconductor based quantum network, utilising QDs and photons

as qubits, performs with regards to the DiVincenzo criteria, we can see that such a system is an

excellent candidate for the realisation of a quantum network. For both the QD and photon case,

the system’s energy levels and thus, Hamiltonians are well understood in multiple environments

and scenarios, with many years of research underpinning them prior to their implementation in

quantum networks. In principle, the scalability of III-V systems is excellent, as individual QDs

can easily be addressed via resonant excitation of the desired qubit; such an excitation will pro-

duce a single photon qubit capable of transferring information through the network. However, the
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difficulty in scaling up these systems comes from the random distribution of the QDs’ dimensions

and spatial positions, a result of the growth process, which makes each QDs energy levels slightly

different. To form a network the QDs need to all have the same energy levels so that they may

send and receive indistinguishable photons from each other. Moreover, intrinsic fabrication errors

on the dimensions of nano-structures further complicate scale-up of these systems. Thus one of

the main hurdles facing III-V based quantum networks is the ability to tune ensembles of QDs

and nano-structures into resonance or selectively integrate resonant QDs into the network without

compromising its effectiveness.

The initialisation of QDs into a fiducial state is easily achieved by optically addressing each QD

with short pulses. Initialisation in this manner can be achieved in picosecond time-scales, faster

than the coherence time of both single charge carriers and excitons in QDs. The coherence time

(T2) is determined by two dephasing mechanisms, longitudinal (T1) depahsing, such as the radiative

recombination and carrier tunnelling, and transverse or pure dephasing (T ∗
2 ), such as coupling to

acoustic phonons or charge fluctuation effects, where 1
T2

= 1
2T1

+ 1
T ∗
2
. Excitons in QDs typically

exhibit coherence times of ∼ 1ns which are limited by the radiative recombination time of the

exciton (T1) [27]. Single charge carriers have coherence times which are typically longer than that

of excitons, on the order of a few nanoseconds with fidelities of ≥ 99.5% [28]. The coherence time

of single charge carriers in QDs is limited by pure dephasing as the single charge carriers do not

undergo radiative decay and as such T ∗
2 dominates. Schemes exist which allow the pure dephasing

rate of single charge carriers in QDs to be greatly reduced allowing for much longer coherence times

than that of an exciton in a QD (on the order of µs) [29]. Therefore, charge carrier spins are used as

a quantum memory in QDs. By applying an electric field the QDs become charged with electrons.

These electrons can be initialised into a long-lived spin state via optical pumping of the QD into

a trion state while a magnetic field is applied to the QD. The magnetic field lifts the degeneracy

of the electron spin ground states and depending on the orientation of the field, alters the optical

selection rules. This allows for the qubit to be encoded in the ground state of the electron spin

subspace [30, 31]. The initialised spin qubit can be manipulated via detuned laser pulses or an

alternating magnetic field and spin read-out achieved on nanosecond time scales by addressing the

QD with short optical pulses [32]. The energy of the read out photon indicates the spin state of the

charge carrier [33]. Interactions between electron spins in multiple QDs can be facilitated through

the use of entanglement between the electron spins. This can be achieved either through coupling

via the coulomb interaction if the QDs are close together [34], or via the entanglement of photons

which are themselves already entangled to an electron spin from each QD [35].

Coherence times of ≥ 1ns have been demonstrated for QD generated photons [36]. This far exceeds

the necessary coherence time for photon based quantum gates such as a quantum relay [37] and

allows for a coherence length on the order of centimetres, much further than is required for on-chip
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photon routing. It has been shown that a universal set of quantum gates can be achieved by using

just two types of gate: one single qubit gate and one two qubit gate [38]. Schemes for both single

and multi-qubit quantum gates have been proposed for QD/photonic qubit systems, with some

single qubit gates having been demonstrated experimentally, such as a CNOT gate [39]. Finally,

readout from a III-V system is normally conducted via the measurement of a single photon emitted

from a QD. Efficient photon routing via nanostructures and precise optical techniques provide a

means to measure the output from individual qubits effectively and with high fidelity.

Turning our attention to Kimble’s requirement for strong light-matter interaction, there have been

numerous demonstrations of both weak and strong coupling between QDs and photons in III-V

semiconductor architectures via integration with photonic nano-structures, such as optical cavities

[40–44] and waveguides [45]. A recent review by P.Lodahl [32] discusses the requirements for a QD

based quantum network and summarises the state-of-the-art QD based systems in this context.

QD systems have shown excellent results of the basic functionalities required for a quantum net-

work. QDs have been shown to perform extremely well as single photon sources, producing nearly

perfectly indistinguishable photons [46] with exceptionally narrow linewidths [47] and ultra-high

collection fidelity [48]. Photon-photon interactions are required to create a functioning quantum

network. As single photons interact weakly in general, giant non-linearities are required to facili-

tate photon-photon interactions at the single photon level. QD systems have demonstrated such

non-linearities in both cavity [49] and waveguide [50] geometries. Finally, experiments utilising

QD based photonic architectures have been used to demonstrate techniques that have not yet

been achieved in competing systems. Namely, deterministic entangled photon cluster states [51],

resonance fluorescence squeezed light correlation detection [52] and photon boson sampling [53].

Recently, quantum advantage has been demonstrated for boson sampling in photonic systems giv-

ing further credibility to photons as a serious platform for a quantum network [54].

It is clear that III-V systems are an excellent choice for the realisation of a quantum network,

as the DiVincenzo and Kimble criteria are met easily in principle, with promising experimental

demonstrations of key basic operations for a quantum network and protocols only achieved in QD

architectures, as outlined by Lodahl. Of course, the implementation of such schemes described

above always prove to be extremely challenging and much effort has been expended in recent years

towards the goal of a scalable III-V QD network.

1.3 Thesis outline

This thesis will present progress made towards the realisation of a III-V semiconductor based quan-

tum network, with a focus on scale-up of resonant emitters and improving control over light-matter

interactions. A brief introduction on the wider field (Chapter 1) will be followed by a more in-depth

background of the operation of integrated photonic structures and III-V semiconductor QDs that
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are used ubiquitously throughout the work in this thesis (Chapter 2).

The experimental and computational techniques employed in this work are detailed next including

device fabrication and wafer growth techniques (Chapter 3). In Chapter 4, the effects of varying

the nanohole array parameters and growth interrupt on the properties of site-controlled QDs is

investigated. Moreover, multiple QDs are tuned into resonance in a nano-photonic waveguide. The

tuning is achieved by altering the local strain field around each QD via the crystallisation of a thin

layer of dielectric material that conformally coats the waveguide. A high power laser is used to heat

the semiconductor membrane which in turn causes the dielectric membrane to be heated, inducing

the crystallisation. The technique is performed ’in-situ’ whilst the sample is held at cryogenic

temperatures. The behaviour of this technique is studied first, after this, the dependence of the

tuning range and cumulative exposure time is investigated for increasing laser power and individual

exposure window. The tuning range was compared for different dielectric deposition conditions to

determine the optimal fabrication procedure and demonstrate the maximum tuning range observed.

Multiple ensembles of QDs were tuned into resonance in photonic crystal waveguides over long and

short tuning ranges.

The design of an electro-mechanically tunable nanobeam photonic crystal cavity is presented and

optimised through simulation in Chapter 5. The wavelength of the cavity mode is tuned by the

introduction of a perturbing beam in the evanescent field which alters the effective refractive index

of the mode. This beam can be deflected out of the cavity mode field via a capacitive attraction

between the membrane and substrate of the wafer. ’Finite Difference Time Domain’ (FDTD) sim-

ulations are used to conduct a comprehensive study of the cavity parameter space. The design is

optimised through these simulations and the robustness of the design to fabrication imperfections

is also tested using Monte Carlo simulations. The fabrication procedure is optimised through the

creation of two cavity test samples. Finally, the first demonstration of an electro-mechanically

tunable nanobeam photonic crystal cavity in Gallium Arsenide (GaAs) is demonstrated, exhibiting

a tuning range larger than the standard deviation of mode wavelength distribution for like cavities.

Chapter 6 shows the design and experimental measurements of a photonic crystal waveguide coupled

cavity demonstrating simultaneous strong light-matter interaction and directionality of photons.

Strong light-matter interaction is an intrinsic property of all optical micro cavities. The direction-

ality arises from interference from the two orthogonally polarised cavity modes causing asymmetric

coupling of the modes to the photonic crystal waveguides. The design considerations are first dis-

cussed before results from a test sample of the cavity devices is presented. Lastly, results from a QD

coupled to a cavity showing modest light-matter interaction enhancement and high directionality

are presented and discussed.
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Finally, Chapter 7 discusses the overall conclusions from the thesis and the direction of any further

work.
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2 Background

2.1 Low dimensional III-V semiconductors

All the devices used in this thesis are fabricated from III-V semiconductor material. Before contin-

uing onto more complex ideas, the properties and behaviours of the bulk semiconductor material

should be discussed. As the name suggests, III-V semiconductors are alloys between elements in

groups three and five of the periodic table. The term semiconductor refers to the conductivity of

these alloys, falling between that of conductors such as metals and insulators such as dielectrics.

In particular, this thesis will focus on Gallium Arsenide (GaAs) as the main semiconductor used.

GaAs is a direct band gap semiconductor that forms a zincblende crystal structure [55] where each

Ga atom has four As nearest neighbours and each As atom four Ga nearest neighbours as shown

in Figure 3.

Figure 3: Image depicting the zincblende crystal structure of bulk GaAs semiconductor. Each Ga

atom is covalently bonded to four As atoms in a tetrahedral arrangement. Likewise, each As atom

is covalently bonded to four Ga atoms in the same tetrahedral arrangement.

An essential feature that must be considered when discussing any semiconductor is the band struc-

ture. The band structure of a semiconductor is a visualisation of the allowed energy levels available

to charge carriers in the crystal. These bands arise due to the close proximity of neighbouring atoms

in the crystal structure. The covalent bonds formed between the atoms are the cause of this close

proximity. This causes the outer electron orbitals of the atoms to overlap, broadening the discrete

atomic energy levels from that of a free atom into continuous bands. The electrons fill all available

bands up to the Fermi energy which is defined by the electron density in the material. The band

structure diagram contains two main features; the conduction and valence bands. The valence band
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is the highest occupied band and the conduction band is the lowest unoccupied band. The amount

of energy between these two bands is called the band gap, as seen in Figure 4. For semiconductors,

the Fermi energy lies in the band gap leaving no states that electrons from the valance band can

move to, save those across the band gap which are inaccessible as the energy of the band gap is

much larger than the thermal energy available to charge carriers in the semiconductor.

Figure 4: Simplified example of a semiconductor band structure showing the valence band, con-

duction band, band gap and Fermi energy for a.) Undoped(intrinsic) b.) n-type and c.) p-type

semiconductor crystals. Electrons are shown in green and holes in white.

2.1.1 Doping of semiconductors

Pure GaAs has a band gap of 1.44eV at 297K, this band gap can be altered by introducing

impurities into the crystal with atoms from other elements. This procedure is called ’doping ’.

Dopants fall into two categories: p-type and n-type dopants also called acceptors and donors. p-

type dopants accept an electron from the bulk semiconductor introducing additional holes, whereas

n-type dopants introduce additional electrons to the crystal; this allows for the creation of areas

of semiconductor with higher concentrations of positive or negative charge carriers. The samples

used in this work use Carbon atoms as p-type dopants and Silicon atoms as n-type dopants in

GaAs. Doped semiconductors are essential for the creation of advanced semiconductor devices as

they allow for the creation of electrically active devices via the formation of diodes.

2.1.2 p-i-n diode

The p-i-n diode is used extensively in this work to provide control over the electrical environment

of embedded QDs in an optically active semiconductor by controlling the number of charge carriers

that are injected into the intrinsic (un-doped) region. As the name suggests, the p-i-n diode consists

of an intrinsic semiconductor region between p-type and n-type doped regions. Figure 5 shows the

band structure of a p-i-n junction at both a zero external bias and in reverse bias (the magnitude

of the applied external bias is negative). As the intrinsic region is highly resistive when compared



2 BACKGROUND 12

to the heavily doped p and n regions the external bias drops rapidly over the intrinsic region. This

creates a depletion region across the intrinsic region of the diode, a region devoid of charge carriers

[56]. From Figure 5 the Fermi energies of the p and n regions are equal, this equates to a voltage

Figure 5: a.) Schematic of a p-i-n junction showing the distinct doped and intrinsic layers. b.)

The band structure for a p-i-n junction at zero external bias. c.) The band structure for a p-i-n

junction in reverse bias, showing the depletion region created by the highly resistive intrinsic region

between the heavily doped p and n regions.

drop of EG/e over the intrinsic region which is the built-in bias (Vbi) of the diode. When an external

bias V0 is applied to the diode the Fermi energies of the p and n regions are split by eV0; as seen in

Figure 5 in reverse bias such a splitting increases the bias across the intrinsic region of the device.

The magnitude of the electric field across the intrinsic region is given by:

E =
Vbi − V0

li
(1)

where li is the thickness of the intrinsic region in natural units.

If QDs are embedded in the intrinsic region of the p-i-n diode then a controllable electric field

can be applied across them allowing for the tuning of the QDs’ emission energy and the control of

charge state emission (see Section 2.3.1).

2.1.3 Quantum confinement

In a bulk semiconductor system, the band structure and density of states are continuous. This

allows for charge carriers to move freely around the material and access a continuum of energy

states. These energies are given by the dispersion relation for a free particle:

E =
ℏ2k2

2m
(2)

Where k is the wavevector and m is the mass of the charge carriers in the semiconductor. As

the physical dimensions of the semiconductor crystal are reduced, so is the number of available

states for charge carriers to occupy. As the dimensions of the crystal becomes smaller than the De
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Broglie wavelength of the charge carriers in a given dimension (x, y or z direction), the confinement

of charge carriers becomes so strong that the density of states is altered and only specific energy

states are able to be occupied by the charge carriers. This is known as quantum confinement.

Depending on how many dimensions are strongly confined, the density of states and energy levels

in the system are altered as shown in Figure 6. As expected, the density of states decreases with

Figure 6: Comparison of the density of states and corresponding energy levels for a.) Bulk semicon-

ductor b.) 1D confinement (quantum well) c.) 2D confinement (quantum wire) d.) 3D confinement

(quantum dot).

increasing number of quantum confined dimensions. When all three dimensions are confined, the

density of states reduces to a set of discrete delta functions, analogous to the energy levels in atomic

shells. These 3D confined nano-crystals are called quantum dots (QDs) and will be discussed in

detail during the next section.

2.2 Semiconductor quantum dots

Semiconductor QDs are nano-scale structures that provide three-dimensional quantum confinement

of charge carriers into discrete energy levels, analogous to the behaviour of shells in atomic physics,

while embedded in a bulk semiconductor. QDs have highly favourable properties which make them

excellent candidates for qubits such as extremely pure single photon emission [57], easily addressable

states leading to fast spin initialisation [28] and long coherence times [36].
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2.2.1 Quantum dot growth

The QDs used in this thesis are self-assembled Indium Arsenide (InAs) QDs embedded in a GaAs

bulk crystal. ’Molecular Beam Epitaxy ’ (MBE) [18] was used to deposit the atomic layers used

to form both the GaAs substrates and InAs QDs for this thesis. Atomic monolayers of InAs

are deposited by thermal evaporation atop a GaAs substrate under an ultra-high vacuum. As

the lattice constants of InAs and GaAs differ by 7%, each additional layer of InAs introduces

more strain energy to the system. Eventually, a critical energy is reached (usually around two

monolayers thick) and the strain is relaxed by the InAs nucleating into 3D islands (QDs) on top

of the thin InAs layer deposited previously, this thin layer is known as the ’Wetting Layer ’ (WL).

More GaAs is then deposited on top of the QDs (’overgrowth’) to prevent the islands from growing

further thus creating the 3D confinement. The QDs grown via this strain relaxation process are

known as ’Stranski-Krastanow ’ (SK) QDs [58]. As the nucleation process by which the QDs self-

assemble is random, a distribution of QD sizes (and therefore emission energies) are produced. This

distribution is intrinsic to SKQDs. Moreover, the QDs are positioned randomly and non-uniformly

across the substrate. These properties can be altered by changing the growth conditions such as

the reactor temperature and rate of material deposition. However, it is currently still impossible to

grow QDs of an exact desired energy and location via SK growth. This presents a major challenge

in the scale-up of QD based QIP devices as multiple resonant QDs within nano-photonic structures

are required to facilitate multiple qubit gates. There has been an increasing effort to control the

spatial aspect of QD growth randomness via site-controlled growth. These methods are still under

development and currently results for site-controlled QD growth compatible with free-standing

waveguide architectures show larger linewidths than non-site controlled QDs with success rates up

to 90% [59, 60]. While the success rate is high, the broad linewidths of the QDs are undesirable.

The site-controlled growth of QDs is discussed in Section 2.2.3 and further in Section 4.2.

2.2.2 Optical properties

The energy levels in a SKQD can be approximated by a parabolic confinement potential in the

growth direction [61]. This, coupled with the shape of SKQDs (much wider than they are tall)

gives rise to circularly symmetric harmonic wavefunctions for in-plane orbitals [62]. This is analo-

gous to the sub-shells in atomic physics and so can be labelled as such (s, p, d...). This work will

focus on the lower energy levels only (s and p) as charge carriers in the higher energy levels quickly

relax down to lower levels via phonon emission, as the available thermal energy is much smaller

than the inter-band transition energy at cryogenic temperatures.

When an electron is excited across the band gap from the valence to the conduction band, the

strong confinement of the charge carriers in the QD causes the electron and newly created hole

to attract each other via the Coulomb interaction, forming a bound state called an ’exciton’. As
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Figure 7: Graphic showing the neutral heavy hole exciton states in a QD. The fine-structure states

emit orthogonally polarised photons to relax to the ground state. (|H⟩, |V ⟩). The dark exciton

states can be accessed via a spin flip transition from the bright states. The bright states can also

decay to a single electron or hole state non-radiatively via phonon emission.

electrons and holes are fermions (spin 1
2 particles) each discrete energy level can only be occupied

by two charge carriers of opposing spin. The total angular momentum of charge carriers J is given

by:

J = L+ S (3)

where L is the orbital angular momentum and S is the spin angular momentum. The corresponding

eigenvalues are |l− s| ≤ J ≤ |l+ s| [63]. When considering the conduction band, the lowest energy

level has an s type wavefunction which equates to L = 0, therefore, there are two allowed states

with |S| = sz = ±1
2 . In the direction of growth (z direction) this gives values of total angular

momentum of Jz = ±1
2 . The electron can exist in either a spin up or spin down state in the z

direction leading to two available spin states mz = ±1
2 .

The valence band has p type wavefunctions giving a value of |L| = l = 1. This coupled with

the inherent s = 1
2 component splits the valence band into two states with J = ±1

2 or ±3
2 . Looking

at the z direction as before, the available angular momentum for holes in each of these states is

Jz = ±1
2 for J = ±1

2 and Jz = ±1
2 ,±

3
2 for J = ±3

2 . These two states are separated by the spin-orbit

splitting energy which for GaAs is 0.3eV [63]. These two bands are known as the heavy and light

hole bands. These bands are ordinarily degenerate at k = 0 however, due to the strain present
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in SK grown QDs, the degeneracy is lifted by a splitting on the order of 10’s of meV [64]. For

simplicity, only the heavy hole band is considered in this thesis. Figure 7 shows the states available

for the most simple case, a neutral exciton. This allows for the approximation of the energy levels

in a QD as a two level system between the heavy hole valence band and the conduction band.

The simplest exciton that can form in a QD is the neutral exciton (X0) consisting of a single

electron hole pair as mentioned above. The neutral exciton is split into four spin states, formed

from the superposition of the individual heavy hole and electron spin states. These four states are

themselves grouped into the bright states:

|Yb⟩ =
1√
2
(| ⇑↓⟩+ | ⇓↑⟩) (4)

|Xb⟩ =
1√
2
(| ⇑↓⟩ − | ⇓↑⟩) (5)

and the dark states:

|Yd⟩ =
1√
2
(| ⇑↑⟩+ | ⇓↓⟩) (6)

|Xd⟩ =
1√
2
(| ⇑↑⟩ − | ⇓↓⟩) (7)

The bright states have Jz = ±1 allowing them to relax to the ground state via the emission of a

photon. Conversely, the dark states cannot relax to the ground state in this way as the transition

is optically forbidden, this is due to the dark states having Jz = ±2; as a photon can only itself

have a total angular momentum of ±1, angular momentum cannot be preserved when transitioning

from the dark states to the ground state which has Jz = 0 [65].

In a symmetrical QD the bright exciton eigenstates are degenerate, however, due to the asym-

metric shape of SK grown QDs the degeneracy is lifted by the exchange interaction. This is known

as ’fine-structure splitting ’ (FSS). The magnitude of the FSS is usually 10-100 µeV for the bright

states [66], the dark states are split by a much lower energy (1µeV ) [67]. As discussed previously,

there exist two bright exciton states with Jz = ±1; the charge carriers in these two states have op-

posing spins and so can exist together in the QD, this configuration is known as the ’biexciton’ state.

The optical behaviour of QDs as outlined here shows clearly that QDs produce highly anti-bunched

light (see Section 2.6) and are therefore a source of pure single photons. This trait is exceptionally

important for QIP applications and shall be explored further later in this chapter.

2.2.3 Site-controlled quantum dot growth

The random distribution in both position and emission energy of SKQDs is a side-effect of the

growth process; this randomness makes it nearly impossible to consistently create like devices

using QDs. Therefore, any amount of control over the spatial or spectral properties of QDs is
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extremely desirable. As a result, there has been extensive research into techniques which could

improve the spatial and spectral control over QD growth. One such technique is attempting to

control where QDs nucleate on the substrate by manipulating the substrate surface prior to QD

growth. QDs grown by this approach are called ’Site-Controlled Quantum Dots’ (SCQDs).

The SCQDs in this thesis were grown using a pre-patterned 2D array of nanoholes in which single

QDs preferentially nucleate. This is due to the nanoholes having a lower chemical potential that the

surrounding planar material, which increases indium flux towards the nanoholes. The shape of the

holes also provides a surface on which QDs preferentially nucleate. Early attempts at this approach

involved stacking multiple layers of optically inactive QDs above the nanoholes before growing the

optically active QDs [59]. This was done to distance the QDs from the interface with the nanoholes

to reduce the inhomogeneous broadening of the linewidth of the QDs whilst maintaining the def-

inition of the site. However, the drawback of the large buffer and stacked QDs is the extremely

limited control over the shape and nucleation of the QDs that this method exhibits. More recent

progress in the technique removed the need to stack multiple layers of QDs. Instead, optically ac-

tive QDs can be grown directly in the nanoholes while maintaining decent QD linewidths, reducing

the overall thickness of the wafers [59]. This improvement in single layer SCQD growth was largely

attributed to the ultra-clean regrowth process. This process greatly reduces the number of con-

taminants close to the growth surface that would cause performance degradation. The QDs used

in this thesis were grown with a 30nm buffer layer between the nanoholes and the QDs (as shown

in Figure 8), and exhibited linewidths as narrow as 27µeV with a single hole occupancy rate of 70%.

Naturally, these SCQDs do not show as narrow linewidths as SKQDs, which can show transform lim-

ited linewidths [47]. However, the high single occupancy success rate coupled with decent linewidths

makes SCQD a promising avenue for scale-up of QD based devices. Currently, SCQD have only

recently been demonstrated in free-standing membrane devices. As a result, the linewidths of

these SCQDs are much broader than what is measured for SCQDs in bulk material. For SCQDs

to be useful for QIP devices the narrow linewidth results shown thus far must be reproduced in

free-standing membranes.

2.3 Quantum dot emission energy tuning

As mentioned in Section 2.2.1, the growth process of SKQDs is inherently random and produces a

distribution of QD emission energies and spatial positions. This poses a challenge when attempting

to interface multiple resonant QDs in the same nano-photonic structures. There is no way to ensure

that if multiple QDs are in the correct spatial location that they have the same emission energy.

Therefore, scalability of QD based QIP devices is a major roadblock to the success of such devices.

However, much effort has been devoted to overcoming this issue and as a result, multiple viable

methods exist that allow for either the controllable tuning of the emission energy of QDs or for
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Figure 8: Cross-sectional schematic of a SCQD wafer showing the material layer structure and

features. Nanoholes are etched into the GaAs substrate which is then cleaned thoroughly to remove

any contaminants from the regrowth interface before a GaAs buffer layer is grown on top of the

nanoholes. The QD layer is deposited directly above the buffer, QDs preferentially nucleate at sites

above the etched holes. The sample is capped with another layer of GaAs to prevent oxidation of

the QDs.

spatial control of the QDs. These methods shall be discussed here.

2.3.1 Quantum-confined Stark effect

Applying a DC electric field to an exciton in a semiconductor causes the electron and hole to

be pushed away from each other as they have opposite electric charges. For a free exciton (in

bulk material) if the applied field strength from Equation 1 ’E ’ exceeds the binding energy of

the free exciton then the exciton will dissociate. This can be visualised by looking at the band

structure diagram under an electric field such as in Figure 5. Under a non-zero electric field the

bands are no longer flat, this causes charge carriers to travel along these sloping bands towards

a lower energy state. As the electron and hole have opposite charges they will travel in opposite

directions, thus dissociating. However, quantum confinement gives extra stability to excitons in

QDs allowing for higher fields to be applied. This is visualised in Figure 9. The reduced band gap

of the QD compared to the bulk semiconductor help to more strongly confine the electron and hole

wavefunctions, allowing for larger electric fields to be applied. Therefore, the exciton energy can be

shifted by a larger amount before the exciton dissociates. This energy shift by applying an eletric

field is called the ’Quantum-Confined Stark Effect ’ (QCSE). The magnitude of the QCSE energy

shift is given by:

∆E = pF + βF 2 (8)
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Figure 9: Visualisation of QCSE altering the emission energy of a QD. Applying an electric field

across the QD causes the energy bands to slope, forcing the electron and hole wavefunctions closer

together as the energy levels in the conduction and valence band are shifted to lower energies. This

reduces the energy gap between the electron and hole thus reducing the QD’s emission energy.

where p is the electric dipole moment of the QD, β is the polarisibility and F is the strength of the

applied DC field. By carefully adjusting the applied field the energy of the QD can be precisely

tuned. The maximum range observed for QCSE tuning of QDs is 25meV. To achieve this large range

the QDs were grown inside quantum wells to further increase the exciton confinement [68]. The

quantum wells were grown from Aluminium Gallium Arsenide (AlGaAs) which has a much larger

band gap than GaAs, this raises the potential barrier between the InAs QDs and the bulk material.

Without the extra confinement of the quantum wells the exciton would dissociate at the high

magnitude electric fields required for such a tuning range due to the electron and hole tunnelling

through the potential barrier and out of the QD. Quantum well layers used to increase the QCSE

tuning range of QDs are referred to as ’barrier ’ layers. For the structures and QDs studied in this

thesis the observable tuning range was on the order of 0.10meV [69]. This largely reduced tuning

range is due to the absence of large AlGaAs barriers in the wafers reducing the potential the charge

carriers must overcome to tunnel from the QDs. Moreover, the QDs are situated in free-standing

waveguide devices far from the electrical contacts. This increases the electrical resistance around

the QD, reducing the effective voltage at the QD’s location, therefore, reducing the tuning range.

At larger fields the QD emission is also quenched by QCSE due to the large separation between the

electron and hole wavefunctions [70]. The QCSE will tune all QDs that are in a p-i-n diode that

has an applied bias. It has been shown that by etching an isolation trench through the p-layer of

the diode, different bias’ can be applied to different areas of the sample, allowing for independent
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tuning of the QDs in these areas [71]. This increases the likelihood of being able to use the QCSE

to tune multiple QDs into resonance in a device. The QCSE can also be used to tune/detune a QD

from a laser line or cavity mode allowing for switching between resonant and off resonant excitation

or cavity coupling.

2.3.2 Zeeman splitting and magnetic field tuning

Applying an external magnetic field across a QD increases the FSS between the energy levels, this

is known as the ’Zeeman effect ’. The magnituide of the splitting is given by:

Ei
Z = giµBB (9)

where i is the (quasi)particle in question (e, h, or X for electron, hole or exciton respectively), g is

the Landeé g-factor, µ is the Bohr magneton and B is the magnetic field strength. The magnitude

of this splitting is around 1.2meV at a magnetic field strength of B = 8T , with the two states

0.6meV from the zero magnetic field case [72]. This energy shift is small even for large fields and

individual QDs cannot be tuned independently of the ensemble. Therefore, magnetic field tuning

is not a popular choice for pure tuning purposes.

Depending on the orientation of the magnetic field, either in plane (Voigt) or out of plane (Fara-

day) geometry, the optical selection rules and fine-structure are altered [73]. In Faraday geometry,

the linearly polarised neutral exciton states (See Figure 7) become circularly polarised. The appli-

cations of this include high fidelity spin initialisation [74] and entangled photon pair production [72].

For Voigt geometry the bright and dark exciton states can become mixed and poorly defined,

thus single carrier and trion states (an exciton and a single carrier) are more easily accessed. Voigt

geometry has important uses in coherent control of spin states [75], a requirement for building a

universal set of quantum gates.

2.3.3 Strain tuning

As discussed in Section 2.2.1, SKQD growth is a strain relaxation process, thus the QDs grown by

this method have an intrinsic strain field across them. By altering this strain field, the strength

of the Coulomb interaction between the electron and hole can be altered. More specifically, the

confinement of the electron and hole wavefunctions is altered by the change in the strain field. This

is due to the change in strain affecting the band gap of GaAs and InAs differently. Not only does

this change the band gap of the QD but also the relative energy difference between the QD and

its environment, thus changing the confinement of carriers in the QD [76]. Under compression the

confinement of the electron wavefunction is increased and the confinement of the hole wavefunction

decreases slightly; this results in an overall blue-shift of the exciton energy [77]. This effect is

visualised with a band diagram in Figure 10. Depending on the orientation of the applied strain
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field the FSS can also be affected. The FSS is caused mainly by the asymmetry of SKQDs, which

are much wider than they are tall. By compressing the QDs perpendicular to the growth direction

this asymmetry is reduced and thus the FSS is reduced also [78].

The magnitude of the emission energy tuning is dependent on the direction of the applied strain,

Figure 10: a.) Schematic of the two strain configurations available for strain tuning of QD emission

energy. The left shows in-plane strain and the right shows out-of-plane strain. b.) The change in

band structure caused by applying a compressive strain. The band gaps of both GaAs and InAs

are both altered. The change in the InAs emission energy directly affects the binding energy of

the exciton and therefore the emission energy; moreover, the change in band gap for GaAs and

InAs is not equal, as such the potential barrier experienced by the exciton is altered. This change

in potential changes the confinement of the exciton which leads to a shift in excitation energy.

Additionally, for the in-plane case, the FSS between exciton spin states is altered due to the change

in the QD asymmetry.

as explained above. The FSS is only altered when strain is applied perpendicular to the growth
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direction (in-plane). In both cases, compressive strain blue-shifts the emission energy of the QD

and tensile stress red-shifts the emission energy.

Strain tuning has been successfully implemented using several different approaches in the liter-

ature. A popular approach is to use piezo-electric actuation to controllably and reversibly deform

the semiconductor wafer containing the QDs [77–80]. The advantages of this technique are the

reversible nature of the tuning and the controllability of the tuning magnitude via adjusting the

voltage across the piezo stack. Tuning ranges of up to 5.8meV have been demonstrated using this

technique however, this was achieved using an unconventional ’flip-chip’ method where the devices

are separated from the substrate [79]. For a more typical sample, tuning ranges of up to 2.5meV

are observed [80] with incredibly fine control (on the order of pm per piezo step). This approach

is popular due to its ease of implementation for a relatively large tuning range, high precision and

ability to also tune cavity modes. However, the drawbacks of this method are that individual QDs

cannot be tuned independently and the high strain fields exerted across high quality nano-structures

may degrade their performance due to their sensitivity to feature dimension changes.

An alternative approach to the piezo actuation method is to use a high powered laser to create

localised defects which alter the local strain of a desired area. This method has been demonstrated

in micro-pillar cavities. A hole was burned into the top of the micro-pillar cavity by a tightly

focused laser, causing the QD emission to red-shift [76]. This method yields a reduced tuning range

of up to 0.5meV but can be localised to a desired area of the sample and does not degrade the per-

formance of the cavities in which the QDs are situated. This technique has the obvious advantage

of being able to tune multiple QDs independently, allowing for multiple QDs to be brought into

resonance across the sample. This approach is limited as QDs within the same device cannot be

tuned independently. This technique has only been demonstrated in micro-pillar cavities and not

in free-standing waveguide structures, a requirement for building complex QIP circuits on-chip.

Recently, a modification of the laser heating approach to strain tuning has been demonstrated

in free-standing waveguide structures [81]. In this approach the waveguide structures are confor-

mally coated in a thin film Hafnium Oxide (HfO2), a dielectric material. When a high power laser

is incident on the waveguide the resulting heating causes the HfO2 to crystallise which reduces its

volume thus squeezing the waveguide and inducing compressive strain. Tuning ranges of up to

65meV have been demonstrated with a high degree of precision. This approach will be covered in

more detail in Chapter 4. The main disadvantage of the laser based tuning methods are that they

are not reversible and as such cannot be used for tuning QDs on and off resonance reversibly. This

can be overcome by combining the strain tuning with an additional reversible tuning method such

as QCSE or magnetic tuning.
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2.3.4 Temperature tuning

All experiments performed on InAs QDs are performed at cryogenic temperatures (∼4K), as at

higher temperatures the thermal energy of the carriers is greater than the confinement potential of

the QDs, causing the carriers to escape. Moreover, the band gap of GaAs is reduced with increasing

temperature. However, if the temperature of the sample is increased a small amount so that the

thermal energy of the carriers is still much lower than the confinement energy, the confinement

of the wavefunction and the band gap of the material are reduced and the emission energy of the

QD red-shifts. Thermal tuning of QDs has been demonstrated using a high powered laser and

dedicated heating pads on the sample to enable the temperature of the sample to be controlled

via the laser power [82, 83]. This thermal tuning approach has a reported tuning range of up

to 600µeV . This range is limited by the degradation of the optical properties of the QDs with

increasing temperature. The intensity of the QD emission is reduced and the linewidth broadened

by high temperatures due to an increased phonon population. This method has been successfully

used to tune two QDs into resonance in a waveguide [83].

2.3.5 Quantum dot registration

While all the previous approaches to realising resonant QDs involve tuning QDs found in pre-

fabricated structures, one can also reverse this and locate suitable QDs first before fabricating

devices around them. This approach is known as QD registration [84].

One of the key advantages of QD registration is that no specialist equipment or techniques are

required, only a simple ’Micro-Photoluminescence’ (µPL) set-up is needed. On a bulk chip, etched

markers are used to designate an area in which QDs will be registered. These markers also provide

a positional reference for any QDs registered within the area. Typically the markers are either a

series of crosses on each corner of the registration area or sets of lines along each face as shown in

Figure 11. By scanning a laser across these macroscopic markers the registration can be calibrated

to high precision in the two cardinal directions.

A PL map of the registration area is then acquired using an above band gap laser rasta-scanning

across the area and the positions of QDs are recorded relative to the etched markers. The measured

QDs can then be filtered for their desired features such as narrow linewidths and resonant wave-

lengths. When suitable QDs have been located roughly using the rasta scan the accuracy of the

measurement is increased by repeated line scans over both the registration markers and candidate

QD in both cardinal directions. This repeated measurement averages out any statistical fluctua-

tions that may occur during any one scan.

Nano-photonic devices are then fabricated around the registered QDs. As the position of the
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Figure 11: a.) Schematic showing four registration areas, each bounded by four sets of three parallel

etched markers. Multiple lines are used on each face to increase the precision of the calibration and

therefore the QD position registration. The crosses seen on the edges of the image are electron-

beam lithography (EBL) alignment crosses for the etched markers themselves. b.) PL linescan over

one set of markers used as a reference to align to when locating and fabricating around QDs. c.)

Typical linescan over a single QD line, due to the spatial resolution of the laser the feature is very

broad, however, the peak position is well defined.

QDs is known to a high precision, (the standard deviation on registered QD position can be as low

as σ = 5nm [85]) the devices can be carefully designed and positioned to incorporate the QDs at

an exact spatial location in a device to maximise phenomena linked to the spatial position of QDs

inside said structures such as the Purcell effect(see Section 2.5) or chiral contrast(see Section 2.7).

This technique has been used to position single QDs in photonic crystal cavities [40] and at chiral

points in a nanobeam waveguide [85]. However, there have thus far been no successful demonstra-

tions of multiple registered QDs resonant in a nano-photonic structure. Despite the high precision

of the registration process the accuracy of the measurement is reduced by mechanical drift of the

scanning stages during the long process of repeated linescans. Moreover, the imperfect accuracy of

the device fabrication process further reduces the overall accuracy of the registration process. The

process has a reported success rate of around 70% for positioning single dots [40].

Alternatively, recent developments have removed the need for rasta-scans improving the accuracy of
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the registration. This is achieved by using a wide-field excitation via an above band ’Light-Emitting

Diode’ (LED) to excite the whole registration region. A high-resolution CCD camera is then used

to image the PL from all of the QDs in the area [86]. A tunable narrow bandpass filter is used to

select a small window of PL so that individual QDs can be resolved on the camera. This method

shows an improved positioning success rate of up to 96% [87].

One downside of QD registration comes from the fabrication of photonic structures around the

registered QDs. Changes in the electrical and strain environment around the QDs occur after

structures are etched around the QDs. This can cause the spectral properties of the QDs to change.

Therefore, even if two QDs are resonant when registered, the fabrication of structures around the

QDs can cause them to become off resonance. Because of this, QD registration is normally used

alongside conventional tuning methods such as electrical or magnetic tuning in order to account

for this unavoidable and unpredictable fabrication related shift.

2.4 Nano-photonic structures

To effectively take advantage of QDs as qubits for QIP light must couple efficiently to and from the

QDs. Moreover, several advantageous behaviours exhibited between photons and QDs can only be

seen when the QD resides in a specific photonic environment. Embedding QDs in nano-photonic

structures allows for highly efficient coupling of light to and from QDs as well as off chip. Further-

more, due to the wealth of available fabrication techniques, precise control over these structures

and therefore the environments of QDs is possible.

A broad range of photonic structures have been developed for use in quantum optical QIP in-

cluding optical waveguides [24, 85, 88] and cavities [24, 26, 39], interferometers [89], phase shifters

[90], resonators [91, 92], single photon sources [20, 57] and on/off chip light couplers [24, 25]. These

structures are free-standing allowing for light to be confined far away from the semiconductor sub-

strate.

In general, there are two main categories of nano-photonic structures depending on how light is

confined within them: structures which use ’Total Internal Reflection’ (TIR) to confine and route

light and structures that use both TIR and optical band gaps. Due to the high refractive index

contrast between GaAs (n ∼ 3.4 at 4K) and air (n ∼ 1), which is used as the cladding for GaAs

nano-photonic devices, the critical angle is low (∼ 17◦). Therefore, the majority of the light emitted

by an embedded emitter in the waveguide is confined by TIR making GaAs an intrinsically low

loss medium for wavelengths of light > 1000nm. For longer wavelength photons, GaAs becomes

transparent.



2 BACKGROUND 26

2.4.1 Nanobeam waveguides

The simplest nano-photonic structure that can be created is a narrow free-standing beam often

called a bridge or ’Nanobeam Waveguide’ (NBW). The performance of optical waveguides can be

Figure 12: Top down scanning electron-microscope image of a suspended GaAs nanobeam waveg-

uide between two λ/2n grating outcouplers. The area either side of the beam has been etched away

leaving a large air gap to separate the bulk material (seen at the top and bottom of the image) from

the waveguide. Similarly, the material below (AlGaAs) has been etched away using hydrofluoric

acid (HF) to create a free-standing waveguide.

quantified via the β factor, which describes the rate of light coupled from an embedded emitter into

a single optical mode in the waveguide compared to the recombination rate by all possible decay

processes [93].

β =
γwg

γwg + γng + γnrad
(10)

The β factor is given by Equation 10 where γwg is the rate of light coupled to the waveguide mode,

γng is the rate of light coupled to non-guided modes and γnrad is the rate of non-radiative recom-

bination. For a nanobeam waveguide the β factor is fundamentally limited by the critical angle

between GaAs and air but values as high as β = 0.8 have been demonstrated recently in a structure

designed to maximise β [94]. For more typical nanobeam designs such as that shown in Figure 12

the β factor is lower, β ∼ 0.5 [95]. Nanobeams are one of the most important nano-photonic struc-

tures due to their simplicity and versatility. Often they are used to route photons between more

complex structures or into grating outcouplers so the light can be efficiently collected off chip.

The waveguides used in this thesis are 170nm thick GaAs waveguides. By adjusting the width

of the waveguide the modes supported by the waveguide are altered. For most experiments in this

thesis 280nm wide waveguides are used, this ensures only a single TE guided mode is allowed in

the waveguide.
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2.4.2 Grating output couplers

While many QIP protocols can be done on-chip, it is important to be able to efficiently extract

the light off-chip as optical manipulation and detection of photons largely occurs off-chip. Most

optical set-ups utilise top down excitation and collection of light. Therefore, a structure is needed

that can route photons from the guided waveguide modes vertically towards the collection optics.

A popular design for such a structure is the λ/2n or semi-circular grating ’Output Coupler ’ (OC)

as seen at the ends of the nanobeam in Figure 12 [96]. These gratings consist of several concentric

semi-circular rings (normally 3/4) radiating out from the end of a waveguide with a period of λ/2n.

This choice of period provides maximal vertical scattering whilst minimising unwanted reflections

back into the waveguide. The shape of the grating causes destructive interference in the plane of

the structure causing the light to be scattered upwards. In this thesis the light is collected into a

single mode optical fibre via a confocal microscopy set-up. This design is extremely popular due

to the small spatial footprint of the device and the ability to fabricate the OCs in just one fabri-

cation step. However, the efficiency of the design is fundamentally limited by the symmetry of the

reflection directing half of the light down into the substrate. Even the highest predicted collection

efficiencies are only ∼40% [48]. Moreover, strong back-reflections are seen from such OCs despite

the design aiming to eliminate them [85].

Figure 13: Scanning electron-microscope image of a shallow-etched grating outcoupler. (Image

taken by Dr René Dost.)
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Recently an alternative grating OC design has been developed which uses a ’Shallow-Etched Grat-

ing ’ (SEG) as seen in Figure 13, to scatter light off chip with a remarkable improvement in efficiency

over the λ/2n OCs [25]. Whereas the λ/2n OCs send the light directly upwards the SEG OCs re-

flect the light out at a small angle away from the vertical, this greatly reduces the amount of

back-reflections seen into the waveguide. This can be explained by considering the Bragg condition

for diffraction gratings.

χ− kx = m · 2π
Λ

(11)

Where χ = 2πn̄eff/λ0 is the propagation constant for the waveguide mode, kx = 2π/λ0 · sin(θ) is
the wavevector component for the diffracted light in the propagation direction, m is the diffraction

order, n̄eff is the (average) effective index of the membrane and Λ is the period of the diffraction

grating. As mentioned previously χ = λ/2n for the semi-circular OC design. From the Bragg con-

dition in Equation 2.4.2 this leads to the first order diffraction (m = 1) to be scattered vertically.

Crucially however, this condition leads to the second order (m = 2) diffraction to be scattered back

into the waveguide. As n̄eff is fixed, the pitch of the grating can be adjusted to engineer a small

scattering angle, this causes the m = 2 diffraction order to no longer be scattered back into the

waveguide, significantly reducing the back reflections from the OC. The efficiency of SEG OCs is

also much greater than semi-circular OCs with measured efficiencies of 60% in experiment and up

to 75% in simulation [25].

There are clear advantages to SEG OCs in both superior scattering efficiency and reduced back-

reflections compared to semi-circular OCs, however, SEG OCs are several times larger and require

multiple fabrication steps. Moreover, SEG OCs have a much narrower operation bandwidth and

are less robust to fabrication imperfections.

2.4.3 Photonic crystal waveguides

As discussed briefly in Section 2.4, light can be confined in nano-photonic structures by both TIR

and optical band gaps. The latter is present in ’Photonic Crystal ’ (PhC) structures. PhCs are

periodic lattices of materials of alternating refractive index such as air and semiconductor. Optical

modes propagating through a PhC medium are separated into two bands, the air and dielectric

bands, analogous to the conduction and valence bands in electronic band structures. If the refrac-

tive index contrast between the two media is sufficiently large, then due to destructive interference

of light of certain wavelengths, an optical band gap arises between the air and dielectric modes.

Light within this band gap cannot propagate through the PhC causing the PhC to act as a mirror

at these wavelengths [97]. The energy of the band gap is related to the period a of the PhC by

a = λ/2n, where n is the refractive index of the dielectric medium.

This allows light to be strongly confined and guided by PhCs. In this thesis only 1D and 2D

PhCs are considered. The 1D PhCs are extremely simple in design, just a single row of air holes
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Figure 14: Scanning electron-microscope image of a W1 PhC waveguide coupled to a nanobeam

waveguide. A single row of air holes has been removed from the 2D PhC to allow a single mode

that is forbidden in the photonic band gap to propagate through the medium.

in a nanobeam waveguide. The 2D PhCs used in this thesis consist of a triangular lattice of air

holes in a free-standing membrane. The simplest PhC waveguide is formed by removing a single

row of holes from a 2D PhC as seen in Figure 14. This allows a forbidden mode to propagate along

the dielectric region created by removing the air holes. This type of waveguide is known as a W1

waveguide and allows a single guided mode to propagate in the photonic band gap. The light is

confined by the photonic band gap in the plane of the membrane and by TIR out of plane similarly

to the nanobeam waveguide.

W1 waveguides exhibit a much higher β factor than nanobeam waveguides with reported val-

ues of up to 98% [48]. Additionally, due to coupling between the gap guided and index guided

modes, the gap guided mode is highly dispersive near the band edge. Therefore, the group velocity

of the light is incredibly sensitive to the wavelength of the light [98]. Near the band edge light

is slowed down significantly, this phenomenon is called the ’slow-light ’ effect. Light that is in the

slow-light region (close to the band edge) experiences an increased light-matter interaction time

due to the reduction in group velocity. This enhanced light-matter interaction is a highly desirable

effect in quantum optics as it allows for the enhancement of the emission rate of QDs [45]. This

enhancement can be quantified via the ’Purcell factor ’, which is discussed in detail in Section 2.5.1.

However, the slow-light effect can be detrimental to the propagation of light through the waveguide.

The light can become trapped in the waveguide due to Anderson localisations. These localisations

occur when the scattering induced by the slow-light effect and disorder in the PhC lattice is so

pronounced that an effective cavity is formed in the waveguide. These localised modes are most

common close to the band edge of the photonic band gap where the slow-light effect is strongest [99].
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W1 waveguides provide much stronger confinement than NBW and the potential for strongly en-

hanced light-matter interaction within the waveguide making them an attractive choice for an

optical waveguide. However, W1 waveguides struggle with guiding light around bends. Unmodified

W1 waveguides experience losses of up to 40dB when guiding light through bends. Even after sig-

nificant and precise modification to the PhC, the bandwidth of maximal bend transmission is very

narrow (≤ 9% of the photonic band gap) and the loss rates remain high (up to 10dB) [100–102].

Moreover, the bend radius is fundamentally limited by the shape of the unit cell. Bending of a

NBW is only limited by the critical angle of TIR (∼ 17◦ in GaAs) and so can take any arbitrary

angle with minimal losses, assuming the bend radius is large enough (∼ 1µm) that the light con-

fined does not exceed the critical angle.

Whilst normally PhC waveguides struggle to guide light around bends, certain PhC unit cell ar-

rangements can form waveguides that have topologically protected guided modes. Modes with

topological protection are robust to defects, robust to sharp changes of direction, and suppress

back reflections, leading to broadband low loss transmission of the topologically protected mode.

These waveguides are formed at the interface between two PhCs with unit cells which are mirrored

at the interface [88, 91]. Whilst these waveguides do provide highly lossless transmission and ex-

hibit strong directionality, the unit cells leave very little dielectric material for QDs to be embedded

in the waveguide away from etched surfaces which can degrade the optical performance of QDs.

Somewhat of a compromise between topological and W1 waveguides comes in the form of a ’Glide

Plane Waveguide’ (GPW) [103]. A GPW is a modified W1 waveguide where the PhC on one side

of the defect is shifted by half a lattice period in the waveguide direction. This breaks the reflection

symmetry of the system which alters the electric field distribution of the waveguide mode, moving

the maxima away from the centre of the waveguide. This allows circularly polarised modes to be

present at the field maxima. Thus a GPW exhibits strong directionality whilst maintaining the

space afforded to a W1 waveguide but does not have topological protection.

Overall, PhC waveguides are an incredibly versatile and diverse method of routing photons with

major advantages over a NBW in terms of confinement strength, slow-light capabilities and strong

directionality. However PhC waveguides are not suitable for all scenarios and struggle with wide

bandwidth bend transmission. PhCs also require complex fabrication compared to NBWs which

can introduce unwanted defects in the structure to which PhCs are more susceptible than NBWs.

2.4.4 Photonic crystal cavities

Thus far the purpose of the nano-photonic structures discussed has been to route light efficiently

either on or off-chip. To supplement these highly effective photon routing devices, similarly effec-

tive devices are required which can trap light in a single spatial location. Such devices are called
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optical cavities. The operation and underlying physics of these cavities are discussed in detail in

Section 2.5, this section will focus on the overall performance and operation of specific cavity de-

signs.

Whilst multiple optical cavity schemes exist in GaAs systems, such as open cavity [44], micro-disks

[104] and micro-pillar [41] designs, ’Photonic Crystal Cavities’ (PhCCs) have been of particular

interest in recent years. This is due to their low modal volumes and high quality-factors whilst

being easy to integrate into existing nano-photonic circuits due to their planar geometry.

Like PhC waveguides, PhCCs use photonic band gap confinement to trap light within a small

defect, this provides extremely strong confinement as propagation of the defect mode is forbidden

in the surrounding crystal. PhCCs can be broadly split into two categories: 1D and 2D cavities. 1D

PhCCs consist of a single row of a PhC in a NBW with a defect at the cavity centre; a schematic

of the most simple 1D PhCC can be seen in Figure 15 which consists of a uniform PhC with a

single air hole omitted to create a defect. This forms a Fabry Pérot cavity of length L in which a

forbidden mode can propagate between the two mirrors.

Figure 15: Schematic of the most simple 1D PhCC in which a single air hole is omitted from the

PhC, creating a defect in which a forbidden mode can exist. The 1D PhCs either side of the defect

act as mirrors in the waveguide direction confining the mode to the cavity centre via the photonic

band gap; the mode is confined in the two remaining dimensions by TIR.

The wavelength of the cavity resonance is given by:

λ = 2neffL (12)

where neff is the effective refractive index of the cavity and L is the cavity length. This cavity

design is extremely simplistic, making it easy to fabricate. However, the performance of such a

device is heavily limited by the large scattering losses from the cavity/mirror interface due to the
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mismatch between the cavity and PhC modes [105]. By tapering the position and radii of several

of the holes closest to the cavity centre, the mismatch between cavity and PhC modes can be

smoothed, reducing the amount of light scattered out of plane at the interface and thus increasing

the confinement of the cavity whilst keeping the mode volume constant [106, 107]. Figure 16 shows

Figure 16: Scanning electron-microscopy image of a 1D PhCC with a tapered PhC section of 5 air

holes either side of the cavity centre. The radius and position of the holes are tapered linearly down

to a set minimum whilst keeping the ratio of radius to period constant from the uniform mirror

section.

an example of a cavity formed using the mode matching taper. Due to the reduction in hole radius

and spacing at the cavity centre the need to omit a single hole from the PhC is removed allowing for

extremely small mode volumes to be realised in 1D PhCCs with some novel designs exhibiting mode

volumes close to the theoretical limit Vm = ( λ
2n)

3 [108]. These low mode volumes combined with

the strong confinement of 1D PhCCs has allowed strong coupling between a QD and 1D PhCC to

be demonstrated [42]. Moreover, demonstrations of: lasing [109, 110], frequency conversion [111],

spectral filtering [112], tunable cavities [113], and simultaneous temperature and complex refractive

index sensing [114] show both the enormous versatility and potential applications of 1D PhCCs.

Expanding into two dimensional PhCs allows for more complex and differing cavity designs. The

most common 2D PhCC designs are the H1 and L3 cavities as seen in Figure 17. H1 cavities are

created by removing a single air hole from a 2D PhC, this missing hole acts as a defect, trapping

light. As seen in Figure 17, the air holes surrounding the defect are modified slightly from the

uniform PhC; this increases the confinement of the cavity significantly in the same fashion as for

the 1D PhCC by improving the mode matching between the defect and mirror modes [105, 115]. L3

cavities are formed by removing a row of 3 holes from a 2D PhC, this creates a line defect. Similarly

to the H1, the air holes at either end of the cavity are modified to improve the mode matching and

reduce the scattering losses from the cavity [116]. This thesis will focus on H1 cavities rather than

L3 cavities.

The mode profiles of the fundamental modes of an H1 cavity are shown in Figure 18. Two degener-
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Figure 17: Schematic of a.) H1 and b.) L3 PhCCs. Both cavities are formed by removing air

hole(s) from the PhC to create a defect. The air holes closest to the cavity are altered to improve

the mode matching between the cavity and PhC modes, this increases the confinement.

Figure 18: FDTD simulations of the electric field profiles of the two degenerate fundamental modes

of an H1 cavity, the modes are spectrally degenerate but have orthogonal linear polarisations.

ate modes are present in an H1 cavity; these modes are the fundamental modes of the cavity and are

linearly polarised with orthogonal polarisation to each other. Despite having differing spatial dis-

tributions the modes are truly degenerate. By altering the photonic crystal period in one direction

the degeneracy of the modes can be lifted, although experimentally due to fabrication imperfections

the mode degeneracy is already lifted. In this case the detuning of the modes can be adjusted by

altering the PhC period in one dimension or by applying uniaxial strain to the PhC [117, 118].

Strong coupling has also been measured in H1 cavities [119]. Moreover, demonstrations of highly

efficient single photon emission from an H1 cavity show the potential for the use of H1 cavities for

QIP [43]. Whilst H1 cavities do not exhibit as low mode volumes or as strong confinement as 1D
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PhCCs, their large dielectric areas at maximum E-field intensity, the existence of two fundamental

modes and their ease of integration with PhC waveguides give them unique advantages over 1D

PhCCs despite lower cavity performance.

When considering the viability of PhCs for scalable QIP devices, the repeatability and reliabil-

ity of the device fabrication must be discussed. To interface multiple PhC structures for QIP

processes, the modes in the PhC structures must be resonant. The properties of the modes in

PhC structures are determined by the dimensions of the etched features. Therefore, the ability to

reliably create resonant structures is highly dependant on the repeatability and reliability fabri-

cation process. This is especially true for devices designed to operate in the near infra-red range

(the range in which InAs QDs emit), where feature sizes in PhC structures can be on the order

of tens of nanometres. State-of-the-art fabrication equipment and techniques can fabricate PhC

structures where the standard deviation of the variation in feature size is as low as 0.4nm; this

results in a standard deviation of 1.34nm for the distribution of the centre of the PhC modes [120].

For waveguide devices, which typically exhibit modes with bandwidths on the order of hundreds

of nanometres, the variation in the central frequency of the mode will not significantly effect the

overlap of the modes between multiple PhC waveguides. However, for high quality PhCCs with

mode bandwidths ≪ 1nm, this variation poses a significant challenge when attempting to interface

multiple resonant PhCCs. To combat the impact of fabrication imperfections on the repeatability

of PhCC fabrication, methods by which the wavelength of the cavity mode can be tuned post

fabrication have been developed. These methods allow for the impact of fabrication imperfections

to be mitigated as the tuning range of the cavity mode is larger than the standard deviation of the

cavity mode wavelength distribution. These methods are discussed in further detail in Chapter 5.

With the current state-of-the-art fabrication, PhC waveguide devices are highly scalable due to

their bandwidths being much larger than the uncertainty in the central wavelength of the mode.

For PhCC devices, if a combination of state-of-the-art fabrication and cavity tuning techniques

are considered, PhCC systems can realistically be scaled up to a system of two resonant cavities.

A system of three resonant cavities, while certainly achievable with current techniques, would be

challenging to realise. Ultimately, the scalability of PhCC devices will continue to improve in

tandem with improvements to both PhC fabrication and cavity tuning techniques as well as the

development of surface passivation procedures. Surface passivation has been shown to reduce the

variation in cavity mode wavelength whilst simultaneously increasing the average quality-factor of

groups of nominally identical PhCCs.

2.5 Cavity quantum electrodynamics

The physics that describes the phenomena exhibited by light confined to an optical micro-cavity is

known as ’Cavity Quantum Electrodynamics’ (cQED) and shall be discussed in this section. Firstly,
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Figure 19: Diagram of the Jaynes-Cummings

model description of a QD coupled to a photon

in a micro-cavity κ is the cavity leakage rate,

γ is the decay and dephasing rate and g is the

coupling rate between the photon and the QD.

a relevant model of the system must be defined. A two-level system (in this case a QD) coupled to

a photon trapped in a micro-cavity is described mathematically by the Jaynes-Cummings model

[121].

When considering the performance of optical micro-cavities there are two main parameters to

discuss. First is the ’mode volume’. The mode volume describes the spatial confinement of the

mode and is given by:

Vm =

∫
d3rϵ(r) | E(r) |2

max(ϵ(r) | E(r) |2)
(13)

where ϵ is the relative permittivity of the material and E is the electric field strength of the cavity

mode. Second is the ’Quality-Factor ’ (Q-factor). The Q-factor describes the confinement strength

of the cavity and is given by:

Q =
ω0

∆ω
(14)

ω0 is the resonance frequency of the mode and ∆ω is the linewidth of the resonance peak. The

cavity leakage rate κ is related to the Q-factor by:

∆ω = 2κ (15)

therefore, a larger Q-factor indicates a longer confinement time. Finally, the coupling rate between

the QD and photon is given by:

g =
1

ℏ

√
ℏω
2Vm

µ (16)

where µ is the dipole moment of the QD under the assumption that the QD is placed at the

point of maximum E-field intensity. Figure 19 shows these parameters in relationship to each other

pictorially. Depending on the values of each of these parameters relative to each other, different

physical phenomena are observed. There are two main regimes that shall be explored; weak and

strong coupling.

2.5.1 Weak coupling

In the weak coupling regime the loss rates from the cavity dominate the photon QD coupling to the

point where photons emitted from the QD cannot be reabsorbed i.e. g ≪ κ, γ. In this scenario the
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emission rate of the QD is increased when on resonance with the cavity, this phenomenon is called

the ’Purcell effect ’ [122]. The emission enhancement follows from Fermi’s golden rule as the local

density of final photon states is greater in the cavity than in free space. The degree of emission

rate enhancement is given by the Purcell factor:

FP =
3

4π2

(
λc
n

)3( Q

Vm

)
(17)

where λc is the resonance wavelength of the cavity and n is the refractive index of the cavity. From

this it is clear that to obtain the highest Purcell factor for a specific cavity wavelength, the ratio

of Q
Vm

must be maximised. Thus, cavities with low mode volumes and high Q-factors are ideal.

The ratio of Q
Vm

is often taken as a figure of merit for weak coupling systems. Experimentally, the

emission rate enhancement is characterised by a reduction in emitter lifetime, leading to an increased

emission peak intensity and emitter linewidth. The weak coupling regime has been demonstrated

comprehensively for QD systems [43–45, 110] and as such is an important phenomenon for the

realisation of many QD based QIP systems.

2.5.2 Strong coupling

If the converse of the weak coupling conditions are considered, the QD-photon coupling dominates

over the leakage rates g ≫ κ, γ. This is know as the strong coupling regime. In the strong coupling

regime, the photons confined to the cavity are reabsorbed and emitted many times by the QD

before escaping the cavity, due to the low cavity loss rates compared to the QD-photon coupling

rate. This causes the photons to oscillate between the cavity and QD fields. This behaviour is

known as ’vacuum Rabi oscillations’ and causes a polaritonic state to form (a hybrid light-matter

quasi-particle). This state produces characteristic spectral peaks with a splitting of ΩR = 2g called

the ’Rabi frequency ’. Experimentally these peaks can be observed to anti cross when the QD and

cavity lines are tuned through resonance.

For small cavity lengths (e.g. those of micro-cavities) the cavity leakage rate is much higher than

the losses associated with dephasing e.g. κ≫ γ. Therefore, the figure of merit for strong coupling

can be defined as being ∝ g
κ . From Equation 15 and Equation 16 it can be seen that:

g

κ
=

√
2

ℏω

(
Q√
Vm

)
µ (18)

therefore, the figure of merit for strong coupling is proportional to Q√
Vm

. As mentioned in Sec-

tion 2.4 strong coupling has been demonstrated in multiple different QD systems [40–42, 119].

It is worth mentioning that a third regime exists, known as ultra-strong coupling, when the Rabi fre-

quency approaches or exceeds the cavity resonance frequency. Such a regime has not been reached

in QD systems however, and so will not be discussed here.
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2.6 Photon statistics

One of the fundamental aspects of the quantum description of light is the wave-particle duality.

In classical physics light is described purely as a wave and behaves as such in all situations. In

quantum mechanics, light is described as a stream of particles (photons) and as such different

physics is expected [123]. The statistical nature of these photon streams can be categorised into

three schemes and is an important attribute of quantum light in the context of QIP.

Figure 20: a.) Visual representation of the three schemes of photon statistics showing the time

intervals between the photons for: coherent (Poissonian) light where there is no correlation in

the time gap between photons, anti-bunched (Sub-Poissonian) light where individual photons are

separated by some minimum time interval and bunched (Super-Poissonian) light where photons

are likely in groups of two or more. b). Graph showing the probability distributions against the

number of photons detected in an arbitrary time window for the three regimes of light depicted

in a.), Poissonian, Sub-Poissonian and Super-Poissonian. The mean expected number of photons

n̄ = 50 for all three distributions.

2.6.1 Coherent light

The first case is ’coherent light ’. In this scheme the photons are spaced randomly in time so that

there is no correlation between photon number and arrival time at a detector. Most classical light

sources are described by this scheme including lasers. In terms of a statistical representation, a

coherent light source that is stationary (i.e. photon flux does not change with time) follows a

Poisson distribution. A Poisson distribution describes the probability of a given number of events

occurring in a discrete time window when the events are completely independent of each other

given a known mean rate [124]. Figure 20 gives a visualisation of the photon streams and shows

the probability density functions for all three photon schemes. For coherent light following the
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Poissonian distribution the mean number of photons is equal to the variance.

n̄ = ∆n2 (19)

Therefore, the standard deviation of the photon number distribution is given by:

∆n =
√
n̄ (20)

2.6.2 Anti-bunched light

Secondly, and most importantly for QIP applications, is ’anti-bunched light ’. This scheme occurs

when there is some minimum time gap between the individual photons. This leads to a stream of

photons where it is highly unlikely that two or more photons will be grouped together, as such,

the stream is made mostly of single photons. Anti-bunching is a purely quantum effect with no

classical description and is described statistically by a Sub-Poissonian distribution. Comparing the

distributions in Figure 20 b.) it can be seen that the fluctuation about the mean for the Sub-

Poissonian distribution is narrower than the Poissonian distribution. This agrees intuitively with

the idea of anti-bunching as one would expect the minimum time intervals between the photons to

reduce the randomness in photon number per time interval. Furthermore, if the ideal case of an

exact regular time gap between photons is considered, then the fluctuations in photon number will

be eliminated entirely. Therefore, for Sub-Poissonian light, the standard deviation is lower than

the mean value:

∆nsub <
√
n̄ (21)

Single photon sources such as QDs [20, 24, 43, 44, 47, 57] single atoms [14, 125–127] and colour

centres [13, 128–130] produce anti-bunched light.

2.6.3 Bunched light

Finally, the last case is for light where the standard deviation of the distribution of photon numbers

detected is larger than the mean:

∆nsuper > n̄ (22)

this scheme is called ’bunched light ’ and is described by Super-Poissonian statistics. In bunched

light photons are likely grouped into bunches of 2 or more photons. Sources of bunched light include

classical sources with time varying intensity (also called ’chaotic light ’) and thermal sources such

as black-body radiation. The intensity fluctuations of chaotic light will undoubtedly lead to greater

fluctuations in the number of photons detected compared to a coherent light source, thus leading to

an increased standard deviation. In the case of thermal light, the number of photons detected follows

a Bose-Einstein distribution where P (n) is greatest at n = 0 and decreases exponentially. The

variance of the Bose-Einstein distribution is always larger than that of the Poissonian distribution

when considering a single mode of thermal light. When considering a large number of modes,
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the variance approaches the result of a Poissonian distribution. However, if energy fluctuations

from a black-body emitter are considered, it can be seen that the variance remains larger than the

Poissonian case even for a large number of modes [123]. It is important to note that while a change

in intensity fluctuations will alter the photon statistics, a change in the overall intensity (the mean

number of expected photon detections n̄) of the source will not occur.

2.6.4 Degree of second order coherence

Having discussed the three statistical schemes of light, a way of quantifying them is required so that

a stream of photons may be measured and the photon statistics determined. This can be achieved

by measuring the ’degree of second-order coherence’ or g(2)(τ) of the light source. The degree of

second-order coherence describes the correlation in intensity between the two outputs A and B of

a light source incident on a beam splitter:

g
(2)
A,B(τ) =

⟨IA (t+ τ) IB (t)⟩
⟨IA (t+ τ)⟩⟨IB (t)⟩

(23)

where τ is the time delay between the detections at A and B, and IA and IB are the intensities at

the detectors. For a source where the intensity does not vary with time, the angled brackets can

be interpreted as an ensemble average rather than a time average over a large range of t [131]. The

most important case for QIP is the case when τ = 0, which describes the correlation in intensities

for simultaneous detections at A and B. It is useful to rewrite Equation 23 in terms of detection

probabilities, this is known as the semi-classical g(2). The probability of detecting a single photon

within a small time ∆t on detector A is defined as:

PA = ηA⟨IA (t)⟩∆t (24)

where ηA is the efficiency of detector A. The probability of detecting a photon at B in a small time

window ∆t, τ seconds after detecting a photon at A also in a small time window ∆t is given by:

PA,B(τ) = ηAηB⟨IA (t+ τ) IB (t)⟩ (25)

By combining Equation 24 and Equation 25 with Equation 23:

g(2)(τ) =
PA,B (τ)

PAPB
(26)

As stated earlier the most important case is for τ = 0:

g(2)(0) =
PA,B (0)

PAPB
(27)

here PA,B(0) is the probability of a coincidence count in time window ∆t between detectors A

and B. For coherent light, there is no correlation between photon arrival times and as such no

correlation between detections at A or B. Therefore, the coincidence probability is just equal to
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the product of the two detector probabilities. As such, the value of g(2)(0) = 1 for a coherent source.

For bunched light, the photons are more likely to arrive at the beam splitter in groups of 2 or

more than as individuals. This increases the likelihood of coincidences being detected, as multiple

photons are striking the beam splitter in ∆t. In this case, the coincidence probability is greater

than the product of the two detectors probabilities and so g(2)(0) > 1 for bunched light.

Finally, for anti-bunched light individual photons are separated by a minimum time gap from

each other. It is highly unlikely that two photons will be incident on the beam splitter in ∆t and

so only a single detection will be made. The probability of detecting a coincidence between A and

B is smaller that the product of the individual detector probabilities and so for anti-bunched light

g(2)(0) < 1. For a perfectly anti-bunched source where the photons are emitted with a regular

time gap to each other, if ∆t is smaller than this time gap then PA,B (0) → 0. Therefore the

expected result for a perfectly anti-bunched light source is: g(2)(0) = 0. One figure of merit for the

performance of a single photon source is the single photon purity. This can be found by comparing

the value of g(2)(0) obtained experimentally to the ideal value. Other figures of merit include the

indistinguishability and fidelity of single photons from a source.

2.7 Directionality of embedded emitters

For the majority of the nano-photonic devices discussed in Section 2.4, the emission of light from

the embedded emitters is assumed to be isotropic and the operation of the device invariant of the

emission direction and polarisation of the light. However, one can imagine the advantages and

potential applications of a nano-photonic device with embedded emitters that exhibit deterministic

directionality such as deterministic quantum state transfer and unidirectional coupling between

qubits [132, 133].

To understand how to achieve this directional emission using nano-photonic devices, the prop-

erties of the electric field in a single mode nano-photonic waveguide must be considered. Due to

the transverse confinement of light in the waveguide, the first-order field component is longitudinal

(Ex) [134]. This field component oscillates with respect to the transverse field component (Ey)

with a phase of ±π
2 causing the electric field to be elliptically polarised. The degree of ellipticity

is dependant on the relative amplitudes of (Ex) and (Ey), for the case where |Ex| = |Ey| the field

is circularly polarised. The sign of the phase difference between the field components is dependant

on propagation direction of the mode in the waveguide. This is known as ’spin-momentum locking ’

and is a consequence of the time reversibility of Maxwells equations [135]. Different waveguide

architectures give rise to different polarisation distributions of the optical mode. For example, in

a nanobeam waveguide the fundamental mode is linearly polarised at the centre of the waveguide

as |Ex| ≠ |Ey| & |Ex| = 0 at the centre of the waveguide. Conversely, at the waveguide-cladding
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interface the mode is circularly polarised as |Ex| = |Ey| ≠ 0 [85, 136].

If the case of a single emitter placed in a nano-photonic waveguide is considered, the coupling

strength of the emitter to the waveguide modes is given by the β factor (Equation 10). The emis-

sion rate into the waveguide modes can be split into the two propagation directions γwg → γ+, γ−.

Due to spin-momentum locking in general γ+ ̸= γ− leading to some directionality of the β factor.

In the case where the emitter is located at a point in the waveguide where the electric field is

circularly polarised, the polarisations for opposite propagation directions will be orthogonal. If a

circularly polarised photon is emitted into the waveguide from this location it will couple only to

the correspondingly polarised propagation direction, thus the emission becomes unidirectional [137].

At points away from the perfect case the emission will be preferentially but not completely di-

rectional. The degree of directionality for any point in a waveguide can be obtained using the

Stokes Parameters, a set of equations which make up the observables of a polarisation field [138].

S0 = |Ex|2 + |Ey|2 (28)

S1 = |Ex|2 − |Ey|2 (29)

S2 = 2R
(
ExE

∗
y

)
(30)

S3 = −2I
(
ExE

∗
y

)
(31)

The degree of directionality is found by calculating the degree of circular polarisation at the point

of interest. This is given by:

C =
S3
S0

=
−2I

(
ExE

∗
y

)
|Ex|2 + |Ey|2

(32)

The degree of directionality is often referred to as the ’chiral contrast ’. Experimentally, in nano-

photonic waveguides the chiral contrast (C) of an emitter can be calculated by measuring the

intensity of the emitter at each end of the waveguide (IR and IL). By calculating the difference

between these intensities and normalising over the total intensity the directionality of the emitter

is found:

C =
IR − IL
IR + IL

(33)

If the emitter was at a point of circular polarisation then only one output of the waveguide would

measure any photons and C = 1. Conversely, in the case where the emitter is in an area of linear

polarisation: γ+ = γ−. Therefore, IR = IL and thus C = 0.

For QDs in nano-photonic devices, directional emission has been demonstrated in nanobeam waveg-

uide structures [85, 139, 140], with chiral contrasts of up to C = 0.95 ± 0.05 measured [85]. Fur-

ther demonstrations of directionality from QDs in nano-photonic structures include both W1 PhC

waveguides (C = 0.98 ± 0.02) [141] and GPWs (C = 0.9 ± 0.13) [103] as well as topological PhC

waveguides (C = 0.75± 0.02) [91].
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3 Methods

3.1 Introduction

In this chapter, the different methods used throughout the work in this thesis will be described.

Firstly, the process of growing semiconductor wafers will be described. This will be followed by a

description of the process by which nano-photonic structures and electrical diodes are fabricated

onto the wafers, to allow for the photonic and electrical environment of embedded QDs to be con-

trolled.

The various experimental measurement procedures used to obtain the data in Chapters 4 - 6 will

be described next. Details of the lasers used in this thesis will be included first, before descriptions

of the experimental set-ups. Confocal microscopy PL, white light reflectivity and time-resolved

measurement procedures will be detailed with inclusions of schematics of each experimental set-up.

Next, the operation of the cryostats which house the samples at cryogenic temperatures will be

discussed.

Lastly, the computational methods used in this thesis will be outlined. The main simulation

method used throughout this thesis is a Finite-Difference Time-Domain (FDTD) method, this will

be discussed in detail first. A brief description of MIT Photonic Bands (MPB) software will follow

this before a more detailed discussion of the Monte Carlo simulation method.

3.2 Wafer growth and nano-structure fabrication

3.2.1 Semiconductor wafer growth

The samples measured in this thesis are made from GaAs heterostructure wafers with embedded

InAs SKQDs. These heterostructure wafers are grown via MBE, allowing for precise control over

the composition and thickness of each material layer. The process by which SKQDs and SCQDs

are grown is explained in detail in Section 2.2.1 and Section 4.2, respectively and so will not be

covered in detail here. The composition and growth of the wafer heterostructure will be discussed.

MBE growth is conducted in an ultra-high vacuum environment where sublimed molecules are de-

posited onto a heated substrate through mechanically-controlled molecular beams. The thickness of

the layers can be monitored throughout the growth process using ’Reflection High Energy Electron

Diffraction’ (RHEED). By scattering high energy electrons off the sample surface at small incidence

angles a diffraction pattern is obtained. By analysing this diffraction pattern the properties of the

deposited layers can be determined [142].

Figure 21 shows the heterostructure of the waveguide compatible wafers used in this thesis. Atop

a 1000nm thick GaAs substrate a 300nm n-doped GaAs layer is grown to enable a diode to be
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Figure 21: Schematic showing the general heterostructure of the wafers used to fabricate the samples

in this thesis. The membrane is grown atop an AlGaAs sacrificial layer which is etched away in

the device fabrication process to leave the membrane free-standing. The membrane contains both

doped GaAs and AlGaAs/Aluminium Arsenide (AlAs) barrier layers to enable a p-i-n diode to be

fabricated in the membrane and for the QCSE tuning range to be increased, respectively.

fabricated between the substrate and the membrane. The next layer deposited is a 1000nm thick

AlGaAs layer. This layer is known as the ’sacrificial layer ’, on top of which the GaAs membrane

is grown which contains InAs QDs. Once nanophotonic devices have been fabricated in the mem-

brane of the wafer, the sacrificial layer is removed via a hydrofluoric acid (HF) etch to leave the

membrane free-standing around the structures. This enables the nano-photonic structures to be

air-clad, leading to a high degree of confinement of light in the structures. The removal of the

sacrificial layer is also essential to enable the operation of electromechanical devices such as the

devices presented in Chapter 5. The 170nm thick membrane which is grown atop the sacrifical

layer contains a complex layer structure to maximise the potential applications of the wafer. At

the top and bottom of the membrane, p-doped and n-doped GaAs layers are grown to enable a

p-i-n diode to be created across the membrane. This allows for the QD emission energy to be tuned

via the QCSE and for the charge states of the QDs to be controlled. To increase the range of the

QSCE tuning, AlGaAs or AlAs barrier layers are grown either side of the QD layer. The QD layer

is grown atop a GaAs layer to create the lattice mismatch (7%) required for the QD growth. The

QDs are then capped by a second GaAs layer before the top barrier layer is grown. By varying the

thickness of the barrier layers, the QCSE tuning range can be altered. The SCQD wafers in this

thesis do not contain a sacrificial layer and as such are not compatible with waveguide devices. The

waveguide wafers in this thesis were grown by Edmund Clarke at the EPSRC National Epitaxy

Facility at the University of Sheffield. The SCQD wafers were grown by Charlotte Ovenden at the

EPSRC National Epitaxy Facility at the University of Sheffield.



3 METHODS 45

3.2.2 Device fabrication

High quality fabrication of nano-photonic structures is essential to the success of III-V semicon-

ductor based quantum devices. The structures studied in this thesis were fabricated through a

combination of ’Electron-Beam Lithography ’ (EBL) patterning and wet and dry etching processes.

Figure 22 shows a step-by-step schematic of the device fabrication process. The semiconductor

wafer is first prepared by depositing an electron-sensitive resist layer on top of the membrane. This

deposition is done via a spin-coating technique to ensure even coverage of the resist. This layer

is then exposed in an EBL machine which patterns the devices into the resist. The resist is then

developed in xylene which removes the areas of the resist which have been exposed to the electron

beam as they have become soluble in xylene. Following this, the structure pattern is etched into

the membrane via an ICP etch. The remaining resist which was not exposed to the electron beam

protects the parts of the membrane which will not be etched. Where the resist is removed, the

ICP is easily able to etch away the GaAs. The structures are etched through the entire membrane

and into the top of the sacrificial layer to enable the sacrificial layer to be removed in the next

step. After this, the resist is no longer required and so is removed. The devices are under-etched

by placing the sample in HF. The HF etches the semiconductors which contain aluminium much

faster than the other semiconductors on the sample. As the sacrificial layer is made from AlGaAs,

this layer is attacked by the HF and etched away. This leaves the structures in the membrane

free-standing. To remove the HF from the sample, the sample is rinsed in water and acetone before

the final step is conducted. A critical point drying process is conducted at the end of the fabrication

to ensure that the surface tension of the rinsing agents does not produce strain upon the suspended

structures, as this could cause them to collapse.

After the critical point drying process, the structure fabrication process has been completed and

high quality suspended nano-structures have been created. All the nano-structures measured in

this thesis were fabricated by René Dost at the University of Sheffield.

3.2.3 Diode fabrication

To enable electrical control over the QDs and the operation of electro-mechanical structures, elec-

trical diodes must be fabricated in the semiconductor wafer. To enable this, the wafer must be

etched to uncover the doped semiconductor layers to be contacted to make the diode. To create a

diode across the membrane, an etch down to the n-doped membrane layer is required. For a diode

across the sacrificial layer, both an etch to the n-doped membrane layer and the n-doped layer at

the top of the substrate, are required. This etching creates a mesa on which the top diode contact

and devices are situated. By etching separate mesas, multiple diodes can be created on the wafer

which can be individually addressed.
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Figure 22: Schematic of the device fabrication process. An electron-sensitive resist is first deposited

on the wafer before the structures are patterned into the resist via EBL. The structures, which have

been designed in Computer-Aided Design (CAD) software, are then etched into the membrane by

an ’Inductively-Coupled Plasma’ (ICP) etch. The resist is then removed before a HF wet etch is

used to under-etch the membrane leaving the structures free-standing. Finally, after the sample is

rinsed, a critical point dry is performed to reduce the surface tension on the devices.
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The fabrication of the mesa is conducted in the same manner as the device fabrication steps de-

picted in Figure 22 but ending after the resist removal as no under-etching of the mesas is required.

Figure 23: Schematic showing a cross-sectional view of free-standing photonic devices with two

different diode schemes. On the left is a diode across the QD layer in the membrane. On the right

is a diode across the sacrificial layer.

The depth of the ICP etch is controlled to ensure that the correct wafer layers are exposed for

contacting. Figure 23 shows a schematic of the two diode schemes. After the etching of the mesa,
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the metal contacts are deposited. Again, the same procedure of masking from Figure 22 is used

to define the area for metallisation. Titanium-gold alloy is deposited onto the exposed areas to

form the diode contacts. Titanium is included to reduce the amount of gold which diffuses into the

doped semiconductor layers. Once the contacts are deposited, the wafer is ready to be transferred

into a ceramic chip carrier, where the diodes on the wafer are bonded to the contacts on the chip

carrier by a wire ball bonding method.

3.3 Experimental methods

This section will detail the various methods used to conduct experiments on the fabricated samples.

Firstly, the lasers used to conduct the experiments will be detailed. Following this, descriptions and

schematics of the spectroscopy and time-resolved measurements will be given before a discussion

of the cryogenic systems used in this work.

3.3.1 Excitation lasers

The lasers used in this work will be listed in this section. Each laser was required for a different

purpose which will also be listed.

Thorlabs L808 diode laser

The Thorlabs L808 diode laser is a continuous wave laser emitting at 808nm. The laser emits

into free space but can be easily fibre-coupled to enable efficient arbitrary routing of the laser. The

typical output power from the laser after being fibre-coupled is ∼100µW. This makes the laser

ideal for low to mid power PL measurements as the emission wavelength of the laser allows above

band-gap pumping of GaAs.

Helium-Neon (HeNe) gas laser

The Helium-Neon (HeNe) gas laser is a continuous wave laser operating at 633nm. This free

space emitting laser has a typical output power of ∼500µW which makes it an ideal choice for high

power PL measurements.

SLM-632.8-FS diode laser

The SLM-632.8-FS diode laser is a continuous wave laser operating at 632.8nm. This laser is

much more powerful than both the L808 and HeNe lasers with a typical output power of ∼55mW.

This laser is utilised in Chapter 4 as a heating laser. The power of the laser is controlled by a

variable ND-filter.
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M-Squared SolsTiS Titanium:Sapphire (Ti:S) laser

The M-Squared SolsTiS is a tunable Titanium:Sapphire (Ti:S) laser which emits single mode,

continuous wave light. The SolsTiS laser is pumped by 532nm radiation from the M Squared

Equinox frequency doubled Nd:YAG laser at a power of 10W. The tunable emission range of the

Ti:S laser is 700-1000nm with a high precision of 0.001nm. The typical output power of the laser

is 6.5W at 780nm. The laser wavelength is selected via a software interface and is controlled by an

external wavemeter and reference cavity. This laser was used for quasi-resonant excitation of QDs

in Chapter 6. The Ti:S laser is water-cooled to 20◦C with de-ionised water.

Spectra Physics Tsunami laser

The Tsunami is a tunable pulsed laser source with a wavelength range of 750-950nm. The typical

power output of the laser is 1.7W at 800nm. The Tsunami is pumped by 532nm radiation from

the Millenia X frequency doubled Nd:YAG laser. The pulses produced by the laser have a duration

of <100fs with a repetition rate of 80 MHz. The wavelength of the laser is adjusted manually

via micrometer controls on the top of the laser body. Water-cooling with de-ionised water keeps

the laser at 18◦C to ensure optimal operation conditions. This laser was used to obtain lifetime

measurements from QDs in Chapter 6.

NKT Photonics SuperK Compact

The SuperK Compact is a super-continuum pulsed laser source which emits collimated light. This

laser is extremely broadband, emitting over a range of 450-2400nm with a total output power of

110mW over this range. The laser emits 2ns wide pulses with an adjustable repetition rate of

1-20kHz. As the laser is extremely broadband, the laser undergoes spectral filtering in a custom-

built enclosure before the light is fibre-coupled for use in experiments. The spectral filtering is

achieved by a combination of a 900nm long-pass and 1000nm short-pass filter. This laser was used

in both Chapter 5 and Chapter 6 to characterise nano-photonic devices. Due to the broadband

pulsed emission of the SuperK, the measurements with the laser often required a cross-polarised

excitation and collection to remove the laser background.

3.3.2 Confocal microscopy

The techniques used to measure the devices in this thesis all utilise a confocal microscopy set-up.

Confocal microscopy allows for light to be directed to, and collected from, a small area of the sam-

ple, reducing the amount of background light collected. This background reduction compared to a

standard microscopy set-up is due to unfocused light being filtered out of the image by including

a pinhole before the detector. This can be seen in Figure 24. In the set-ups used in this thesis the
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Figure 24: Schematic of a basic confocal microscopy set-up. The collection pinhole is defined by

the radius of the single mode collection fibre. Pairs of mirrors in the excitation and collection paths

allow for the beam direction and position to be adjusted. A camera aids in the alignment of the

excitation and collection paths.

pinhole is defined by the core of a single mode optical fibre. The small radius of the fibre pinhole

(∼ 4.4µm) allows for a near diffraction-limited laser spot to be incident on the sample. This allows

for excitation of specific areas on the sample which is essential for measurements requiring a high

degree of spatial precision. Additional optics can be included in the beam paths to facilitate more

complex measurements. For example, ’Linear Polarisers’ (LPs) and ’Half-Wave Plates’ (HWPs)

can be included in the excitation and collection paths to conduct polarisation-dependent measure-

ments. The flexibility of confocal microscopy makes the technique highly popular for quantum

optical experiments.

’Micro-Photoluminescence’ (µPL) spectroscopy is one of the main confocal microscopy techniques

used throughout this thesis. By using light from a laser or LED to create excitonic states in the

QDs embedded in the semiconductor membrane, the emission from the QDs can be used to probe

the systems as embedded emitters. The QDs can either be excited non-resonantly, quasi-resonantly

or resonantly. In non-resonant excitation, the energy of the excitation photons is larger than the
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band gap of the semiconductor. This creates excitons in the bulk semiconductor which emit energy

non-radiatively and relax into one of the lower energy QD bound states where the electron and hole

recombine to emit a photon at the energy of the QD transition. Quasi-resonant excitation uses a

light source with a photon energy below the band gap of the bulk semiconductor but higher than

the s-shell in the QD. This excites excitons in either the wetting layer or higher energy QD shells

(p,d...). This scheme greatly reduces the amount of background light produced by the system.

Quasi-resonant excitation can also be used to pump individual QDs via higher order state excita-

tion. This reduces the relative brightness of other QDs with different higher order state energies

to the target QD. Finally, in resonant excitation the energy of the excitation photons matches the

energy of the QD emission exactly. This allows for only a single QD to be excited. Figure 25 shows

Figure 25: Simplified band structure diagram of an InAs SKQD embedded in a GaAs semiconductor,

showing the three PL excitation schemes energetically. The band gap of GaAs is larger than that

of the wetting layer (WL) which is larger than the energy of the QD transmissions. a.) Shows

resonant excitation where the lowest energy QD transition is excited directly. b.) Shows quasi-

resonant excitation where an exciton is created in either the WL or in a higher shell QD state. c.)

Shows non-resonant excitation where an exciton is created in the bulk GaAs.

each of the three excitation schemes in a band structure diagram. Light emitted from the QDs is

emitted directly into the optical modes of the nano-structures, allowing for the dynamics of these

structures to be probed directly. The light can then be scattered off the sample and collected to be

analysed using a spectrometer. The spectrometer displays the intensity of light collected as a func-

tion of wavelength. The operation of the spectrometer is discussed in more detail in Section 3.3.4.

The small excitation and collection spot allow for single QDs or photonic structures to be selected

and measured. If a low power light source is used, the emission of individual QDs can be seen.

However, if a high power light source is used, the single QD emission features are indistinguishable

from the broad QD ensemble background. High power measurements are ideal for probing photonic

modes due to the broadband nature of the QD ensemble. Mirrors in the excitation and collection
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Figure 26: Schematic showing how a cross-polarised white light reflectivity measurement rejects

laser background whilst obtaining a clear signal from an optical mode. The linear polarised input

weakly excites the mode as it is 45◦ out of phase with the polarisation of the optical mode. The

collection polarisation is orthogonal to the excitation laser polarisation and so rejects the laser

background. The mode signal is partially transmitted through the collection optics as it is 45◦

out of phase with the collection polarisation. The remaining signal is extremely clear as the laser

background has been strongly suppressed.

paths, as shown in Figure 24, allow for the spatial separation of the excitation and collection on

the sample. This enables measurements of transmission through photonic structures.

In Chapter 5 and Chapter 6, white light reflectivity measurements are performed to measure the

properties of photonic structures. White light reflectivity measurements allow for the photonic prop-

erties of structures to be measured without the need for embedded emitters. A super-continuum

laser (see Section 3.3.1 - SuperK ) is incident on the sample through a confocal microscopy set-up.

The presence of photonic modes in the nano-structures will cause certain wavelengths of light to

be scattered differently, creating features at these wavelengths on the spectrometer readout. To

discern between background laser scatter and the measurement signal, use of a cross-polarisation

set-up is often required. In this scheme, the polarisation of the excitation and collection paths in

the confocal microscopy set-up are set to be orthogonal to each other. This is achieved by inserting

a linear polariser and a half-wave plate into the beam path in both the excitation and collection

paths. If the optical mode to be measured is strongly linearly polarised (e.g. PhCC modes), then

if the excitation and collection polarisations are set at 45◦ to the mode polarisation (whilst or-

thogonal to each other), the mode can be measured whilst rejecting the maximal amount of laser

background. This cross-polarisation method requires fine adjustments of the polarisation to obtain

the clearest signal, therefore, an additional quarter-wave plate is often included to aid with fine

adjustments to the polarisation. Figure 26 shows a schematic of the operation of a cross-polarised

measurement.
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3.3.3 Time-resolved measurements

Measurements which require information on the arrival time of photons are known as ’time-resolved

measurements’. Such measurements cannot be conducted using a ’Charge-Coupled Device’ (CCD)

due to its slow time-resolution. Instead, time-resolving detectors such as ’Avalanche Photodiodes’

(APDs) or ’Superconducting Nanowire Detectors’ (SCNDs) are required. APDs turn single photons

into measurable electrical pulses by exploiting the photoelectric effect. In an APD, a large reverse

bias is applied across a semiconductor diode. An incident photon will create an electron hole pair

which will dissociate quickly into free carriers due to the large electric field across the diode. These

carriers will be greatly accelerated by the large electric field. When these high velocity charge

carriers collide with the semiconductor lattice they will produce additional electron hole pairs due

to their high kinetic energy. The process then repeats with the newly created charge carriers.

Therefore, a single photon can create a large number of charge carriers. The APDs used in this

thesis have a response time of ∼400ps. If two photons are incident on the APD within the response

time they will not be resolved.

In SCNDs, semiconductor nanowires are held at cryogenic temperatures causing them to become

superconducting. When a photon is incident on a nanowire and is absorbed, the temperature of

the nanowire where the photon was absorbed is increased. This increase in temperature raises

the temperature of the nanowire above the threshold temperature required for the nanowire to be

super-conducting. This induces an increase in resistance of the nanowire. The increased resistance

causes a voltage pulse from the system which is measured as the signal of a photon detection.

Compared to APDs, the response time of SCNDs is much faster. The response time of the SC-

NDs used in this thesis was ∼15ps. Therefore, SCND are the preferred choice of equipment for

measurements requiring an ultra-fast timing response and precision. However, APDs can oper-

ate at room temperature and therefore are easier, quicker and require fewer resources to use than

SCNDs. Moreover, for most measurements the ultra-low response time of the SCNDs is superfluous.

The photons detected by either APDs or SCNDs must be sorted by arrival time. The detec-

tors do not perform this task themselves and so additional equipment is required. In this thesis,

a Stanford Research System SR400 photon counting unit is used to collate the signals sent from

the single photon detectors into time-resolved bins. Each bin has a set width in time, the number

of signal pulses detected in the width of the bin define the height of the bin on a histogram. This

time-resolved information can be used to measure the lifetime of an excitonic state in a QD or the

g2(0) of a single photon source.
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3.3.4 Spectroscopy

To investigate the spectral properties of light collected from a sample, separation of the light by

its spectral properties is required. This is achieved by using a grating spectrometer. Diffraction

gratings are used to spatially separate light of different wavelengths. This light is then incident on

a liquid nitrogen cooled CCD sensor, where the intensity at each spatially-separated wavelength

is measured. The system is calibrated using a laser source with a well-defined wavelength so that

the absolute wavelength of each spatially-separated photon stream is known. The spectrometer

used in this thesis is a Princeton Instruments Acton SpectraPro SP750i. This system contains

three different diffraction gratings with different spectra resolutions with a maximum resolution

of 16µeV. The higher resolution gratings exhibit a much smaller operation bandwidth and lower

intensity than gratings with lower resolution. The low resolution gratings are often used for initial

characterisation before switching to the higher resolution gratings for more detailed studies. The

central wavelength of the gratings can be adjusted to allow for spectrometry over a large range

of wavelengths. As the CCD is silicon based, the detector efficiency is greatly reduced at energies

close to the band-gap of silicon (>1000nm).

The spectrometer contains a narrow aperture side exit port which allows for one of the spatially-

separated wavelengths to be directed out of the spectrometer and into an optical set-up. This

allows the spectrometer to act as a tunable spectral filter. This operation of the spectrometer is

essential for single photon level measurements as the signal background is greatly reduced by the

spectral filtering.

3.3.5 Cryostats

All of the work carried out in this thesis required the samples to be at cryogenic temperatures.

Therefore, the operation of the cryostats used to hold the samples at ultra-stable and low tempera-

tures were essential to this work. Two types of cryostat were used in this thesis; a continuous flow

cryostat and a bath cryostat.

In a continuous flow cryostat, the sample is placed on a copper cold finger in a small high-vacuum

chamber. The chamber has a glass optical window above the sample to enable optical access to

the sample. The copper cold finger is mounted in a heat exchanger through which liquid helium is

pumped from a dewar. Upon touching the copper, the helium boils off and is pumped out of the

cryostat. This process causes the copper to be cooled to cryogenic temperatures, typically between

4-8K. As the sample is mounted directly onto the copper in a high-vacuum chamber, strong thermal

coupling exists between the sample and the copper. Therefore, the sample is also cooled to cryo-

genic temperatures. The gaseous helium which boils off is recycled using a helium re-liquefier. The

cryostat itself is mounted on both manual translation stages for coarse alignment, and piezo-electric
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Figure 27: Diagram of a continuous flow cryostat.

nano-positioning stages for fine alignment. Due to vibrations from the helium pump, the alignment

of the system drifts over time. This can reduce the accuracy of measurements which require a long

acquisition time.

Figure 28: Diagram of a bath cryostat.

The other type of cryostat, the bath cryostat, is depicted in Figure 28. In this system, an insert

tube containing the sample is placed directly in a dewar of liquid helium. The insert is pumped to

a high-vacuum before being filled with a small amount of helium gas to facilitate thermal exchange

with the liquid helium. All of the set-up components reside on an optical table which sits on top

of the dewar. A glass window in the top of the dewar allows for light to be sent down to, and

collected from, the sample. Inside the inset, a cage holds two achromatic doublets and a lens above
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the sample which focus the light onto the sample. The sample is placed in a ceramic chip carrier

on top of a stack of piezo-electric nano-stages. These stages and the chip carrier can be electrically

controlled whilst in the dewar as the wiring is run up through the cage in the insert. The dewar can

hold up to 90L of helium and can be refilled as the helium depletes. This allows for samples to be

held at cryogenic temperatures indefinitely. The bath cryostat can also be surrounded by a super-

conducting electro-magnet which enables a magnetic field of up to |B| = 5T to be applied across

the sample. This magnetic field control is required to measure directionality of QD emission and

provides a small QD emission energy tuning range. The measurements of the cantilever structures

in Chapter 5 were conducted in a bath cryostat without magnetic field capabilities. In Chapter 6,

all of the post-characterisation measurements were conducted in a superconducting magnet bath

cryostat.

Bath cryostats exhibit superior temperature and mechanical stability over flow cryostats. The

helium pump required to operate a flow cryostat introduces additional vibrations into the system,

moreover, the helium flow rate is not constant and so the temperature of the system will fluctuate.

Furthermore, the bath cryostat sits on an air-damped platform for extra stability. This makes

bath cryostats the system of choice for samples that require high stability and long run-time mea-

surements. Moreover, samples in a continuous flow cryostat are frequently thermally cycled as the

helium pump is switched off between measurements to reduce helium usage and when changing the

dewar to replenish the helium supply. Therefore, any samples which must be kept cold to prevent

thermal cycle related degradation of the structures must be placed in a bath system. Continuous

flow cryostats are much more suited to samples which require frequent switching in and out of the

cryostat. Switching samples in a continuous flow cryostat is much faster and easier than in a bath

cryostat. Moreover, continuous flow cryostat systems are significantly smaller and more flexible

than bath systems. Furthermore, the optics are more accessible as they do not need to be placed

on top of the dewar. This makes aligning and altering the experimental set-up much easier.

3.4 Computational methods

While the main focus of this thesis is the experimental study of photonic nano-structures, an

essential part of the experimental process was the use of computational methods to design and test

prototype structures. This section will present the simulation methods that were used throughout

this thesis. The operation of the methods will be explained along with their uses.

3.4.1 Finite-Difference Time-Domain (FDTD) simulations

Simulations of how light interacts with the nano-photonic structures used in this thesis are essen-

tial to the design and optimisation of the experimental structures. The majority of the simulations

conducted in this thesis used a ’Finite-Difference Time-Domain’ (FDTD) method to probe the

time evolution of light propagating in photonic structures. Lumerical FDTD software was used to
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run all FDTD simulations in this thesis. Lumerical FDTD is a commercial grade software package

provided by Ansys.

The principle of operation of the FDTD method is time-iterative solving of Maxwell’s equations in

a 3D grid of cells. The form of Maxwell’s equations used in the FDTD method are the differential,

time-dependent versions given by:

∇×E = −∂B
∂t

(34)

∇×H = J− ∂D

∂t
(35)

and the two remaining time-independent Maxwell equations:

∇ ·D = ρ (36)

∇ ·B = 0 (37)

where E is the electric field, H is the magnetic field, D is the electrical displacement field, B is the

magnetic induction field, J is the current density and ρ is the free electric charge. D and B can be

written as:

D = ϵ0ϵrE

and:

B = µ0µrH

respectively. Here, ϵ0 and ϵr are the free space and relative dielectric permittivity respectively,

and µ0 and µr are the free space and relative dielectric permeability respectively. The structure

to be simulated is defined by a dielectric map (ϵr (r)) which is created in ’Computer-Aided Design’

(CAD) software. When the simulation is run, this dielectric map is partitioned into small cells

known as ’Yee Cells’ [143]. The dimensions of the Yee cells are defined by the user. By meshing

the dielectric map ϵr (r) onto the grid of Yee cells, an approximation of the dielectric map is formed

from the cells, ϵr (∆r) as shown in Figure 29 a.). This approximation, known as a ’Yee lattice’,

defines the finite spatial areas in which Maxwell’s equations will be solved. Figure 29 b.) shows

how the electric and magnetic field components are calculated in each Yee cell. The electric field

components are calculated along the edges of each cell whereas the magnetic field components are

calculated at a normal to the faces of each cell.

Various light sources such as dipole emitters or mode sources can be embedded in the structures to

inject light into the system. The spectral and spatial properties of these sources is fully customis-

able within the FDTD software interface. This enables a vast range of excitation schemes which can

mimic any experimental situation, from narrow linewidth embedded emitters to super-continuum

lasers. When the simulation is started, the light sources in the system emit for a length of time

defined by the user. The FDTD algorithm calculates the results of Maxwell’s equations for each
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Figure 29: a.) Schematic showing the difference between designed and simulated structures after

the structure has been meshed through the Yee cell grid. b.) Single Yee cell showing where

the calculation of each field component is calculated in a cell. The electric field components are

calculated along the edges of the cells whereas the magnetic field components are calculated at a

normal to the Yee cell faces.

Yee cell, iterating over discrete time steps (∆t) which are also defined by the user. The algorithm

proceeds as follows from the starting point t = 0:

1.) Calculate the electric fields in each cell at t from the results for the electric field at t − ∆t

and the magnetic fields at t− ∆t
2 .
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2.) Calculate the magnetic fields in each cell at t + ∆t
2 from the results for the magnetic field

at t− ∆t
2 and the electric field at t.

This process is repeated for each iteration in time until the simulation is terminated. The ter-

mination of the simulation occurs either after the simulation reaches the user-defined end time T ,

or the energy remaining in the system drops below the set threshold [144].

To collate data from the simulation, monitors must be included in the simulation region. The

monitors define both an area in which the data will be collected and what data will be recorded

(e.g. the electric field intensity). The spectral bandwidth of these monitors is the same as the

bandwidth of any light sources by default, however, the bandwidth can be set independently of the

sources or other monitors if desired. Data analysis protocols can be programmed into custom mon-

itors to collate and process data upon the completion of a simulation. For example, the Q-factor

of an optical cavity can be calculated from the time-dependence of the electric field intensity in

the cavity. Monitors record the dependence over the cavity area and at the end of the simulation

the decay is fitted with an exponential decay lineshape to determine the Q-factor of the cavity mode.

One of the key considerations when configuring an FDTD simulation is the trade-off between

simulation accuracy and runtime. As shown in Figure 29 a.) the Yee lattice can reduce the resolu-

tion of the structures, especially small or complex shaped features. To combat this, the size of the

Yee cells can be reduced, this improves the resolution of the simulation, however, the simulation

runtime will increase due to the increase in the number of cells. The FDTD software contains some

features to reduce the overall runtime of the simulation without the need to reduce the resolution

of the Yee lattice. Firstly, symmetric boundaries can be defined. These boundaries can be defined

as either mirror or rotational symmetries and either symmetric or anti-symmetric. By defining the

boundaries in this way, only part of the structure needs to be simulated. The other parts of the

structure have their fields calculated via a transformation of the results from the reduced simulation

region, according to the type of boundary symmetry present. This reduces the number of Yee cells

required to simulate the full structure whilst the resolution remains the same. Symmetries can be

applied in all three dimensions, as such, structures with many axes of symmetry can have their

simulation runtime greatly reduced. Secondly, a non-uniform Yee lattice can be used. The size

of the Yee cells can be altered across the structure to increase the resolution in complex regions

whilst reducing the resolution in areas which do not require such a fine resolution, such as the air

cladding of a NBW. Any increase to the resolution in these areas will not improve the accuracy

of the simulation. This increases the accuracy of the simulation over the complex region whilst

allowing for the overall runtime of the simulation to remain low due to the lower resolution areas.

By combining symmetric boundaries with non-uniform Yee lattices, the runtime of high accuracy

simulations can be greatly reduced.
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FDTD simulations were used in Chapter 4 to calculate the photonic band edge of W1 PhC waveg-

uides coated with various thicknesses of a dielectric material. FDTD simulations were also used

extensively in Chapter 5 to perform parameter sweeps on a 1D PhCC to optimise the design and to

conduct a Monte Carlo simulation to quantify fabrication error on the optimised design. Finally, in

Chapter 6, FDTD simulations were conducted to probe the transmission properties of a waveguide

coupled H1 PhCC.

3.4.2 MIT Photonic Bands (MPB) simulations

’MIT Photonic Bands’ (MPB) is a free software package used to calculate the band structure of a

photonic system [145]. While FDTD can be used to calculate band structures, the method MPB

uses is much less computationally intensive and so results in much faster simulations. MPB uses

a frequency-domain method to calculate the dispersion relationship, and therefore the band struc-

ture of a photonic system. The approach used is a finite matrix eigenproblem method, using linear

algebra to find the eigenvectors and eigenvalues in a planewave basis.

MPB was used to calculate the NBW band structure in Chapter 5.

3.4.3 Monte Carlo method simulations

While individual simulations can offer an insight into a specific nano-structure, multiple simula-

tions are required to gain insight into the effect of altering the structure parameters. Parameter

sweeps are essential in the optimisation process when designing nano-structures. By simulating the

entire parameter space, the response of the system to systematic changes of each parameter can

be acquired. Due to fabrication imperfections, when nano-structures are fabricated, an error on

the size of their features is present. This disorder is difficult to quantify in a regular simulation

due to the random nature of the error. However, the robustness of nano-structures to fabrication

imperfections is a key factor in the design process, therefore, it is important to know how the system

will respond to different levels and sources of error.

The ’Monte Carlo’ method is a technique invented by John von Neumann and Stanislaw Ulam,

which employs repeated random sampling of a distribution to obtain a numerical result [146]. The

method can be used to solve deterministic problems using random sampling and the law of large

numbers to achieve an accurate result. A classic example of the operation of the Monte Carlo

method is the estimation of π. A circle of radius r is circumscribed by a square with sides of length

2r as shown in Figure 30 a.) and b.). The probability of any random point inside the square also

being inside the circle is given by the ratios of the areas of the two shapes. The probability of a

random point being in the circle is proportional to π, therefore the value of π can be estimated by

counting the proportion of random points in the circle to those outside of it. For this experiment,
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Figure 30: Diagram showing how the value of π can be estimated using a Monte Carlo simulation

method. a.) A circle of radius r is defined and circumscribed by a square with sides of length

2r (b.)). Random points inside the square are chosen. The proportion of points in the circle is

proportional to π allowing for a value of π to be estimated by calculating this proportion. c.) and

d.) Show the effect of increasing the number of points chosen on the accuracy of the estimation. A

larger number of points provides a more accurate estimate compared to a low number of points.

the value of r = 1 and the circle is positioned at point (0,0) in space. The Monte Carlo method

will proceed as follows:

1.) Generate a random x and a random y value inside the square (−1 < x, y < 1).

2.) Calculate x2 + y2, which will determine the radial location of the point. If this value is

> 1 the point will be outside of the circle, if this value is < 1 the point will be inside the circle.
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3.) Repeat steps 1.) & 2.) a set number of times.

4.) Calculate the proportion of points inside the circle and use this to calculate a value of π.

5.) Repeat steps 1.) - 4.) a set number of times and take the average of these results as the

final value of π.

As can be seen in Figure 30 c.) and d.), by increasing the number of random points in each

estimation, the accuracy of the result is increased. However, even for a relatively small number of

events, the estimate is moderately accurate.

The generation of random numbers is required for the operation of the Monte Carlo method.

However, computers cannot generate truly random numbers. Any method that computers use

to generate apparently random numbers is deterministic. Despite this, computers can generate

sequences of pseudo-random numbers which exhibit good random properties even for very long se-

quences. The most common pseudo-random number generation algorithm is a recursive technique

known as the ’linear-congruential generator ’. In this algorithm, the sequence of pseudo-random

numbers is given by:

xn+1 = (Axn + C)mod(m) (38)

where A, C and m are large integers which can be adjusted to ensure a sequence of adequate length

and randomness is produced.

In this work, the Monte Carlo method was used in Chapter 5 to simulate the effects of radii

fluctuations in 1D PhCC air holes on the cavity mode wavelength and Q-factor. The radius of

each air hole was considered independently and assigned a value from a uniform distribution about

the hole radius. The range of the distribution was proportional to the radius of the hole, either

2, 5 or 10% of the hole radius. Lumerical FDTD contains a built-in Monte Carlo method tool

which allows for the parameters, such as the number of runs and parameter variation distribution

functions, to be customised. The built-in tool can be used to run and collate data from all the

simulations. Alternatively, the tool can generate individual simulation files for each iteration in

the Monte Carlo simulation. Each individual simulation will have a set of air holes with different

radii. Running each simulation will provide a cavity mode wavelength and Q-factor for the specific

hole radii variation in that simulation. These results are then plotted in histograms to be analysed.

Due to the simulation volume and computational intensity of each FDTD simulation produced in

the Monte Carlo method in Lumerical, each Monte Carlo simulation was iterated 50 times and the

generated files were run separately using a high-performance computer.
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4 Site-controlled quantum dot growth and in-situ strain tuning

of quantum dots for scale-up of nano-photonic systems

4.1 Introduction

Scale-up of nano-photonic systems is essential for the success of a III-V semiconductor based quan-

tum network. The necessity of scale-up comes from both an intuitive and scientific requirement.

Intuitively, the larger the number of qubits in a system, the faster it will be able to process and the

more complicated tasks it can complete. Moreover, from the Di-Vincenzo criteria [11], a universal

set of quantum gates is required to achieve a successful quantum computation system. It has been

shown by Barenco et al. that a universal set of quantum gates can be realised by an arbitrary

number of one-qubit, and a single two-qubit quantum gate [38]. Therefore, scale-up of the number

of resonant QDs in a nano-photonic system is a key requirement for the realisation of QIP in III-V

semiconductor systems.

The requirement for scale-up applies both to scale-up of the number of resonant integrated struc-

tures on a chip, such as optical cavities, and scale-up of the number of resonant QDs in these

structures. While Chapter 5 is concerned with device scale-up, this chapter will focus on the scale-

up of the number of resonant QDs in a nano-photonic system.

The most common method used, and the method used in this thesis, to grow QDs is Stranski-

Krastanow growth (see Section 2.2.1). QDs grown via the SK method exhibit excellent optical

properties, however, it is not possible to control where the QDs will grow and at what wavelength

a specific QD will emit at once grown. This is due to the inherent randomness of the strain relax-

ation process by which SKQDs nucleate. This fact makes integrating multiple resonant QDs in a

single nano-photonic structure extremely challenging. Currently, two methods for obtaining reso-

nant QDs in a nano-photonic structure exist. The first is to fabricate the structure without prior

knowledge of the QDs. By then characterising the QDs in the structure, a multitude of QD energy

tuning regimes exist which allow for the emission energy of QDs to be altered, bringing QDs into

resonance (see Section 2.3). One of the main drawbacks of this approach is the limitations of the

QD tuning methods. Most tuning methods have a short range, fundamentally limiting their use.

Moreover, many tuning schemes cannot tune individual QDs, instead the entire ensemble is tuned.

Finally, the spatial location of the QDs is completely random. Some nano-photonic structures only

exhibit desirable phenomena if a QD is situated in a precise location in the structure, by relying

solely on QD emission energy tuning, no control is possible on the location of QDs. This makes

attempting to observe such effect entirely non-deterministic and highly irreproducible. The other

approach is quantum dot registration (see Section 2.3.5). In this approach, sets of resonant QDs

are located pre-fabrication. This allows for the structures to be fabricated around known ensem-

bles of high quality resonant QDs, therefore, QDs can be positioned in precise spatial locations
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in a nano-photonic structure. While this offers a degree of control over the QD properties, QD

registration has many drawbacks also. Due to uncertainty in both the registration and fabrication

of devices, the spatial positioning of QDs is imperfect. Moreover, by fabricating structures around

the registered QDs, changes to the charge and strain environment often cause the energy of the

QDs to shift after the fabrication is completed. The registration process is also highly involved and

requires valuable space on the sample be taken up by alignment markers. Finally, although the

position of the QD in the structure can be controlled, the absolute position on the structure is still

random. Ultimately, the best current approach is to combine QD registration with QD emission

energy tuning methods.

An ideal solution would be for arbitrary control over both the QD emission energy or spatial

position. While control over both the energy and position simultaneously is unrealistic currently,

recent advances in SCQDs has made the concept of full control over the position of QDs possible

(see Section 2.2.3). This high degree of spatial control over the QDs can be combined with QD

energy tuning methods to facilitate scale-up. A recent paper by J.Grim et al. details a local strain

tuning method which exhibits highly localised QD energy tuning over a large range with fine control

over the tuning range [81]. Such a method, combined with SCQD would be the ideal pairing for

facilitating scale-up of resonant QDs in nano-photonic devices.

In this chapter, the process of growing SCQD will be discussed along with how each growth consid-

eration affects the properties of the resulting QDs. Results from a SCQD sample showing the effect

of varying the growth parameters are presented and analysed. The local strain tuning method first

presented in reference [81] is detailed next, as a tool to be used in tandem with SCQD to achieve

scale-up. After discussing the operation and fabrication pertaining to the strain tuning scheme,

results from tests of the method are presented. Various parameter-sets are compared to find the

optimal set which maximises the QD tuning range. The maximum tuning range of the system is

presented and discussed. Finally, the strain tuning method is used to tune individual QDs into

resonance.

4.2 Site-controlled quantum dot background

Section 2.2.3 gives a basic overview of the mechanism by which SCQDs are grown, a more detailed

account will be given here.

4.2.1 Site-controlled growth via etched nanoholes

InAs QDs grown on a GaAs substrate are inherently strained by the lattice mismatch between the

compounds. In SKQD growth, the strain is allowed to relax naturally when a critical thickness of

InAs is reached on a planar surface. This results in the QDs nucleating at random locations. In

SCQD growth, the surface of the substrate is modified to create regions where QDs will nucleate
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preferentially. This is done by etching nanoholes into the GaAs substrate before depositing the

layers of InAs. The nanoholes on the surface of the GaAs have a lower chemical potential than the

planar surface around them, this can be seen by considering the equation for chemical potential:

µ (x) = µ0 + γΩκ (x) + ΩEs (39)

Where µ0 is the chemical potential of a flat surface, γ is the surface free energy per unit area,

Ω is the atomic volume, κ is the curvature of the surface and Es is the local strain relaxation

energy relative to a flat surface. This equation for the chemical potential shows that the chemical

potential for a concave surface is lower than for a planar surface. Conversely, a convex surface has

a higher chemical potential than a planar surface [147]. As the chemical potential of the nanoholes

is lower than the rest of the surface, the deposited atoms migrate preferentially towards the holes.

In addition to their concave shape, the nanoholes also possess many stepped edges as a result of the

etching process. These reduce both the strain and free energies of QDs which nucleate on them,

thus, these sites are preferential for QD nucleation [148]. This, coupled with the increased indium

flux from the reduced chemical potential, provide a region with a higher QD growth rate than the

surrounding surfaces. This can be seen from the equation for QD growth rate:

∂h

∂t
= D

(
1 + |∇sh|2

) 1
2 · ∇2

sµ (40)

Where h is the height of the QD, t is the time, D is determined by the diffusivity, density and

volume of the indium adatoms plus the surface temperature, ∇2
s is the Laplacian operator of the

surface and µ is surface chemical potential from Equation 39 [149]. As the growth rate in the

nanoholes is faster than for the planar surface, QDs will preferentially nucleate in the holes. Once

nucleated, QDs will not grow in close proximity to the SCQDs as the surface energy is reduced by

the nucleation of the QD in the nanohole. If the nanohole array parameters and growth conditions

are optimised, this leads to pure single QD hole occupancy with no QDs growing off the array. An

example of an array of nanoholes is shown in Figure 31.

4.2.2 Nanohole etching techniques for site-controlled quantum dots

The etching of the nanoholes is an essential step in the growth of SCQDs. The nanoholes need to be

etched precisely and accurately with little variation between the holes. Two competing approaches

exist for the etching of the nanoholes in the GaAs substrate: conventional EBL etching and ’Local

Anodic Oxidation’ (LAO).

Firstly, the EBL nanohole etching will be discussed. Use of EBL to etch the nanoholes is by

far the most popular approach used in SCQD samples. Using the EBL allows for rapid etching of

many holes with extremely precise control over the parameters of the array and nanoholes. The

nanoholes are etched in the same way that conventional structures are etched onto standard QD

wafers, an EBL etch followed by a dry ICP etch [150], or a wet chemical etch [151]. While EBL
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Figure 31: Atomic Force Microscopy (AFM) image of the surface of a SCQD sample showing an

array of nanoholes etched to provide a surface where QDs will preferentially nucleate. (Image taken

by Dr Charlotte Ovenden).

methods offer a high degree of fabrication precision a major drawback of the approach is the ne-

cessity to move the sample between growth and etch environments. This, coupled with the etch

environment itself allows for contaminants to be incident on the surface of the wafer, either from

processing chemicals or from etch debris. These contaminants degrade the optical properties of

SCQD grown nearby by reducing their linewidths and increasing the probability of non-radiant

decays occurring in the QD [152]. The detrimental effects of contaminants at the nanohole inter-

face can be reduced by distancing the QD layer from the nanoholes by growing a buffer layer on

top of the nanoholes. While the buffer improves the optical properties of the QDs, the definition

of the nanoholes is reduced with increasing buffer thickness, as a result, the success rate of single

QD occupancy is reduced. The effect of contaminants on the QDs can be reduced via a thorough

cleaning of the nanohole etch interface post etch. This cleaning is shown to have a large effect on

the quality of SCQD and removes the requirement for large buffer layers above the nanoholes [59].

The other, competing approach to EBL etching of the nanoholes is using LAO to create the

nanoholes. Figure 32 shows a schematic of how the nanoholes are etched using LAO. A negatively

charged ’Atomic Force Microscopy ’ (AFM) tip is brought into close proximity with the surface

of the semiconductor. Due to the presence of moisture in the surrounding air, a water bridge

forms between the tip and the surface of the semiconductor substrate. The negatively charged

tip causes negatively charged O− and OH− ions to form. These ions are accelerated towards the

semiconductor surface by the electric field between the AFM tip and the substrate. Once the

negatively charged ions reach the semiconductor, they react to form an oxide. The energy from

the electric field provides the activation energy for the oxidation reaction, as this field penetrates
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Figure 32: Schematic showing how LAO is used to etch the nanoholes for SCQD growth. The AFM

tip is negatively charged and contacted to the semiconductor substrate.

into the semiconductor, the oxidation process continues beneath the surface of the substrate. At a

certain distance from the tip, the field is no longer strong enough to provide the activation energy

for the oxidation reaction. Therefore, the oxide will only penetrate into the substrate up to the

point where electric field energy has reduced below the activation energy, allowing the depth of

the nanoholes to be controlled by the strength of the applied bias. By holding the AFM tip over

one area of the semiconductor substrate, a nanohole can be etched. Moreover, more complicated

shapes can be etched by moving the tip whilst in close proximity to the surface [153]. After the

LAO has been used to pattern the nanohole array, the oxide is removed from the substrate via a

wet chemical etch or hydrogen cleaning, leaving an array of nanoholes [154]. The main advantages

of LAO over EBL etching of the nanoholes are the removal of the fabrication interface, and the

removal of organic masks required to etch with EBL, which are a prime source of contamination

[154]. LAO etched samples can immediately be cleaned in an ultra-high vacuum environment after

the oxidation process, limiting the time for contaminants to impinge on the surface. The main

disadvantage of LAO is the shallowness of the holes. This limits the thickness of any buffer layer

grown on the nanoholes, which can have a negative effect on the linewidths of the QDs [155].

The nanoholes on the sample measured in this chapter were etched using EBL and an ICP dry

etch. This method was chosen for the speed and ease of the etching plus the superior depth of the

nanoholes.

4.2.3 Site-controlled quantum dot parameter considerations

By altering the nanohole array parameters, the growth of SCQDs can be strongly influenced. The

three alterable array parameter are the radius of the nanoholes, the depth of the nanoholes and the

spacing between them, called the ’pitch’. Due to the nature of nano-etching techniques, the radius
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and depth of the holes are somewhat correlated. As the radius of the holes is increased so is the

depth due to the additional etching in close proximity required. It has been seen that increasing

the radius of the nanoholes increases the overall occupancy, whereas increasing the depth increases

specifically the single QD occupancy [150]. Moreover, the height of the SCQDs increases with

increasing nanohole radius. This leads to a red-shift in the emission energy of the QDs. Single hole

occupancy is also seen to peak at a depth to area ratio of d = 1.5A [156].

Alterations to the pitch of the nanohole array affect both the wavelength of the QDs and the

occupancy of the nanoholes. When increasing the pitch of a nanohole array, it has been observed

that the linewidths of the QDs decrease and the QD heights decrease [157]. Moreover, further

studies of changing the pitch of the nanohole array have shown that there is a linear relationship

between hole occupancy and array pitch [158].

Finally, altering the growth conditions of InAs on top of the nanoholes can affect the optical

properties of SCQDs. It has been shown that increasing the temperature of the SCQD growth

causes the QDs ensemble in the nanohole array to be more uniform in size [159]. It was observed

that at lower temperatures, the QDs were larger than the nanoholes and so their size and dimen-

sions were not well controlled. Whereas, at higher temperatures the QDs were the same size as the

nanoholes. This caused the size of the QD to be controlled by the size of the nanohole. However,

if the temperature is raised too high then no QDs will form due to indium re-evaporation [160].

Furthermore, after the In has been deposited and the QDs have formed, a step known as a ’growth

interrupt ’ can be initiated. By stopping the QD growth by shutting off the In supply and holding

the growth chamber at a constant temperature for some time before capping the QDs, diffusion

of the In is allowed to take place. In this diffusion process In migrates towards the low chemical

potential nanoholes. By changing the length of time between shutting off the In supply and capping

the QDs, the amount of diffusion can be controlled. The effect of changing the length of the growth

interrupt on the SCQD properties is investigated in the next section.

4.3 Site-controlled quantum dot sample results

A series of SCQD samples were grown each with an identical set of parameter variations on the

pitch, hole radius and EBL dosage of the nanoholes. The layout of the pitch and radius variations

can be seen in Figure 33. The large parameter variations allow for the investigation of a wide range

of potential combinations to ensure the entire parameter space is studied.

Each sample was grown with a different length growth interrupt (15, 30, 60 or 300s) to inves-

tigate the effect of the length of the growth interrupt on the optical properties of the SCQDs. For

each different growth interrupt sample, the same measurements were conducted and compared.

The sample was situated in a flow cryostat operating at 4K. An above band-gap (810nm) wide
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Figure 33: Schematic showing the layout of the different nanohole parameter variations on each

SCQD sample. Four different array pitches (a ∈ {0.6µm, 1.2µm, 2.4µm, 4.8µm}) were fabricated

with identical sets of nanohole radius variation grids. The radius of the nanoholes was drawn

at r ∈ {32nm, 40nm, 50nm, 60nm} and each array was fabricated at 8 different EBL dosages

D = 0.6 + 0.3n, n ∈ Z, 0 ≤ n ≤ 8.

aperture LED source was used to excited PL in the QDs on the device. A high-resolution CCD

camera was used to take wide field-of-view images of the PL emission from the samples. The field-

of-view of the camera allowed each 4 × 4 grid to be imaged in a single exposure. Figure 34 shows

a PL image from each pitch and growth interrupt combination apart from the tint = 60s which

unfortunately exhibited no PL emission. These images were obtained from the higher dosage set

of each pitch with a 900nm long-pass filter before the camera to remove the LED background. For

all growth interrupts, a high amount of positioned QDs can be seen for a = 0.6µm pitch. How-

ever, at this low pitch the single nanohole occupancy is difficult to discern over the background

of QDs between the nanoholes. Increasing the pitch improves the single nanohole occupancy at

all values of growth interrupt, this agrees with what has been seen previously in the literature [158].

Increasing the length of the growth interrupt appears to improve the single hole occupancy, most

notably at larger pitches. This additional diffusion time allows for a large amount of In to collect

in the nanoholes, improving the chances of a QD nucleating. The 300s growth interrupt shows
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Figure 34: Wide aperture PL images of SCQD arrays with different nanohole array pitches a, from

each of the four samples with different growth interrupt times tint. In each 4 × 4 grid the drawn hole

radius increases from left to right (r = 32nm, 40nm, 50nm, 60nm) and the EBL dosage increases

from bottom to top (D = 1.8, 2.1, 2.4, 2.7). No PL emission was seen from the tint = 60s sample.

Both the effect of changing the pitch and growth interrupt can be seen from the images. A high

yield of area-controlled QDs is seen on all four samples at a = 0.6µm Increasing the pitch reduces

the number of QDs that nucleate outside of the nanoholes. Increasing the length of the growth

interrupt increases the yield of positioned QDs especially at larger pitches. A pitch of a = 2.4µm

with a growth interrupt of tint = 300s appears optimal for yield and single hole occupancy.

excellent single nanohole occupancy at both a = 2.4µm and a = 4.8µm whilst maintaining a high

yield of positioned QDs at lower values of the pitch. The highest yield seen in Figure 34 is for a

growth interrupt of tint = 300s at a pitch of a = 2.4µm in the larger nanoholes grids. For lower

values of growth interrupt, the smaller nanoholes had a higher yield of single nanohole occupancy.

This is likely due to these holes needing less In to fill up and a QD to nucleate. This would also

suggest that shorter growth interrupts preferentially grow QDs at a shorter wavelength as the QDs

will be smaller due to the lower amount of In diffused into the nanoholes. Figure 35 shows a

comparison between two different growth interrupt samples’ highest yield areas with a 900nm and

975nm long pass filter present before the imaging camera. By comparing the QD yield between the
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Figure 35: Comparison of the highest yield 4 × 4 areas from the tint = 30s and tint = 300s samples

with a 900nm and 975nm long-pass filter placed before the imaging camera. At tint = 300s, a

higher proportion of QDs seen when the 900nm long pass filter is present remain visible when the

975nm filter is present, compared to on the tint = 30s sample. This suggests that the QD ensemble

has a longer average wavelength for longer growth interrupts.

two different filter cases, the difference between the mean wavelengths of the two growth interrupt

samples can be seen. For the tint = 30s sample, only ≈ 25% of the QDs visible with the 900nm

filter present are still visible with the 975nm filter. Whereas, on the tint = 300s sample ≈ 50% of

the QDs visible with the 900nm filter present remain visible with the 975nm filter present. This

shows that the mean wavelength of the QD distribution must be at a longer wavelength for the

longer growth interrupt case. This agrees with what is expected when considering the increased In

diffusion facilitated by longer growth interrupts.

To supplement the high yield of single nanohole occupancy SCQDs seen on the tint = 300s SCQDs

exhibiting narrow linewidths must be grown. A typical PL spectrum from a SCQD grown on a

30nm GaAs buffer above EBL patterned nanoholes is shown in Figure 36. The QD exhibits a
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Figure 36: PL spectrum of a typical SCQD grown using EBL patterned nanoholes with a 30nm

buffer layer betwen the nanoholes and the QD layer. The linewidth of the QD is ∆E = 40.5±1.4µeV
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linewidth of ∆E = 40.5 ± 1.4µeV , a representative linewidth from the mode of the QD linewidth

distribution. As mentioned in Section 2.2.3 the best linewidths seen from this type of growth are

∆E = 27µeV . Both the mode and lowest linewidth results are still well above the resolution-limited

linewidths exhibited by SKQDs. As such, further work is required to further improve the linewidths

of SCQDs. Moreover, the wafer structure of the SCQDs wafers grown in this thesis do not allow for

the QDs to be contained in a free-standing membrane. For SCQD to be integrated into waveguides

further work is required to grow low linewidth, highly ordered SCQD in waveguide capable wafers.

4.4 In-situ strain tuning background

With good control over the spatial location of QDs exhibited through SCQDs, control of the

spectral properties of the QDs must be addressed. As can be seen in Figure 35, a large wavelength

distribution is observed for SCQDs in a nanohole array. To integrate multiple resonant SCQDs

in a nano-photonic system the QDs must be tuned into resonance with each other. As discussed

in Section 4.1, the most common QD energy tuning methods exhibit limitations such as non-

localised tuning and low tuning ranges, which make them a poor choice for scale-up of nano-

photonic QD systems. Recent work from J.Grim et al. [81] demonstrated a QD tuning method

which exhibited long range (up to 65meV) and highly localised (spatial resolution > 1µm) in-situ

tuning. They demonstrate the utility of this tuning method by tuning three QDs into resonance

in a PhC waveguide which exhibit superradiance, an indication of quantum interactions between

the QDs. Due to the promising results shown by J.Grim et al., this tuning method was chosen for

investigation to address the suitability of the method for the realisation of scale-up of SCQD based

systems.

4.4.1 In-situ strain tuning via thin film crystallisation

To enable the localised in-situ laser tuning, free standing GaAs waveguides with embedded InAs

QDs are conformally coated in a thin layer of a dielectric material. In this experiment, Hafnium

Oxide (HfO2) is chosen as the dielectric. The HfO2 is deposited onto the surfaces of the waveguides

using ’Atomic Layer Deposition’ (ALD). By using ALD to deposit the film, the thickness of the film

can be precisely controlled. Moreover, ALD allows for complex nano-photonic features to be coated

conformally with layers of a controllable and uniform thickness, an essential requirement for this

tuning technique [161]. The ALD coated sample is kept at cryogenic temperatures during the QD

tuning process allowing for ’in-situ’ tuning of QDs. A high power, tightly focused short wavelength

(632.8nm) laser is incident on an area of the waveguide which houses the QD chosen for emission

energy tuning. As HfO2 is transparent at the laser wavelength, the laser heats the suspended

waveguide membrane. This heat dissipates from the waveguide into the HfO2 film causing it to be

heated. The crystallisation temperature of HfO2 is ≈400◦C, much lower than the melting point of

GaAs (≈ 800◦C). By locally heating an area of the waveguide to a sufficiently high temperature

using the laser, a localised area of the HfO2 coating is crystallised. When HfO2 undergoes a phase
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Figure 37: Schematic of the in-situ tuning mechanism. a.) A free standing GaAs waveguide with

embedded InAs QDs is conformally coated in a thin layer of dielectric material. In this experiment,

Hafnium Oxide (HfO2) is used. The sample is held at cryogenic temperatures while a laser is used

to heat the GaAs membrane. This heating causes the HfO2 to crystallise where the laser spot is

incident. This phase change reduces the volume of the dielectric by 3% which causes the coating

to squeeze the waveguide, inducing a strain field as shown in b.). This strain blue-shifts the energy

of any QDs in this area of the waveguide.
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transition and crystallises, the material volume is reduced by ∼3% [162]. This volume reduction

causes the waveguide membrane to be compressed, inducing a strain field in the waveguide. As

the SKQDs used in this work are naturally strained through their formation, altering the strain

environment of the QD induces an emission energy shift in the QD. As compressive strain is induced

in the QD, the emission energy is blue-shifted (see Section 2.3.3 for a more detailed explanation

of strain tuning of QD emission energies). Figure 37 shows a schematic of the tuning mechanism.

Due to the small size of the laser spot incident on the sample and the cryogenic temperatures at

which the sample is held limiting the heat dissipation, the laser heating is extremely localised.

Therefore, individual QDs in the waveguide can be selected and tuned independently of each other.

By controlling the power and length of the time the membrane is exposed to the laser, the degree

of crystallinity of the HfO2 film can be controlled. This allows for the amount of strain induced on

the QDs and therefore, the QD tuning, to be precisely controlled.

4.4.2 Tuning mechanism considerations

To maximise the utility of the technique, each of the variables in the system must be considered

with regards to their affect on the tuning mechanism. As this technique has only recently been

demonstrated, the effect of altering the tuning parameters is not widely studied. J.Grim et al.

indicate the three parameters which they observe to affect the tuning mechanism. Firstly, the

surface morphology of the ALD deposition is observed to affect the tuning range of the technique.

They observed that rougher films provided a larger tuning range due to an increase in the number

of available nucleation sites for the crystallisation process [163]. In their study the roughness of the

films was related to the deposition temperature, films deposited at higher temperatures exhibited

rougher surfaces and therefore longer tuning ranges [81]. J.Grim et al. also show that changing the

laser power and cumulative exposure time at a set power both affect the tuning of the QD energy.

They show that very little tuning occurs until a ’turn-on’ laser power is reached, after which the

tuning increases rapidly. By increasing the cumulative exposure time a large tuning is seen initially,

before the trend plateaus sharply.

4.5 Design of strain tuning sample

To investigate this novel tuning technique, a sample was designed with H1 PhCC, nanobeam waveg-

uide and W1 PhC waveguide structures. For the NBWs, an array of devices were fabricated with

varied widths (100-1000nm) and lengths (10-30 µm) while the thickness was kept constant due to

the wafer composition. A range of hole radii were included for the W1 and H1 PhC devices. As

HfO2 has a higher refractive index than air, coating a PhC membrane in the dielectric will shift

the band edge of the PhC due to the higher refractive index material filling in the holes. Figure 38

shows the results from simulations of transmission through a W1 waveguide. a.) shows the shift in

the short wavelength band edge for devices with different thicknesses of a conformal coating of HfO2

with a constant nanohole radius r = 76nm. The simulations show that increasing the thickness
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Figure 38: Results from FDTD simulations of a W1 PhC waveguide conformally coated with a

thin layer of HfO2 showing the effect of changing the thickness of the HfO2 layer tHF on the short

wavelength photonic band edge of the PhC waveguide. In a.) the radius of the holes is kept constant

at r = 76nm and increasing tHF reduces the volume of air in the holes. In b.) the volume of air in

the holes is kept constant by maintaining an air hole of radius rair = 76nm in surrounded by the

HfO2.
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Figure 39: SEM image of the layout of devices on the sample designed to test the in-situ strain

tuning technique. At the top of the sample are W1 PhC waveguides. At the bottom left are NBWs

and at the bottom right are H1 cavities.

of the dielectric coating shifts the band edge to longer wavelengths. This occurs due to the HfO2

having a refractive index of ∼ 2, which is much larger than the air it has replaced. This causes the

effective radius of the nanoholes to be reduced. Reducing the radius of the nanohole increases the

effective index of the unit cell and shifts the band edge to longer wavelength as the wavelength of

the band edge is directly proportional to the effective index of the unit cell (λ = 2aneff ). Figure 38

b.) shows the effect of increasing the thickness of the HfO2 coating on the short wavelength band

edge of a W1 PhC waveguide when the radius of the air portion of the nanohole is kept constant

at rair = 76nm. In this scheme, increasing the thickness of the nanoholes removes semiconductor

material rather than air from the device. As expected, the opposite effect is seen to Figure 38 a.).

Increasing the thickness of the HfO2 coating while keeping the air hole radius constant increases

the effective radius of the air holes and reduces the amount of high refractive index semiconduc-

tor. This reduces the effective index of the unit cell and shifts the band edge to shorter wavelengths.

Using the results from Figure 38, the design radius of the PhC airholes could be chosen to ensure

that the band gap of the W1 waveguide would cover the entire QD emission energy distribution

when conformally coated with HfO2. A ’Scanning Electron-Microscope’ (SEM) image of the sample

layout can be seen in Figure 39. Six copies of this layout were fabricated, one was left uncoated as

a reference sample. The other five samples were conformally coated in HfO2 using ALD. Between

the samples, the thickness, growth method and deposition temperature of the film were altered.

Two thicknesses of HfO2 were used: 10 & 30nm, to investigate the difference in tuning range and

repeatability between the two thicknesses. Two deposition temperatures and methods were used,

200 & 300◦C and ’plasma’ or ’thermal ’ respectively. In thermal ALD, H2O molecules are used to
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oxidise the surfactants whereas an O2 plasma is used in plasma ALD. Varying these parameters

will affect the morphology of the thin HfO2 film and therefore should have an effect on the tuning

capabilities seen.

4.6 Strain tuning results

4.6.1 Experimental set-up for controllable laser exposures

To ensure that a high degree of control over both the power and exposure time of the heating laser

was possible, an automated software controllable laser exposure set-up was created. A schematic

of the experimental set-up is shown in Figure 40.

The power of the laser was controlled by an adjustable ND filter mounted on a motorised stage.

The stage was controlled through the computer to allow ultra-fine adjustments to the laser power

and high precision when selecting a laser power to use. The flip-mounted mirror, which controlled

the length of the heating laser exposure time, was also controlled via the computer. Custom-written

software was developed which allowed for an arbitrary number of laser exposures of a chosen length

to be automated, with PL spectra taken after each exposure. This was possible as an above band

gap (808nm) laser was incident on the sample when the flip-mounted mirror was down. During a

heating exposure, the flip mounted mirror was flipped up rapidly for a length of time chosen in

the software before flipping back down rapidly to prevent over-exposure. While the mirror was

flipped up the heating laser was reflected down onto the sample and the PL laser blocked. After

the exposure, the PL laser was again incident on the sample. After a small time gap to allow the

heat to fully dissipate and the mirror to have fully descended, a PL spectrum of the sample was

taken and saved and the system initiated the next exposure. By automating the process in this

way, not only was greater accuracy and precision of the laser exposure time and power achieved,

but the process was greatly streamlined compared to manual adjustments.

After the structures were fabricated on the wafers in Sheffield, the samples were transported to the

James Watt Nanofabrication Centre, where they were coated in HfO2 using the range of different

ALD deposition parameters discussed in Section 4.5. The samples were then transported back to

Sheffield to be measured. Unfortunately, the H1 cavity structures on the sample were underexposed

causing the air holes to be largely under-etched. Therefore, these devices were not measured as no

cavity modes would have been present even before the HfO2 deposition.

4.6.2 Laser power dependence

With the samples fabricated and conformally coated in HfO2, the set-up was constructed as shown

in Figure 40 and the samples were loaded into a flow cryostat, where they were kept at cryogenic

temperatures (∼4K). As this in-situ strain tuning technique has only recently been demonstrated
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Figure 40: Schematic showing the automated laser exposure set-up used to control the power

and exposure time of the heating laser. The set-up was modified from a standard µPL set-up by

including computer-controlled components to automate the tuning process. The heating laser was

incident on an adjustable ’Neutral-Density ’ (ND) filter and flip-mounted mirror to control the power

and exposure time of the laser. Both the filter and the mirror were controlled by custom-written

software on a computer. When the flip mounted mirror was up, the sample was exposed to the

heating laser; when the mirror was down, a low power 808nm laser was used to excite PL in the

QDs to measure their wavelengths.
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Figure 41: Graph showing the amount of blue-shift exhibited by a QD in a 0.5 × 30µm NBW after

30s cumulative exposure time at increasing laser powers. An exponential fit to the data is included

to guide the eye.

for the first time, the tuning mechanism and procedure is not fully understood. Therefore, the first

step in the measurement process was to gain an understanding of the operation of the system.

Firstly, the effect of increasing the laser power on the maximum achievable tuning range of a

QD was investigated. The laser power was increased incrementally by adjusting the ND filter in

the path of the heating laser. At each power increment, the sample was exposed to the laser for a

total cumulative exposure time of 30s at each incremental laser power, to ensure that close to the

maximum amount of tuning at each laser power was reached. The results shown in Figure 41 were

obtained from tuning a QD embedded in a 0.5µm wide, 30µm long NBW. The power of the laser

was measured as it entered the set up, the power down onto the sample will be lower due to the two

beam splitters (90/10 pellicle and 50/50) in the laser path, between the power meter and the sam-

ple. The graph shows that at low powers, no blue-shift is observed. This is due to the laser power

not being sufficiently high to heat the HfO2 over its crystallisation temperature (∼400◦C). The

device measured in Figure 41 exhibits a threshold power of 5mW after which a roughly exponential

trend is seen in the blue-shift with increasing laser power. This can be explained by considering

the effect of the degree of crystallinity on the amount of tuning and the effect of the temperature
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on the degree of crystallinity. At or just above the threshold power the temperature of the semi-

conductor membrane will only just surpass the crystallisation temperature of HfO2. Therefore, as

the heat dissipates, only a small fraction of the HfO2 immediately surrounding the waveguide will

reach a high enough temperature to undergo the phase transition and crystallise. As the amount of

tuning is proportional to the degree of crystallinity, the amount of blue-shift observed will be small.

Increasing the cumulative exposure time at this low power will not lead to more tuning as the small

amount of HfO2 which was able to crystallise will have already completed the phase transition. By

increasing the laser power, not only will the maximum temperature of the semiconductor membrane

be increased, but the area in which the crystallisation temperature of HfO2 is surpassed will also be

increased. This will lead to a larger achievable degree of crystallisation with increasing laser power.

If the heating laser power is increased too high then the temperature of the GaAs membrane will

approach the melting point of GaAs, at this point the waveguide will be damaged. An example of

Figure 42: SEM image of a W1 PhC waveguide coupled to two NBWs and coated in HfO2. The

right hand NBW has been over-exposed by the heating laser which has caused damage to the

waveguide as can be seen by the darker area.

such damage can be seen in the right hand NBW in Figure 42. When the sample is damaged in

this way the QD PL emission is no longer visible, suggesting that the optical properties of the QDs

have drastically changed.

The trend observed here agrees with a similar experiment conducted in [81]. If the laser power from

the x-axis in Figure 41 is adjusted to account for the two beam splitters in the optical path before

the sample to be comparable with the numbers from the J.Grim et al. experiment, the threshold

power is found to be 2.25W. This is significantly lower than the power measured by J.Grim. This

is likely due to the NBW being much thinner in this work, just 0.5µm wide, compared to 1.5µm

wide in [81], and the wavelength of the laser being different.

4.6.3 Cumulative laser exposure time dependence

Next, the effect of increasing the cumulative exposure time at a fixed laser power on the tuning

of the QD emission energy was studied. Figure 43 shows the results from a QD in a NBW being
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Figure 43: Graph showing the effect of increasing the cumulative heating laser exposure time at a

fixed laser power above the threshold power, on the amount of blue-shift of a QD emission energy

in a NBW. A logarithmic fit is included as a guide for the eye.

excited at a laser power above the tuning threshold power. The QD was excited in 1s intervals

for the first 10s, followed by 5s intervals up to a cumulative exposure time of 40s, at a constant

heating laser power. The graph shows that initially, at low cumulative exposure times, the blue-shift

increases sharply. This is because, before exposing at a given power, the only HfO2 that has already

been crystallised is that which was able to be crystallised at a lower laser power. When the power

is raised, more HfO2 is able to be crystallised as a larger amount of heat energy is pumped into

the system. As is seen in Section 4.6.2, this increases the tuning range compared to lower powers.

At longer cumulative exposure times, the trend quickly flattens off with only a gradual tuning

seen at cumulative exposure times above 20s. The longer that the HfO2 is exposed to sufficient

heat to crystallise, the higher the degree of crystallisation of the HfO2 will be. Therefore, without

increasing the laser power, after each exposure there will be less HfO2 that can be crystallised at

a given laser power. This causes the amount of tuning seen per second of heating laser exposure

to drop off rapidly. Figure 43 shows that a roughly logarithmic trend is seen on the amount of

blue-shift exhibited by a QD when increasing the cumulative heating laser exposure time. This

trend is also seen in [81].
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4.6.4 Tuning ranges in nanobeam and photonic crystal waveguides

With the tuning mechanism of the technique studied and the effects of changing the laser power

and cumulative exposure time understood, the tuning range of the technique was studied next.

Firstly, the tuning range in the NBW was studied. Figure 44 shows a heat map of consecutive

Figure 44: Heat map showing PL from QDs in a NBW after each heating laser exposure, showing

the maximum tuning range achieved in this work for QDs in a NBW. A maximum blue-shift of

5.06nm was observed. The QD wavelength started at λ = 941.42nm and finished at λ = 936.36nm

PL spectra from QDs in a NBW, taken between heating laser exposures. The maximum tuning

observed from QDs in a NBW was ∆λmax = 5.06nm with the QD energy starting at λ = 941.42nm

and finishing at λ = 936.36nm. Other QDs on the heat map in Figure 44 are observed to blue

shift > 4nm showing the repeatability of the tuning method. Some QDs tune only a small amount.

These QDs are likely spatially located far from the heating laser spot and so are not strained to

the same degree as QDs located directly under the heating laser spot. This maximum tuning was

seen in a 0.5 × 30µm nanobeam with a 30nm thick HfO2 film deposited at 200◦C. Comparing the

average tuning ranges observed for QDs in NBWs, thicker HfO2 films deposited at lower tempera-

tures showed larger tuning ranges. These finding do not agree fully with what was found by J.Grim

et al.. Thicker films allow for a larger strain field to be created due to a larger amount of HfO2

around the waveguide that can be crystallised. However, lower deposition temperatures should

lead to a smoother surface morphology which reduces the tuning range due to the reduction in

nucleation points for the crystallisation process. This work found that the opposite case was true

in NBWs. Lower deposition temperatures provided more consistent and larger tuning range than

films deposited at higher temperature. The largest tuning range observed for a 10nm thick film
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Figure 45: Heat map showing PL from QDs in a W1 PhC waveguide after each heating laser

exposure, showing the maximum tuning range achieved in this work for QDs in a PhC waveguide.

A maximum blue-shift of 3.59nm was observed. The QD wavelength started at λ = 937.15nm and

finished at λ = 933.56nm.

was ∼ 3.8nm. This film was also deposited at 200◦C. The films deposited at 300◦C did not exhibit

tuning ranges greater than 1nm in NBWs. As only one sample was coated in a film deposited by

thermal ALD and this film was deposited at 300◦C, any comparison between the two deposition

methods would not be valid due to the clear under-performance of the 300◦C deposited films.

Next, the tuning range of QDs in PhC waveguides on the samples was investigated. Compared to

the NBWs, tuning QDs in the PhC waveguide required much higher heating laser powers. This

is likely due to the increased thermal mass of the PhC waveguide, as compared to a NBW a PhC

waveguide contains much more semiconductor. This causes the energy imparted by the laser to

dissipate more quickly as the heat can dissipate along the waveguide and into the PhC cladding.

This keeps the system temperature lower than for a NBW where the heat can only dissipate along

the beam direction or into the HfO2. Where the threshold laser heating power for NBW was

∼ 5mW in the PhC the threshold was 3× higher at ∼ 15mW . The heating laser was initially

fibre-coupled onto the optical table, however, this did not provide enough power to tune QDs in

the PhCs. Therefore, the laser was installed with a free space path to remove the coupling losses

from the fibre. This enabled a high enough power to tune QDs in PhC waveguides to be reached.

The maximum tuning range for a QD in a PhC waveguide is shown in Figure 45. The maxi-
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mum blue-shift observed for a QD in a PhC waveguide was 3.59nm. The QD wavelength started

at λ = 937.15nm and finished at λ = 933.56nm. The range seen is significantly lower than the

longest tuning range seen in a NBW. However, the device measured in Figure 45 had only a 10nm

thick film HfO2 compared to the 30nm thick film for the NBW device in Figure 44. The maximum

tuning range in a PhC waveguide coated with a 30nm thick HfO2 film was 2.55nm, significantly

lower than the best tuning range for a 10nm thick film. If the maximum tuning range in a PhC

waveguide is compared to a NBW with the same film thickness then both exhibit a very similar

tuning range (3.59nm vs 3.8nm). This shows that the type of waveguide does not fundamentally

limit the tuning range of the strain tuning technique. The 10nm HfO2 film deposited on this PhC

waveguide was deposited at 300◦C with plasma ALD. In the PhC devices, the tuning ranges on

the 300◦C deposited films were much larger than for films deposited at 200◦C. In the PhC waveg-

uides, thinner films deposited at higher temperature provide the superior tuning range. This is the

opposite to what was observed in the NBWs where thicker films deposited at lower temperatures

were superior. As the geometry of a PhC waveguide is much more complex than a nanobeam

waveguide, the deposition morphology is likely to be affected by the many surfaces present due to

the etched nanoholes. Thicker films may not strain around the waveguide as expected due to their

relative thickness compared to the nanohole size, instead, they may strain around individual holes

or the HfO2 itself due to the complex geometry. With thinner films this is less likely to happen as

the HfO2 is in contact with less of itself in the nanoholes due to the reduced film thickness filling

the nanoholes less. This reduces the likelihood of localised strain defects forming away from the

waveguide. If the HfO2 in a nanohole next to the W1 waveguide crystallises, the strain it produces

would stretch the waveguide section of the device rather than compress it, leading to a red-shift of

the QD. This would counteract any waveguide squeezing from crystallised HfO2 surrounding the

waveguide region of the device. As the PhC contains many surfaces for nucleation, there is no

requirement for an increased density of nucleation points from the deposition morphology which is

important to the NBW devices. An over-abundance of nucleation points would promote the forma-

tion of localised crystallisations away from the desired waveguide region, reducing the tuning range

of the device. By comparing the maximum tuning ranges for different deposition temperatures in

NBW and PhC waveguides, it is clear that the deposition temperature has much less of an impact

on the tuning range of PhC (3.59nm at 300◦C vs 2.18nm at 200◦C) devices compared to NBWs

(1.00nm at 300◦C vs 5.06nm at 200◦C).

Figure 46 shows PL heat maps for tuning attempts on an uncoated reference sample in both a

NBW and PhC. No significant tuning is observed in either structure. This confirms that the HfO2

film is the cause of the observed tuning in the devices.
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Figure 46: Heat maps of QD PL taken between heating laser exposures of an uncoated reference

sample at increasing laser power. a.) Shows the results from a NBW whereas b.) Shows the results

from a PhC waveguide.

4.6.5 Tuning two QDs into resonance over a short range

Having fully investigated each sample to determine which HfO2 deposition temperature, method,

and film thickness provided the largest and most repeatable tuning for both NBW and PhC waveg-

uides, this knowledge was employed to tune multiple pairs of QDs into resonance. Firstly, the

fine control of the method was demonstrated by tuning two QDs into resonance over a very short

spectral range of just ∆λ = 0.14nm. The PL spectra of the two QDs before and after tuning into

resonance are shown in Figure 47 a.) and b.), respectively. The longer wavelength QD (QD 1)

was located at the opposite end of a W1 PhC waveguide to QD 2, the device was coated with a

10nm thick film of HfO2 deposited via plasma ALD at 200◦C. The QDs were initially detuned by

∆λ = 0.14nm. By crystallising the HfO2 around QD 1, the QDs were brought into resonance at

λ = 918.64nm. The final wavelength of the two QDs is met by both QDs shifting towards each

other. The red-shift observed in QD 2 is likely due to the heating laser altering the charge envi-

ronment of the waveguide and inducing a small stark shift in QD 2. From Figure 46 b.) a small

red-shift can be seen in some of the QD emission energies when exposing an uncoated PhC waveg-

uide to the heating laser, it is likely that this is the effect causing the red-shift seen in Figure 47.

However, the red-shift could also be explained by considering the lineshape of the QDs before and

after the tuning process. The lineshapes of both QDs change from doublets to singlets after the

tuning process. These doublets could be caused either by the presence of the positivity charged

trion state in addition to the exciton or the FSS of the exciton transition. The magnitude of the

energy splitting between the peaks is on the order of µeV [66], this is typical of the fine-structure
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Figure 47: PL spectra from two QDs in a PhC waveguide a.) before and b.) after being tuned into

resonance on a spectrometer using the in-situ strain tuning method described in this chapter. The

QDs were tuned into resonance over a very small range (∆λ = 0.14nm).

splitting in QDs, whereas, the energy splitting between the exciton and positive trion state in a QD

is typically on the order of meV [164]. As the magnitude of the FSS is related to the asymmetry

of the QD, changes to the strain of the QD will alter the splitting (see Section 2.3.3). Therefore,
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it is likely that the strain induced by the crystallisation of the HfO2 film has significantly affected

the FSS of the QDs in Figure 47.

The ability to tune QDs into resonance over such a short range demonstrates the utility and

high level of control over QD energy tuning available with this tuning method.

4.6.6 Tuning two QDs into resonance over a long range

Having demonstrated very short range tuning, attempts to tune QDs into resonance over a larger

spectral range were conducted. The longest range that two QDs in a PhC waveguide were tuned

into resonance over was ∆λ = 0.72nm. The PL spectra of the two QDs before and after tuning

into resonance are shown in Figure 48 a.) and b.), respectively. As for the shorter tuning range

seen in Section 4.6.5, despite the QDs being located at opposite ends of the PhC waveguide, a

small red-shift was observed in QD 2 which was far from the heating laser location. In both cases,

the magnitude of the red-shift is very small > 0.1nm and so could easily be corrected for using

electrical tuning of the QD energy. The waveguide was coated with a 10nm thick film of HfO2

deposited via plasma ALD at 200◦C, this HfO2 deposition was chosen for both the short and long

range tuning attempts as it exhibited both the longest range and most reproducible tuning in PhC

waveguide structures. As can be seen between a.) and b.) in Figure 48, the shape of the QD

peaks are changed by the tuning process. QD 1 appears to exhibit a narrower linewidth after the

tuning process whereas QD 2 is broadened by the process. This may be caused by the changing

charge environment of the waveguide altering the charge state of each QD. As this sample did not

contain electrical diodes, control over the charge states of the QDs was not possible. Integrating

electrical control on ALD coated samples is not trivial as conventional diode contacting pads are

coated during the ALD process, rendering them unusable. As this sample was a test sample, diodes

were not included in order to reduce the complexity of the sample fabrication. This broadening

could also be caused by alterations to the FSS in the QD due to the strain induced by the HfO2

crystallisation. The narrowing of the QD 1 lineshape could be due to a change in the magnitude

of the FSS either separating or fully overlapping the two FSS states in the PL spectrum which

were initially partially overlapped in the PL spectrum before the tuning process, causing the QD

emission peak to appear broad. Similarly, the broadening of the QD 2 lineshape after the tuning

process can be explained by an alteration to the FSS. The energy scale of the narrowing/broadening

of the QD emission peaks in Figure 48 is consistent with that of FSS states in QDs (∼ µeV ) and

is lower than typical values for exciton-trion splitting (∼ meV ). This suggests an alteration to the

FSS in the QD is the most likely cause of the peak width change for the QDs before and after tuning.

This demonstration of long range tuning of QDs into resonance demonstrates the capabilities of

this technique for use in a SCQD array where individual QDs can be tuned through large spectral

ranges into resonance with high precision.
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Figure 48: PL spectra from two QDs in a PhC waveguide a.) before and b.) after being tuned into

resonance on a spectrometer using the in-situ strain tuning method described in this chapter. The

QDs were tuned into resonance over a long range (∆λ = 0.72nm).

4.7 Conclusions and outlook

Advances in both SCQD and QD energy tuning techniques have been presented in this chapter

towards the goal of the scale-up of QD based nano-photonic systems. Specifically, the combination
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of the good spatial control offered by SCQD combined by the highly controllable and long range

QD energy tuning provided by the in-situ strain tuning method described here, will significantly

improve scalability of QD systems. The effect of altering the pitch and radius of nanohole arrays

on the wavelength and nanohole occupancy of SCQD was investigated. Larger nanoholes at a

pitch of 2.4µm giving the best results. Moreover, the effect of changing the growth interrupt on

the wavelength and occupancy of SCQD was studied. It was found that longer growth interrupts

improved the single QD nanohole occupancy rate and shifted the QD ensemble mean wavelength

to longer wavelengths. An in-situ strain tuning method first demonstrated by J. Grim et al. was

investigated for its suitability to be used in conjunction with SCQD to enable scale-up of the

number of resonant QDs in nanophotonic structures. The tuning mechanism of the technique was

studied; it was found that for NBWs, thicker films deposited at a higher temperature provided

superior tuning performance whereas in PhC waveguides, the opposite was true. A maximum

tuning range of 5.06nm and 3.59nm was observed for QDs in NBW and PhC waveguides, respec-

tively. Two pairs of QDs were tuned into resonance over short (0.14nm) and long (0.72nm) tuning

ranges. This shows the flexibility and precision of the tuning technique, confirming that such an

approach would be suitable to be used with SCQDs, to enable scale-up of QD nanophotonic devices.

To build upon the work in this chapter two main avenues need to be explored. Firstly, for the SCQD

work, a design for the nanohole-seeded growth which is compatible with free-standing waveguide

devices is required. Without the waveguide structures, not only are most nanophotonic devices off-

limits but the strain tuning mechanism will not be possible. The main challenge to growing SCQD

in waveguide capable wafers is keeping the thickness of the waveguide membrane low. This could

be overcome by improving the cleaning process further, allowing for a smaller buffer layer to be

grown above the nanoholes. This would also allow the nanoholes to be shallower, further reducing

the thickness requirement. For the strain tuning work, a new sample with electrical contacts would

allow for control over the charge states of tuned QDs. Moreover, QCSE tuning could be used to

supplement the strain tuning. To enable a measurement of QD-QD coupling via superradiance, the

OC design on the sample will need to be adjusted to account for the HfO2 coating. The OCs on

the samples measured in this work were extremely inefficient and did not couple sufficient light in

or out of the waveguides to perform such a measurement.
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5 Electro-mechanically tunable 1D photonic crystal cavities

5.1 Introduction

A key advantage of using QDs for linear optical QIP, is their ability to exhibit strong light-matter

coupling in nano-photonic structures. This enhanced coupling provides an increased photon emis-

sion rate from the QD into the photonic medium, allowing for extremely rapid, deterministic data

transfer via single photons and a highly non-linear response in the few photon limit. These at-

tributes are essential to the realisation of quantum phase gates and efficient single photon sources.

As discussed in Section 2.5, multiple approaches have been used to demonstrate strong light-matter

enhancement of embedded QDs, including optical micro-cavities. Cavity systems have demon-

strated the largest Purcell factors to date in single QD systems (43 ± 2) [43] and are much more

compact than competing systems such as waveguide and ring resonator devices, leading to lower

mode volumes. As such, PhCCs are the structure of choice for the realisation of strong light-matter

interactions. Moreover, chains of resonant cavities have been shown to be capable of producing

many-photon entangled states [165].

When considering the scale-up of coupled cavity systems, precise control over the wavelength of

the cavity modes presents a significant challenge. Due to intrinsic fabrication imperfections, it is

extremely unlikely that two cavities with the same design parameters will exhibit identical cavity

mode wavelengths. Therefore, to achieve multiple resonant cavities on-chip, a controllable cavity

mode wavelength tuning mechanism is required. Several competing approaches to PhCC mode con-

trol have been demonstrated in the literature. Tuning of cavity mode wavelength in an H1 PhCC

has been demonstrated by using a piezoelectric mount to induce uniaxal strain in the system. This

alters the PhC period in the direction of the applied strain, which tunes the cavity mode wave-

length. This technique also alters the detuning between the two orthogonal cavity modes in the H1

PhCC [117, 118]. This method provides a high degree of control over the cavity wavelength shift,

due to the fine control over the piezoelectric mount voltage. However, the method does not allow

for cavities on the same sample to be tuned independently of each other. Moreover, the induced

strain causes the QDs in the sample to be tuned along with the cavity modes. Electro-mechanical

tuning of PhCCs has been demonstrated in two main schemes; horizontal (in-plane) and vertical

(out-of-plane) displacement methods. Horizontal displacement methods commonly involve a cavity

beam positioned between two perturbing PhC beams [113, 166], however, schemes with just two

PhC beams [112] or a single dielectric probe exist [167]. In these schemes, the devices are tuned

by altering the effective refractive index of the cavity mode. The perturbing elements are electri-

cally actuated in close proximity to the cavity, allowing the effective index to be controlled. These

devices can be tuned independently from each other and any embedded emitters. However, these

schemes require high voltages and large device footprints, which limit their scalability. Vertical

displacement methods operate on the same principal as the horizontal displacement methods. A
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capacitive force between two parallel PhC membranes is used to alter the effective refractive index

of the cavity mode. This method has been used to tune QD into resonance with an L3 PhCC [168].

In this chapter, a scheme is introduced for fine control over the cavity mode wavelength tuning

in a 1D PhCC. This is achieved by altering the effective refractive index of the mode by using a

photonic crystal membrane attached to a free-standing electromechanical cantilever, which can be

actuated orthogonally to the cavity plane via a capacitive force. Whilst various demonstrations

of electro-mechanically tunable 1D PhCCs exist in both GaAs [112] and silicon [113] systems, to

date, none are capable of containing a QD at the electric field maximum of the cavity mode. The

design is capable of including an embedded QD at the site of maximal electric field intensity in the

cavity whilst exhibiting in-operando cavity mode tuning. This allows for the QD to be tuned on to

resonance with the cavity mode thus exhibiting an enhancement in Purcell factor.

The first part of this chapter focuses on the design and optimisation of the 1D PhCC via FDTD

simulations. The cavities were optimised for a high Q
Vm

ratio at λcav ≈ 910nm. Extensive parameter

optimisation sweeps are conducted across the entire parameter space to achieve this optimisation.

The robustness of the optimised design to various fabrication imperfections is tested in simulation.

By using a Monte Carlo simulation technique to simulate the random radii fluctuation of the air

holes, the fabrication error can be quantified. Furthermore, the ellipticity of the holes is also stud-

ied in this section. Further simulation work is carried out to optimise the design of the perturbing

PhC membrane. Parameter sweeps are carried out to reduce the cavity Q-factor degradation from

the presence of the membrane whilst maintaining a large cavity mode tuning range. The optimised

1D PhCCs are studied experimentally and compared to the simulated devices. Finally, the full

cavity perturbing membrane devices are fabricated and studied showing the first demonstration of

an electro-mechanically actuated cantilever tunable cavity in GaAs.

5.2 Theory

5.2.1 Cavity mode tuning

As stated in Section 2.4.4 the wavelength of the fundamental mode of a 1D PhCC is given by

Equation 12.

λ = 2neffL

Thus, to tune the wavelength of the cavity mode, either the length of the cavity L or the effective re-

fractive index neff must be altered in a controllable manner. Once fabricated, changing the length

of a PhCC is extremely challenging. Attempting to alter the length of a PhCC would likely lead to

massive degradation of the cavity performance, unavoidable tuning of the embedded QD energies,

and inability to independently tune multiple devices. As a result, tuning of the effective mode

index is the clear choice for the realisation of cavity mode wavelength tuning. Multiple approaches
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exist for the tuning of effective mode index through ’direct ’ cavity tuning methods. These include:

thermal tuning [169, 170], electro-optical tuning [90] and acoustic tuning [171]. However, these

methods each have a critical flaw when considering QDs systems and scale-up potential. Thermal

tuning often requires high laser powers to achieve a sufficient tuning range. Moreover, the heating

effect can degrade the linewidths of embedded QDs. Acoustic and electro-optical tuning devices re-

quire a large device footprint, fundamentally limiting the scalability of such devices. An alternative

’indirect ’ approach is to alter the effective index of the cavity mode by altering the environment

of the evanescent cavity field. This is achieved by introducing some dielectric material, normally a

nanobeam or cantilever tip, close to the cavity centre. This dielectric structure can be moved in and

out of the evanescent field of the cavity mode, thus altering the effective index. This approach has

seen successes in silicon based systems using in-plane displacement and in atomic force microscopy

tip approaches [113, 167, 172].

Figure 49: Schematic of an electro-mechanically tunable 1D PhCC. a.) Shows a top down view

focused on the cavity region. The perturbing beam is fabricated extremely close to the cavity beam

such that the evanescent field of the cavity mode extends into the perturbing beam. b.) Shows a

cross-sectional view of the operation of the cantilever device. When a voltage is applied between

the substrate and the cantilever membrane the resulting electric field produces a capacitive force

(FC) that acts on the cantilever. As the end of the cantilever is free-standing and far from the

fulcrum point, the force is large enough to displace the perturbing beam, pulling it towards the

substrate. If a large enough voltage is applied, the perturbing beam is displaced completely from

the evanescent cavity field, leading to maximal mode tuning. c.) Shows a top-down view of the

entire device. The air holes in the cantilever are present to aid the under-etching process.
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In the system presented in this chapter, a perturbing PhC membrane is introduced in the evanes-

cent field of the cavity mode. This membrane can be actuated out-of-plane with respect to the

devices via an electrostatic force between the suspended device membrane and the substrate. A

schematic of the device and its operation is shown in Figure 49. This out-of-plane approach has

been used to realise optical switches using directional couplers [173, 174] and has the advantage of

being much more compact in design than the in-plane designs. Moreover, indirect tuning methods

are much less likely to damage the nanophotonic structures than direct tuning methods due to the

high powers and stresses experienced by the devices as a result of direct cavity mode tuning methods.

When the cantilever is displaced from its resting point at zero bias, the perturbing beam is also

displaced from the evanescent cavity mode, as shown in Figure 49 b.). As this method allows for

very fine adjustment of the cantilever displacement, the amount of displacement of the perturbing

beam can be precisely controlled. Therefore, the change of neff can also be precisely controlled as

this is directly related to the proximity of the perturbing beam to the cavity. This allows for fine

control of the cavity mode tuning over the entire tuning range of the device.

By adjusting the in-plane separation between the cavity and perturbing beams, the tuning range

of the device can be altered as the magnitude of the neff modulation is changed. Adjusting the

parameters of the PhC in the perturbing beam also affects the amount of neff modulation. How-

ever, the PhC parameters have a much smaller effect on the tuning range of the device than the

separation of the beams. Optimisation of the PhC parameters is more important in reducing cou-

pling and scattering losses from the cavity due to the presence of the perturbing beam, this will be

discussed in detail in Section 5.4.

5.2.2 Electrostatic actuation of a free-standing cantilever

Figure 50 shows a detailed schematic of the electrostatic actuation of a free-standing cantilever

device. When a voltage is applied between the device membrane and the substrate, a uniform

electric field forms between them as they are separated by an insulator. This produces a capacitive

force that acts on both the substrate and the membrane, attracting them towards each other.

In reality, this manifests as an attractive force pulling the free-standing membrane towards the

substrate as the substrate cannot deform as easily as the membrane. The electrostatic force FC

between two parallel plates seperated by distance d with an electric field E between them is given

by:

FC =
1

2
|∂C
∂d

|V 2 =
ϵA

2d2
V 2 =

CV 2

2d
(41)

where C is the capacitance between the membrane and the substrate, ϵ is the permitivity of the

material between the membrane and the substrate and A = L · w is the cantilever area. This

attractive force pulls the cantilever toward the substrate causing the cantilever to bend away from
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Figure 50: Diagram depicting a single free-standing cantilever device of length L width w and

separated by some distance d from the substrate. When a non-zero voltage V is applied across the

top and bottom contacts of the diode, a uniform electric field E is created between the cantilever

and the substrate. This in turn produces a capacitive force FC that acts to attract the cantilever

and substrate to each other. This force causes a displacement of the free end of the cantilever

towards the substrate which is governed by Hooke’s law.

its equilibrium point. This induces stress in the cantilever which creates the restoring force FR

which acts against the electrostatic displacement to return the cantilever to its original location.

When FC and FR are equal the cantilever will be at rest with some displacement s from its original

location s0. This force is given by Hooke’s law:

FR = K (s0 − s) =
ϵA

2d2
V 2 (42)

Where K is the spring constant of the cantilever. An expression for the spring constant of the

cantilever can be derived by considering a point load F incident on the tip of the cantilever of

dimensions L× w × t. The internal moment M at any position x along the cantilever is given by:

M = −F (L− x) (43)

and the equation for small angle displacements of a cantilever beam is:

d2s

dx2
=

F

ΣI
(L− x) (44)
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where s is the out-of-plane displacement of the cantilever, Σ is the Young’s Modulus of the cantilever

material and I is the moment of inertia of the cantilever. As this is a second order linear differential

equation the solution is expected to have two boundary conditions, in this case these are:

s (0) = 0;
ds

dx
|x=0 = 0

As the right hand side of Equation 44 is linear with respect to x and is a second order derivative, it

can be assumed that s (x) is a third order polynomial and the following trial solution for Equation 44

can be introduced:

s = A+Bx+ Cx2 +Dx3 (45)

From the boundary conditions: A = B = 0. If the trial solution is now input into Equation 44 it

shows

C =
FL

2ΣI
;D = − F

6EI

giving the expression for the displacement as:

s =
FL

2ΣI
x2
(
1− x

3L

)
(46)

The spring constant of the cantilever is defined as the ratio of the maximum displacement to the

point force. The maximum displacement occurs for x = L:

smax =
L3

3ΣI
F (47)

Therefore, the spring constant is:

K =
3ΣI

L3
=

Σwt3

4L3
(48)

where Σ is the Young’s Modulus of the cantilever material, L,w, t are the length, width and thick-

ness of the cantilever respectively and I = 1
12wt

3 is the moment of inertia of the cantilever [175].

If Equation 48 is substituted into Equation 42, an expression for the out-of-plane displacement

of the cantilever with respect to the bias between the substrate and membrane can be obtained:

(s0 − s) =
2ϵL4

Σd2t3
V 2 (49)

As the distance between the two plates changes with displacement, it follows that: d = s. This

allows a graph to be plotted showing the dependence of the cantilever displacement on the square

of the applied bias (Figure 51).

The maximum displacement of the cantilever from the equilibrium point (s = s0) possible is

s0 − s = 1
3s0. The voltage at which this maximum displacement is achieved is called the pull

in voltage (V 2
PI). At higher voltages the restoring force from the cantilever can no longer match

the electrostatic force from the capacitance and the cantilever collapses onto the substrate below.
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Figure 51: Graph showing the relationship between the distance between the cantilever and the

substrate s and the square of the applied bias V 2. The maximum reversible displacement is 1
3s0

which is reached at the pull-in voltage V 2
PI . At higher voltages the electrostatic force overcomes

the restoring force from the beam and the cantilever collapses down to the substrate. The region

in which the actuation is controllable is marked on the graph

The cantilever can be released from the substrate if the restoring force is larger than the adhesive

force between the cantilever and the substrate. For voltages below the V 2
PI the displacement of

the cantilever can be controlled precisely and rapidly, this allows for theoretically arbitrary control

over the displacement.

For the devices proposed in this chapter, the maximum displacement is calculated from the thick-

ness of the sacrificial AlGaAs layer between the membrane and the substrate. The thickness of

this layer is approximately 1µm giving a maximum displacement of (s0 − s)max ≈ 333nm. The

theoretical pull in voltage can then be calculated from Equation 49. For a cantilever of dimensions

L = 30µm, t = 170nm at a displacement of d = s = 2
3s0 = 666nm with the Young’s modulus

of GaAs taken as Σ = 86GPa and vacuum permittivity ϵ = 8.85 × 10−12, the pull in voltage is

V 2
PI = 2.1V 2. In reality, the applied voltage required to actuate the cantilevers is much higher due

the resistance of the material and contacts [174].

5.3 Optimisation of the 1D photonic crystal cavity design

The first step in the designing of the tunable cavity devices was to develop a design for a 1D PhCC

which exhibited a high Q-factor and low modal volume at a wavelength close to the centre of the

InAs QD energy distribution (910nm was chosen). Moreover, the evanescent mode of the cavity
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must extend far enough into the air cladding so that a perturbing beam can influence the effective

index significantly without being too close to the cavity beam and risking the two beams adhering.

The design of the cavity is optimised using 3D-FDTD simulations. A single broadband dipole

source is located in the cavity with a small displacement from the centre and used to directly excite

the cavity mode. The source is displaced from the centre of the cavity and at a 45◦ angle to the

nanobeam direction in order to excite modes of any polarisation and to excite modes that may have

an electric field minimum at the cavity centre. A Q-factor monitor is positioned at the cavity centre

which records both the wavelength and Q-factor of the cavity mode. This is achieved by fitting

an exponential function to the cavity mode decay. A fine mesh override is positioned around the

entire 1D PhCC as the differences in holes sizes for the tapered PhC can be extremely small and

require high precision to be resolved. The simulation considers a sufficiently long time (10ns) so

that most of the light has been dissipated from the cavity and the Q-factor measurement stabilises.

Each cavity parameter is swept over a small range whilst the other parameters are kept constant.

This allows for the effect of changing each individual variables to be investigated. The results are

then analysed and an optimal design is presented.

5.3.1 Design overview

Figure 52 shows an overview of the 1D PhCC design that was chosen for optimisation for use in the

tunable cavity system. The design features two photonic crystal areas: a uniform mirror section

where the lattice period and hole radii are kept constant, and a tapered region where the period and

hole radii reduce towards the cavity centre whilst maintaining the same period to radius ratio as the

mirror (i.e. r0
a0

= rmin
amin

) until a minimum period is reached. Due to the constraints of the fabrication

process, the minimum hole radius cannot be smaller than 30nm as at radii below this, the holes

cannot be reliably fabricated. Whilst different tapering schemes have been demonstrated to create

effective cavities such as an increasing hole size taper [176] and tapering both the inner and outer

holes [177], ultimately, an inner hole taper with a reduction in hole size was chosen. This scheme

maximises the available dielectric space at the cavity centre that is far from any air interfaces whilst

maintaining a high Q-factor and low mode volume. It has been estimated that within 40nm of an

air/dielectric interface the optical properties of embedded QDs are degraded [178]. The smaller

holes at the cavity centre increase the amount of dielectric material away from these interfaces com-

pared to devices without a hole radii decreasing taper. Moreover, many cavity designs that use an

increasing hole radii taper often create so called air mode cavities where the electric field maximum

is in an air region of the device. This obviously does not allow for the cavity to facilitate embed-

ded emitters at the field maximum. Therefore, such cavity designs are not suitable for our purposes.

In this section each of the cavity parameters will be studied in isolation to investigate the effect of

each parameter on the cavity Q-factor and mode wavelength. The thickness of the nanobeam is
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Figure 52: a.) Schematic of the 1D PhCC design that was optimised for use as a tunable cavity.

The PhC contains uniform mirrors at either end of the device with air holes of radius r0 separated

by a period a0. These mirrors surround an area where the radius and period of the air holes is

tapered linearly by some factor to a minimum period and radius(amin and rmin). This taper reduces

the scattering losses from the cavity by reducing the mode mismatch between the cavity mode and

the PhC mirror mode. b.) Shows the cavity mode electric field profile overlaying the cavity. The

mode is strongly confined by the waveguide in the lateral direction and the tapered air holes in the

waveguide direction.

fixed at 170nm by the GaAs wafer dimensions, as such the width is adjusted accordingly to support

a single guided mode. This and the target mode wavelength of ≈ 910nm provides a set of fixed

reference parameters from which the remaining cavity parameters can be optimised. The results

of the optimisations will be presented graphically with the data points connected as a guide to the

eye.

5.3.2 Initial nanobeam dimension selection

As mentioned in Section 5.3.1, the thickness of the nanobeam is determined by the semiconductor

wafer dimensions and as such cannot be varied. Therefore, the other cavity parameters must be

adjusted around this fixed thickness. Naturally, the first parameter to be considered is the width of

the nanobeam as this is closely related to the thickness. By changing the ratio of the thickness of the

nanobeam to the width of the nanobeam ,the band structure is changed. Therefore, the supported

optical modes of the beam are also changed. The dispersion curve of a nanobeam features two bands

which correspond to two orthogonal modes; ’Transverse-Electric’ (TE) and ’Transverse-Magnetic’

(TM), one for each cross-sectional axis. For a square cross-sectional nanobeam, where the width

and thickness are equal, the two bands become degenerate. The further from the square beam case
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Figure 53: Graph showing the dispersion curve of the two orthogonal modes in a rectangular

nanobeam waveguide with dimensions t = 0.6w. This roughly equates to a beam with dimensions

t = 170nm, w = 280nm, the parameters used in the optimisation simulations. The dispersion

curves were calculated using MPB.

the width to thickness ratio is, the further apart the two bands will be. The band structure of a

nanobeam with the initial optimisation parameters is shown in Figure 53. A value of w = 280nm

was chosen as a starting point for the optimisation as for a beam of thickness t = 170nm this gives

a single TE mode which light can couple to at the target cavity mode wavelength. The effect of

varying the beam width on the cavity performance is studied later in the chapter after the initial

optimisation of the PhCC parameters for fixed beam dimensions.

5.3.3 Variations of the number of air holes (nm and nt)

The first parameter that will be discussed is the number of air holes either side of the cavity centre

in both the tapered and uniform mirror PhC sections. The hole numbers are perhaps the most

fundamental and obvious change that can be made to the cavity. It is intuitive to conclude that

increasing the number of holes either side of the cavity will increase the strength of the photonic

bandgap confinement, as the number of refractive index modulations is increased and therefore the

number of reflective interfaces is also increased, leading to a stronger mirror. However, what is

not obvious initially, is when or if this effect will saturate and how it will effect the cavity mode

wavelength. Moreover, how the number of holes in the tapered PhC section affects the cavity per-

formance is not trivial as the gradient of the taper is reduced when the number of holes is increased.

It is vital to choose a number of holes that allow for a high Q-factor without making the devices

too large as this would fundamentally limit the scalability of the devices. Figure 54 shows the

results of the simulations of the 1D PhCCs with various numbers of uniform holes either side of the

tapered PhC region at the cavity centre. From Figure 54 a.) it is clear that the Q-factor increases

sharply between 8 and 12 uniform holes before saturating at 14 holes. The increase of the Q-factor

is exponential up to 8 uniform holes as shown in Figure 54 c.), from 8 to 10 holes the Q-factor
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Figure 54: Graphs showing the effects of increasing the number of uniformly sized holes either

side of the cavity centre on a.) The Q-factor and b.) The wavelength of the fundamental cavity

mode of a tapered 1D PhCC. The other PhC variables are kept fixed at nt = 5, a0 = 220nm, r0 =

50nm, amin = 184nm,wc = 180nm. The Q-factor increases sharply between 8 and 12 holes before

saturating at 14 holes either side of the cavity. The wavelength of the cavity mode remains roughly

constant for hole numbers above 2. c.) Shows the Q-factor dependence with a logarithmic scale

to better represent the effect at smaller hole numbers. The trend is linear on the logarithmic scale

up to 9 holes before falling off. d.) Shows a small schematic of the nm = 1 and nm = 10 cases to

illustrate the difference between the simulated devices.

increase is only slightly slowed from the exponential case. For values above 10 the Q-factor growth

drops off rapidly, however the magnitude of the Q-factor remains extremely high > 107. The effect

of the number of uniform holes on the cavity mode wavelength is shown in Figure 54 b.). There is

a very small wavelength shift of ≈ 200pm between 1 and 3 holes, past this the mode wavelength is

stable.

These results confirm the intuitive thought that increasing the number of holes either side of the

cavity will increase the Q-factor. This is true up until the saturation point at 14 holes. After this,

the out-of-plane scattering losses from the cavity become dominant over the in-plane scattering

losses. The extra confinement gained by adding more periods to the PhC only reduces in-plane
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scattering losses and so the Q-factor saturates. What is extremely interesting is the exponential

nature of the relationship between Q-factor and uniform hole number and the constant gradient

of this trend over a large portion of the simulated hole numbers. This trend allows us to pick a

number of holes to maximise the effective pay-off between Q-factor and device size by selecting

a point at the end of the exponential trend as adding extra holes past this point gives less of a

benefit in terms of Q-factor than the previous hole numbers. With this in mind, a value of 10

uniform mirror holes either side of the cavity is chosen to be optimal. Although 10 holes is off

the truly exponential trend, the deviation is minor and so the value of the 9th and 10th holes is

still significantly higher than any hole numbers > 10. As there is no significant effect on the mode

wavelength for hole numbers > 3 it is safe to confirm 10 holes as the value to use for the tunable

cavity devices.

Figure 55 shows the effect on the Q-factor and cavity mode wavelength when the number of holes

in the tapered PhC region is altered. The way the taper region is designed means that the there

will always be one hole with a radius of rmin = amin
r0
a0
. Any other holes in the taper region will

have a radius ri = rmin + i
nt

· (r0 − rmin) where i is the number of holes between this hole and the

cavity centre (e.g. for the holes immediately next to the cavity centre i = 0). This means that

as the number of taper holes is increased, the difference in radius between neighbouring holes is

reduced. This acts to smooth the interface between the cavity and uniform mirror modes, reducing

scattering losses. From Figure 55 a.) it can be seen that at low numbers of taper holes the Q-

factor is fairly low, this can be attributed to the interface between the cavity and mirror being too

abrupt still and so the scattering losses remain high. The Q-factor increases exponentially up to 6

taper holes, here the maximum reduction in scattering losses is achieved, resulting in the highest

Q-factor. At hole numbers > 7 the Q-factor drops off from the maximum value but remains high.

It is possible that this drop off in Q-factor is due to the difference in diameter between adjacent

holes in the taper being lower than the resolution of the simulations, thus not being resolved. The

resolution of the simulations in Figure 55 was 2.5 x 2.5nm, for nt = 7 the difference in diameter

between adjacent holes is ddiff = 2.34nm, below the resolution of the simulation. For comparison,

for nt = 6, ddiff = 2.73nm which is above the resolution of the simulation. Another explanation for

this phenomenon could be that as the gradient reduces with the addition of more tapered holes, the

radius difference reduces. Thus, adjacent holes approach uniformity with each other and therefore

act as if they are part of a uniform mirror. This would cause an additional interface in the mode-

matching between the cavity and mirror mode, introducing additional scattering and lowering the

Q-factor.

If Figure 55 b.) is considered, the mode wavelength is seen to blue-shift with increasing taper

hole number for a total of 23.8nm over the range of the simulations (nt = 1 − 10). The amount

of blue-shift seen when introducing additional taper holes is seen to reduce with each additional
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Figure 55: Graphs showing the effects of increasing the number of tapered holes either side of

the cavity centre on a.) The Q-factor and b.) The wavelength of the fundamental cavity mode

of a tapered 1D PhCC. The other PhC variables are kept fixed at nm = 10, a0 = 220nm, r0 =

50nm, amin = 184nm,wc = 180nm. The Q-factor increases roughly exponentially up to 6 tapered

holes after which the Q-factor drops off slowly whilst remaining high (> 106). The wavelength

of the cavity mode blue-shifts gradually with increasing taper hole number. The magnitude of

the blue-shift between taper hole numbers also reduces gradually with increasing total number of

tapered holes. The total amount of blue-shift seen over the range of the simulations is 23.8nm. c.)

Shows the Q-factor dependence on a logarithmic scale to better represent the trend for lower hole

numbers. d.) Shows two schematics of the simulated devices for nt = 1 and nt = 5 to show the

difference between simulated devices.

hole. By considering the taper gradient and radii differences between the adjacent holes, it is clear

that at small taper hole numbers, where each additional hole reduces the taper gradient by a large

amount, the resulting wavelength shift will be larger than for the case with a large number of taper

holes, where any additional hole only change the gradient slightly.

For the devices the optimal number of taper holes was chosen to be nt = 5. This value was

chosen over nt = 6 as an attempt to afford the device a degree of robustness against fabrication

imperfections. A shallower taper is more susceptible to hole radii fluctuations due to the finer
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difference between adjacent holes. By choosing a lower taper number that still exhibits a high

Q-factor the effect of any radii fluctuations on the Q-factor of the cavity will be reduced.

Combining the results for both the nm and nt simulations, the optimal number of holes in each

PhC region is nm = 10 and nt = 5 for a total of 15 holes either side of the cavity centre.

5.3.4 Variations of the uniform hole radius (r0) and period (a0)

Now the overall number of holes has been determined, the next logical step is to consider the

dimensions of these holes and the spacing between them. Firstly, the uniform mirror PhC area is

considered. The effect of changing the radius (r0) of the air holes and the period of the PhC (a0)

on the cavity performance is investigated. Altering the mirror hole radius changes the ’fill factor ’

(the ratio of hole area to unit cell size) of the PhC. Changing the fill factor of the PhC alters its

’mirror strength’, a measure of the reflectivity of each unit cell of the mirror. The mirror strength

of the PhC mirror can be extracted from the evanescent field of the cavity mode in the PhC mirror.

As the PhC mirror is a Bragg mirror, the evanescent field of the cavity mode is given by:

sin (βBraggx) e
−κx (50)

Where κ and βBragg are the attenuation constant or mirror strength, and phase constant of the

Bragg mirror respectively. For a given beam width, there will be a hole radius that gives a fill

factor of maximum mirror strength. However, the effect that altering the hole size may have on

the wavelength of the cavity mode must be considered. A parameter sweep on the uniform mirror

hole radii over a range of 30nm was conducted.

The results of these simulations are presented in Figure 56. From Figure 56 a.) and c.) it can

be seen that the Q-factor increases exponentially from 40nm up to its peak value at 57.5nm after

which the Q-factor drops off as the hole radii increase further. This suggests that for the beam

dimensions (280 × 170nm) a radius of 57.5nm is optimal for achieving maximal Q-factor. This peak

in Q-factor, whilst indicative of a high mirror strength, may not reflect accurately the maximum

mirror strength. When changing the uniform mirror radii, other aspects of the cavity are altered

due to the fixed parameters. For example, as the minimum PhC period is fixed (amin = 184nm)

increasing r0 will increase rmin due to the condition that the ratio between hole radius and period

remains constant. This causes the size of the dielectric gap at the cavity centre to reduce as the

spacing between the centres of the two central holes is fixed wc = 180nm. Thus, the effective cavity

width is reduced as the space available for the electric field is reduced. As will be shown later

in Section 5.3.5, the cavity width is one of the most sensitive cavity parameters. Therefore, it is

almost certain that there is a compound effect when increasing the uniform mirror hole radii. Both

the mirror strength and the effective cavity width are simultaneously altered. The extent of this

effect will be discussed later in Section 5.3.5.



5 ELECTRO-MECHANICALLY TUNABLE 1D PHOTONIC CRYSTAL CAVITIES 107

Figure 56: Graphs showing the results of parameter sweep simulations of the uniform mirror hole

radii whilst keeping all other cavity parameters fixed at nt = 5, nm = 10, a0 = 220nm, amin =

184nm,wc = 180nm. a.) The Q-factor of the cavity as a function of r0, the Q-factor increases

exponentially up to a radius of 57.5nm before dropping off sharply. b.) Shows the wavelength of

the cavity mode blue-shifting steadily with increasing r0. The rate of blue-shift increases slightly

as the magnitude of the radius increases. c.) Shows the Q-factor relationship on a logarithmic scale

to better represent the trend at lower radii. d.) Shows schematics of the smallest and largest radii

simulated.

The wavelength of the cavity mode blue-shifts with increasing uniform mirror hole radii as seen

in Figure 56 b.). The amount of blue-shift is roughly constant between each radius iteration

with it gradually increasing as the hole radii increase. The rate of blue shift is approximately:
dλ
dr = −2.13 ± 0.08. The blue-shifting of the modes is a consequence of the band structure of

the cavity changing with the increasing fill factor, causing the cavity mode to also shift. A 5nm

shift (≈ 10%) in hole radii equates to a roughly 10nm shift in the cavity mode resonance wavelength.

When deciding the optimal radius for the tunable cavity designs, the effects of fabrication imper-

fections on the features must be considered. If the design is over-etched, meaning the nano-holes

are larger than designed and the width of the beams is narrower than expected, then there is a
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large shift in the fill factor. This could easily lead to the cavity mode wavelength being heavily

blue-shifted from the expected value. The radius of the smallest hole in the taper must also be

considered. Current fabrication capabilities can only reliably fabricate holes with a minimum radius

of 30nm. Therefore a value for r0 should be chosen that gives a value of rmin that is greater than

this limit. A value for the uniform mirror hole radius of 50nm was chosen, this gave some room for

over etching of both the holes and nanobeam width whilst remaining in the high Q-factor region.

The wavelength of the mode is close to the target of 910nm also.

The other variable in the uniform mirror PhC is the period a0. The period of the PhC defines

the regular spacing between the centres of the air holes. This, combined with the radius of the

holes form the band structure of the PhC and therefore the photonic band gap. Therefore, opti-

mising the period in tandem with the hole radii is essential to obtain a high Q-factor cavity mode

at the correct wavelength.

Figure 57: Graphs showing the effect of changing the uniform mirror air hole period on the cavity

performance whilst keeping the other parameters fixed at nt = 5, nm = 10, r0 = 50nm, amin =

184nm,wc = 180nm. a.) The Q-factor of the cavity peaks sharply at a period of 224nm in a

resonance like manner. The width of the Q-factor peak is 9nm. b.) The cavity mode wavelength

red-shifts linearly with increasing period at a rate of 0.68nm for every 1nm increase in period. This

trend is consistent over the entire range of the simulations. c.) and d.) Show a zoomed in view of

the Q-factor peak and corresponding cavity wavelengths respectively.
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Figure 57 shows the effect of varying the uniform PhC period on the cavity mode Q-factor and

wavelength. From Figure 57 a.) it can be seen that the Q-factor peaks sharply at a period of

224nm in a resonance like fashion. This sharp resonance behaviour likely derives from the large

effect even a small change in period has on the overall cavity structure. Changing the PhC pe-

riod of the uniform mirror whilst keeping the minimum period fixed causes the gradient of the

taper to change. As discussed in Section 5.3.3 the correct gradient of the taper is essential to

achieve a high Q-factor. Moreover, changing the spacing between the air holes alters the electric

field profile of the mode. The optimal amount of space between the holes is required to naturally

confine the electric field in the dielectric medium. If the holes are too close together there is not

sufficient space for the anti-nodes of the electric field to exist purely in the dielectric. Therefore,

the light is scattered by the air holes reducing the confinement of the cavity. Too much space and

the same problem emerges; the holes are spaced so that some anti-nodes will end up in the air holes.

The wavelength of the cavity mode red-shifts linearly with increasing uniform PhC period as seen

in Figure 57 b.). By fitting the trend with a linear fit, the rate of red-shift is extracted as 0.68nm

per 1nm increase in period.

The fabrication error on nano-hole position is very low compared to the value of the period (roughly

±5nm) thus, it is not necessary to make any major concessions to reduce any fabrication-related

imperfections. Therefore, a value of a0 = 220nm is taken for the devices. This is slightly off the

highest Q-factor value, however, the drop in Q-factor is small and the wavelength of the mode

is closer to the target 910nm. Moreover, this value is within the positioning error of the highest

Q-factor value of a0 = 224nm.

To conclude, the uniform mirror PhC parameters were chosen to be r0 = 50nm, a0 = 220nm.

5.3.5 Variations of the cavity width (wc) and minimum taper period (amin)

The final two PhC parameters that need optimising are related to the cavity centre, where the

maximum of the electric field lies. Naturally, this makes these parameters extremely important to

optimise carefully, as they will have the largest direct impact on the cavity field profile. The first

of these parameters is the minimum taper period amin. This dictates the spacing between the last

two holes in the taper before the cavity centre and therefore sets the taper gradient and minimum

taper hole radius. As mentioned in Section 5.3.3 the taper gradient is the most important aspect

for achieving ultra-high Q-factors in 1D PhCCs. Therefore, the value of the minimum taper period

is arguably the most important parameter of the design.

Figure 58 shows the results for the parameter sweep simulations of the minimum taper period
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Figure 58: Graphs showing the effect on the cavity performance of altering the minimum taper

period (amin) whilst keeping all other cavity parameters constant at: nt = 5, nm = 10, r0 =

50nm, a0 = 220nm,wc = 180nm. a.) Shows the effect of changing amin on the Q-factor of the

cavity mode. An extremely sharp resonance-like peak is observed at a value of amin = 184nm. b.)

Shows that the wavelength of the cavity mode red-shifts linearly with increasing amin. The rate

of red-shift is extracted from the gradient of the trend and is found to be 1.6nm of red-shift per

1nm increase in amin. c.) Shows the Q-factor dependence from a.) on a logarithmic scale to better

represent the lower values of the Q-factor. d.) Shows two schematics of the tapered PhC section

demonstrating the lowest and highest amin values that were simulated.

on the cavity performance. From Figure 58 a.) it can be seen that the Q-factor is incredibly

sensitive to the value of minimum taper period, with a narrow peak in Q-factor at a value of

amin = 184nm. This narrow resonance-like peak shows the sensitivity of the cavity Q-factor to

the minimum taper period which is further demonstrated in c.) where the peak remains sharp,

even on a logarithmic scale. This is likely due to the compound nature of this variable. Changing

amin not only affects the taper gradient but also the minimum hole radius which in turn effects the

effective cavity width. All of this has a combined effect on the Q-factor of the cavity. The peak in

Q-factor is found at a value of 184nm for the fixed parameters. Comparing this to the value of a0

the optimal value of amin is found to be 0.84a0. This is consistent with the values used by Y. Zhang

et al. [179] and D.Bracher et al. [180] for maximising the Q-factor of similar 1D PhCC designs.
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Away from the peak value of amin a roughly exponential decrease in the Q-factor is still observed

as seen in Figure 58 c.). At these extreme values the taper gradient is either too steep, creating a

large interface between the cavity and mirror modes, or too shallow, causing the same problem as

the taper trends towards the uniform mirror dimensions, essentially eliminating the taper.

From Figure 58 b.) a linear red-shift of the cavity mode wavelength with increasing minimum

taper period is seen at a rate of 1.6nm of red-shift per 1nm increase in amin. This rate is more

than double the rate of red-shift observed for changing the uniform mirror period by the same

amount. This further demonstrates the sensitivity of the cavity parameters to the value of the

minimum taper period.

Due to the high sensitivity of the cavity performance to the minimum taper period producing

an extremely sharp resonance peak, this optimum value of amin = 184nm is chosen for the op-

timal cavity design. This value is chosen as any fabrication-related fluctuations to the hole radii

will be about the peak and so guarantee the highest average Q-factor. Moreover, this value of

amin = 0.84a0 is widely accepted as the standard in the literature and has shown success in multi-

ple designs.

The last parameter to be optimised is the width of the cavity centre wc. The results of the cavity

centre width parameter sweep are shown in Figure 59. From Figure 59 a.) a sharp resonance-like

peak in the Q-factor is seen at a value of wc = 180nm. This peak is extremely similar to the

peak seen in Figure 58 a.) for changes to the minimum taper period amin. However, the wc peak

is slightly wider than the amin peak. This confirms that as expected, the cavity performance is

extremely sensitive to the cavity width given the large direct impact it has upon the electric field

maximum. However, the sensitivity is lower than for the minimum taper period as is apparent from

the difference in peak width. Inspecting the Q-factor peak more closely using the logarithmic scale

of Figure 59 c.) it can be seen that the peak is slightly asymmetric about the maximum value.

The Q-factor for wider cavity centres is higher than for the equivalent smaller cavity widths on the

other side of the Q-factor peak. This asymmetry is more pronounced further from the peak value.

The cause of this effect is not clear however, the difference is small compared to the Q-factors close

to the peak value and so will not affect the choice of cavity width.

The effect of altering the cavity width on the cavity mode wavelength is shown in Figure 59 b.).

A roughly linear relationship is seen between cavity width and mode wavelength, with the mode

wavelength red-shifting with increasing cavity width. By applying a linear fit to values of the mode

wavelength for cavity widths between 170 - 190nm the rate of red-shift of the cavity mode is found

to be 0.68nm per 1nm increase in cavity width. This rate is the same as the rate calculated for

changes in the uniform PhC mirror period. This implies that both parameters likely affect the cav-
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Figure 59: Graphs showing the effect on cavity performance of varying the cavity centre width wc

whilst keeping all other parameters fixed at: nt = 5, nm = 10, r0 = 50nm, a0 = 220nm, amin =

184nm. a.) Shows that the Q-factor peaks sharply at a value of wc = 180nm. b.) Shows the

effect on the cavity mode wavelength of changing the cavity width. A roughly linear red-shift is

observed for increasing cavity width. The rate of red-shift is calculated from a linear fit to the data

and is found to be 0.68nm of red-shift per 1nm increase in cavity width. c.) Shows the Q-factor

dependence on a logarithmic scale, this reveals the peak is slightly asymmetric about the maximum.

d.) Shows two schematics of the cavity centre depicting lowest and highest cavity widths simulated.

ity mode wavelength via the same mechanism. When altering the uniform PhC period the distance

between not only the holes in the mirror but also the holes in the taper is altered with the exception

of the two holes either side of the cavity (governed by wc) and the second hole either side of the

cavity centre (governed by amin). Changing the cavity width changes the spacing between the two

central holes. This can be seen as changing the spacing between the two PhC mirrors that form

the cavity. This is a similar operation to changing the uniform PhC period as all that is changed is

the spacing between holes. Altering the cavity width only changes the spacing between two holes,

however, this causes a systematic shift of all the holes symmetrically about the cavity centre. Thus,

the position of all holes is indirectly affected. One can imagine that this shift is similar in nature

to increasing the spacing between the uniform PhC holes, as both result in a positional shift of the

holes. When compared to the Q-factor peak in Figure 57 a.) it is clear that the Q-factor is much
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more sensitive to changes in the cavity width than it is to the same change in uniform PhC period.

A cavity width of 180nm was chosen to be optimal for the cavity design as it gave the largest

Q-factor and was at the middle of the narrow Q-factor peak. By choosing the peak value, any fluc-

tuation in cavity width should result in the maximum average Q-factor for a randomly distributed

error around the starting value, as would be expected from any fabrication errors.

5.3.6 Variation of the nanobeam width w

Figure 60: Graphs showing the effect of modifying the width of the cavity nanobeam on a.) The

Q-factor and b.) The wavelength of the cavity mode.

Finally, with the PhC parameters optimised, the effect of altering the width of the nanobeam

is investigated. Due to inaccuracies in the fabrication process, it is often challenging to reliably

fabricate nanobeams of a desired width. Therefore, the width of the cavity beam will likely be

variable in real structures. Figure 60 shows the results from the nanobeam width variation on an

optimised 1D PhCC. The design was optimised for a beam width of w = 280nm however, as can

be seen in Figure 60 a.) this does not correspond to the nanobeam width which exhibited the

highest Q-factor cavity mode for these parameters. The Q-factor increases with decreasing cavity

width until a value of w = 230nm where the Q-factor plateaus. Moreover, at w > 280nm the

Q-factor decreases gradually. This increase in Q-factor at low values of w is likely caused by an

increase in the confinement of the light due to the increased relative size of the air holes. As the

radius of the air holes is kept constant while the width of the nanobeam is reduced, the fill factor

of the PhC is altered. This leads to an increase in the mirror strength of the PhC. Therefore, the

confinement of the cavity is increased leading to an increase in the Q-factor. Figure 60 b.) shows

that as the width of the nanobeam is reduced the cavity mode experiences a blue-shift. This is
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expected as the available space in the cavity is reduced. Thus, the cavity can only support shorter

wavelengths of light. Moreover, the band structure of the nanobeam is altered when changing the

ratio of w to t leading to a change in the supported cavity mode. The choice of w = 280nm remains

a sensible choice to mitigate the effects of fabrication imperfections. If the beam width and other

cavity parameters are over- or under-etched, then the intrinsic Q-factor remains high due to the

intentional redundancy in the design.

5.3.7 Relative performance of optimised 1D photonic crystal cavities compared to

2D photonic crystal cavities

With the parameter sweep simulations completed, optimal values for each parameter for the tunable

cavity design are obtained. The values chosen for each parameter were:

nm = 10

nt = 5

r0 = 50nm

a0 = 220nm

amin = 184nm

wc = 180nm

The resulting cavity has a Q-factor and mode wavelength of:

Q = 5.6× 106

λ = 911.1nm

These parameters give a high Q-factor cavity with considerations taken to mitigate any fabrica-

tion imperfections and keep the design compact, with the cavity mode very close to the target

wavelength. If the cavity is designed purely to maximise the Q-factor then the cavity parameters

are:

nm = 15

nt = 6

r0 = 57.5nm

a0 = 224nm

amin = 0.84a0 = 188nm

wc = 185nm
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which gives a cavity with a Q-factor and mode wavelength:

Q = 83.7× 106

λ = 908.3nm

As discussed in Section 2.5, the figure of merit for cavity performance in both the weak and strong

coupling regimes depends on the Q-factor and the mode volume of the cavity mode. Whilst the

Q-factor is calculated for each simulation in the parameter sweeps, the modal volume calculation

is much more resource-intense and as such, it is not viable to calculate the mode volume for each

simulation. Instead, the mode volume is calculated after the optimisation of the cavity parameters.

The mode volume is calculated using Equation 2.5; the electric field intensity is obtained by using a

field power monitor in the FDTD simulation which spans the entire simulation region at the cavity

resonance wavelength. For the cavity parameters chosen for the tunable cavity, the mode volume

is:

Vm = 0.488

(
λ

n

)3

Using this value for the mode volume and the Q-factor calculated for the cavity, the figures of merit

for both the weak and strong coupling regimes can be calculated.

Q

Vm
= 11.5× 106

Q√
Vm

= 8.0× 106

For the cavity optimised for maximal Q-factor the mode volume is slightly reduced.

Vm = 0.481

(
λ

n

)3

Giving the figures of merit for weak and strong coupling as:

Q

Vm
= 174.0× 106

Q√
Vm

= 120.6× 106

These values obtained for the figures of merit from the 1D PhCC designs are compared to those

found for 2D PhCCs in simulation [181] in Table 1. It is seen that the highest figures of merit for

both strong and weak coupling are seen in the 1D PhCC design. It is clear from Table 1 that the

advantage of the 1D PhCC design over 2D PhCCs is the ability to simultaneously support high

Q-factor and low mode volume cavity modes. For the 2D PhCCs there is a strong trade-off between

a low mode volume and high Q-factor except for a particular H0 design. However, this H0 design

is extremely sensitive to fabrication imperfections. Minkov and Savona simulated a small Gaussian

fluctuation to both air hole radius and position for each cavity design [181]. For a fluctuation
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Table 1: Table comparing the values of Q-factor, mode volume and the figures of merit for weak and

strong coupling ( Q
Vm

and Q√
Vm

respectively) obtained via simulation for different types of PhCCs.

It is clear that both the maximal Q-factor and tunable 1D cavity designs strongly outperform 2D

PhCCs for both figures of merit due to exhibiting both a high Q-factor and low mode volume

simultaneously. The 2D PhCCs either have a high Q-factor or low mode volume at the expense of

the other with the exception of a very specific H0 design. Data for the 2D PhCCs was obtained

from M. Minkov and V. Savona [181]

Cavity type Q-Factor Mode Volume Q
Vm

Q√
Vm

H1 1.0× 106 0.62 1.6× 106 1.27× 106

H0 low Vm 1.0× 106 0.25 4.2× 106 2.1× 106

H0 high Q 8.9× 106 0.64 14× 106 11.1× 106

L3 5.1× 106 0.94 5.4× 106 5.3× 106

Tunable 1D 5.6× 106 0.49 11.5× 106 8.0× 106

Max Q 1D 83.6× 106 0.48 174.0× 106 120.6× 106

magnitude of 0.003a the average Q-factor for the high Q H0 design is reduced by over an order of

magnitude to Qave = 0.65×106. This reduction is the largest of all the 2D cavity designs considered

and brings the Q-factor of the H0 to a value similar to the other cavity designs considered. To

compare the robustness of the design to that of the 2D designs, similar error quantifying simulations

must be performed. These simulations are outlined and completed in Section 5.5.1.

5.4 Optimisation of the perturbing photonic crystal membrane

Having optimised the cavity design, the next step is to optimise the perturbing beam structure to

maximise the achievable tuning range and reduce any loss of Q-factor that may result from the

presence of the beam in the evanescent cavity mode. The optimisation of the perturbing beam is

conducted in a similar manner to that of the cavity. Figure 61 shows a typical cavity and perturbing

beam simulation used to optimise the performance of the tunable cavity. The cavity parameters are

kept constant at the values found in Section 5.3 for the tunable cavity design. The PhC parameters

(hole radii, PhC period and length of perturbing beam) and the separation between the cavity

and perturbing beams are studied via parameter sweeps to obtain the optimal dimensions for the

device. In order to test the operation of the device, each parameter set is simulated over the full

actuation range of the cantilever out-of-plane. This requirement for a large number of additional

simulations for each parameter set makes the optimisation process much more resource-intense and

time consuming. As a result, the range of the parameter sweeps are reduced.
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Figure 61: Schematic showing the relevant perturbing beam parameters that were optimised in

simulation. rp and ap are the radius and period of the PhC in the perturbing beam. d0 is the

in-plane separation between the cavity and perturbing beams at zero out-of-plane displacement.

The length of the perturbing beam was also altered by changing the number of PhC periods where

the beams are parallel (nb).

5.4.1 Optimisation of in-plane separation of cavity and perturbing beams (d0)

The first parameter to be optimised is the in-plane separation between the two beams d0. The

in-plane separation defines the air gap between the extremities of the cavity and perturbing beams.

This sets the overlap between the evanescent cavity mode and the perturbing beam at zero out-

of-plane displacement. A larger overlap will lead to a larger change in effective index when the

perturbing beam is actuated out of the evanescent mode, leading to a larger shift in cavity mode

wavelength. However, the amount of scattering of light from the cavity due to the presence of the

beam will be increased, leading to a reduction in Q-factor. Moreover, at very small separations,

the fabrication of the device becomes extremely challenging. Not only could the beams be under-

exposed and fail to be consistently separated in the fabrication, but subsequently, the closer the

beams are together the higher the chance of them fusing via electrostatic effects once a bias is

applied across the diode.

Figure 62 shows the results of the parameter sweep simulations for changing in-plane separation

between the cavity and perturbing beams at zero out-of-plane separation. At large separation val-

ues, the cavity Q-factor and mode wavelength reach the unperturbed case as the perturbing beam

does not intersect with the evanescent field of the cavity mode. Only at in-plane separations below

100nm is a perturbation of the cavity mode wavelength noticeable. As the in-plane separation

decreases, the Q-factor of the cavity mode decreases and the cavity mode wavelength red-shifts

exponentially. The decrease in Q-factor is due to scattering and coupling losses associated with

the presence of the perturbing beam. Similarly, the introduction of the perturbing beam into the

evanescent cavity field causes an increase in effective index which results in a red-shift of the cavity

mode. Despite the exponential drop in Q-factor at small separations, the absolute Q-factor remains
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Figure 62: Graphs showing the effect of altering the in-plane separation between the optimised

tunable cavity and an infinitely long perturbing beam at zero out-of-plane displacement on a.)

The Q-factor and b.) The wavelength of the cavity mode. The Q-factor and mode wavelength

exhibit similar but mirrored trends with a sharp trend initially that quickly plateaus around in-

plane separation values greater than 100nm. The Q-factor increases with increasing separation due

to the reduction in scattering and coupling losses from the perturbing beam. The mode wavelength

blue-shifts with increasing separation due to the reduction in effective mode index.

above 106 and so the cavity performance is not greatly affected by the introduction of the perturb-

ing beam. It is clear from Figure 62 b.) that to achieve a large tuning range the separation of the

two beams must be minimised. However, as discussed earlier, if the separation is designed to be

too small then the fabrication becomes extremely challenging and unreliable. It is estimated that

the smallest separation which can be reliably achieved is d0 = 60nm. This gives a maximum tuning

range of 1.5nm whilst only reducing the Q-factor of the cavity by 25%. Therefore, an in-plane

separation of 60nm is aimed for in the design. All simulations on the cavity and perturbing beam

system going forward will use d0 = 60nm.

5.4.2 Optimisation of perturbing beam photonic crystal period (ap) and hole radii

(rp)

The perturbing beam PhC parameters are optimised next. The Q-factor of the cavity is reduced

when the perturbing beam is introduced into the evanescent cavity field. This is due to light both

scattering off the PhC and coupling into the guided modes of the perturbing beam. By adjusting

the PhC parameters, the scattering and coupling losses can be minimised. By adjusting both the

physical and momentum space overlap between the cavity and perturbing beam modes, it has been

shown it is possible to maximise the coupling efficiency into a waveguide in the same geometry

as the design [182]. Therefore, it is also possible to minimise the coupling in a similar fashion to

remove any unwanted coupling losses from the system.
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The starting point for the perturbing beam PhC parameters was that of the uniform cavity

mirror(a0 = 220nm,r0 = 50nm) as the cavity mode does not couple strongly to this PhC. From

these initial parameters firstly, the period of the PhC ap was altered. Figure 63 shows the effect of

Figure 63: Graphs showing the effect of varying the out-of-plane separation between the cavity

and perturbing beams on a.) The Q-factor and b.) The cavity mode wavelength for different

perturbing beam PhC periods. The Q-factor reduction is minimised for a value of ap = 210nm

with no noticeable reduction in the cavity tuning range.

changing the out-of-plane separation on the cavity Q-factor and mode wavelength for different val-

ues of the perturbing beam PhC period ap. The period of the uniform cavity mirror is a0 = 220nm.

As can be seen from Figure 63 a.) this is not the optimal value for the perturbing beam PhC pe-

riod as at this value the Q-factor experiences a dip between zero displacement and the maximum

actuation range. Instead, a small reduction down to ap = 210nm is required to eliminate this

Q-factor drop at intermediate displacements. The initial and final Q-factors are also maximised

for ap = 210nm. Moreover, there is no noticeable reduction in the maximum tuning range for this

small reduction in PhC period. Therefore, the optimal value for the perturbing beam period is

ap = 210nm.

Having optimised the period, the perturbing beam PhC hole radii must now also be optimised.

The results of the optimisation simulations can be seen in Figure 64. It is clear that over the scope

of the simulations changing the hole radii only has a small impact on the Q-factor drop and tuning

range of the device. Any deviation from the initial value of rp = 50nm either increases the Q-factor

drop experienced by the cavity or reduces the recovery rate of the Q-factor at large out-of-plane

separations. Therefore, the optimised value is equal to the uniform cavity mirror radius.

In reality, this optimisation of the perturbing beam is likely a local maximum in the parame-

ter space due to the joint effect of PhC period and hole radii on the band structure and effective
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Figure 64: Graphs showing the effect of varying the out-of-plane separation between the cavity and

perturbing beams on a.) The Q-factor and b.) The cavity mode wavelength for different perturbing

beam PhC hole radii. The variation in Q-factor drop and tuning range is extremely small over the

scope of the simulations.

index of the cavity mode. Due to the computational intensity of these types of simulations, it is

infeasible to conduct a full investigation of the parameter space. Therefore, the results of the small

scale optimisation are considered.

5.4.3 Optimisation of the length of the perturbing beam (nb)

The final perturbing beam parameter to optimise is the length of the beam parallel to the cavity

beam. All simulations up to this point assumed an infinitely long, straight beam parallel to the

cavity beam. This is both unrealistic, for obvious reasons, and undesirable as the device footprint

should be kept to a minimum. Furthermore, the longer the beams run parallel, the higher the

chance of the beams fusing post fabrication. However, if the beam is too short then the effective

index change will be reduced, thus reducing the tuning range of the device.

From Figure 65 it can be seen that increasing the length of the perturbing beam not only re-

duces the drop in Q-factor at low displacements, but also increases the wavelength tuning range of

the device. The effect of increasing the beam length on the tuning range of the device saturates

at nb = 5 (a total of 11 holes parallel with the cavity beam, as depicted in Figure 61). At this

value, the Q-factor at zero displacement is roughly half of that in the infinite perturbing beam case.

Therefore, a value of nb = 5 is chosen for the devices to maximise the tuning range whilst keeping

the device dimensions as small as possible. The Q-factor still remains high at zero displacement

(> 106) and so the drop from the ideal case is an acceptable trade-off for the reduced device size.
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Figure 65: Graphs showing the effect of varying the out-of-pane separation between the cavity and

perturbing beams on a.) The Q-factor and b.) The wavelength of the cavity mode. nb is the

number of PhC periods either side of the perturbing beam centre which are parallel to the cavity

beam. Increasing nb increases the length of the perturbing beam. As the length of the beam is

increased, the available tuning range is also increased. The drop in Q-factor at low displacements

is reduced with increasing beam length also.

5.5 Fabrication error quantifying in simulation

When fabricating any nano-photonic structures, especially devices with small and complex features

such as the tunable 1D PhCCs, an intrinsic fabrication error exists on the size and uniformity of said

features. When optimising the device parameters, this error is not considered in the simulations.

However, it is important to test the robustness of the final design to this error. This will allow us

to predict the effect that any fluctuations to the size and shape of the features will have on the

performance of the devices. By both using a Monte Carlo simulation approach and altering the

shape of the PhC air holes, the effects of the fabrication error on the structures are quantified.

5.5.1 Monte Carlo simulation approach for quantifying air hole radii error

A Monte Carlo simulation approach produces a set of individual simulations where specified pa-

rameters are varied according to a chosen probability distribution and range. Each individual

simulation is unique, with the parameters chosen at random from the probability distribution. By

producing and running many of such simulations, for a given parameter set, the effect of the random

variation on a parameter can be seen. The more simulations that are produced over the range,

the more accurate the result will be. However, even at a relatively low number of simulations the

result is fairly accurate. In this case, a uniform percentage error on the radii of the air holes in the

PhCs was introduced. A uniform distribution was chosen for simplicity. A total of 50 simulations

for each distribution were conducted. This number was chosen as an appropriate trade-off between
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computation time and accuracy, given the high intensity of each individual simulation. Firstly, just

Figure 66: Graphs showing the results of a 50 iteration Monte Carlo simulation for a uniform 10%

error on the air hole radii. The graphs compare the cases where all the holes, only the uniform mirror

hole and only the taper holes are affected by the variation. a.) Shows the Q-factor distribution and

b.) Shows the cavity mode wavelength distribution. It is clear from these graphs that the variation

in the taper affects the performance of the cavity much more strongly than variations in the mirror.

the isolated cavity beam was considered. A worst-case scenario was simulated with a 10% uniform

error on the radius of each air hole in the cavity. For each of the 50 iterations of the Monte Carlo

simulation the cavity Q-factor and wavelength were acquired. The distributions from three different

scenarios are plotted in Figure 66: the case where only the air holes in the taper are varied, the

case where only the holes in the uniform mirror are varied and the case where all the air holes are

varied. It is clear from the distributions for both the Q-factor and mode wavelength in Figure 66

that variations to the air holes in the taper have the largest effect on the cavity performance. The

difference between the case where only the taper holes are varied and all the holes are varied is

negligible. The median values for Q-factor and mode wavelength for the case where all holes are

varied are

Qmed = 182, 000, λmed = 910.037nm

the standard deviations of the wavelength distributions (σλ) is:

σλ = 1.986nm

and the minimum value of the Q-factor is:

Qmin = 74, 700

It can be seen that a 10% error on the hole radii reduces the expected Q-factor by over an order of

magnitude from the ideal case (Qideal = 5.6× 106). While this is a dramatic reduction, even in the
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Table 2: Table comparing the minimum Q-factor, median Q-factor and the standard deviation of

the mode wavelength distribution for the three Monte Carlo simulation distributions depicted in

Figure 67.

Percentage error Qmin Qmed σλ

2% 1.26× 106 2.20× 106 0.29nm

5% 2.69× 105 5.56× 105 0.74nm

10% 7.47× 104 1.82× 105 1.99nm

case of the minimum Q-factor, the magnitude of the Q-factor is still > 104. The linewidth of the

resonance at the minimum Q-factor is still well bellow the maximal tuning range of the device. If

the standard deviation of the wavelength distribution is considered, it can be seen that it is slightly

larger than the available tuning range for the chosen parameter set (∆λ = 1.5nm). Moreover, the

mode volume of the cavity resonance is unaffected by the hole radii error, thus the Q
V ratio of the

system remains high.

Figure 67: Graphs showing the results of a 50 iteration Monte Carlo simulation for different hole

radii percentage errors. a.) Shows the Q-factor distribution and b.) Shows the cavity mode

wavelength distribution for each percentage error.

Having looked at a worst-case scenario of 10% error of the hole radii, the effect of a lower percentage

error on the Q-factor and mode wavelength distributions is considered in Figure 67. It is clear that

a reduction in the percentage error results in a much higher mean Q-factor and a much narrower

cavity mode wavelength distribution. The relevant parameters from each distribution in Figure 67

are summarised in Table 2. These results can be compared to the values discussed in Section 5.3.7

for the 2D PhCCs obtained from Minkov and Savona [181]. For the H0 cavity, 1000 iterations from

a Gaussian distribution were used to simulate the disorder in both the hole radii and position.
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Disorder was governed by altering the standard deviation of the Gaussian distribution (σgauss).

Two values of disorder were considered: σgauss = 0.003a = 0.012r and σgauss = 0.0015a = 0.006r.

A direct comparison between the disorder simulations conducted by Minkov and Savona, and those

conducted on the 1D PhCCs is difficult as the probability distributions used to create the disorder

are different. The Gaussian distribution favours values close to the mean of the distribution, com-

pared to a uniform distribution. If the width of the Gaussian distribution is assumed to be ±3σ

then the error on the hole radii becomes ±0.036r and ±0.018r. A comparison can now be drawn

between the two cavity types by assuming these ±3σ width distributions are uniform distributions.

For an error of 3.6% on the hole radius the median Q-factor of the H0 cavity falls from 8.9 × 106

to 6.5× 105: Qdis = 0.07Q0. When this is compared to the 5% error case in the 1D PhCC a drop

from 5.6 × 106 to 5.56 × 105: Qdis = 0.10Q0 is seen. Similarly if the 1.8% error case in the H0 is

compared to the 2% error case for the 1D PhCCs a drop from 8.9×106 to 2.0×106: Qdis = 0.22Q0

for the H0 and from 5.6× 106 to 2.20× 106: Qdis = 0.39Q0 for the 1D PhCC is seen. Even when

making generous assumptions in favour of the H0 cavity, for a comparable error in hole radii, the

1D PhCCs are more robust and experience a lower relative Q-factor drop.

In order to bring the standard deviation of the cavity mode wavelength distribution below the

maximum tuning range of the device, the error on the hole radii must be below 10%. Extrapolat-

ing from the data in Table 2 a standard deviation of 1.5nm is obtained for a value of 8.4% error.

The typical uniform percentage error seen in the radius of nanoholes is ∼ 2 − 5% for high quality

fabrication [120]. Therefore, achieving an error of below 10% is highly likely with high quality

fabrication.

5.5.2 Quantifying anisotropy of air hole etching in simulation

Fluctuations in the radii of the air holes is not the only source of fabrication-related error that can

be seen in PhC devices. Some etch processes used to fabricated the structures can preferentially

etch along the crystal axis of the semiconductor membrane thus causing anisotropy in the etching of

the air holes. The intentional inclusion of elliptical holes in a 1D PhCC has been attempted previ-

ously in silicon systems [180] where it was theoretically shown to obtain high Q-factor with a mode

volume Vm = 0.45
(
λ
n

)3
, slightly below what the tunable cavity design shows

(
Vm = 0.45

(
λ
n

)3)
.

This anisotropy can be approximated in simulation by using elliptical holes. By changing the

degree of ellipticity of the air holes, varying degrees of anisotropy simulated. The axes of the el-

lipse relative to the waveguide direction are defined as follows: rx is the radius in the waveguide

propagation direction and ry is the radius perpendicular to the waveguide propagation direction.

This is shown graphically in Figure 68. The results in Figure 69 show how increasing the elliptic-

ity of the holes in both the ’x’ and ’y’ directions effects the cavity performance. It can be seen

immediately that any anisotropy in the waveguide direction has a much larger effect on the cav-
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Figure 68: Schematic showing the parameter definitions used to estimate the effect of anisotropic

etching of the air holes in the 1D PhCC design using elliptically shaped holes. a.) Is the case where

the holes are etched more in the waveguide ’x’ direction and b.) Is the case where the holes are

etched more perpendicular to the waveguide in the ’y’ direction.

Figure 69: Graphs showing the effect of increasing the difference between the semi-major and

semi-minor axes of elliptically shaped air holes both parallel and perpendicular to the waveguide

direction on a.) The Q-factor and b.) The wavelength of the cavity mode. For both cases the

semi-minor axis has a radius of rminor = 50nm and the semi-major axis increases accordingly.

ity performance when compared to the same radius difference in the perpendicular case. This is

due to any anisotropy in the waveguide direction changing not only the hole shape but also the

effective pitch of the PhC and the cavity width as the amount of material between each hole is

reduced. Conversely, in the perpendicular case only the fill factor of each unit cell is altered with

the effective pitch and cavity widths remaining constant. Thus a more gradual change in cavity

performance is seen over the simulation range. In both cases a peak is seen in the Q-factor at a

non-zero ellipticity value and a blue-shift in the cavity wavelength with increasing ellipticity. This

increase in Q-factor at low ellipticity is attributed to an increase in the mirror strength of the PhC

due to an increase in the fill factor. Moreover, the results from Figure 69 agree with what is seen in

Figure 56 for an increase in uniform PhC mirror hole radius, where an increase in Q-factor at radii
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slightly above r0 = 50nm and a blue-shift in mode wavelength for increasing hole radii is seen. The

large oscillations in the Q-factor results at large ellipticity in the ’y’ direction are likely caused by

the simulation mesh parameters and are not a physical effect.

Figure 70: Graphs showing the distributions of a.) The Q-factor and b.) The cavity mode wave-

length from a 50 iteration Monte Carlo simulation with a uniform 10% error on the hole radii.

Three different parameter restrictions are plotted for comparison. Red: r0 = 50nm and the axes

are varied together so the holes remain circular, Blue: r0 = 50nm and the axes are varied indepen-

dently, Green: rx0 = 50nm, ry0 = 65nm with axes varied independently.

Although an increase in the Q-factor is seen for slightly elliptical holes, the effect of introduc-

ing such an ellipse on the robustness of the cavity design must be investigated. This is investigated

via a Monte Carlo simulation as outlined in Section 5.5.1. The Monte Carlo simulation is run from

a starting parameter set of rx = 50nm & ry = 65nm which equates to the peak Q-factor for an

ellipse in the ’y’ direction. An ellipse in the ’y’ direction is chosen over the ’x’ direction as the

performance of the cavity is much more stable over the simulation range for the ’y’ direction case.

Figure 70 shows the results of a 50 run Monte Carlo simulation for a uniform 10% error on the hole

radii. Three cases are considered; the red bars are the control case with no initial ellipse and where

the holes remain circular (rx = ry always). The blue bars are for the case where there is no initial

ellipse however, the two axes are varied independently by the Monte Carlo simulation producing

non-circular holes (rx ̸= ry). Finally, the green bars show the case where the initial state is an

ellipse with rx = 50nm & ry = 65nm and the two axes are varied independently. It can be seen

from Figure 70 a.) that introducing an intentional ellipse into the design results in a shift of the

Q-factor distribution towards lower Q-factors. The key results from Figure 70 are summarised in

Table 3. Both the minimum and median Q-factors of the distribution are reduced for the elliptical

hole case when compared to both circular hole starting point cases. The standard deviation of the

cavity mode wavelength distribution is only very slightly different between all three cases. The
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Table 3: Table comparing the minimum Q-factor, median Q-factor and the standard deviation of

the mode wavelength distribution for the three Monte Carlo simulation distributions displayed in

Figure 70.

Parameter scheme Qmin Qmed σλ

r0 = 50nm & rx = ry 7.47× 104 1.82× 105 1.99nm

r0 = 50nm & rx ̸= ry 6.57× 104 2.01× 105 1.82nm

rx0 = 50nm, ry0 = 65nm & rx ̸= ry 2.45× 104 7.98× 104 1.88nm

reduction in the Q-factor even from a much higher initial Q-factor for the elliptical case cannot be

attributed solely to the non-uniformity of the holes as only a very minor difference in performance

is seen between the r0 = 50nm & rx = ry and r0 = 50nm & rx ̸= ry cases. The reduction therefore,

must be mainly due to the choice of parameters, namely the ellipticity of the holes. As the starting

ellipticity is large, the fluctuations in the radii are likely to exaggerate this even further. This leads

not only to the creation of extremely elliptical holes but also a to potentially large variation in the

shape of neighbouring holes. Both these effects will increase the amount of scattering from the

cavity and also reduce the overall reflectivity of the PhC mirror. It is clear that in order to create

a robust cavity design, the air holes should be designed circularly despite elliptical holes promising

potentially much higher Q-factors.

5.6 Experimental measurements of the 1D photonic crystal cavity designs

Having completed an extensive simulation study on the design considerations for both the 1D

PhCC and cantilever structures, the next stage was to fabricate a test sample containing just

cavity structures. This is done to optimise the fabrication processes of the small features in the

1D PhCC. Additionally, it allows a wide range of cavity parameters to be tested to see how the

performance of these parameter sets compare between experiment and simulation.

5.6.1 Initial 1D photonic crystal cavity test sample

The first 1D PhCC test sample was designed to test as many parameter variations as possible on

a single chip. Therefore, the sample contained an extremely high density of cavities. Many arrays

of sets of three cavity beam devices were fabricated on the sample. Each array had a different

combination of cavity parameters. The parameters varied on the sample were: nm, nt, r0, amin,

wc and w. The sample was fabricated as described in Section 3.2.2 without electrical contact-

ing, to save space and with a larger EBL write-field than is normally used (500µm2 rather than

200µm2), to speed up the fabrication process. The SEM images in Figure 71 a.) and b.) show

the successful fabrication of the devices. However, the uniformity of the air holes is poor, as can

be seen clearly in Figure 71 b.). In addition to this, the PhC taper which is essential to obtaining

high Q-factors in 1D PhCCs is not present. These fabrication imperfections are attributed to two
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Figure 71: a.) SEM image of a typical triple cavity beam structure used to maximise the cavity

density on the initial 1D PhCC test sample. Each cavity in a single device has the same design

parameters to test the repeatability of the design. b.) Close-up SEM of a single cavity, the poor

uniformity of the holes and lack of definition of the taper can be clearly seen. c.) Optical microscope

image of the entire sample chip.

factors: too much etching in the immediate area surrounding the cavity beams, and the write-field

being too large. The large etch areas either side of the cavity beams, coupled with the triple beam

design and proximity of the OCs, all contribute to a large amount of etching in close proximity

to the air holes, which will produce a large amount of electron backscatter. As the air holes are

extremely small compared to the other features, any electron backscatter will have a much larger

impact on the shape and size of the holes than on other features. Moreover, using a large write-field

reduces the resolution of the EBL, further reducing the uniformity and accuracy of the hole etching.

To measure the cavity modes and characterise the devices, a high power (150µW) laser operat-

ing at 808nm (above the band gap of GaAs) was incident on the cavity centre. The diameter of

the excitation spot on the sample was 1µm The semiconductor wafer chosen for the sample had

a large distribution of QD wavelengths. When excited via the laser, PL from the QD ensemble

produces light over the broad range of the ensemble. This PL in turn then excites the cavity mode,

producing a strong signal at the cavity’s resonance wavelength when light is collected from above

the cavity. Additionally, by using an 810nm LED to excite a large area above the band gap of

GaAs, multiple cavities can be imaged simultaneously using a high sensitivity and resolution CCD

camera. A typical PL image from the CCD camera along with a µPL spectrum of a cavity mode

from the image is shown in Figure 72 a.). The CCD image clearly shows PL emission from the

OCs from each device but also some devices exhibit bright PL signals from the centres of the cavity

beams, indicating the presence of bright cavity modes. In this case bright modes do not necessarily
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Figure 72: Results from the first 1D PhCC test sample with arrays of triple cavity devices. a.)

Shows a high-resolution wide aperture PL image of one array of devices on the sample. An 810nm

LED excites PL across a large part of the sample which is incident on the CCD camera. Evidence

of cavity modes in multiple devices in the array is indicated by the bright PL spots in the middle of

the devices. Also strongly visible are the output couplers on either edge of the devices. b.) Shows

a PL spectrum of a typical cavity mode found on this sample. The cavity parameters are: nm = 6,

nt = 5, r0 = 52nm, a0 = 220nm, amin = 192nm, wc = 190nm and w = 340nm
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indicate the modes have a high Q-factor as would typically be expected. Brightness on the CCD

is related to integrated counts across all detectable wavelengths. Therefore it is more likely the

bright modes on the CCD camera in fact have a low Q-factor as the integrated counts will be larger.

Figure 72 b.) shows a typical PL spectrum from a single cavity mode that appears bright on the

CCD camera. The mode indeed has a low Q-factor of just Q = 815± 10.

Overall, the cavities on this sample exhibited low Q-factors or did not exhibit any cavity modes

in the measurement range. This is likely due to the poor uniformity of the holes combined with

the lack of taper definition and narrowing of the cavity centres. Analysis of SEM images from the

initial sample show that the average circularity of the holes is < 85% and as low as 60% for some

devices.

5.6.2 Revised 1D photonic crystal cavity sample

To improve upon the initial cavity sample, several design and fabrication revisions were made.

Firstly, the write-field size was reduced from 500µm2 to 200µm2. Secondly, devices with a single

cavity beam rather than three parallel beams were included to reduce the amount of etched areas

surrounding the cavity. Finally, copies of both the single and triple beam designs where the air

holes were patterned in a separate EBL step to the nanobeam and outcouplers were included. All

these revisions were made to try to improve the uniformity of the holes and definition of the tapers

by reducing any extra electron scatter.

Figure 73: SEM images from the revised 1D PhCC test sample showing the major fabrication errors

that the sample experienced. a.) Shows an array of triple beam cavities which have been massively

over exposed. b.) Shows a single beam device where the air holes were fabricated separately to

the rest of the device. An alignment error has caused the devices to be fabricated in the incorrect

location relative to the air holes.
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Unfortunately, as can be seen in Figure 73 two major fabrication errors occurred during the fabri-

cation of the sample. All of the triple beam cavity devices became overexposed causing the beams

to collapse. This is especially surprising as no changes were made to these devices when compared

to the previous sample apart from the length of the nanobeams. Moreover, all the devices where

the air holes were patterned separately to the nanobeams became misaligned between EBL steps

due to an error. This caused the structures to be fabricated away from their corresponding holes

as shown in Figure 73 b.). The only devices which were successfully fabricated were single cavity

beam devices patterned in one EBL step. As can be seen in Figure 74, the devices that were

Figure 74: a.) SEM image of the highest Q-factor cavity measured on the revised sample. b.)

Cross-polarised white light reflectivity measurement from above the cavity centre, showing the

cavity mode resonance. The cavity exhibited a Q-factor of 5000±50 and a resonance wavelength of

902.965nm. Large fringes can be seen in the experimental data, these arise from etaloning between

the top and bottom of the sample chip.

successfully fabricated were a vast improvement over the first sample. The uniformity of the holes

was vastly improved with the mean and minimum circularity being improved to > 95% and 90%

respectively. This improvement in hole uniformity and circularity meant that many more of the

cavities exhibited cavity modes. Moreover, the cavity modes exhibited a higher Q-factor. The best

Q-factor measured on the sample was Q = 5000± 50, as shown in Figure 74 b.). This allowed for

a more thorough investigation of the parameter space than the previous sample, in which only a

handful of devices showed modes. Unfortunately, no PL emission from the QDs on the sample was

seen. Therefore it was not possible to use PL to measure the cavities on the sample. Instead, a

broadband white light laser source was used to excite the cavities. As the cavity modes are strongly

linearly-polarised perpendicular to the beam, it is possible to use a cross-polarisation excitation

scheme to reject most of the laser background when exciting and collecting from above the cavity.
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The laser was filtered between 850-1000nm to reduce the overall power onto the sample. The cross-

polarised excitation and collection were orientated at 45◦ to the cavity polarisation to maximise

the collectable cavity signal. Despite the cross-polarised excitation scheme there was still a large

amount of background visible in the spectra obtained using the white light. Namely both a large

wavelength and polarisation-dependant background and extremely fine Fabry-Perot type fringes

were present throughout all the measurements. The former was caused by the optics in the set-up

not being perfectly achromatic, the latter by reflections between the top and bottom of the sample

chip.

Table 4: Comparison between experimental measurements of 1D PhCCs with different values of

amin.

amin Qmax Qmin Qmed σQ λmax λmin λmed σλ

182nm 4000 2200 3000 650 899.9nm 892.9nm 894.8nm 2.6nm

184nm 2900 1150 2500 600 909.4nm 903.8nm 906.9nm 2.1nm

186nm 2750 1450 2050 500 890.3nm 885.0nm 888.7nm 2.0nm

188nm 2900 2550 2700 140 898.9nm 900.5nm 899.6nm 0.6nm

Table 5: Comparison between experimental measurements of 1D PhCCs with different values of

nt.

nt Qmax Qmin Qmed σQ λmax λmin λmed σλ

3 5000 900 3400 1300 921.5nm 887.1nm 904.5nm 10.8nm

5 2750 1450 2050 500 890.3nm 885.0nm 888.7nm 2.0nm

Table 6: Comparison between experimental measurements of 1D PhCCs with different values of

wb.

wb Qmax Qmin Qmed σQ λmax λmin λmed σλ

300nm 2900 1150 2500 600 909.4nm 903.8nm 906.9nm 2.1nm

320nm 3700 950 2350 850 889.0nm 880.3nm 885.5nm 3.0nm

Table 7: Comparison between experimental measurements of 1D PhCCs with different values of

nm.

nm Qmax Qmin Qmed σQ λmax λmin λmed σλ

6 3470 1030 2000 820 898.5nm 886.1nm 893.0nm 5.5nm

10 2750 1450 2050 500 890.3nm 885.0nm 888.7nm 2.0nm
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The results of the parameter space investigation are presented in Table 4 - Table 7. In general,

the results show that there is a trade-off between devices that exhibit the highest Q-factors and

those which have the smallest mode wavelength distribution between like devices. This can be seen

most clearly in Table 4 when comparing the amin = 182nm and amin = 188nm results. For the

amin = 182nm set of devices, the maximum Q-factor achieved was 4000 and the median Q-factor

was 3000, both of which are larger than for amin = 188nm. However, the standard deviation of the

mode wavelength spread for amin = 182nm is much larger than for amin = 188nm (σλ = 2.6nm

compared to σλ = 0.6nm). Overall, a trend can be seen where increasing the value of amin reduces

both the Q-factor and mode wavelength spread. When considering the number of taper holes in

the design in contrast to the simulations, it is observed experimentally that designs with fewer

taper holes exhibited much higher Q-factors than devices with more taper holes, at the expense of

mode wavelength consistency, as shown in Table 5. This is likely due to the taper gradient being

more pronounced in devices with few taper holes. As the difference in radius between adjacent

holes is larger in steeper taper gradients, the taper is less susceptible to being washed-out, due to

electron scatter broadening the air holes. It is seen in experiments from Table 6, that the narrower

beam cavities showed both slightly higher median Q-factor and a smaller mode wavelength spread.

The narrower beams which had a design width of 300nm were very close to the target width of

280nm after the fabrication. Therefore, as the rest of the cavity parameters were set according to

the beam dimensions, it is expected that beams with widths close to the target width perform the

best, as is seen experimentally. this agrees with the simulation results from Section 5.3.6. Finally,

from Table 7 it can be seen that the Q-factor is largely unaffected when increasing the number if

mirror holes in the PhC from 6 to 10. This indicates that the strength of the PhC mirror is not

the limiting factor on the Q-factor. However, the mode wavelength spread is improved for devices

with the larger number of mirror holes.

The spectra of the cavity modes which exhibited the lowest mode wavelength spread are presented

in Figure 75. The standard deviation of the wavelength spread is σλ = 0.6nm which is well below

the theoretical tuning range of the tunable cavity devices. This design was the only parameter set

to achieve a wavelength spread lower than the tuning range of the devices and as such is the optimal

design to use going forward despite the lower Q-factors. Some of the cavity lineshapes in Figure 75

do not exhibit a Lorenzian shape, instead they exhibit a modified Lorenzian lineshape known as

a Fano lineshape. The modification to the Lorenzian lineshape is caused by an interference effect

between a resonator scattering process and a background scattering process. When measuring the

cavity modes of the 1D PhCCs, this interference can occur between the cavity and the excitation

laser fields when the polarisation of the cavity and laser excitation differ. Finally, the effect of

increasing the design radius on the cavity mode wavelength is plotted in Figure 76. A blue-shift

is seen with increasing design hole radius in agreement with the simulation. However, the rate of

blue shift is slightly higher than that seen in simulation (−2.13±0.08 over the full simulation range
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Figure 75: Graph showing the overlapping cavity mode spectra of the set of like cavities which

exhibited the lowest standard deviation in their mode wavelength spread σλ = 0.6nm. The spectra

have been filtered using a ’Fast-Fourier-Transform’ (FFT) method to remove the high frequency

etaloning fringes, making the spectra more readable.

and −2.87± 0.27 over the experimental range). The rate measured experimentally is likely higher

than in simulation due to the lack of control over other cavity parameters experimentally such as

the radius of the taper holes and the exact beam width. Moreover, the relationship between the

designed and actual hole sizes may not be linear. Holes which are designed larger may come out

closer to their target than smaller designed holes.

Overall, the second iteration of the 1D PhCC sample was vastly superior to the first due to improved

fabrication. Having analysed the experimental results the optimal experimental cavity design was

chosen to be:

nm = 10

nt = 5

a0 = 220nm

amin = 188nm

These parameters were chosen as they gave the lowest wavelength spread for like devices and thus

the most consistent fabrication. These cavity parameters were chosen as the basis for the cavity

design for the full cantilever tunable cavity devices along with a small range of r0, wc and wb
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Figure 76: Graph showing the experimental results for increasing the design radius of 1D PhCCs

on the wavelength of the cavity mode. A linear fit to the data shows the rate of change of mode

wavelength with respect to designed hole radius to be dλ
dr = −2.87 ± 0.27. The error bars on the

mode wavelength are too small to be visible at this scale.

5.7 Experimental measurements of cantilever devices

With an optimal experimental set of parameters for the 1D PhCCs chosen after analysis of the

two test samples, a full tunable cavity device design was fabricated. This sample contained a small

range of cavity and perturbing beam parameters. However, the number of devices was limited

by the need to facilitate the electromechanical actuation of the cantilevers via the use of diodes.

The structure of the diodes on this sample was somewhat unconventional. Both the membrane

containing the QDs and the substrate below the sacrificial AlGaAs layer are doped, with the mem-

brane being a p-i-n diode and the top of the substrate being n-doped. To reduce the dimensions

and complexity of the diode, only two of the three doped layers could be contacted. The diodes

on the sample were contacted from the n-doped layer in the substrate to the n-doped layer in

the membrane. This was done to reduce the voltage required to actuate the cantilevers. The p-

doped layer in the membrane was then intentionally shorted to the n-doped layer in the membrane

to avoid the QDs experiencing an unknown floating bias. This diode scheme is depicted in Figure 77.

In addition to the small cavity parameter range, a small range of perturbing beam parameters

were included. The radii of the air holes and the gap between the cavity and perturbing beams

were varied slightly. An additional 2D perturbing area design was also included on the sample.

This design is designed to reduce the etch areas near to the cavity to improve the uniformity of the
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Figure 77: a.) Cross sectional schematic view of the diode structure used on the cantilever sample.

The diode is contacted between the n-doped layers, with the p-doped layer on the membrane being

shorted to the n-doped layer to prevent the QDs experiencing an unknown floating bias. b.) Image

of the diode design, the brown areas show the etch down to the n-layer of the membrane where

the diode top contact is made. The red area is the p-doped layer where the gold is deposited to

intentionally short the p-i-n membrane. c.) SEM image showing the successful shorting of the p-i-n

membrane.

holes, moreover, the 2D area should be less likely to fuse with the cavity beam at small separations

when a bias is applied.

Due to an unknown error during the metallisation of the diodes on the sample, the gold initially

did not strongly adhere to the surface of the membrane. This caused the contacts to de-laminate

when wire bonding was attempted. As a result, the optimal dose copy of the sample could not

be electrically contacted. The remaining copies underwent rapid thermal annealing which success-

fully re-adhered the gold contacts to the sample. Figure 78 shows some SEM images from the

successfully fabricated sample. Figure 78 a.) and b.) Show the two different perturbing beam

types. The 1D perturbing beam designs were very well fabricated with very small gaps between

the beams which have remained parallel. The 2D perturbing area designs showed similarly narrow

separations, however, the weight of the beams caused the cantilevers to droop. This can be clearly

seen in Figure 78 b.). The drooping causes the perturbing areas to be displaced from their zero

displacement position, thus reducing the tuning range of the devices. To verify that the diode
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Figure 78: Series of SEM images of the completed cantilever sample. a.) Tilted image of cavity

beam and perturbing beam. b.) Two cavity beam and 2D perturbing area devices. A small out-of-

plane offset can be seen between the cavity and 2D areas due to a droop in the cantilever. c.) Images

showing a device actuating due to the electrostatic force between the cantilever and the substrate

at room temperature. The centres of the two beams appear to remain level despite the rest of the

device clearly being deflected. d.) Close-up image on the cavity centre next to a perturbing beam.

The separation between the beams is d0 = 37.46nm which is the smallest recorded on the sample.

configuration was successfully fabricated and that the devices actuated as expected, a custom built

electrical contacting mount was used to allow for a bias to be applied to the diodes whilst in the

SEM. This allowed for the devices to be imaged live as the bias was applied to the diodes. Figure 78

c.) Shows SEMs of a cantilever device at V = 0V and V = 8.5V . Between the two images it is

clear that the cantilever has been actuated at V = 8.5V . This confirms that the devices work as

expected. It can also be seen in Figure 78 c.) that the centre of the perturbing beam appears to

remain parallel to the cavity beam even at V = 8.5V whilst the rest of the cantilever and perturbing

beam have clearly been deflected. This may be caused by the fibrous residue that can be seen in

the images supporting the centre of the beams from below. Alternatively this could be caused by

electrostatic attraction between the beams, however, the beams do not appear to have fused in the

images so this is unlikely. Finally, in Figure 78 d.) a close-up of the cavity centre and perturbing

beam from the device which exhibited the smallest separation between the beams is shown. The

separation between the beams is dmin
0 = 37.46nm which would correspond to a maximum tuning

range of ∆λ ≈ 5.5nm. This is an exceptionally small separation and indicates the high quality

of the fabrication of the sample. Of all the devices measured on the sample, the mean separation

between beams is dmean
0 = 58.87nm giving a tuning range of ∆λ ≈ 2nm. The largest separation
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between the beams was dmax
0 = 80.4nm giving a tuning range of ∆λ ≈ 1nm which is well above the

standard deviation of the mode wavelength distribution measured for the cavity design parameters

on the sample.

Figure 79: White light reflectivity spectra of the cavity mode in a cantilever device at V = 0V and

V = 4.6V showing tuning of the cavity mode of up to 1nm. The spectra have been filtered using

a FFT to remove etaloning fringes.

Unfortunately, the devices on the sample did not exhibit any PL emission from QDs despite PL

being visible in the bulk regions of the sample. The wafer chosen for this sample contained thin

AlAs quantum well layers acting as barriers to improve the electrical tuning range of the QDs. The

sacrificial layer is made from AlGaAs and was etched away using HF acid which attacks the Al

content of the alloy. This HF etch may also have etched the AlAs barriers away in the membrane,

preventing the QD from emitting PL. As a result, white light reflectivity measurements had to be

used to investigate the cavities.

Figure 79 shows the first experimental demonstration of electro-mechanical cantilever cavity tuning

on a GaAs QD wafer. A maximum tuning of ∆λ = 1.00nm was observed from the device. Figure 80

shows the effect on the cavity mode Q-factor and wavelength of fine incremental increases in the

applied bias across the device. The Q-factor of the cavity mode reduces slightly at medium to high
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Figure 80: Effect of fine increases to the applied voltage across the tunable cavity on a.) The

Q-factor and b.) The wavelength of the cavity mode.
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applied bias. At the highest applied bias the Q-factor begins to increase again as seen in Figure 80

a.). This agrees with the simulation in the case where the perturbing beam parameters are not

optimal. From Figure 63 it can be seen that for all cases away from the optimal parameter set the

Q-factor is reduced between values of 0-250nm for out-of-plane displacement. This is the region

where the majority of the cavity mode tuning occurs. After this, the Q-factor begins to recover.

Experimentally, a similar trend is seen. Between 1000-4000mV of applied bias, the Q-factor of the

mode trends to lower values before beginning to recover at values of applied bias >4000mV. From

Figure 80 b.) it is clear that this region coincides with the region where the majority of the cavity

mode tuning occurs. Figure 80 b.) also shows the high degree of control over the mode wavelength

the device exhibits. The experimentally observed tuning curve in Figure 80 b.) also agrees with

the simulated tuning curves from Section 5.4. By making fine adjustments to the applied bias, the

mode wavelength can be precisely tuned over the entire tuning range. Moreover, the experimentally

observed tuning range of the device is much greater than the standard deviation of the wavelength

spread for the cavity design (∆λ = 0.6nm). A Python script is used to calculate the likelihood of

any two random cavities whose cavity mode wavelength is taken from a normal distribution with

σλ = 0.6nm centred at λ0 = 925nm will be within the maximum device tuning range, ∆λ = 1nm

of each other. 106 iterations of the script were run to ensure a highly accurate result was obtained.

From this, the likelihood of any two cavities being within the tuning range of each other given

these parameters is Psucc = 76.2%. If the tuning range is increased to ∆λ = 2nm to represent the

expected range from the mean beam separation measured then the likelihood rises to 98.2%.

5.8 Conclusions

The first demonstration of an electro-mechanically actuated cantilever tunable cavity in a GaAs

semiconductor based system is presented with highly controllable tuning of up to 1nm exhibited.

The cavity was designed from the ground up via extensive simulation studies of the entire parameter

space. The final design exhibits world-leading figures of merit for both strong and weak coupling

regimes. The robustness of the design was tested in simulation by emulating fabrication errors in

the structure using Monte Carlo simulation methods and elliptical air holes. The fabrication process

was streamlined and the cavity parameters optimised for fabrication to achieve a highly repeatable

cavity design with a mode wavelength standard deviation of σλ = 0.6nm. This, combined with the

tuning range of the device leads to the probability of any two cavities being within tuning range of

each other being Psucc = 76.2%.

Further work to be done on these devices includes fabricating a sample in which the QDs show PL

emission in the cavity devices so that tuning a QD on and off resonance with the cavity can be

demonstrated. Moreover, to improve the Q-factor of the devices which is likely limited by surface

absorption effects, passivation of the sample surface directly after fabrication will be attempted as

this has been shown to improve not only the Q-factor but also to reduce the wavelength spread of
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like cavities in GaAs structures [120]. Going forward, a design that allows for both actuation of

the cantilevers and electrical control over the QDs is required to improve the success rate Psucc.

This could be achieved by fabricating separate diodes in the membrane and across the sacrificial

layer as shown in this work. Moreover, an additional design consideration would be to introduce a

third nanobeam in order to side-couple light into the cavity. This method has been shown to allow

highly efficient injection of light into the cavity [182].
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6 Strong directionality and light-matter interaction enhancement

for a QD in a waveguide coupled micro-cavity

6.1 Introduction

As stated in Chapter 5, QDs in nano-photonic structures can exhibit extremely strong light-matter

interactions which are essential for the realisation of both QIP and quantum networking with pho-

tons. Another desirable trait exhibited by QDs in certain photonic structures is the directionality

of their emitted light (see Section 2.7). Independently, these two phenomena have been shown

to have many crucial applications in QIP, such as a fast deterministic single photon source [43]

and improvement of single photon indistinguishability [183] for light-matter interaction. While

for chirality, spin-path entanglement [85] and entanglement generation between multiple emitters

[184, 185] have been demonstrated. A vast number of different systems exist which provide the

conditions for strong light-matter interactions, very few of them also provide the conditions for

strong directionality. In waveguide systems where strong directionality is easier to achieve such

as in a glide-plane waveguide [103] or topological waveguide [88, 186], the light-matter interac-

tion enhancement comes from the slow-light effect. This only allows for a modest Purcell factor

be be achieved. In a glide-plane waveguide the highest demonstrated Purcell factor for a chiral

QD is FP = 8 [187]. Directionality of emission has also been shown for a single atom coupled to a

whispering gallery mode resonator, giving a low Purcell factor of FP = 2.2 for a chiral emitter [188].

The device proposed here is a waveguide coupled PhCC cavity system consisting of an H1 PhCC

coupled to two modified W1 waveguides as first proposed by Hallett et al. [189]. In PhCC systems,

the asymmetry normally required to facilitate the directionality of light in PhCs severely reduces

the confinement of light in the cavity. As a result, the achievable Purcell factor becomes extremely

low. In the device presented here, the chirality is not derived from asymmetry in the cavity design.

Instead, it is derived from the careful engineering of the waveguide position and geometry. This

maintains the symmetry of the cavity and so, the achievable Purcell factor remains high whilst

simultaneously enabling directional emission. The device is capable of exhibiting near unity direc-

tionality and a Purcell factor of FP = 70 simultaneously. Moreover, the design is robust to the

position of the emitter within the cavity, with the maximum chiral contrast of the device being

achievable for an emitter within ±60nm of the cavity centre. This robustness is far superior to

competing waveguide schemes [189].

In this chapter, the device design is first outlined. The origin of the directionality in the de-

sign will then be explained in detail. The expected transmission dynamics of the system will be

considered using a theoretical model and in simulation so that comparison to experimental mea-

surements can be made. After outlining the device design and theory, the experimental results

will be shown and discussed. An overview of the sample design and fabrication process will be
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Figure 81: Schematic of the waveguide coupled H1 cavity system studied in this chapter. The band

structure of the waveguides is tailored by reducing the size of the holes either side of the waveguide

itself. A circularly polarised emitter located in the cavity will emit only into a single waveguide.

The waveguide it will emit into depends on the handedness of the polarisation.

presented before analysing the results from the measurements conducted on the sample. Firstly,

characterisation measurements of the different types of devices will be presented. Following this,

magnetic field dependence measurements for a QD in a device will be presented.

6.2 Theory

6.2.1 Origin of directionality in a waveguide coupled H1 photonic crystal cavity

As stated in Section 6.1, the origin of the directionality of light in the waveguide coupled H1 cavity

derives from the careful design and positioning of the two modified W1 waveguides that couple

light out from the cavity. As shown in Section 2.4.4, Figure 18, an H1 cavity contains two orthog-

onal fundamental modes. Normally these modes are degenerate. However, by introducing the two

waveguides the degeneracy is lifted. H1 cavities are extremely sensitive to the symmetry of the

surrounding PhC. By introducing the waveguides either side of the cavity in one axis, the effective

cavity length of that axis is increased due to the alteration of the PhC in that direction. This

causes the two orthogonal modes to become non-degenerate. A schematic of the waveguide coupled

cavity is shown in Figure 81. In reality, disorder in the fabrication of the H1 cavity also leads to

lifting of the degeneracy, even for uncoupled cavities.

The now non-degenerate cavity modes couple to the waveguides differently from one another. This

can be seen by examining the electrical field profiles for the two modes. The two orthogonal modes

are defined as the χ and Ψ modes, a convention set by Thijssen et al. [190]. From Figure 82,

the spatial electric field modes in the x and y directions (Ex and Ey respectively) can be seen for
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Figure 82: Electric field profiles for the orthogonal cavity modes in the waveguide coupled H1 cavity.

The x and y polarisation components of each mode are plotted individually. The field profiles were

obtained by exciting each mode individually using x and y linearly polarised dipole sources at the

cavity centre to excite only the χ and Ψ modes respectively.

each of the two modes. If the Ex components of the χ and Ψ modes are considered, it can be

seen that the χ mode exhibits even parity between the waveguides in Ex. Conversely, the Ψ mode

is shown to exhibit odd parity between the waveguides in Ex. The opposite case is true for the

Ey components of the χ and Ψ modes. In the Ey case the χ mode exhibits odd parity between

the waveguides whereas the Ψ mode exhibits even parity between the waveguides. As a result,

the phase relationship between the modes in the left and right waveguides are different. In the

left waveguide the field profiles of the χ and Ψ modes are in phase while the opposite is true for

the right hand waveguide where the modes are in anti-phase with each other [189]. This condition

allows for the interference between the modes to be different in each waveguide. This interference

between the modes in the waveguides is only possible as both modes couple to the W1 modes

in the waveguides exactly, leading to a spatial overlap of the χ and Ψ modes in the waveguides.
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Chirality in photonic systems requires the emission of circularly polarised light into the system. If

a circularly polarised dipole emitter embedded at the cavity centre emits photons into the cavity,

both cavity modes will be excited simultaneously creating a superposition between them [190]. The

cavity modes in the superposition will have a well-defined phase difference between them, either +π
2

or −π
2 depending on the handedness of the circularly polarised excitation. Moreover, an additional

phase factor between the cavity modes derives from the detuning of the emitter from the individual

cavity modes. If this additional detuning-related phase difference equals ±π
2 then it is possible to

achieve perfectly constructive/destructive interference in opposite waveguides (assuming the inten-

sity of the modes are equal). If these conditions are met then the emission from the embedded

emitter will be perfectly chiral.

Hallett et al. present an analytical model which describes the effect of the detuning of the cavity

modes on the performance of the device [189]. The model treats the non-degenerate cavity modes

as Lorenzian functions with amplitudes given by:

Ej =

√
Γj

Γj/2 + i
(
λ− λj0

) (51)

where λj0 is the cavity mode wavelength, Γj = λj0/Q is the decay rate of the cavity mode and

j = χ,Ψ. The phase of each cavity mode is given by:

θj = arctan

(
Γjλ

λ2 − λj
2

0

)
(52)

As the modes are non-degenerate, a wavelength dependent phase difference arises:

∆θ = θχ − θΨ (53)

From this model, a QD emitting at a wavelength of λQD =
λχ−λΨ

2 will exhibit purely directional

emission as at this wavelength the cavity modes have equal intensity and a phase difference of π
2 .

In Section 2.7, the ’Degree of Circular Polarisation’ (DCP) in terms of the Stokes parameters was

defined in Equation 32 as a measure of the chiral contrast of a system. Applying this equation to

the waveguide coupled H1 allows for differences in the amplitude of the two cavity modes, as well

as the phase difference between them to be accounted for. Hallett et al. demonstrate that this

model closely matches simulations of the system [189]. Figure 83 shows the key results from the

analytical model. From Figure 83 a.) the expected wavelength dependent DCP for a waveguide

coupled cavity system with: λχ = 931.0nm,Qχ = 500 and λΨ = 932.5nm,QΨ = 1000 can be

seen. These values are chosen as they represent the expected parameters for a fabricated device.

The maximum value for the DCP from these parameters is ≈ 1 and occurs at the crossing point

between the cavity mode traces at λ = 931.8nm. The device exhibits a near unity DCP at the

optimal wavelength, moreover, the DCP remains > 0.9 over a bandwidth of 0.63nm. Figure 83
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Figure 83: Results from the analytical model proposed by Hallett et al. [189]. a.) Shows the ex-

pected wavelength dependent degree of circular polarisation for a device with: λχ = 931.0nm,Qχ =

500 and λΨ = 932.5nm,QΨ = 1000. The maximum expected DCP for an emitter in this device

occurs at λ = 931.8nm where DCP ≈ 1. b.) Shows the relationship between the maximum DCP

achievable in a device and the detuning between the two cavity modes in a.). The maximum DCP

is obtained for a detuning of ∆λ = ±1.3nm. A sharp drop-off in the maximum DCP occurs at very

small values of detuning where the modes become degenerate.

b.) shows the dependence of the maximum DCP exhibited by a device on the detuning between

the two cavity modes. When the detuning between the modes is very small, the maximum DCP

is also very low as the modes start to become degenerate at low detuning. The maximum DCP

is seen at ∆λ = ±1.3nm, at larger magnitudes of detuning the maximum DCP slowly decreases.

The maximum achievable DCP remains > 0.9 over a bandwidth of 1.4nm at both positive and

negative detuning. These results are extremely useful when considering the design of the system

for fabrication. It is clear that obtaining the optimal detuning of the modes is essential to the

success of the device. It has been shown that the detuning of the modes in an H1 PhCC can be

adjusted by stretching the PhC lattice in one direction both in design by adjusting the pitch of the

PhC [117], by applying uniaxial strain to the cavity [118] and by local oxidation [191]. Such methods

can be utilised to optimise the cavity detuning to ensure a high DCP is achievable. Moreover, any

QD in the cavity could have its emission energy tuned to the optimal wavelength via a multitude

of tuning methods (see Section 2.3).

6.2.2 Waveguide to waveguide transmission dynamics

Understanding the theoretical waveguide to waveguide transmission dynamics of the system will

provide a valuable insight into the operation of the device, allowing for experimental measurements

to be better understood and compared to the theory.
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Figure 84: Diagram showing the numerical model used for the waveguide to waveguide transmission

for the waveguide coupled H1 cavity structures studied in this chapter. âµ and b̂µ are the waveguide

modes propagating in the µ direction. Γa,j and Γb,j are the coupling rates between the waveguides

and the cavity emitter system where j ∈ {H,V } are the two orthogonal cavity modes. ωe is the

transition frequency of the emitter which couples to the cavity modes cj with constant gj . γj and

γe are loss rates from the cavity to non-guided modes and non-radiative losses from the emitter,

respectively.

A theoretical model for transmission developed by Pieter Kok and Elena Callus of the Univer-

sity of Sheffield is presented here with their permission. The model is based on input-output

formalism in cQED [192] and considers two feeding waveguides which couple solely to the cavity-

emitter system. Figure 84 shows a diagram of the numerical model used to investigate the device

transmission. The model considers a system of two waveguides with modes âµ and b̂µ, where µ is

the direction of propagation of the mode. The only source of coupling between the modes is via

the cavity-emitter system. The coupling rate between the waveguide and the cavity modes is given

by
√

Γ
2 and is assumed to be independent of frequency (this is true if the linewidth of the optical

state is sufficiently narrow). In the cavity, the emitter has a transition frequency of ωe and couples

with constants gj to the cavity modes ĉj where j ∈ {H,V } are the two orthogonal cavity modes.

Loss channels γj = κ2 and γe = γ2 are included to account for losses from the cavity coupling to

non-guided modes and non-radiative losses from the emitter, respectively. The initial state of the

system consists of a state propagating along â in the right hand direction. This state either couples

to the cavity or is reflected back along the waveguide. [193–195]

Using this model, if a single photon with frequency k is considered propagating towards the right
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in â then the amplitude of the scattering into the right propagating mode in b̂ is given by:

Sp,k;b,a =
1

C

∑
j,k=H,V j ̸=k

Γ∗
b,j

[(
Λ (j, k)

2
+

g∗j gk

iωe − ip+ γe
2

)
Γa,k

−
(
iωk − ip+

γk
2

+
Λ (k, k)

2
+

|gk|2

iωe − ip+ γe
2

)
Γa,j

]
δ (k − p) (54)

where

Λ (j, k) = Γa,jΓ
∗
a,k + Γb,jΓ

∗
b,k (55)

and

C =

(
iωH − ip+

γH
2

+
Λ (H,H)

2
+

|gH |2

iωe − ip+ γe
2

)
(
iωV − ip+

γV
2

+
Λ (V, V )

2
+

|gV |2

iωe − ip+ γe
2

)
−
(
Λ (H,V )

2
+

g∗HgV
iωe − ip+ γe

2

)(
Λ (V,H)

2
+

g∗HgV
iωe − ip+ γe

2

)
(56)

The amplitude for a back-scattering event into the left propagating mode (âL) is given by:

Sp,k;b,a = 1 +
1

C

∑
j,k=H,V j ̸=k

Γ∗
a,j

[(
Λ (j, k)

2
+

g∗j gk

iωe − ip+ γe
2

)
Γa,k

−
(
iωk − ip+

γk
2

+
Λ (k, k)

2
+

|gk|2

iωe − ip+ γe
2

)
Γa,j

]
δ (k − p) (57)

With the model defined, the expected transmission behaviour of the system can be studied.

The effect of the detuning of the cavity modes on the transmission of the device was both cal-

culated using the above model, and simulated in FDTD in order to compare the two and verify

the accuracy of the model. The detuning of the modes in simulation was controlled by stretching

the period of the PhC lattice in one direction while the other remained constant. This allows the

wavelength of the modes to be tuned independently of one another as mentioned in Section 6.2.1.

The y-direction lattice period ay was varied relative to the x-direction lattice period ax in regular

steps and the transmission behaviour recorded. The transmission through the device was acquired

in simulation by embedding a broadband mode source into the left waveguide. The source injected

light directly into the W1 waveguide propagating in the right hand direction. A transmission mon-

itor was positioned in the right hand waveguide sufficiently far from the cavity waveguide interface

as not to pick up any extra light that was not truly scattered into the waveguide. By detuning

the emitter far from the cavity modes, the transmission model can then be used to consider a bare

cavity. By individually exciting the orthogonal cavity modes in simulation with linearly polarised

dipoles positioned at the centre of the cavity, The Q-factors and wavelengths (and therefore the

detuning) of the modes could be obtained. These parameters obtained from the simulations were
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Figure 85: Comparison between the simulated and theoretical transmission for a waveguide coupled

H1 cavity. The mode spacing is altered in simulation by adjusting the difference between the ax and

ay lattice periods of the PhC where ∆a = ay−ax. The detuning of the modes is found in simulation

by exciting the modes individually with linearly polarised dipole sources at the cavity centre. The

mode detuning and cavity mode Q-factors measured in simulation ∆λ = λV − λH are then used

to calculate the theoretical transmission according to the model presented in Equation 54. It can

be seen that the theoretical model agrees strongly with the simulated transmission results. The

maximum transmission is seen to decrease at very small mode detuning.

input into the theoretical model to obtain the theoretical transmission behaviour. A comparison

between the simulated and numerically-acquired transmission behaviour can be seen in Figure 85.

It is clear from Figure 85 that the theoretical model agrees well with the simulations of the sys-
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tem. In both the simulations and from the model, at large mode detuning, the transmission signal

shows two distinct mode peaks. As the detuning reduces, the two modes begin to overlap, and

subsequently interfere with each other. From Figure 83 the maximum achievable DCP occurs at a

mode detuning of ∆λ = 1.3nm. From the simulations this detuning occurs for a lattice difference of

∆a = 1.4nm. The modes at this point overlap significantly. However, a small drop in transmission

between the individual modes remains. At this value for detuning, the overall transmission remains

high with a maximum value of Tmax = 0.89/0.95 in simulation / theory, respectively. At a detuning

of ∆λ = 1.1nm the modes overlap to a degree that there is very little drop in the transmission

between them. At lower values of mode detuning, the modes begin to interfere with each other. For

|∆λ| ≥ 0.3nm a single asymmetric transmission peak is observed. Destructive interference between

the modes causes a transmission dip to appear on the long wavelength side of the transmission

peak. At very small values of detuning the interference is extremely strong and the transmission of

the system is strongly repressed. The transmission dip becomes a prominent feature in the trans-

mission signal. Moreover, the point where ∆λ = 0nm occurs at a non-zero lattice mismatch. This

is due to the presence of the waveguides lifting the degeneracy of the modes prior to the lattice

mismatch. An overall red-shifting of the cavity modes is seen with increasing ∆a. The results from

these simulations aided in the device design process as the relationship between the ∆a and ∆λ

was understood. Moreover, by analysing experimental transition measurements, the mode detuning

was estimated from the shape of the transmission signal by comparing it to the theoretical results.

If the wavelength of the cavity coupled emitter in the transmission model is positioned between the

cavity modes, the transmission dynamics of the system are altered significantly. Figure 86 shows

results from the theoretical model for three linearly-polarised QDs of different wavelengths in a

waveguide coupled cavity. The QD is set to only couple to the shorter wavelength χ mode. This is

analogous to the emission from the QD being linearly-polarised in-phase with the χ mode. In all

three cases, the inclusion of the QD produces a large effect on the transmission. At wavelengths

shorter than the peak of the cavity modes, a Fano-like lineshape is seen at the QD wavelength.

This implies that an interference effect between cavity mode and the QD occurs. When the QD

wavelength is between the two cavity modes, a sharp transmission dip is seen at the QD wavelength.

At wavelengths longer than both cavity modes, a sharp transmission peak is seen at the QD wave-

length. As the QD does not couple to the longer wavelength Ψ cavity mode, no interference effect

is seen. In all three cases the QD related features exhibit a large effect on the transmission of the

system.

6.3 Sample and device design

An initial test sample of various cavity designs and parameter ranges was fabricated to identify an

optimised approach for the experimental realisation of the waveguide coupled H1 cavity with an

embedded QD. Figure 87 shows the three different waveguide arrangements which were fabricated
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Figure 86: Theoretical transmission behaviour for a waveguide coupled H1 cavity with a linearly-

polarised embedded emitter at different wavelengths. The cavity mode parameter are; λχ =

920.7nm, Qχ = 790 and λΨ = 921.85nm, QΨ = 1535. The QD couples to the χ mode with

coupling strength gχ = 0.1 and does not couple to the Ψ mode.

on the sample. Figure 87 a.) shows the regular waveguide orientation which is used throughout the

numerical methods and simulations from Section 6.2. b.) and c.) show an alternative waveguide

orientation in which both waveguides are on the same side of the H1 cavity. This orientation still

enables the chiral effects of the waveguide coupled cavity system to occur due to the symmetry

of the H1 system. By positioning the waveguides on the same side of the cavity the amount of

light scattered between the waveguides that has not interacted with the cavity should be reduced.

Moreover, as the outcouplers are far from the cavity-waveguide interface the effect of back reflec-

tions should be reduced compared to the regular design in Figure 87 a.). The W1 waveguides are
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Figure 87: Schematics of the designs of the three waveguide configurations included on the sample.

a.) Shows the standard design with the waveguides on either side of the cavity. b.) & c.) Show an

alternative design where the waveguides are on the same side of the cavity. This design was created

to try and reduce unwanted transmission through the waveguides and reduce back reflections into

the cavity from the outcouplers. The lateral spacing between the waveguides differs between b.)

and c.).

separated by 5 or 3 rows of air holes in Figure 87 b.) and c.) respectively. The increased sepa-

ration between the waveguides in b.) will reduce coupling between the two waveguide modes but

will also reduce the coupling from the waveguides into and out of the cavity. For each waveguide

configuration, devices with a range of PhC parameters were fabricated. This was done in order to

identify the parameter combination that results in devices with the desired mode detuning, wave-

length and Q-factor. For all designs, the radius of the air holes and the difference between the PhC

lattice periods ∆a were varied to optimise the cavity mode wavelengths and the detuning between

them. Additionally, for the regular design, the number of air holes between the two waveguides was

altered. By changing the number of air holes between the waveguides, the strength of the coupling

between the waveguides and the cavity is altered. By increasing the number of air holes between

the waveguides, the Q-factor of the cavity will increase as it couples less strongly to the waveguides.

Moreover, the coupling between the two waveguides will be reduced, improving the purity of the

transmission signal between the outcouplers. Figure 88 shows the difference between the maximum

and minimum number of holes between the waveguides/ between the waveguides and the cavity for

the regular and alternate designs. On the sample, devices are fabricated in a range between these

two values to investigate the effect of changing the coupling strength on the device performance.
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Figure 88: Schematics of the minimum (left) and maximum (right) numbers of holes between the

waveguides and cavity for both the regular design, a.) and b.), and the alternate design, c.) and

d.).

On the sample the air hole radii are varied from 50-70nm. The period of the PhC in the x di-

rection is always given by ax = 0.3r. The period in the y direction, ay is varied relative to ax over

the range of: 5nm ≤ ∆a ≤ −5nm. The spacing between the waveguides in the regular design was

varied from 4 - 12 holes in increments of 2 holes. Finally, in the alternate design, the number of

holes between the waveguides and the cavity was varied from 0 - 5 holes.

6.4 Results

The cavity parameter test sample was fabricated on a GaAs semiconductor wafer with embedded

InAs QDs in an 170nm thick free-standing membrane. The wafer was not electrically contacted

to increase the space available for devices on the chip and reduce the complexity of the fabrica-

tion. Measurements to characterise the devices and identify the optimal design for an electrically

contacted sample were conducted on the remaining devices. In addition to the parameter varia-

tions mentioned in Section 6.3, the sample contained H1 cavities with no coupling waveguides and

all three waveguide arrangements without H1 cavities. These structures were included to provide

references to compare the coupled cavity devices to. Figure 89 shows SEM images of each of the

cavity designs fabricated on the sample.

6.4.1 Uncoupled H1 cavity results

To characterise the devices, PL from the QDs in the cavities was excited using an above band

(633nm) HeNe laser at high power (150µW). The PL emission was collected via a µPL set up and

recorded on a CCD spectrometer. Firstly, the uncoupled H1 cavities were measured. The median

Q-factor of the cavity modes was Qmed ≈ 3500 and an increase in the air hole radius of 2nm in
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Figure 89: SEM images from the cavity test sample. a.) Uncoupled H1 cavity. b.) Regular design

waveguide coupled H1 cavity. c.) & d.) The two alternate waveguide coupled cavity designs.

the design resulted in a red-shift of the cavity modes of approximately 10nm. This Q-factor can

be taken as the intrinsic Q-factor of the cavities as no coupling losses into the waveguides are

possible. Figure 90 shows the initial characterisation results for the uncoupled H1 cavities. In

these experiments the cavity modes of the H1 cavities were measured by exciting and collecting

PL from directly above the cavity. The Q-factor and mean mode wavelength for the device with

zero lattice shift (ax = ay) are presented. From Figure 90 a.) the Q-factor can be seen to remain

roughly constant at Qmed ≈ 3500 for 60nm ≤ r ≤ 68nm. This indicates that there is not a single

optimal radius for the H1 cavity design on the sample. Instead, the devices maintain their optimal

performance over a wide range of cavity mode wavelengths. Figure 90 b.) shows how altering the

hole radii of the devices effects the wavelength of the cavity modes for the ∆a = 0nm device. A

strong linear dependence is observed. By applying a linear fit to the data, the rate of change of

cavity mode wavelength with respect to hole radii is found to be dλ
dr = −4.078 ± 0.120. As the

median Q-factor is roughly constant over a range of an 8nm change in hole radius, this allows for

the devices to operate optimally over a wavelength bandwidth of ≈ 32nm.
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Figure 90: Results of the characterisation of the uncoupled H1 cavities. a.) Median Q-factor for

H1 cavity sets of different hole radii. b.) Mean mode wavelength of the ∆a = 0nm device for each

radius. A linear relationship is seen with a gradient of dλ
dr = −4.078± 0.120 obtained from a linear

fit to the data.

After collecting the basic cavity performance statistics, the effect of altering the lattice mismatch

∆a in uncoupled H1 cavities was investigated.

From Figure 91 a.) the experimental effect of altering ∆a on the mode detuning ∆λ can be

seen. A strongly linear dependence is seen from the data, this is true for all four of the device

sets with differing radii. A linear fit of the data shows that the rate of change of detuning with

respect to PhC lattice mismatch is d(∆λ)
d(∆a) = 1.357± 0.147 for uncoupled H1 cavities. The simulated

detuning data from Figure 85 is also included on the graph for comparison. By fitting the simu-

lated data with a linear fit the rate of change of detuning with respect to PhC lattice mismatch

is d(∆λ)
d(∆a) = 1.277 ± 0.119. The values for the gradient of the experimental and simulated results

are both within the error tolerance of each other. Therefore, strong agreement between theory,

simulation and experiment is seen for the rate of change of detuning with respect to PhC lattice

mismatch. What does differ between the results is the offset. The simulated devices show a much

lower offset than the experimental results. This may be caused by the differences in hole radii

between simulated and experimentally measured devices. Moreover, the simulated devices included

coupling waveguides which could affect the offset whereas the experimentally measured cavities

were uncoupled. Figure 91 b.) shows a set of PL spectra from the r = 68nm devices from which

the detuning values for graph a.) were calculated. The change in detuning between spectra can

be clearly seen. Furthermore, a systematic red-shifting of the cavity modes is seen with increasing

∆a. This occurs due to the stretching of the lattice altering the band structure of the PhC and

therefore altering the supported modes of the PhC. By increasing the period of the PhC the bands
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Figure 91: Results from characterisation measurements of the uncoupled H1 cavities. a.) Graph

showing the relationship between the PhC lattice period mismatch ∆a and the detuning of the cavity

modes ∆λ. Four different target hole radii structures were measured and all show the same strongly

linear dependence. A linear fit of the data is shown which yields a gradient of d(∆λ)
d(∆a) = 1.357±0.147.

The results from the simulations in Figure 85 are included for comparison and are fitted like the

experimental data. The gradient of the fit on the simulated data is d(∆λ)
d(∆a) = 1.277 ± 0.119 b.) PL

spectra of the cavity modes from the r = 68nm devices. The detuning change can be clearly seen.

Moreover, the modes are seen to red-shift with increasing ∆a

are shifted towards longer wavelengths, this causes the modes of the H1 cavity to shift accordingly.

Having obtained experimental results for the uncoupled H1 cavities, the measurements on the

waveguide coupled devices can be compared to the uncoupled case as a reference to infer if any

effects come solely from the waveguide coupling.

6.4.2 Regular waveguide coupled H1 device results

The next set of devices measured were the regular waveguide coupled cavities from Figure 89 a.).

The results of the measurements from these devices are presented in Figure 92. The measurements

for Figure 92 a.) and b.) were obtained by exciting PL from the QDs in the cavity. An above band

(633nm) HeNe laser was incident on the cavity centre at high power (100µW). The resultant PL

from the QD coupled to the cavity mode and was collected from above the cavity for Figure 92 a.)

and from one of the device outcouplers for Figure 92 b.).
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Figure 92: Results from the measurements of the regular design waveguide coupled H1 cavities.

a.) The measured Q-factors of the cavities in relation to how many air holes were between the

waveguides on each device (nh). As the number of holes between the waveguides increases so does

the mean measured Q-factor. b.) PL spectra of the cavity modes for devices with equal air hole

radii and different values of nh. The Q-factor of the modes can clearly be seen to reduce as nh

reduces. The wavelength of the cavity modes remains roughly constant. At low values of nh the

two cavity modes appear to overlap. c.) White-light measurements of the cavity modes from the

nh = 6 device shown in b.). When the cavity is excited via transmission through the waveguide,

light collected from the other waveguide exhibits a transmission dip. This phenomena is predicted

by the theoretical model for very low mode detuning values.

In Figure 92 a.) the effect of altering the number of holes between the two waveguides nh on

the experimentally obtained cavity mode Q-factor is seen. As is expected, reducing the number
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of holes between the waveguides also reduces the measured Q-factor of the cavity modes. This is

due to the increased coupling between the cavity and the waveguides. When nh is low the cavity

is in much closer proximity to the waveguides. Therefore, the cavity mode overlaps more with the

waveguides increasing the coupling strength compared to when the waveguides are far away. For

nh ≥ 10 the mean measured Q-factor saturates at a value of Qmean ≈ 3050. This implies that at

values of nh ≥ 10 the Q-factor of the cavity is not limited by coupling losses into the waveguides. It

is likely that the Q-factor is instead limited by scattering losses due to fabrication imperfections and

surface absorption. At values of nh < 10 the mean measured Q-factor decreases with decreasing nh.

Moreover, the detuning between the modes appears to decrease rapidly. This is where the coupling

losses to the waveguide begin to dominate the Q-factor. The lowest mean Q-factor appears to occur

at a value of nh = 6, not the lowest value of nh = 4. This may be due to the modes beginning

to overlap at nh = 6 and so appearing as one broad mode on the spectrum as the two individual

modes cannot be resolved. As the coupling is further increased at nh = 4 the modes may be even

more overlapped leading to a narrower peak than for nh = 6 where the detuning of the modes is

larger. Furthermore, at lower values of nh the signal to background ratio of above-cavity collection

schemes is severely reduced. This makes extracting the Q-factor accurately extremely difficult and

therefore will likely increase the error on the Q-factor measurements significantly. As fairly low

Q-factors are required to obtain the highest device transmission, the optimal value for the number

of holes between the waveguides is 8 > nh > 4.

Figure 92 b.) shows a set of the PL spectra from a.). The spectra for devices with equal hole

radii and differing nh are presented together for comparison. As also seen in Figure 92 a.) the

Q-factor of the cavity modes can be seen to reduce for nh > 10. Moreover, the detuning of the

modes is also observed to reduce. While the detuning of the modes changes, the absolute position

of the modes remains roughly constant, with the modes being centred around λ = 933.5nm. This

shows that although the detuning of the modes is affected by nh, the modes themselves are not

shifted. As mentioned above, for nh > 8 the PL peaks broaden significantly and only a single

peak is visible. This could indicate that not only is the Q-factor reduced, but that the modes are

overlapping.

From the theoretical model for transmission through the devices, at very low detuning, a dip

in the transmission spectrum is expected at the overlap of the modes due to interference between

them. This result is also reflected in the simulations of the system. To test if the modes were

indeed overlapping significantly in Figure 92 b.), the nh = 6 mode was measured in transmission

using a broadband white light source incident on the left hand OC. The light was scattered into

the waveguide and through the cavity before being collected at the right hand OC. The broadband

white light source was chosen over the standard above band PL measurement to remove any QD

background from the signal, specifically any single QD lines. Moreover, the white light is much
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more powerful than the PL laser, allowing for the modes to be more strongly excited. The results of

this transmission measurement are presented in Figure 92 c.). The white light transmission signal

between the OCs (red) is plotted alongside an un-polarised white light reflectivity measurement,

exciting and collecting above the cavity (blue) and the transmission through a reference waveguide

- the device with the H1 cavity omitted - (grey). The device transmission clearly shows a strong

dip in the signal corresponding to the wavelength of the peak of the above cavity reflectivity mea-

surement. This confirms that the modes must be strongly overlapped. By comparing the device

transmission signal shape to the results from Figure 85, the magnitude of the detuning can be esti-

mated to be |∆λ| ≤ 0.2nm as the strong dip between two peaks is only seen in the ∆λ = −0.2nm

case. Below ∆λ = −0.2nm the model predicts the depth of the dip to increase relative to the height

of the peaks and at a detuning of ∆λ = 0nm the transmission dip is expected to be seen exactly

between two symmetrical peaks. This is close to what is observed in Figure 92 c.). Therefore it

can be concluded that the mode separation is extremely small and that reducing the value of nh

strongly affects the cavity mode detuning. Moreover, for the nh ≥ 10 the coupling between the

cavity and waveguide no longer limits the Q-factor of the cavity. Therefore, to obtain sufficient

coupling, the number of holes between the waveguides should be: nh ≤ 8.

6.4.3 Alternative waveguide orientation device results

The alternative waveguide configuration design was investigated next. The hope of this design

was to increase the amount of background transmission rejected between the OCs, increasing the

signal to background ratio whilst not affecting the operation of the devices. The effect of changing

the PhC lattice mismatch on the mode detuning was first investigated. This was done to observe

any differences in the device behaviour with this new waveguide orientation. Figure 93 shows the

results from this study for both the devices with 5 air holes separating the waveguide(a.) and b.))

and the devices with 3 air holes separating the waveguides (c.) and d.)). Figure 93 a.) shows

the relationship between the PhC lattice mismatch ∆a and the mode detuning ∆λ for the 5 hole

separated waveguide devices. A linear fit of the experimental data obtains a value for the gradient

of: d∆λ
d∆a = 1.191 ± 0.116. This value is comparable with the values obtained for the simulations

of the regular waveguide orientation devices and the experimental result from the uncoupled H1

cavities as all three of the values fall within the error range of each other. However, the intercept

of the linear fit in Figure 93 a.) is lower than the intercept of the uncoupled H1 fit, −6.728 com-

pared to −5.405. Moreover, the intercept is extremely similar to the intercept acquired from the fit

to the simulation data for the regular waveguide orientation devices, −6.664. This indicates that

the introduction of any waveguide coupling shifts the offset of the detuning relationship down by

a consistent amount. Figure 93 b.) shows some of the spectra used in a.) from the r = 64nm

devices. It is clear that these spectra are much more difficult to understand than spectra from

both the uncoupled H1 cavities and the regular waveguide orientation devices. This is due to the

many additional mode-like features present in the PL spectra. These are likely caused by localised
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Figure 93: Results from the investigation on the alternate waveguide orientation devices. The effect

of changing ∆a on the detuning ∆λ was studied. a.) & b.) Show results from the devices with 5

air holes between the waveguides and c.) & d.) Show the results for devices with 3 holes between

the waveguides. a.) & c.) Show the dependence of the detuning on the PhC lattice mismatch. b.)

and d.) Show some of the r = 64nm spectra from each of the dependences.

modes in the PhC. As these are largely not present in the regular waveguide orientation devices,

it would suggest that the alternate waveguide arrangement increases the likelihood of these extra

features appearing in the spectra. This may be due to modes forming in the small gap between the

waveguides as they run parallel for a large number of unit cells.
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Figure 93 c.) shows the relationship between the PhC lattice mismatch ∆a and the mode de-

tuning ∆λ for the 3 hole separated waveguide devices. From a linear fit to the data, the rate of

change of detuning with respect to lattice mismatch is d∆λ
d∆a = 1.473 ± 0.111 with an intercept of

−11.080. This gradient is the steepest of any device set and does not overlap within the error of the

5 hole alternate waveguide orientation devices, despite overlapping within the error of the other two

devices. This suggests that reducing the spacing between the waveguides in this orientation alters

the rate of detuning change when shifting the PhC lattice orthogonal to the waveguide. Moreover,

the intercept for the 3 hole alternate waveguide orientation device is nearly two times lower than the

next lowest device set. From Figure 93 d.) some examples of the PL spectra used to calculate the

mode detuning for c.) are presented. As with the spectra shown in b.), many additional peaks exist

alongside the cavity mode peaks. This makes reading the graph and identifying the cavity modes

extremely challenging. Only by following the trend across several graphs is it possible to identify

with confidence which features are the cavity modes. Figure 94 shows results from measurements

Figure 94: Graphs showing the results from alternate waveguide orientation devices with 3 rows of

holes between the waveguides and varied numbers of holes between the cavity and the waveguides.

a.) Shows the effect of increasing the number of holes between the cavity and the waveguides on

the Q-factor of the cavity modes. b.) Shows some PL spectra from a.) for each number of holes

between the cavity and waveguide.

of alternate waveguide orientation devices with varying numbers of holes between the end of the

waveguides and the cavity. In these devices, the number of rows of holes between the waveguides is

kept constant at 3 rows. From Figure 94 a.) a similar trend to the results from the equivalent reg-

ular waveguide orientation devices in Figure 92 is observed. The Q-factor of the devices reduces as
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the number of holes between the waveguides and the cavity is reduced. This is due to the increased

coupling strength of the cavity to the waveguides caused by an increase in the mode overlap. At

one hole between the cavity and waveguides, very few cavity modes were measured. Figure 94 b.)

shows the spectra of one of the modes measured for the lowest separation. The modes are barely

visible above the background. As the Q-factor of the modes is likely extremely low, the strength of

the signal when collecting from above the cavity will be weak, as most of the light will couple into

the waveguides and not be scattered up. Therefore, it is highly likely that the measured Q-factors

for the devices with one hole between the waveguides and cavities are much lower than what is

shown in Figure 94 a.). Figure 94 b.) shows that the modes blue-shift slightly as the number of

holes between the waveguides and the cavity increases. This trend is not seen in Figure 92 and

therefore is likely an effect unique to this waveguide orientation. The spread of cavity Q-factors

is much broader for the alternate waveguide orientation devices than for the regular waveguide

orientation devices. This is likely due to the lower signal to background ratio and larger number

of non-cavity related peaks in the spectra for the alternate designs when compared to the regular

design. Overall, the designs behave similarly although the regular design is easier to measure at

higher coupling strengths.

6.4.4 Transmission comparison between waveguide orientation designs

As the alternate waveguide orientation devices were designed to reduce unwanted scatter in the

transmission spectra, the transmission through these devices should be compared to that of the

regular design. Unfortunately, due to the critical point drying error, most of the alternative design

structures either have one or both nanobeams collapsed. This makes it impossible to measure the

transmission through these structures. As only a very small number of devices survived, compar-

isons of individual devices must be drawn rather than the entire ensemble of devices. Figure 95 a.)

shows the extent of the damage to the alternate waveguide orientation devices caused by the critical

point drying failure. Nearly all of the devices have at least one of the nanobeam waveguides broken.

Because of this, transmission measurements cannot be completed on these structures. This severely

limits the scope of the comparison that can be made between these devices and the regular waveg-

uide orientation devices in transmission. Figure 95 b.) and c.) show typical transmission spectra of

the regular and alternate waveguide orientations. Both graphs show the transmission through the

structure when using the white light laser to directly probe the structure using a broadband source,

and when using a high power HeNe laser to excite PL from QDs in the outcouplers to probe the

devices. When comparing b.) and c.) it is clear that not only is the intensity of the transmission

higher for both the white light and HeNe excitation in the regular device, but also the spectra are

much clearer with fewer non-cavity features. It is practically impossible to discern which peaks are

related to the cavity in Figure 95 b.) whereas in c.) the cavity modes are clearly the only bright,

broad features in the spectrum. Therefore, although the alternate waveguide orientation design re-

duces the overall transmission between the waveguides, the regular waveguide transmission design
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Figure 95: a.) SEM image of an array of alternate waveguide orientation devices. Most of the

devices have either one or both nanobeam waveguides collapsed, making it impossible to conduct

transmission measurements on them. b.) Graph comparing the transmission spectra when exciting

with a white light laser and a HeNe laser for an alternate waveguide orientation device. c.) Graph

comparing the transmission spectra when exciting with a white light laser and a HeNe laser for a

regular waveguide orientation device. d.) Zoom-in on the cavity modes in graph c.) to more clearly

see the sharp transmission dip in the cavity modes which coincides with the spectral location of a

QD.

still exhibits the highest visibility of the cavity modes in transmission.

Studying Figure 95 c.) in more detail, a sharp transmission dip can be seen between the two

cavity modes in the white light measurement. This dip cannot be related to interference between

the modes as seen in Figure 85 and Figure 92 as the mode detuning is large. Both modes can be

seen independently of each other with the sharp dip coming on the long wavelength side of the

shorter wavelength mode. This can be more clearly seen in Figure 95 d.). The dip seen in the

white light measurement signal appears to coincide with the wavelength of a QD line in the HeNe

measurement signal. This suggests that it is the presence of the QD that causes the white light

transmission to be strongly modulated at this wavelength. This dip is similar to the results from
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the transmission model shown in Figure 86. This further suggests that this transmission dip is

caused by the presence of the QD in the cavity. However, the fact that the transmission dip only

occurs for the white light measurement and not for the HeNe measurement could indicate the effect

is more complicated, as a dip in both measurements would likely be expected. Further investigation

on this phenomenon is required, as the cause of this transmission dip is not sufficiently understood.

6.4.5 Magnetic field dependence of QD in a waveguide coupled H1 cavity

Figure 96: a.) PL spectrum of a regular waveguide orientation device with a QD in the cavity.

The spectrum was obtained by exciting and collecting from above the cavity with a 350µW quasi-

resonant TiS laser at 880nm. The two cavity modes have wavelengths of λχ = 929.49nm and

λΨ = 931.79nm. A QD located in the cavity region of the device has a wavelength of λQD =

930.61nm between the two cavity modes. b.) Shows the expected wavelength dependence of the

chiral contrast from the experimentally measured cavity parameters. At the QD wavelength a

maximum chiral contrast of 0.852 is expected. The maximum chiral contrast of the device is 0.856

at λ = 930.70nm

After all the devices were characterised, the regular waveguide orientation devices were decided

upon as the superior design. The sample was loaded into a bath cryostat with a superconducting

magnet. When a magnetic field is applied to QD the degeneracy of the fine structure states is lifted

and the transitions become circularly polarised (see Section 2.3.2). This produces two circularly

polarised transitions with opposite handedness which are separated by the magnitude of the fine

structure splitting. By increasing the magnitude of the applied magnetic field the splitting of the

two transitions is increased. These circularly polarised transitions will couple asymmetrically to

the two waveguides if the wavelength of the transition is between the modes.

Low power (3µW) PL measurements with a HeNe laser were used to characterise the cavities
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and see which had QDs at wavelengths between the cavity mode wavelengths in the cavity centre.

For any candidate devices, the maximum chiral contrast of the QD was calculated from the theory.

If a QD had a potential chiral contrast > 0.8 then it was selected for a magnetic field dependence

measurement. One such device was identified, the high power (350µW) mode spectrum of which

is shown in Figure 96 a.). As can be seen from the figure, the QD at λQD = 930.61nm is situated

between the two cavity modes. Whilst the polarisation of the modes is not known, the χ mode is

denoted as the shorter wavelength mode. The χ mode has a central wavelength of λχ = 929.49nm

and a Q-factor of Qχ = 625 ± 17. The longer wavelength Ψ mode has a central wavelength of

λΨ = 931.79nm and a Q-factor of QΨ = 828± 52. These cavity mode parameters were obtained by

fitting the spectrum in Figure 96 a.) with two simultaneous Lorentzian peaks. These parameters

were input into the equation used in Figure 83 a.) to obtain the theoretical wavelength-dependant

maximal chiral contrast for these modes which is plotted in Figure 96 b.). At the QD wavelength

(λQD = 930.61nm the maximum chiral contrast is 0.852 which is very close to the maximum of the

entire distribution, 0.856 at λ = 930.70nm. From this the chiral contrast observed from the device

has the potential to be extremely high. As the QD is located between the modes, the Purcell factor

that the QD experiences will not be the maximum of the device. However, it should still experience

a small Purcell factor from the tails of both modes.

A magnetic field dependence measurement was conducted on the candidate QD. This measure-

ment aimed to observe chiral behaviour of the QD emission. To measure the chirality of the QD

the emission into both waveguides must be measured and compared. If the QD had a chirality of

1.0 then each of the circularly polarised transitions would couple to only one of the waveguides

each. Therefore, the signals from opposite OCs would be asymmetric. If no chirality is present

then the output of the two OCs should be identical. The QD was directly excited from above with

a quasi-resonant TiS laser operating at 862nm. This excites the QDs through the wetting layer.

The laser power was adjusted to maximise the brightness of the QD over the background, a power

of 18µW was chosen. The magnetic field that was applied to the sample was varied to alter the

splitting between the two QD transitions. The signal from the OCs was recorded at 1T intervals

over a range of −5T ≤ B ≤ 5T . The signals from both the left and right OCs are plotted together

in Figure 97 b.) for comparison.

From Figure 97 b.) the splitting of the QD fine structure states can be seen. At a magnetic

field of B = -5T, the signal from both OCs is extremely similar. This indicates that no or very

little chirality is present in the system. From Equation 33 the chiral contrast in experiment is

calculated by:

C =
IR − IL
IR + IL

At B = -5T, the chiral contrast of the QD transitions is found to be CS = −0.21 and CL = 0.09 for

the short (λs = 930.22nm) and long (λl = 930.89nm) wavelength transitions, respectively. How-
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Figure 97: a.) Schematic of the measurement scheme for the magnetic field dependence mea-

surement in b.). The QD in the cavity was excited via quasi-resonant excitation at 862nm. The

resulting light scattered out of each OC was collected separately. b.) Shows a comparison between

the spectra obtained from the left (red) OC and the right (blue) OC for different values of the mag-

netic field strength. The QD splits into two circularly polarised transitions at non-zero magnetic

field. At B = -5T the chiral contrast of the two QD transitions is extremely low. However, as the

strength of the magnetic field increases, the chiral contrast between the left and right OCs appears

to increase. At B = 5T, extremely strong chirality is observed as each transition can only be seen

from opposite OCs.
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ever, when the magnetic field is increased through to 5T the chiral contrast increases dramatically.

At B = 5T, the chiral contrast of the QD transitions is found to be CS = −0.53 and CL = 0.77.

This is vastly different to the case at -5T despite the transitions having the same wavelengths at 5

and -5T. As the chiral contrast is wavelength-dependent, there should therefore be no difference in

the chiral contrast between 5T and -5T. From the dependence in Figure 96 b.) the expected chiral

contrast for the two transitions at ± 5T is CS = 0.76 and CL = 0.84 for the short (λs = 930.22nm)

and long (λl = 930.89nm) wavelength transitions, respectively. The theoretical maximum chiral

contrast for the transitions is much higher than the measured values for the -5T case, however, the

5T case is much closer to these values. This indicates 5T, the device behaves as expected whereas

Figure 98: Graph showing the relationship between the experimentally measured chiral contrast

and the magnetic field strength for the QD measured in Figure 97.

at -5T an unexpected effect is observed.

Figure 98 shows the magnetic field dependence on the chiral contrast of the two QD transitions

from Figure 97 b.). A discontinuity between positive and negative magnetic fields is seen. At

negative fields the observed chiral contrast is consistently below 0.25 for all but one data point.

Conversely, for positive magnetic fields all but one of the data points are above 0.4. Moreover,

at positive field values the chiral contrast appears to increase with increasing field strength. This

asymmetry in the magnetic field dependence of the chiral contrast is not explained by the theory or
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the wavelength dependence of the chiral contrast. One possible explanation could be an apparent

increase/ decrease in chiral contrast due to the changing Purcell factor experienced by the QD

transitions as they shift in wavelength. If one transition experiences an increase in Purcell factor

while the other experiences a reduction, the relative intensities of the transitions will change. This

could be mistaken for a change in chiral contrast. This effect however, will be small for the device

measured as both the Q-factors of the cavity modes and the tuning of the QD transitions are low.

As such there will be a minimal change in the relative Purcell factors of the transitions although

there will be a small effect due to this. Moreover, if the wavelength dependence of the chiral cou-

pling in Figure 96 b.) is considered, the difference in maximum chiral contrast between the two

QD states at the largest splitting is very small. Therefore, this effect cannot be explained by the

chiral coupling wavelength dependence. Between positive and negative fields, the only change in

the operation of the device is which spin transition couples to which waveguide. This is seen from

Equation 9 where the magnitude of the splitting between the states is dependent on the strength

of the magnetic field. It is possible therefore, that the waveguides do not couple both transitions

equally as they should. Fabrication errors could cause one or more of the field components of

the two modes to couple weakly to the waveguide. If this is the case, the interference between

the cavity modes in the waveguide region would be minimal and so only a very weak chiral effect

would be observed. As all four mode profiles (as shown in Figure 82) have different distributions

in the waveguide regions, it is highly likely that any fabrication imperfections would not affect the

coupling of each mode’s polarisation states equally. Therefore, it is possible that the interference

between the mode components is only seen for one of the circular polarisations and not the other.

The results from Figure 98 seem to suggest that there is no correlation of the chiral contrast and

magnetic field at negative magnetic fields, whereas at positive field, a linear correlation is seen.

This suggests that there is no effect present at negative fields, instead, any chirality measured is a

result of intensity mismatch from background light or Purcell enhancement. Ultimately, this effect

is not well understood and will require further investigation.

Despite the unexpected asymmetry of the chiral contrast at negative field values, the device did

indeed exhibit a high chiral contrast of a QD embedded in the cavity of C = 0.77 at B = 5T.

State-of-the-art values for the chiral contrast can be as high as C ∼ 0.9 in both NBW [85] and PhC

waveguide devices [103] with the latter giving the potential for light-matter enhancement.

6.4.6 Lifetime measurements of QD in a waveguide coupled H1 cavity

Having measured a strongly chiral QD in a waveguide coupled H1 device, the next step was to

quantify the Purcell enhancement experienced by the QD. When a QD is Purcell enhanced, the

lifetime of the excitonic state in the QD is decreased due to the increase in light-matter interaction

enhancing the rate of emission into the cavity. Therefore, if the lifetime of the QD is measured to

be significantly shorter than comparable QDs on the sample, the QD is likely Purcell enhanced.
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Figure 99: Lifetime measurements for the QD studied in Section 6.4.5 at a.) B = 0T and b.) B =

5T. The lifetime is calculated to be t1 = 0.877± 0.005ns at B = 0T and t1 = 1.271± 0.005ns at B

= 5T.

The ratio between the enhanced QD and a known un-enhanced QD can be used to estimate the

magnitude of the Purcell factor. Figure 99 shows measurements of the lifetime of the QD at both

B = 0T and B = 5T where the QD was most chiral. The measurement was conducted by ex-

citing the QD using a fast, tunable, pulsed laser source operating at 862nm. The pulsed source

excites charge carriers to an excited state in the QD. These charge carriers then relax after some

random time and emit a photon. By measuring a time-dependant intensity spectrum of the QD

emission, an exponential curve can be fitted to the data to obtain a value of t1. The spectrum

from the QD was passed through a very narrow optical filter to remove as much background as

possible. The light was incident on a set of superconducting nanowire detectors which recorded

the time of arrival of each photon within a 15ps response time. Figure 99 a.) shows the result of

the lifetime measurement at B = 0T. A value of t1 = 0.877± 0.005ns is obtained. At B = 5T, the

value of t1 = 1.271± 0.005ns. This value is significantly larger than at B = 0T showing a change

in the Purcell factor of the QD has occurred. This is expected as the wavelengths of the QD in

the two lifetime measurements is different (λ = 930.61nm at B =0T and λ = 930.85nm at B = 5T).

The lifetimes, although different, do not look fast enough to indicate a Purcell enhanced QD.

Therefore, before any Purcell factor is calculated, the ensemble lifetime must be measured so the

lifetimes calculated for the QD in Figure 99 can be compared to the lifetime expected from an

un-enhanced QD on the sample. Figure 100 shows the measured QD ensemble lifetime. The data

for the lifetime were obtained using an avalanche photodiode with a response time of ≈ 400ps. This

was done as the precision of the nanowire detectors was superfluous for the long lifetimes expected

from this measurement. A value of t1 = 1.104± 0.008ns is obtained for the QD ensemble lifetime.
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Figure 100: Lifetime measurement for the QD ensemble in the bulk GaAs crystal at B = 0T. The

ensemble lifetime is calculated to be t1 = 1.104± 0.008ns.

This lifetime measurement is shorter than the measured lifetime of the QD in the cavity from Fig-

ure 99 b.), where the QD was held at B = 5T. This suggests that the QD does not experience any

Purcell enhancement at B = 5T, and only a very small enhancement at B = 0T. The QD therefore,

must be located in an area of the cavity which does not provide a large Purcell enhancement. The

Purcell enhancement of the QD measured in Figure 99 can now be estimated. By taking the ratio

between the QD and ensemble lifetimes, the Purcell factor is calculated to be FP = 1.259±0.012 at

B = 0T. The difference in Purcell factor between the B = 0T and B = 5T case can be understood

by considering the wavelength dependence of the Purcell factor. At B = 5T the QD transition has

a wavelength of λ = 930.85nm, this is closer to the crossing point between the modes than at B

= 0T where λ = 930.61nm. Therefore, the QD should experience less of an enhancement from the

cavity as the transition is less overlapped with the cavity mode. The measured Purcell factor of

the QD is very low. However, as this is a test sample, and the devices are not optimised, this is to

be expected. Furthermore, the position of the QD in the cavity has a large impact on the Purcell

factor, if the QD is not positioned near the centre of the cavity then the expected Purcell factor

drops off rapidly. This result shows the potential of waveguide coupled H1 cavities as a system

where both strong chirality and Purcell enhancement can be achieved.
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6.5 Conclusions and future work

The experimental observation of strong chiral contrast and Purcell enhancement of a QD in a waveg-

uide coupled H1 cavity system is presented here. A QD with a strong chiral contrast C = 0.77

and small Purcell enhancement of FP = 1.259 ± 0.012 at B = 0T is observed. The QD exhibits

asymmetrical chiral contrast between positive and negative magnetic fields, a phenomenon which

is unexplained by the theory. The origin of this phenomenon is still unknown currently, however,

it may be caused by asymmetric coupling of the two QD transitions to each waveguide. Strong

agreement between experiment, simulation and theory was observed for the rate of mode shift with

lattice stretching for all of the different device designs. A characteristic transmission dip was ob-

served in a device with very small mode detuning, an effect predicted in both simulations and the

theoretical transmission model. Between the characterisation of the devices and calculated optimal

mode splitting, the designs of the devices for the next sample were decided upon.

The next steps for this work are for a new sample to be fabricated with a focus on the most

successful devices measured in this work. Regular waveguide orientation devices will be fabricated

with 6 or 8 holes between the waveguides. Moreover, the sample will be fabricated with electrical

diodes to allow tuning of the QD energies. This will allow QDs to be tuned to a wavelength which

will show a higher chiral contrast and the optimisation of the wavelengths of the Zeeman split

QD transitions at non-zero magnetic field. This will also allow for the investigation of the wave-

length dependence of chirality more thoroughly as the QD magnetic field tuning can be reversed

by the electrical tuning, eliminating wavelength dependence as a variable. Furthermore, to adjust

the detuning of the cavity modes, the sample will be mounted in a uni-axial strain tuning mount.

Such a mount will allow a small strain field to be applied in one PhC axis. As has been previously

demonstrated [118] this allows for the detuning between the cavity modes to be adjusted by altering

the PhC lattice constant in one direction. As seen in Figure 91 this strain field will also shift the

wavelength of the cavity modes. The combination of electrical and strain tuning in the system will

lead to a much higher order of control over the system parameters. Combined with an optimised

design, these tuning methods will allow for the devices to exhibit near unity chiral contrast with

QDs that can be easily tuned to the wavelength which gives the maximal Purcell enhancement and

chirality.
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7 Summary and outlook

7.1 Summary

The conclusions from each experimental chapter will be summarised here. Overall, the work in this

thesis has shown the potential of III-V semiconductor-based nano-photonic systems as an architec-

ture for a quantum network.

In Chapter 1, a general introduction to the field of QIP and the role of III-V semiconductors

within that field was presented. The concept of a quantum network is outlined as the long-term

goal of these systems.

Chapter 2 gave a detailed overview of the relevant background physics pertaining to the work

in this thesis. This included the properties of SKQDs and nano-photonic structures which were

studied extensively in this work.

The experimental and computational methods use in this thesis were presented in Chapter 3.

The process by which the samples measured in this thesis were fabricated was also discussed.

7.1.1 Chapter 4

In Chapter 4, the growth of SCQDs was investigated. The length of the growth interrupt was

altered between 15 - 300s. It was found that longer growth interrupt times improved the single

QD nanohole occupancy rate and shifted the ensemble mean emission wavelength towards longer

wavelengths. It was also found that larger nanohole array pitches provided superior single QD

nanohole occupancy. Following this, an in-situ local QD emission energy strain tuning method

was tested. The technique had only recently been demonstrated by J. Grim et al. [81], therefore,

the tuning mechanism was not well understood. The effect of altering the heating laser power and

cumulative exposure time on the magnitude of the QD energy shift was investigated. Long range

tuning of a QD of up to 5.06nm in a NBW, and 3.59nm in a PhC waveguide were seen. This tuning

method was used to tune two pairs of QDs into resonance over a short (∆λ = 0.14nm) and long

(∆λ = 0.72nm) spectral range. This chapter demonstrated the potential of combining SCQDs with

the powerful local strain tuning method for scale-up of resonant QDs in a nano-photonic device.

7.1.2 Chapter 5

In Chapter 5 a scheme for an electro-mechanically tunable 1D PhCC was presented. The design

featured a 1D PhCC perturbed by a 1D PhC in a NBW attached to the end of a cantilever device.

By actuating the cantilever via a capacitive effect between the membrane and the substrate of the

device, the cavity mode wavelength of the 1D PhCC could be controllably tuned. The design of the
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1D PhCC was optimised in FDTD simulations through rigorous and extensive parameter sweeps,

covering the entire parameter space. The robustness of the design against fabrication imperfections

was also tested in simulation using a Monte Carlo method approach. This process was repeated for

optimisations of the perturbing beam. Two 1D PhCC test samples were fabricated to determine

the optimal experimental parameter set. A cavity design was chosen that exhibited a very small

cavity mode wavelength distribution for like devices (σλ = 0.6nm). Finally, the full structures were

fabricated and a controllable cavity tuning of up to 1nm was demonstrated. The experimental

measurements agreed well with the results from the simulations. From the results, an estimated

76% of like cavities could be brought into resonance. This chapter demonstrated the potential of

this tunable cavity scheme for scale-up of the number of resonant cavities on-chip.

7.1.3 Chapter 6

In Chapter 6 a design for a waveguide coupled H1 PhCC was presented. The design, first proposed

by D. Hallett et al. [189], is capable of enabling an embedded emitter to experience both a high

Purcell factor and near unity directionality, simultaneously. The design is highly robust to emitter

position within the cavity, a key advantage over competing systems. A model of the transmission

properties of the system was presented and compared to FDTD simulations. Characterisation

results from a test sample of the proposed structures were presented and analysed to determine the

optimal experimental design. These results were compared to the results from the theoretical model

and the simulations. Finally, a magnetic field dependence measurement on a QD in a waveguide

coupled H1 cavity was conducted. The QD exhibited a maximum chiral contrast of C = 0.77 at B

= 5T. The QD did not exhibit any Purcell enhancement at B = 5T. At B = 0T the QD exhibited

a small Purcell enhancement of FP = 1.40. This chapter demonstrated the potential of waveguide

coupled H1 cavities for the realisation of simultaneous high Purcell factor and strongly directional

emission from a QD.

7.2 Outlook

This section will detail any future work which is planned to follow-on from the results obtained in

this work. As much of the work in this thesis was conducted on test samples, improvements to the

samples and device design will be a key part of this section.

7.2.1 Chapter 4 further work

The aim of the work in Chapter 4 was to build towards a combination of the SCQD work and

the strain tuning work as a joint system. For this overarching goal to be achieved, more work is

required on each individual system before combining the two.

Integration of SCQDs into waveguide compatible wafers is the main focus of the SCQD side of
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this work. Free-standing nano-photonic structures are the standard for device design in III-V semi-

conductor systems. Moreover, the strain tuning method presented in Chapter 4 requires the QDs

to be located in a free-standing waveguide. While there is no fundamental reason preventing the

growth of SCQD in waveguide-ready semiconductor wafers, the difficulty lies in keeping the thick-

ness of the membrane low, while obtaining narrow linewidth QDs [196, 197]. The problem lies in

reducing the effect of charge noise from the regrowth interface on the QDs. This could be reduced

without increasing the buffer by further improving the cleaning process between the nanohole etch

and buffer growth. Moreover, this would lead to an improvement in the optical properties of the

QDs by reducing the mean linewidth of the distribution.

For the strain tuning work, fabrication of a new sample with electrical control would be the next

step in the process. This would allow for the stabilisation of the QD charge states during the tuning

process. Moreover, electrical tuning of the QDs could be used to make fine adjustments to the tun-

ing process. The addition of electrical control requires the fabrication of diodes. A standard diode

structure, where the contact pads are located close to the devices, is not suitable for use with ALD

coated samples. When the samples are coated via ALD, the contact pads would also be covered,

rendering them unusable. To avoid this, the contact pads must be moved away from the devices so

that the can be covered during the ALD process, without effecting the devices. Figure 101 shows

Figure 101: Schematic of a proposed diode design to be used for the next ALD deposition strain

tuning sample. The red area is where the devices are to be fabricated. The orange area defines the

diode mesa. The blue area defines the metallised contacts.

a schematic of a proposed design for an ALD compatible diode structure. The contact pads are

located over 500µm from the device area. This separation provides ample room for the contacts to

be shielded from the ALD process, while not affecting the devices. In addition to electrical tuning,

the next sample will include more complex nano-photonic devices. ’Multi-mode interferometers’

(MMIs) with SEG OCs, and topological waveguides will be included. By tuning two QDs into

resonance in the inputs of a MMI, an on-chip Hong-Ou-Mandel measurement could be conducted.
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7.2.2 Chapter 5 further work

The work conducted in Chapter 5 clearly paves the way for the scale-up of the number of res-

onant cavities on-chip. For the cavities to interact with each other, they must be coupled to a

shared waveguide. It has been shown that a chain of three resonant coupled cavities can produce

Figure 102: Schematic showing the proposed design for three tunable cavities connected by a

waveguide which can be actuated to alter the coupling strength. Three tunable 1D PhCCs are

connected via a bus waveguide, which can be actuated to alter the coupling strength between the

cavities.

many-photon entangled states [165]. Figure 102 shows a schematic of a proposed design to achieve

this entanglement generation. Three cantilever tunable cavities are connected via a side-coupled

NBW terminated by SEG OCs. The cavities can be tuned independently of each other. More-

over, the waveguide can be actuated to adjust the coupling strength. By controlling the spatial

and momentum-space overlap of the cavity and waveguide modes, side-coupling of a NBW to a 1D

PhCC has been shown to provide highly efficient coupling with minimal Q-factor degradation [182].

In addition to the cavity-cavity coupling potential of this tunable cavity scheme, these devices

could also be used to tune a QD and a cavity into resonance. The sample measured in this work

did not exhibit any QD emission in the free-standing membranes. Therefore, a new sample must

be fabricated in which the QDs emit in the free-standing membranes. The sample measured in

this work contained AlAs barriers. These barriers were potentially etched away by the extended

HF etch required to fully under-etch the large cantilever structures. By choosing a wafer without

aluminium based barriers, the membranes should contain QDs which show emission. Therefore,

attempts to tune QDs into resonance with cavities can be made. The ultimate goal of this device is

to tune multiple sets of cavities and QDs into resonance. The Q-factor of the cavities measured in

Chapter 5 were much lower than in simulation. This Q-factor drop cannot entirely be down to fab-

rication imperfections, as from the Monte Carlo simulations, the minimum Q-factor was more than

an order of magnitude higher than the highest experimentally measured Q-factor. The limiting
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factor on the Q-factor of the cavities is likely surface absorptions. Passivation of the sample surface

has been shown to improve the mean Q-factor of cavities compared to an unpassivated sample

[120]. Moreover, the wavelength distribution of cavities is reduced. Any new sample fabricated will

also be surface-passivated to improve the cavity performance.

7.2.3 Chapter 6 further work

The results from Chapter 6 show the potential of the waveguide coupled H1 cavity design as a

system where a QD can experience both a high Purcell enhancement and strong directionality. As

the sample measured in this work was a test sample, the number of optimal devices on the sample

is low. The sample also lacked electrical control. The next step in this work would be to fabricate

a new sample with electrical contact, and a more optimised cavity design. This would increase the

chance of cavities which contain QDs close to the cavity mode wavelength being measurable, as the

QDs could be electrically tuned to a wavelength where a higher chiral contrast and Purcell factor

are expected. Moreover, by mounting the sample on a piezoelectric strain mount, the detuning of

the cavity modes could be controlled [118]. This would allow for a further degree of control over

the sample, increasing the chance of measuring a QD with high Purcell enhancement and strong

directionality. The sample would also be passivated to improve the uniformity of the cavities.
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Acronyms

AFM Atomic Force Microscopy

AlAs Aluminium Arsenide

ALD Atomic Layer Deposition

AlGaAs Aluminium Gallium Arsenide

APD Avalanche Photodiode

CAD Computer-Aided Design

CCD Charge-Coupled Device

cQED Cavity Quantum Electrodynamics

DCP Degree of Circular Polarisation

EBL Electron-Beam Lithography

FDTD Finite Difference Time Domain

FFT Fast-Fourier-Transform

FSS Fine-Structure Splitting

GaAs Gallium Arsenide

GPW Glide Plane Waveguide

HeNe Helium-Neon

HF Hydrofluoric Acid

HfO2 Hafnium Oxide

HWP Half-Wave Plate

ICP Inductively-Coupled Plasma

InAs Indium Arsenide

LAO Local Anodic Oxidation

LED Light-Emitting Diode

LP Linear Polariser

MBE Molecular Beam Epitaxy

MPB MIT Photonic Bands

µPL Micro Photoluminescence

NBW Nanobeam Waveguide

ND Neutral-Density

OC Output Coupler

PhC Photonic Crystal

PhCC Photonic Crystal Cavity

QCSE Quantum-Confined Stark Effect

QD Quantum Dot

Q-factor Quality-Factor

QIP Quantum Information Processing

RHEED Reflection High Energy Electron Diffraction
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SCND Superconducting Nanowire Detectors

SCQD Site-Controlled Quantum Dot

SEG Shallow-Etched Grating

SEM Scanning Electron Microscope

SK Stranski-Krastanow

TE Transverse-Electric

Ti:S Titanium:Sapphire

TIR Total Internal Reflection

TM Transverse-Magnetic

WL Wetting Layer
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Warburton, and P. Lodahl, “Quantum optics with near-lifetime-limited quantum-dot transitions

in a nanophotonic waveguide”, Nano Letters 18 (2018) (cit. on p. 26).

96A. Faraon, I. Fushman, D. Englund, N. Stoltz, P. Petroff, and J. Vučković, “Dipole induced
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crystal cavity quantum dot laser”, Optics Express 18, 8781–8789 (2010) (cit. on pp. 32, 36).

111S. Buckley, M. Radulaski, J. L. Zhang, J. Petykiewicz, K. Biermann, and J. Vučković, “Nonlinear
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153V. Cambela) and J. Šoltýs, “The influence of sample conductivity on local anodic oxidation by

the tip of atomic force microscope”, Journal of Applied Physics 102, 074315 (2007) (cit. on

p. 68).
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187S. Mahmoodian, K. Prindal-Nielsen, I. Söllner, S. Stobbe, and P. Lodahl, “Engineering chi-

ral light–matter interaction in photonic crystal waveguides with slow light”, Optical Materials

Express 7, 43–51 (2017) (cit. on p. 143).

188I. Shomroni, S. Rosenblum, Y. Lovsky, O. Bechler, G. Guendelm, and B. Dayan, “All-optical

routing of single photonsby a one-atom switch controlledby a single photon”, Science 345, 903–

905 (2014) (cit. on p. 143).

189D. Hallett, A. P. Foster, D. Whittaker, M. S. Skolnick, and L. R. Wilson, “Engineering chiral

light–matter interactions in a waveguide- coupled nanocavity”, ACS Photonics 9, 706–713 (2022)

(cit. on pp. 143, 145–147, 175).

190A. C. T. Thijssen, M. J. Cryan, J. G. Rarity, and R. Oulton, “Transfer of arbitrary quantum

emitter states to near-field photon superpositions in nanocavities”, Optics Express 20, 22412–

22428 (2012) (cit. on pp. 144, 146).

191K. Hennessy, C. Högerle, and E. Hu, “Tuning photonic nanocavities by atomic force microscope

nano-oxidation”, Appl. Phys. Lett 89, 041118 (2006) (cit. on p. 147).

192D. Walls and G. J. Milburn, “Input–output formulation of optical cavities”, in Quantum optics

(Springer, Berlin, Heidelberg, 2008) (cit. on p. 148).

193C. W. Gardiner and M. J. Collett, “Input and output in damped quantum systems: quantum

stochastic differential equations and the master equation”, Phys. Rev. A 31, 3761–3774 (1985)

(cit. on p. 148).
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