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Abstract

The current state of the art technology for ultra-high density magnetic storage is based
on heat assisted magnetic recording (HAMR). As the demand for greater storage density
increases the optimisation and improvement of HAMR technologies is crucial. The nature of
HAMR requires models capable of correctly describing the magnetisation over temperatures
up to and exceeding the material’s Curie point. Additionally, the ability to study long
term behaviours, such as data storage stability, requires that these models are capable of
very large timesteps ranging from seconds to years. An open-source code called MARS
incorporating three key solvers has been developed. MARS is capable of modelling systems
over all required temperatures via a Landau-Lifshitz-Bloch (LLB) solver as well as over
long time periods via a kinetic Monte Carlo (kMC) solver. The source code is available at
https://bitbucket.org/EwanRannala/mars.

Using MARS, investigations into numerous key aspects of HAMR systems have been
performed: the presence of Curie point distributions, which limit the effectiveness of HAMR
performance by inducing variations in the obtained bit positions; the influence of adjacent
track erasure and temporal decay on HAMR performance; and the presence of decreasing
ferromagnetic resonance (FMR) linewidth at temperatures close to the Curie point which
has been attributed to a potential decrease in the system’s damping which can influence
HAMR performance significantly. The first investigation has resulted in the development of
a semi-analytical model capable of extracting the Curie point distribution from experimental
thermoremanence measurements. The second has revealed that adjacent track erasure is
significant compared to temporal decay for a system with an energy barrier of 80 kBT
with no additional signal degradation when adjacent track writes occur after long periods
of data storage. The final investigation has shown that the linewidth reduction is due to
in-homogeneous line broadening and that the system damping increases as temperatures
approach the Curie point.

https://bitbucket.org/EwanRannala/mars
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1

Introduction

1.1 History of magnetic recording media

Magnetic recording technology dates back to the 19th century when Valdemar Poulsen
developed the telegraphone in 1898, a device capable of registering human speech by
alternating the magnetisation of a steel wire [1]. The principle of magnetic recording is
simple and relies on two principles: 1) Magnets produce strong magnetic fields at the poles
which can be used to store information. 2) The polarity of the magnets can be changed by
applying external magnetic fields, providing the ability to write information. Both these
principles remain as true today as they did at the start of magnetic recording technology.

After numerous technological advancements and the increasing necessity to store, process
and send data, driven significantly by the Second World War, magnetic tape was developed.
Magnetic tape works by coating a film with magnetic particles (commonly iron oxide
particles) and then applying electrical signals through a recording head to magnetise the
iron oxide and record the desired information. The data is then read by passing the tape
over a playback head with the magnetisation of the tape inducing electrical signals in the
head enabling output of the recorded information. The initial method of using magnetic tape
consisted of storing it on reels and transferring the tape from one reel to another with the
data written or read by a recording head placed between the two reels. Later in the 1960s,
magnetic tape become common in the home due to audio cassettes. These cassettes were later
followed by video cassettes in the 1970s. Cassettes work in a similar manner to reels with
the tape stored on one end of the cassette and transferred to the other end during recording
or playback. Magnetic tape is still in use today for archival or cold-storage purposes in
businesses. In 2014 Sony and IBM announced the development of a magnetic tape capable
of storing 148 GB/in2 enabling capacities of up to 185 TB per cartridge [2]. Furthermore the
Information Storage Industry Consortium predicts magnetic tape will surpass 200 GB/in2 by
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2028 [3]. The benefits of magnetic tape are its relatively low cost per GB, longevity (when
appropriately stored), high reliability and security. However, the inability to perform fast
random access to the data makes magnetic tape applications in personal computing and home
media delivery unsuitable for modern day requirements. As such magnetic tape has become
uncommon on standard day-to-day usage replaced by much more dense magnetic hard disk
drives and more recently flash storage.

In 1956 the first commercial magnetic hard drive was the IBM 350 disk storage unit
developed by IBM [4]; consisting of fifty 53 cm disks with a total storage capacity of 3.75 MB.
The shift away from a continuous storage medium to a rotating platter enabled random access
to the stored data. This behaviour was crucial in order to fulfil the requirements of real time
accounting for businesses. The hard disc drive design consists of multiple platters containing
a magnetic layer placed on a spindle with a read head and write head placed on an articulating
arm enabling access to all sections of the platters. This initial technology utilised longitudinal
magnetic recording whereby the magnetisation is aligned parallel to the platter, Fig. 1.1
illustrates the longitudinal magnetic recording setup.

Read head

Shield

Write head

Fig. 1.1 Illustration of longitudinal magnetic recording. The solid arrows represent the
magnetisation of the bits within the storage layer.

In 1977 S. Iwasaki and Y. Nakamura proposed perpendicular magnetic recording (PMR)
[5]. By rotating the direction of the magnetisation the bits could be more closely packed
enabling greater areal densities than those possible by longitudinal magnetic recording.
However, the development of such devices was not a trivial task and as such it took almost
three decades for the first perpendicular magnetic recording device to come to market. By
shifting to perpendicular magnetic recording bit sizes were able to decrease below the
superparamagnetic limit of longitudinal recording media. The superparamagnetic limit
indicates the point at which the grains become small enough that thermal fluctuations are
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sufficient to induce magnetisation reversal before the desired storage time has elapsed causing
data loss. Figure 1.2 illustrates perpendicular magnetic recording, a significant additional
feature of PMR devices is the presence of the soft magnetic underlayer. The write head
produces a highly concentrated field in the gap between the pole and the underlayer, placing
the storage layer in this gap enables the writing of the bits. Throughout the last almost twenty
years numerous developments and advancements have been made in order to improve the
areal density of PMR to keep up with the ever-growing demand for greater data storage both
for personal and enterprise use. However, in recent years the ability to increase the areal
density of PMR devices has reached its limit dictated by the so-called magnetic recording
trilemma.

Read head

Shield

Write head

Fig. 1.2 Illustration of perpendicular magnetic recording. The data is stored in the top layer
with the magnetisation aligned perpendicular to the recording medium’s surface. Below is
the soft magnetic underlayer.

1.2 Magnetic recording trilemma

The magnetic recording trilemma describes the interplay between three fundamental limitations
of magnetic recording media. This trilemma is illustrated in Fig. 1.3. In order to reduce the
areal density two methods can be used: reduce the number of grains within a bit or reduce the
size of the grains. The first method leads to Bit Patterned Media (BPM) where a bit consists
of just a single grain. If one chooses to instead decrease the size of the grains we remain in
the realm of perpendicular magnetic recording however we must now face the difficulties
associated with reduced thermal stability. The reduced grain sizes result in reduced energy
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Writability

Requires

 H
switch

 < H
write

High areal 

density

Requires small 

grain sizes

Thermal 

stability

Requires high

 anisotropy or 

large grain sizes

Fig. 1.3 Illustration of the magnetic recording trilemma.

barriers described by the ratio KV
kBT , where K is the anisotropy energy density, V is the volume

of the grain, kB is the Boltzmann constant and T is the temperature. Smaller energy barriers
lead to lower thermal stability. For long term data storage this ratio needs to be kept to a
minimum of around 60 [6, 7]. In order to maintain a sufficient thermal stability the anisotropy
of the recording medium, K, can be increased. However, higher anisotropy grains require
greater writing fields to enable switching. The typical write field strength is 10 kOe which
is insufficient to switch high anisotropy materials such as FePt, which has a switching field
as high as 50 kOe [7]. There are two available methods to overcome this write limitation:
Exchange coupled composite (ECC) media, whereby the exchange spring mechanism is used
to aid the magnetic reversal mechanism and heat assisted magnetic recording (HAMR) where
the coercivity of the recording medium is reduced by the application of heat.

1.3 Heat assisted magnetic recording

Heat assisted magnetic recording is the current state of the art magnetic recording technology.
HAMR is a key part of the push to continuously improve data storage capacities of magnetic
recording media as is evident in the Advanced Storage Technology Consortium (ASTC)
technology roadmap shown in Fig. 1.4 [8]. Heat assisted magnetic recording overcomes
the grain size limit by utilising high coercivity materials such as FePt providing thermal
stability at much smaller grain sizes. In order to write to such a material the coercivity must
be reduced and this is achieved by heating a region of the recording medium close to or above
its Curie point before applying the write field. This heating element must be incorporated
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Fig. 1.4 Technology roadmap published by the ASTC. [8]

into the extremely small write head and must also be capable of producing heat spots near
to and below the diffraction limit. If the heated spot is too large there will be significant
damage to the adjacent tracks due to the overlap of the heated spot. This issue has been
overcome through the use of a near-field transducer (NFT). A near field transducer is a type
of plasmonic nanoscale antenna, which in HAMR devices is typically made of gold [9].
When the NFT is driven at resonance the surface charge oscillates producing an electric field
which couples energy into the recording medium. In order to provide energy to the NFT a
laser and waveguide are used. One design places a ‘lollipop’ transducer at the focus of a
planar solid immersion mirror. A plasmonic metal is placed below the recording layer and
acts as both a heat sink and an image plane for the electric field as is illustrated in Fig. 1.5.
The requirement of the heating element in the HAMR recording head significantly increases
the complexity of the device. Figure 1.6 shows a schematic of a HAMR recording head,
which includes the read and write poles as in the PMR head along with the NFT, waveguide
and laser.

1.4 Complexities of HAMR systems

The process of heating the recording media in order to reduce the coercivity and enable
writing creates additional complexity in the media design. Variations in the temperature
dependencies between grains can result in the reduction of the performance of HAMR
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Fig. 1.5 Illustration of the lollipop NFT showing its position with respect to the recording
media along with the additional required recording media layers. [10]

devices. As a result, recording media must be suitable across the entire operating system
temperature range, from the slightly warmer than room temperature, drive interior up to the
high temperature region under the NFT. At the Curie point a ferromagnetic object loses its
order and becomes paramagnetic, thus many of the temperature dependent material properties
are dependent on the Curie point of the grain. A variation in the Curie point will result in a
variation in the material property’s temperature dependence. As an example these variations
can result in the anisotropy of some grains becoming too low causing instability in the write
process for those grains. Additionally it has been shown that the Curie point of granular
media is dependent on the grain size, thus the presence of grain size distributions inevitably
leads to Curie point distributions. In general, for HAMR devices the fabrication of the
recording media, determination of parameter distributions, control of parameter variations
and understanding of the inter-dependencies of such variations is key to the development of
high performance devices.

1.5 Modelling magnetic recording systems

Magnetism cannot be described via a single length and time scale as magnetism itself in
a quantum phenomenon and yet quantities such as magnetisation are macroscopic. The
properties of magnetic materials are influenced by atomistic defects, such as vacancies and
lattice structures. Additionally macroscopic properties also influence the magnetic properties,
one such example is that the grain size has been shown to influence the Curie point [11]. In
order to ensure reliable and accurate descriptions of magnetic recording devices a multiscale
approach is required. Atomistic spin dynamics are used to parameterise the materials used in
the recording medium. This atomistic parameterisation enables a highly accurate description
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Fig. 1.6 HAMR recording head schematic consisting of a waveguide, lollipop NFT, write
pole, tunnel magnetoresistance read sensor. [10]

of the material parameters over the desired temperature scales. Furthermore the complexity of
the micromagnetic modelling can be reduced by enabling granular simulations with features
such as the segregant accounted for within the atomistic parameterisation.

The complexity of atomistic simulations results in them being computationally expensive
and as such it is not possible to simulate the large systems used in recording media
investigations via atomistic spin dynamics alone. Micromagnetic modelling enables access
to these larger length scales but the time scales for these simulations are still limited to the
microsecond range. However, these time scales can be extended via energy minimisation
techniques. Using these techniques the timescales can be expanded to thousands of years.

Recording media is a prime example of a system which requires a multiscale approach.
As previously explained the materials used for the recording media require atomistic
parameterisation in order to produce accurate descriptions of their behaviours, especially
when temperature dependencies are important as is the case with HAMR. However, the



8 Introduction

length scales used for data storage quickly exceed those possible via atomistic simulation,
for example with an average bit length of around 20 nm [12] the system reaches micrometres
in length in only 50 bits. Thus, micromagnetic simulations are a requirement to provide
useful simulations of the numerous aspects of magnetic recording media design. The long
timescale nature of data storage is also an extremely important aspect of magnetic recording
devices, where typically a ten year lifespan is expected [6, 13]. As a result, in order to
comprehensively cover recording media devices through simulation both short and long
timescales must be accounted for providing further support for the use of micromagnetics as
a key tool for these systems.

1.6 Accessibility of magnetic models

As the complexity of magnetic recording media devices increases so too does the complexity
of the models required to simulate them. Prior to HAMR the relatively simple Landau-
Lifshitz-Gilbert (LLG) equation could be used to model most aspects of the recording
process. The introduction of temperature variations to the fundamental working processes
of the device require more complex models such as a the Landau-Lifshitz-Bloch (LLB).
This increasing complexity creates a greater barrier for entry for one to start modelling
and investigating magnetic recording systems through simulation. Additionally due to
the multiscale nature of magnetism it is crucial to investigate system behaviours through
experimental and simulation as together one can access all of the necessary length and time
scales.

In order to reduce the entry requirements for magnetic simulation easy to access simulation
packages are a necessity. Such packages enable researchers from a wide range of backgrounds
to access and make use of computational modelling and simulation to further their research.
While it is not impossible for a researcher to develop and implement a software package
from scratch when required it is cost and time prohibitive in many cases. Thus having access
to an open-source easily adjustable software package greatly decreases the time required
for researchers to be able to perform simulations useful to their area of research. This in
turn should greatly improve the progress of research in both theoretical and experimental
endeavours.

1.7 Thesis outline

The thesis focuses on the development of an open source multi-timescale micromagnetic code
called Models of advanced recording systems (MARS), written using C++, for applications
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in simulations of magnetic recording systems. This code has the functionality to perform
both short and long timescale simulations in order to more completely cover the scenarios
important to recording media investigations and simulations. Additionally the developed
code is then used to investigate numerous important aspects of HAMR systems to aid in
the improvement of the technology. While the simulations presented in this work focus on
HAMR the developed code has been designed such that it can be used for simulation of
any granular thin film system. Furthermore the open source nature of the code allows for
future adjustments and improvements to keep MARS up to date with cutting edge magnetic
recording media needs and requirements.

Chapter 2 describes the background for each of the three key micromagnetic solvers
which provide the key functionality of the MARS code. The chapter starts by providing
background context to the field of micromagnetic modelling from its conception up to the
modern day standards. Following this the Gibbs free energy for a ferromagnetic granular
system is derived providing the required information to model the desired ferromagnetic
systems. The LLG micromagnetic solver is then introduced starting from its precursor the
Landau-Lifshitz (LL) equation of motion. The limits of the LLG are then discussed and the
more versatile LLB is introduced. Finally the long timescale solver, the kinetic Monte Carlo
(kMC) is detailed starting from its basis using the Stoner-Wohlfarth model of a single domain
ferromagnetic particle. The models described within this chapter are implemented within the
MARS code which is described in Chapter 3.

Chapter 3 describes the development of the MARS code. The key functionality of the
code is provided by the combination of solvers present within in a single C++ class. The
granular systems used in magnetic recording media are modelled via a Laguerre-Voronoi
tessellation as opposed to the standard centroidal Voronoi tessellation commonly used. The
two tessellation methods are compared and the benefits of the Laguerre-Voronoi are described
and shown. Next the implementation of the various terms present in the Gibbs free energy
from Chapter 2 are detailed. The energy terms are implemented as fields applied to the
macrospins of the granular media. The method used to model the exchange field is described
followed by the demagnetisation field. Then the anisotropy field is described including the
importance of selecting the appropriate description with regards to the micromagnetic solver
being used. Afterwards atomistic parameterisation is discussed. Atomistic parameterisation is
used by MARS to provide the required input material parameters. The atomistic simulations
used to parameterise the materials used within this work were performed using the VAMPIRE
software package [14]. Finally the validation of the MARS code is detailed. Numerous
simulations have been performed to test the validity and implementation of the models
used within MARS. Each solver has been tested and compared to analytic solutions. The
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material temperature dependent behaviours have been compared to atomistic simulations and
finally HAMR dynamics simulations have been performed using MARS and VAMPIRE and
compared to show excellent agreement between the two software packages.

Chapter 4 investigates the process of extracting Curie point distributions from experimental
thermoremanence results. Curie point distributions present in recording media present
significant issues for the performance of HAMR drives. Variations in the thermal behaviour
of the grains within the recording media result in shifts in the position of the written bits
due to variations in the recording temperature of the grains. Determining the Curie point
distribution of a material is non-trivial thus numerous attempts have been made to develop
a process by which these distributions can be determined. The proposed approach in this
work uses a semi-analytical model of thermoremanence to act as a fitting function for
experimental data. By simulating numerous parameter sets via a grid search it is possible to
identify the underlying Curie point distribution which best describes the experimental results
providing a useful method of extracting Curie point distributions from experiment. Using
the developed semi-analytical model a predicted Curie point distribution has been obtained
from experimental data provided by Seagate. The obtained results appear to be reasonable
based on other works and provide strong evidence that the grain size distribution is the main
contributing factor to the Curie point distribution and therefore efforts to minimise the Curie
point distribution should focus on the reduction of the grain size distribution.

Chapter 5 covers the effect of adjacent track erasure (ATE) on the signal-to-noise ratio
(SNR) of a previously written central track. Due to the closely packed nature of the data
tracks on modern recording media there is a risk that the write process of one track will
cause damage to a previously written adjacent track. In HAMR devices this is caused by
the heated spot covering an area larger than the track width. The investigation starts with
the characterisation of the ATE for repeated writes of the same pseudo-random bit sequence
(PRBS) and of a random PRBS each write. These results show clearly the importance of
varying the PRBS each write in order to prevent under-characterisation of the effects of the
ATE. The investigation is then expanded by including the effect of time decay on the central
track and comparing this effect to that of the ATE. It is shown that the strength of the effect
caused by the ATE is non-negligible with respect to that of the time decay when a different
PRBS is used for each adjacent track write. Finally, simulations are performed which include
time spaced adjacent track writes in order to model a realistic data storage use case whereby
data is originally written and then stored for a long period of time while data on the adjacent
track is rewritten at monthly and yearly spaced intervals. This combination of ATE and time
decay enables a clear comparison of the strength of both effects as well as providing insight
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into the possibility of interplay between the effects. The obtained results show no change in
the rate of SNR reduction over time due to an increasing number of adjacent track writes.

Chapter 6 discusses the experimentally observed decrease of the linewidth of the FMR
power spectrum at temperatures near the Curie point [15]. This decrease has been related
to a possible reduction in damping. The damping of the recording medium is important
for HAMR applications due to its influence on the rate of reversal. As all switching is
required to occur within a narrow temperature and time window due to the heating process
any reduction in the damping can result in reduced write performance as the magnetisation
cannot reverse prior to the grain cooling. A semi-analytical model has been developed and
used to propose that inhomogeneous line broadening is the cause for the decreased linewidth
[16]. Furthermore this decrease of the linewidth was not indicative of a reduction in the grain
damping. Using MARS a more complete model of FMR of granular systems has been created.
The effects of inhomogeneous line broadening over a range of temperatures close to the
system’s Curie point are investigated. Here we have identified the reduction of the linewidth
within 40 K of the Curie point and verified inhomogeneous line broadening as the root cause.
Using system parameters similar to those found in recording media we have further shown
that this inhomogeneous line broadening is driven by the grain size distribution which forms
concomitant distributions of the Curie point and hence the anisotropy. Next the effects
of thermal broadening, a feature absent from the semi-analytical model, are investigated.
Thermal broadening is shown to produce near constant linewidth at temperatures within
100 K and 40 K of the Curie point with the decrease in linewidth again observed once the
temperature reaches within 40 K of the Curie point. Finally the effect of magnetostatic
interactions on the FMR power spectra for a range of temperatures is investigated. These
results show the convergence of the results accounting for and neglecting magnetostatics
due to an increasing number of grains entering the paramagnetic regime as temperatures
approach the Curie point.





2

Modelling magnetic systems

Magnetic materials exhibit complex behaviour which requires numerous descriptions based
on the appropriate length and time scales for the system. As a result of this complexity
there are numerous modelling methods available which each utilise varying degrees of
approximation. The most ambitious models exist at the atomic scale where a discrete
description is utilised. At this scale it is possible to calculate magnetic properties via the
electronic structure provided by ab initio density functional theory simulations. While these
models provide unparalleled insight into the properties of magnetic materials they are severely
length scale limited being capable of only thousands of atoms when run using massively
parallel computer platforms [17]. This length scale limitation leads on to the development of
atomistic models for magnetic materials. By leveraging the information provided via ab initio
simulations such as: atomic structures, inter-atomic exchange, anisotropies and magnetic
moments it is possible to model the individual atoms via higher order approximations. Such
atomic models are capable of simulating systems spanning hundreds of nanometres consisting
of millions of atoms [14]. However even atomistic modelling is incapable of reproducing
multi-micrometre or larger systems especially over timescales ranging into the microseconds.
At these length scales the atomic structure can be ignored in favour of a continuous model.

The first such continuum model, micromagnetics, was developed by Brown in 1963 [18]
in order to bridge the gap between Maxwell’s equations and the quantum mechanical
treatment of exchange as first described by Heisenberg [19]. Micromagnetics is capable of
describing large systems of multi-micrometre dimensions over timescales up to microseconds
depending on the specific modelling method used [20–24]. Micromagnetic theory resides at
length scales which are large enough to enable the classical representation of atomic spins
but still small enough to resolve magnetic domains. This classical treatment leads to the use
of a continuous vector field to describe the magnetisation. In order to numerically solve these
systems and describe this continuous vector field discretisation methods are implemented.
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The method by which this vector field is discretised differs based on the implementation
of the model. Finite difference models discretise the systems into a finite mesh of cuboids
while finite element models discretise the system into differently sized ‘elements’ typically
tetrahedral or triangular in shape [25]. There is also the macrospin approximation which
identifies irreducible single-domain regions and describes them as a macrospin. These
macrospins have uniform magnetisation and thus the dynamics of each macrospin can be
described with a single magnetisation vector which obeys the Stoner-Wohlfarth behaviour.
For modern granular media, used in heat assisted magnetic recording, the grain sizes have
become sufficiently small to prevent the formation of domains. This enables these systems to
be simulated using the macrospin approach with each grain being represented by a single
macrospin. Figure 2.1 compares the meshes used for finite difference and finite element
methods.

Fig. 2.1 Comparison of finite difference (a) and finite element (b) meshes. [25]

The two main methods of micromagnetic modelling are split between the description of
dynamic behaviours and energy minimisation techniques. Once again, due to the complexity
of magnetic materials there does not exist a single comprehensive micromagnetic model
which can account for all time and length scales. The most ubiquitous model is the Landau-
Lifshitz-Gilbert (LLG) equation of motion which is used to describe the dynamics of a
macrospin. This model was developed by Gilbert in 1955 where he reformulated the Landau-
Lifshitz equation of motion using the Lagrangian form of the undamped precessional motion
and introduced a Rayleigh dissipation function to represent the damping [26]. While the LLG
is a highly powerful model for the description of ferromagnetic materials it is limited with
respect to temperature. At high temperatures the ferromagnetic order breaks down resulting
in the loss of magnetisation of the macrospin, as the LLG assumes that the magnetisation
length is conserved it cannot account for this loss of ferromagnetic order. This limitation
was overcome by Garanin in 1996 where he derived the closed equation of motion for



2.1 Total Gibbs free energy 15

magnetisation which interpolated between the Landau-Lifshitz (LL) and Bloch equations at
low and high temperatures respectively [27]. This equation of motion is known as the Landau-
Lifshitz-Bloch (LLB) equation and it enables the modelling of ferromagnetic materials for all
temperatures. While there now exist two very capable dynamic micromagnetic models due
to computational cost the issue of long timescale modelling still remains [20–24, 28]. Due
to the time stepping nature of dynamic models it is unfeasible to reproduce long timescale
effects with these models. It is at this stage where energy minimisation techniques become
necessary. One such technique is the kinetic Monte Carlo (kMC), this model accounts for
the energy landscape and utilises the switching probability to model magnetic materials over
large timescales up to thousands of years. As a result the kMC is ideally suited to two state
magnetic systems such a magnetic recording media. Throughout this work all simulations
performed have used finite element models utilising the LLG, LLB, kMC or a combination
thereof.

The equations provided in this work are all derived using the International System of
Units (SI). This is done to provide an easy comparison with contemporary works and follows
the implementation used in the MARS code. However, due to industrial standard practices all
values are provided in the Centimetre-Gram-Seconds (CGS) system of units. The relationship
between these unit systems for some important parameters is provided in Table 2.1.

Table 2.1 Units from the CGS and SI unit system and the respective conversion from CGS to
SI.

Quantity CGS Units SI Units Conversion factor (CGS to SI)
Energy (E) erg J 10−7

Energy Density (ε) erg/cm3 J/m3 10−1

Magnetic Induction (B) G T 10−4

Applied Field (H) Oe A/m 103/4π

Magnetic Moment (m) emu J/T 10−3

Magnetisation (M) emu/cm3 A/m 103

Magnetisation (4πM) G A/m 103/4π

Susceptibility (χ) emu cm−3 Oe−1 Dimensionless 4π

Permeability (µ) Dimensionless H/m 4π ×10−7

2.1 Total Gibbs free energy

In micromagnetics the magnetisation is described by a continuous vector field M. For most
models the modulus of the magnetisation vector is assumed constant and thus the reduced
magnetisation, m̂ = M/Ms, where Ms is the saturation magnetisation, is constrained to unity
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and is used to describe the direction of magnetisation at each point in space. The effective
field experienced by each macrospin drives many of the behaviours of the system and is
thus an extremely important parameter in micromagnetic models. The effective field, Heff is
written as the derivative of the energy densities with respect to the magnetisation

Heff =− 1
µ0

dε

dM
, (2.1)

where ε is the energy density and µ0 is the permeability of free space. The energies, E,
present are calculated as volume integrals of the local energy density over the total macrospin
volume, V

ε =
dE
dV

. (2.2)

The total Gibbs free energy is used to describe the most likely state for a system to reside
in at thermodynamic equilibrium. This energy consists of numerous energy terms each
relating to a specific magnetic phenomenon. There are four main energies considered here
for ferromagnetic systems.

The Zeeman energy, Ezee, is the energy due to an externally applied magnetic field, Happ.
This energy is minimised when the magnetisation and applied field are aligned. The energy
is given by

Ezee =−µ0

∫
Ms(m̂ ·Happ)dV. (2.3)

The exchange energy arises from the exchange interaction which tries to align neighbouring
spins. The exchange interaction is quantum mechanical in origin [29] arising from the Pauli
exclusion principle limiting the orbital placement of the electrons and the corresponding
Coulomb repulsion. The energy can be derived from the Heisenberg exchange Hamiltonian

Ĥexch =−∑
i ̸= j

J Ŝi · Ŝ j, (2.4)

where Ŝi and Ŝ j are two neighbouring spins and J is the exchange interaction strength.
For ferromagnetic materials J is positive. It is desirable to determine the exchange energy
considering all spins within the system however this is a non-trivial task for the desired
system sizes of micromagnetic models. J can be approximated such that it is constant
for nearest neighbours and zero further away. If it is assumed that misalignment between
neighbouring spins are small then the exchange energy can be written as

Eexch =
∫

Aex(∇m̂)2dV. (2.5)
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Aex is the exchange stiffness and is related to the exchange integral J, lattice constant a, spin
quantum number S and the number of neighbours z. Thus the exchange stiffness is given by
Aex = 2JS2z/a.

The magnetostatic energy arises from the long-range dipolar interactions between magnetic
dipoles. According to Maxwell’s equations while no external field acts

∇ ·Hdmg =−∇ ·M. (2.6)

The demagnetising field is conservative thus its curl is zero. Since ∇×∇ f (r) = 0 for any
scalar, Hdmg can be expressed as

Hdmg =−∇U, (2.7)

In order to satisfy Poisson’s equation

∇
2U = ∇ ·M, (2.8)

From Gauss’ law for magnetism all flux entering normal to a surface must be equal to all
flux exiting normal to the surface of the magnet. Substituting Hdmg =−∇U into Eq. 2.6 it
can be shown that

M ·n = (∇Uin −∇Uout) ·n, (2.9)

where n is the surface normal. The stray field energy can then be determined by the integral
over the volume of the magnet

Estray =
µ0

2

∫
magnet

∇U ·MdV. (2.10)

The potential can be described as the sum of two potentials similar to electrostatics, one of
a volumetric charge distribution, with associated density ρm = −∇ ·M and the other as a
surface charge distribution, σm = n ·M. In reality these charges do not exist however the
mathematical description is similar that of electrostatics. For a magnetic body the integral
must be performed over a closed volume, thus the potential can be written as follows:

U(r) =
1

4π

(∫
V ′

ρm(r′)
|r− r′|

dV ′+
∫

S′

σm(r′)
|r− r′|

dS′
)
. (2.11)

The anisotropy energy arises from the preferred direction of the magnetisation via spin-orbit
coupling due to the crystal lattice structure. This direction is referred to as an easy axis
when one-dimensional. For the simplest case of uniaxial anisotropy parallel orientation is the
energetically favourable state. The anisotropic energy density, for the first two terms,can be
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written as
εuni = K1sin2(θ)+K2sin4(θ) = K1(1−m2

z )+K2(1−m2
z )

2, (2.12)

where θ denotes the angle between the magnetisation vector and easy axis direction. In
general micromagnetic models forgo the K2 term when it is significantly smaller in magnitude
than K1. Neglecting the second term and setting K1 as the uniaxial anisotropy Ku the
anisotropy energy for a ferromagnetic material with an easy axis denoted by ê is

Eani =−
∫

Ku(ê · m̂)2dV. (2.13)

Combined these four energies produce the total Gibbs free energy:

Etot =−
∫

Ku(ê · m̂)2dV +
µ0

2

∫
Ω

∇U ·MdV +
∫

Aex(∇m̂)2dV −µ0

∫
Ms(m̂ ·Happ)dV.

(2.14)
This energy equation provides sufficient information to model the ferromagnetic system. The
derived fields and subsequent implementation are detailed in Chapter 3. To simplify the
discussion of the key micromagnetic solvers the effective field will be used throughout the
rest of this chapter.

2.2 Landau-Lifshitz-Gilbert equation of motion

In 1935 Landau and Lifshitz introduced a phenomenological model to described the dynamics
of a ferromagnetic object under isothermal conditions at temperature below the Curie point,
Tc, this model is now referred to as the Landau-Lifshitz equation. Landau and Lifshitz started
with the well established Larmor equation

dm̂
dt

=−γm̂×Heff, (2.15)

where γ = 1.7609×107 s−1Oe−1 is the electron gyromagnetic ratio and Heff is the effective
magnetic field. The Larmor equation is unable to account for the observed rapid relaxation
of the magnetisation towards an equilibrium direction. Landau and Lifshitz thus added a
damping term to account for the relaxation of the magnetisation towards the effective field,
this is the Landau-Lifshitz (LL) equation:

dm̂
dt

=−γm̂×Heff −Λm̂× (m̂×Heff), (2.16)
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Λ is the phenomenological damping parameter, which is an intrinsic property of the material.
Experimental measurements of 4-79 Molybdenum permalloy by J. M. Kelly revealed much
greater damping than accounted for by the Landau-Lifshitz equation [30]. T. L. Gilbert
identified that, while a frequency dependent damping Λ = αγ could not describe the data, a
fixed gyromagnetic ratio ΛG = γ/(1+α2

G) along with a frequency dependent αG could. This
development lead on to the formulation of the Landau-Lifshitz-Gilbert equation:

dm̂
dt

=− γ

1+α2
G
(m̂×Heff)−

αGγ

1+α2
G

m̂× (m̂×Heff) . (2.17)

In the limit of vanishing damping the LLG recovers the LL equation, however in the limit of
infinite damping for the LLG equation, dm̂/dt → 0, whereas for the LL equation, dm̂/dt →∞.
It is expected that in the presence of very high damping the rate change of the magnetisation
will be very slow.

In order to model systems at finite temperatures one must be able to account for thermal
noise. For the LLG this is done via the inclusion of an additive noise term denoted as a
thermal field, Hth. The LLG, for each macrospin i, then becomes:

dm̂i

dt
=− γ

1+α2
G

(
m̂i × (Hi

eff +Hi
th)
)
− αGγ

1+α2
G

m̂i ×
(
m̂i × (Hi

eff +Hi
th)
)
. (2.18)

The first term describes the quantum mechanical precessional motion of the magnetisation
around Hi

eff, while the second represents the phenomenological relaxation of the magnetisation
towards Hi

eff [31].
The Gilbert damping αG couples the spin system with the environment, considered to act

as the thermal bath, and determines how fast the system relaxes towards equilibrium. The
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thermal field accounts is described by a non-correlated white noise Gaussian function.

⟨H iα
th (t)⟩= 0

⟨H iα
th (t)H jβ

th (t ′)⟩= 2αkBT
γeMsV

δi jδαβ δ (t − t ′) ,
(2.19)

where i and j label the magnetisation on the respective sites; α,β = x,y,z. T is the
temperature, kB = 1.381 ·10−16 ergK−1 is the Boltzmann constant, δµγ is the Kronecker
delta and δ (t − t ′) is the delta function. In this formulation the noise is considered to be
spatially and temporally uncorrelated.

The key limitation of the LLG arises from its basis on the Larmor equation. The
Larmor equation describes the derivative of the magnetisation to be perpendicular to the
magnetisation thus the modulus of the magnetisation is preserved limiting the validity to
magnetically saturated bodies only. At elevated temperatures the ferromagnetic order of
the magnetisation is known to break down with the total loss of ferromagnetic order at the
Curie point [32]. As a result at elevated temperatures near the Curie point the modulus of the
magnetisation vector is not constant [33, 34]. In order to enable high temperature modelling
of ferromagnetic materials a different model is required.

2.3 Landau-Lifshitz-Bloch equation of motion

In 1946 F. Bloch formulated a set of equations to describe the behaviour of a nuclear spin in
a magnetic field under radio frequency (rf) pulses [35]. Bloch started by modifying Eq. 2.15
to account for the observed relaxation towards an equilibrium during application of the rf
pulses. Bloch assumed a relaxation along the z-axis and xy-plane at different rates following
first order kinetics. The phenomenological Bloch equation is given by:

dM
dt

= γM×Heff −R(M−M0), (2.20)

where R is the relaxation matrix. At Tc the magnetic ordering of a ferromagnet is lost and it
becomes a paramagnet, at this point the Bloch equations are used to describe the object’s
behaviour. In 1996 Garanin developed a model to interpolate between the low temperature
LL equation and the high temperature Bloch equation [27]. To start Garanin considered a
magnetic atom as a classical spin vector, Ŝ, of unit length interacting with a heat bath at
temperature T and applied the stochastic Landau-Lifshitz equation:

dŜ
dt

= γ Ŝ× (Heff +ζζζ )− γλ (Ŝ× (Ŝ×Heff)), (2.21)
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where λ is the thermal bath coupling and ζζζ is the Langevin field. The correlators of the
α,β = x,y,z components of the Langevin field are given by:

⟨ζα(t)ζβ (t
′)⟩= 2λT

γµ0
δαβ δ (t − t ′), (2.22)

Garanin formulated the the Fokker-Planck equation corresponding to Eq. 2.21 and derived
the equation of motion for the spin polarisation of an ensemble of magnetic atoms. While
including the spin-spin interactions, which give rise to ferromagnetism, Garanin derived
within a mean-field approximation the equation which describes the dynamics of the
macroscopic magnetisation, M = m/ν0, where ν0 is the unit-cell volume. This final result is
known as the Landau-Lifshitz-Bloch equation:

dM
dt

=− γ [M×Heff]+
L1

M2 (M ·Heff)M− L2

M2 [M× [M×Heff]] , (2.23)

where L1 and L2 are the longitudinal and transverse kinetic coefficients,

L1,2 = γMeα1,2 (2.24)

α = λ1,2/me, (2.25)

α1 and α2 are the corresponding Gilbert damping parameters, Me and me are the equilibrium
and reduced equilibrium magnetisations. These coefficients are dependent on the temperature
such that for T ≪ Tc, L1 tends to zero, while at the Curie point L1 = L2.

To use the LLB at finite temperatures, as with the LLG, the implementation of thermal
noise is required. This implementation was first performed by Garanin and Chubykalo-
Fesenko in 2004 [33]. This implementation utilised an additional field with noise terms which
were isotropic, multiplicative and differed for both longitudinal and transverse directions.
As shown by Chubykalo et al. [34], the LLB equation gives excellent agreement with
atomistic model calculations, essentially validating its use in simulations at and exceeding
the Curie point. However in 2012 Evans et al. showed that this initial form of the stochastic
LLB was unable to recover the correct Boltzmann distribution at elevated temperatures and
proposed a new form for the stochastic LLB [36]. This stochastic LLB correctly reproduces
the Boltzmann distribution at elevated temperatures, introduces additive noise and for a
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macrospin i is given by:

dmi

dt
=− γ

(
mi ×Hi

eff
)
+

γα∥

mi2

(
mi ·Hi

eff
)

mi − γα⊥

mi2

[
mi ×

(
mi ×

(
Hi

eff +ζζζ
i
⊥

))]
+ζζζ

i
ad .

(2.26)

The first and third terms are the precessional and damping terms for the transverse
component of the magnetisation, as in Eq. 2.17, while the second and fourth terms are
introduced to account for the longitudinal relaxation of the magnetisation with temperature.
ζζζ⊥ and ζζζ ad are the diffusion coefficients that account for the thermal fluctuations. The
thermal noise terms are described by Gaussian functions with zero average and a variance
proportional to the strength of the fluctuations:

< ζ
iα
ad (t)ζ

jβ
ad (t ′)>=

2|γ|kBT α∥
MsV

δi jδαβ δ (t − t ′)

< ζ
iα
⊥ (t)ζ jβ

⊥ (t ′)>=
2kBT (α⊥−α∥)

|γ|MsV α2
⊥

δi jδαβ δ (t − t ′) .
(2.27)

The damping of the magnetic moment is split into longitudinal α∥ and transverse α⊥
components given by:

α∥ =
2
3

T
Tc

λ and


α⊥ = λ

(
1− T

3Tc

)
, if T ≤ Tc

α⊥ = α∥ =
2
3

T
Tc

λ , otherwise,
(2.28)

where λ is the thermal bath coupling, a temperature independent phenomenological parameter,
that is the same as that used in atomistic spin dynamics. The transverse damping is related to



2.4 Kinetic Monte Carlo 23

the Gilbert damping by the expression:

αG =
α⊥
m

, (2.29)

In the case where T → 0 the parallel damping tends to zero and the perpendicular tends to λ

thus the equation reduces to the LLG equation. In the paramagnetic regime above the Curie
point the longitudinal and transverse damping are equivalent and thus the equation reduces
to the Bloch equation.

The LLB equation introduces an additional field term, Hi
intragrain, within the effective field.

This term accounts for the intragranular exchange and controls the length of the magnetisation
and is given by

Hi
intragrain =


1

2χ̃∥

(
1− mi2

m2
e

)
mi, if T ≤ Tc

− 1
χ̃∥

(
1+

3
5

Tc

T −Tc
mi2
)

mi, otherwise.

(2.30)

Here mi is length of the reduced magnetisation mi of grain i, and me(T ) is the equilibrium
magnetisation. The term Hintragrain encapsulates the new physics introduced by the LLB
equation. It incorporates the longitudinal fluctuations of the magnetisation while maintaining
a mean value me(T ). It is important to note that the fluctuations diverge as χ̃∥ diverges close
to Tc. This is responsible for the onset of the linear reversal model close to Tc, which will be
considered in detail later.

2.4 Kinetic Monte Carlo

Using the LLG and LLB equations it is possible to simulate ferromagnetic systems for all
temperatures. These two equations form the basis of the dynamic solvers used within this
work. However, in order to simulate long time scale processes and behaviours a fundamental
change of method is required. This is achieved by starting with the Stoner-Wohlfarth (SW)
model. Developed by E. C. Stoner and E. P. Wohlfarth in 1948 the model describes the
behaviour of a mono-domain particle of volume, V , with a saturation magnetisation, Ms, and
uniaxial anisotropy under the influence of an applied field assuming a system temperature of
0 K [37]. In the SW model the behaviour of the particle is described via energy minimisation.

The free energy of a SW particle is given by

E = KuV (ê · m̂)2 −µH · m̂ . (2.31)
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where ê is the easy axis direction. For a particle with an easy axis parallel to the z-axis under
an applied field at an angle θ0, the magnetic moment will correspond to the minimum energy
configuration which can be proven to exist in the plane defined by the easy axis and applied
field. The energy of the particle can therefore be described by

E =−KuV cos2(θ)−MsHapp cos(θ0 −θ). (2.32)

In an applied field there are two possible energy minima at θ = θ0 and θ = θ0 +π separated
by a maximum energy at θ = θ0 +π/2. The conditions at which switching can occur are
when the two energy minima merge or one is removed. The field at which these conditions
occur is the critical field

Hcr =
Hk

g(θ0)
, (2.33)

where Hk = 2Ku/Ms is the anisotropy field and g(θ0) = [sin2/3(θ0)+ cos2/3(θ0)]
3/2. The

energy barrier for a particle with easy axis parallel to the applied field is determined by

∆E12,21 = KuV
(

1±
Happ

Hk

)2

, (2.34)

where the plus and minus correspond to the direction of the transition between minima. It
is common for systems of particles to have distributed easy axis directions, for recording
media these differences arise from the fabrication process. The total energy barrier including
anisotropy dispersion is given by

∆E12,21(He f f ,θ) = KuV
[

1±
He f f

g(θ)

]κ(θ)

, (2.35)

where κ(θ) = 0.86+1.14g(θ) is the Pfeiffer approximation [38].
The direction and energy barrier have now been determined, however this has been

undertaken in the absence of thermal noise. For a finite temperature the particle will
experience a random walk around the equilibrium direction due to the stochastic forces
acting upon it. For sufficient noise it is possible for the particle to overcome the energy
barrier and reverse, this phenomenon is known as thermally activated reversal. W. F. Brown
investigated the thermally activated reversal using the Fokker-Planck equation in 1963 [39].
This work resulted in the determination that dynamical behaviour is characterised by short
timescales around the nanosecond regime with long timescale behaviour described by the
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Arrhenius-Néel law [40]. For a two state system the Arrhenius-Néel law is

τ
−1 = f0

(
exp
[
− ∆E12

kBT

]
+ exp

[
− ∆E21

kBT

])
, (2.36)

where τ is the relaxation time and f0 is the attempt frequency, usually assumed to beof the
order of GHz.

The kMC approach utilises the Arrhenius-Néel law to determine the switching probability
of a particle [41]. The switching probability for a measurement time, tm is given by

Pt = 1− exp
[
− tm/τ

]
, (2.37)

Combining Eq. 2.36 and Eq. 2.35 the kMC is capable of modelling the switching of a
two-state particle at finite temperatures, the energy landscape for such a particle is illustrated
in Fig. 2.2.

Fig. 2.2 Energy landscape of a SW particle in the absence of an external field. Two local
minima exist representing the two possible alignments of the magnetisation. These minima
are separated by an energy barrier. When there is sufficient thermal energy the magnetisation
can flip.

In order to ensure that the populations of the energy minima obey Boltzmann statistics
after switching the condition that reversal can occur in either direction is applied. The
probability of the energy minima the particle will switch to is described by

pi =
exp
[
−Ei

]
exp
[
−E1

]
+ exp

[
−E2

] , (2.38)

where i labels the minima. This probability ensures that the two states obey Boltzmann
statistics in thermal equilibrium. Taking account of the distributions of both minima as well
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as the ‘back switching’ the transition probability is determined by

P2 =

(
1− exp

[
− tm

τ

])(
1+ exp

[
− (E2 −E1)

kBT

])−1

, (2.39)

where P2 is the probability of the magnetic moment jumping to the second minimum and
∆E is the energy barrier separating the two minima. To determine if a switching event
occurs a random number between zero and unity is generated and compared to P2. If it
is less than P2 the magnetic moment orientation is assigned corresponding to the second
minimum otherwise it is assigned to the first minimum. tm is the measurement time. During
the measurement time the external properties such as magnetic field and temperature are
assumed constant, such that Eq. 2.39 can be applied.

With the addition of the kMC solver it is possible to model ferromagnetic systems for
all temperatures as well as over short and long timescales. The combination of these three
solver (LLG, LLB, kMC) form the basis of the developed MARS software package. The
next chapter details the implementation and validation of the MARS code with subsequent
chapters showing the work performed, made possible by the creation of the MARS software
package.
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MARS model development and validation

MARS is an open-source multi-timescale micromagnetic code combining three key solvers:
Landau-Lifshitz-Gilbert (LLG); Landau-Lifshitz-Bloch (LLB); kinetic Monte Carlo (kMC).
MARS is cross-platform, working on Linux, macOS and Windows, and is completely open-
source. The source code can be downloaded at bitbucket.org/EwanRannala/mars. MARS
is capable of accurately simulating the magnetisation dynamics in large and structurally
complex single- and multi-layered granular systems. The short timescale simulations are
achieved for systems far from and close to the Curie point via the implemented LLG and
LLB solvers respectively. This enables read/write simulations for general perpendicular
magnetic recording and also state of the art HAMR. The long timescale behaviour is simulated
via the kMC solver, enabling investigations into signal-to-noise ratio and data longevity.
Figure 3.1 illustrates the benefits of multi-timescale micromagnetic modelling over atomistic
and standard micromagnetics. A multi-timescale model is capable of encompassing a far
greater range of simulation types which can cover large ranges in both spatial and temporal
dimensions.

LLB/LLG kMC
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Atomistic and

 MARSAtomistic

L
e

n
g

th
s
c
a

le

Timescale

HAMR-write

FMR HAMR-read

mm

μm

nm
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Fig. 3.1 Time and length scales required by common magnetic simulation types.

https://bitbucket.org/EwanRannala/mars
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3.1 Solver class

The key feature of MARS is the combination of three micromagnetic solvers into a single C++
class. This class is then accessed by each simulation to perform the numerical integration.
This abstraction enables simulations to be developed generally without specific focus on
the desired solver. The solver utilised by MARS is then determined by configuration file
input or automatically by MARS based on system parameters (i.e. simulation timescale
and temperature). This methodology also enables MARS to dynamically switch between
solvers during a simulation in order to improve computational efficiency or switch between
timescales.

The details of the micromagnetic solvers employed by MARS were provided in Chapter 2.
The implementation of both the LLG and LLB solvers utilises the Heun integration scheme.
The benefits of the Heun scheme are two-fold. First it provides second order accuracy in ∆t
for the deterministic part, thus rendering it more numerically stable than Euler type schemes.
Second, it yields the required Stratonovich solution of stochastic differential equations.
Figure 3.2 illustrates the process used by the solver class to select the desired solver.

Call Solver

Integrate

Automatic
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Temperature

Near

Tc?
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Solver

Y N

N

Y

Y

N

Fig. 3.2 Flowchart for the solver selection process within the solver class.
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3.2 Granular model

To model granular systems it is crucial to generate accurate granular structures. The typical
method for generating granular structures is via Voronoi tessellation [42–45]. The classical
Voronoi algorithm starts with the creation of seed points throughout the system, cell walls
are then created such that they lie halfway between two seed points. While the general
process is the same there exist various methods to determine the initial locations of the seed
points [46, 47].

A major drawback with the classical Voronoi construction is evident when a distribution
of grain sizes is required. When there is a local increase in seed density the construction
can generate unrealistically angular cells, this can be seen in Fig. 3.3a. This occurs due
to the only constraint on cell construction being the requirement that the cell wall must be
equidistant between seed points. To overcome this drawback, one can utilise centroidal
Voronoi tessellation, this modified Voronoi process has been shown to be most effective when
combined with Lloyd’s algorithm [48, 49]. The process involves iterative relaxation of the
constructed granular system by replacing the initial seed points with the centroids (typically
known as the centre of mass) of the generated cells until convergence is achieved. Figure 3.3
shows the system generated via MARS using centroidal Voronoi tessellation followed by the
changes produced by applying Lloyd’s algorithm over three iterations.

(a)

(b) (c)

(d) (e)

Fig. 3.3 Example of the granular structure obtained via the centroidal Voronoi tessellation
(a). A subsection has been chosen to illustrate Lloyd’s relaxation algorithm after: zero (b),
one (c), two (d) and three (e) iterations. The seed points are indicated by the crosses with the
centroids represented by the circles. As more iterations are performed the angular nature of
the grains is reduced.
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Fig. 3.4 Illustration of the Drop and Roll packing algorithm implemented in MARS (top).
Placed discs are represented with filled circles, moving discs with patterned circles. The
dashed lines indicate periodic boundaries while non-periodic boundaries are represented with
solid lines. The bottom part shows the transition from rolling to falling, which is dependent
on the z-displacement between the centres of the contacting discs.

A key limitation to all seed-based construction techniques is that they produce Gaussian
cell size distributions [50, 51]. In reality the grain size distribution has been shown to be
described best by log-normal or Gamma distributions [52–54]. To enable the construction of
systems following these distributions a method for performing a Voronoi construction using
‘hard discs’ instead of seeds is available, called the Laguerre-Voronoi method. The presence
of log-normal grain size distributions in recording media makes the Laguerre-Voronoi method
a necessity. This method is implemented as follows: to begin the system is packed with
hard discs following which the Laguerre-Voronoi tessellation is performed. The hard discs
are generated such that their size is log-normally distributed. In order to pack the discs a
custom “Drop and Roll” method has been implemented. This drop and roll method works by
dropping the hard discs one at a time from the top of the system. These discs fall until they
reach the bottom of the system or become trapped by collisions with previously placed discs.
Periodic boundaries are used for the side walls in order to prevent the formation of large
vacancies, which manifest as unrealistic large cells in the granular structure after tessellation.
When a disc collides with a placed disc it begins to roll. During the rolling phase the disc
is moved along the circumference of the other disc in either a clockwise or anti-clockwise
direction depending upon the polarity of the x-displacement between the disc centres. If the
z-displacement of the disc becomes zero then the rolling disc resumes falling. This process
is repeated until the disc is trapped. The process of the drop and roll is illustrated in Fig. 3.4.
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The Drop and Roll method in general provides a high level of contact between neighbouring
discs resulting in a greater packing fraction while being computationally efficient [55]. Using
this algorithm MARS is capable of filling over 80 % of the system with randomly sized discs.
The tessellation is performed using the robust open source VORO++ package developed by
Rycroft [56].

Figure 3.5 shows the difference between the structures generated via the centroidal
Voronoi tessellation and the Laguerre-Voronoi tessellation, the corresponding grain size
distributions are shown in Fig. 3.6. The implementation of the Laguerre-Voronoi tessellation
method within MARS enables the generation of realistic granular systems with a high level
of control over the grain size distributions. For micromagnetic simulations periodic boundary
conditions are used for the Voronoi tessellation in order to remove edge effects, Fig. 3.7
shows a system created via a Laguerre-Voronoi tessellation with the periodic boundaries
indicated by dashed lines.

Figure 3.8 shows the generation of a granular media via the Laguerre-Voronoi tessellation
within MARS to model an L10 FePt system presented by D. Weller et al. [57]. The structure
of the generated material matches extremely closely to that of the real world material, showing
that the implemented construction method is well suited to the generation of realistic granular
structures. Furthermore the grain size distribution of the simulated material also matches
extremely well with the real world system.

(a) (b)

Fig. 3.5 Granular system generated from an single arrangement of hard discs via the centroidal
Voronoi tessellation (a) and the Laguerre-Voronoi tessellation (b).
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Fig. 3.6 Grain diameter distributions for centroidal Voronoi tessellation (top) and Laguerre-
Voronoi tessellation (bottom). The input distribution was log-normal with µ = 1.65 and
σ = 0.55. The seed based Voronoi is unable to provide the desired distribution, instead
providing a Gaussian. The Laguerre-Voronoi was able to produce the desired distribution
type with only a small change of parameters, which is to be expected due to the random
nature of the packing process.

x

y

Fig. 3.7 Example of the periodic system generated via MARS using a Laguerre-Voronoi
tessellation. The grains containing points are those generated, with the dashed lines indicating
the periodic repetitions.
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Fig. 3.8 Comparison between real world granular structure (a) and one generated via the
implemented Laguerre-Voronoi tessellation (b). The corresponding grain size distributions
for the real world (c) and simulated (d) systems are also provided for comparison. The
measured mean diameter was 8.4 nm which was log-normally distributed with a dispersion
of 18 %. The generated system produced a mean diameter of 8.37 nm which was also log-
normally distributed with a dispersion of 18.5 %. Both systems have a packing fraction of
68 %. Both comparisons show excellent agreement with the real world system validating
the tessellation method implemented within MARS. (a) and (c) are obtained from Weller et
al. [57]

3.3 Implementation of the effective field

The effective field used in the LLG (Eq. 2.17) and LLB (Eq. 2.26) is obtained from the energy
of the system (Eq. 2.14) and is given by:

Hi
eff = Happ +Hi

ani +Hi
exch +Hi

dmg . (3.1)

The individual terms are described and implemented as follows:
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3.3.1 Exchange field

Hi
exch describes the coupling between different grains, belonging either to the same layer or

to different layers as in the case of exchange-coupled composite (ECC) media. In the case
of a granular medium the exchange results from the intergranular medium. Although this is
engineered to ensure exchange decoupling, this is not necessarily complete: in fact in the
case of media for perpendicular recording the exchange, which balances the effects of the
magnetostatic field, is a part of the material design. Under the reasonable assumption that
the intergranular exchange is proportional to the contact area between the grains, Peng et al.
have shown that the exchange Hi

exch is given by [58]:

Hi
exch = ∑

j ∈ neigh i
HsatJi j

⟨A⟩
Ai

Li j

⟨L⟩
m j , (3.2)

Ji j is the fractional exchange constant between the adjacent grains and Li j is the contact
length between grains i and j, Ai is the area of grain i, ⟨ ⟩ denotes the average value and
Hsat is the exchange field strength at saturation, which is generally derived from experiment.
Sokalski et al. [59] investigated experimentally the exchange coupling between thin layers of
CoCrPt separated by an oxide, finding an exchange strength which decayed exponentially
with oxide layer thickness. Ellis et al. [60] found a similar relation using an atomistic model
based on the presence of ferromagnetic impurities in the oxide layer. This study also showed
the presence of higher order (biquadratic) exchange and importantly demonstrated that the
intergranular exchange decayed to zero rapidly with increasing temperature, suggesting
that intergranular exchange does not play a major role in the HAMR recording process.
It is important to note, given the likely origin of intergranular exchange arising from the
presence of impurity magnetic spins in the intergranular layer, that Ji j could vary significantly.
According to Peng et al. [58] this can lead to exchange weak links which act as pinning sites
and reduce the size of clusters arising from magnetostatic interactions.

3.3.2 Demagnetisation field

Hi
dmg is calculated using the dipole approximation:

Hi
dmg = ∑

j ∈ neigh i
Wi jm j , (3.3)

where Wi j is the demagnetisation tensor of the system:



3.3 Implementation of the effective field 35

Wi j =
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 , (3.4)

V is the volume of the grain, ri jα is the displacement between grains i and j, with the subscript
α = x,y,z denoting the component of the displacement. As Wi j is dependent only on the
position and size of the grains this matrix can be determined prior to simulation internally or
via a separate external code. Improved methods to determine the W matrix are available but
these produce additional computational cost. One such method is surface charge integration
as discussed in [61]. MARS is capable of accepting the W matrix as an input enabling fast
implementation of alternative methods for magnetostatic determination.

3.3.3 Anisotropy field

The temperature dependence of Hi
ani is described using the following expression:

Hi
ani(T ) =

2Ki
u

Mi
s
(mi(T ))η−1 (mi · êi) êi , (3.5)

where êi is the unit vector aligned along the easy axis, Ki
u is the anisotropy and Mi

s is the zero
temperature saturation magnetisation of grain i. Here we exploit the fact that we can express
the temperature dependence of Ku via the dependence on the magnetisation m described via
Callen-Callen scaling [62], which allows Ku(T ) to be expressed as:

Ki
u(T ) = Ki

0(m
i(T ))η . (3.6)

K0 is the anisotropy energy density at 0 K and η is determined via experiment or atomistic
parameterisation. Typically the exponent η = 3 for uniaxial anisotropy and η = 2 for 2-site
anisotropy appropriate for FePt [63].

As temperatures approach and exceed the Curie point, Eq. 3.5 produces a fictitious
longitudinal component of the anisotropy. This leads to a reduction in the longitudinal
relaxation of the magnetisation as a function of temperature. To overcome this issue the
anisotropy field can also be described as a function of the transverse susceptibility χ⊥ [27]:

Hi
ani =

−(mi
xx̂+mi

yŷ)
χ⊥

, (3.7)
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where mi
x and mi

y are the components of the reduced magnetisation vector and x̂, ŷ are the
unit vector along these directions, respectively. Unlike Eq. 3.5 this form of the anisotropy
assumes that the easy axis lies along the z-axis however it is valid for all temperature ranges
and is therefore the most suitable description for LLB applications. For soft materials the
determination of χ⊥ is extremely challenging and thus both forms of the anisotropy are
available for use with the LLB solver to enable the simulation of both hard and soft materials.

3.4 Atomistic parameterisation

The granular model requires characterisation of the temperature dependence of the magnetisation,
anisotropy and susceptibilities. These quantities are obtained via fitting of atomistic data,
obtained using the VAMPIRE software package [14]. A key benefit of atomistic parameterisation
is the improved accuracy of the modelled material’s behaviours as well as the ability to
simulate granular systems which include a segregant between the grains as is typically the
case in recording media. There are two available methods for fitting the magnetisation. The
first is fitted according to

m(T ) = M(T )/Ms = (1−T/Tc)
β , (3.8)

where Ms is the spontaneous magnetisation and β is the critical exponent. The second is fitted
via a more complex polynomial, with fitting parameters A and B, in powers of (T −Tc)/Tc:

m(T ) =


9

∑
i=0

Ai

(
Tc −T

Tc

)i

+A1/2

(
Tc −T

Tc

) 1
2

, if T < Tc[ 2

∑
i=1

Bi

(
T −Tc

Tc

)i

+A−1
0

]−1

, otherwise.

(3.9)

Both methods are capable of producing the characteristic behaviour of the temperature
dependent magnetisation. A comparison of these two methods is given in Fig. 3.9. For bulk
systems a strong criticality is expected and the critical exponent fit reproduces the sharp
transition to zero magnetisation at the Curie point. However, as grain sizes decrease finite
size effects become significant which cause a reduction in the criticality of the transition.
The result of finite size effects is a small but non-zero magnetisation above the Curie point.
The polynomial fit is capable of reproducing this behaviour and provides greater agreement
with atomistic data for small grains (i.e. 5 nm) than the critical exponent fit.
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Fig. 3.9 Comparison of the fittings of the magnetisation achieved for a 5 nm grain via the
two available methods implemented in MARS. The dots represent the atomistic data, while
the lines show the fits.

The susceptibility χ is a measure of the strength of the fluctuations of the magnetisation.
The components of the susceptibility, according to the spin fluctuation model, can be obtained
by the fluctuations of the same magnetisation components as follows [64]:

χ̃α =
µsN
kBT

(〈
m2

α

〉
−⟨mα⟩2

)
, (3.10)

where χ̃α = χα/MsV is the reduced susceptibility and is in units of field−1. N is the number
of spins in the system with magnetic moment µs. Here ⟨mα⟩ is the ensemble average of
the reduced magnetisation component α = x,y,z and longitudinal. Longitudinal describes
the length of the magnetisation, while x,y,z are the spatial Cartesian components of the
magnetisation. χ̃∥ describes the strength of the fluctuations of the magnetisation component
along the easy-axis direction, which for our system is z. χ̃⊥ refers to the fluctuations
orthogonal to the easy axis and thus on the x-y plane. For χ̃∥ and χ̃⊥, we use a similar
approach to Ellis [64] and we fit the inverse of the susceptibility 1/χ̃∥,⊥:

1
χ̃∥,⊥

=


9

∑
i=0

Ci

(
Tc −T

Tc

)i

+C1/2

(
Tc −T

Tc

) 1
2

, if T < Tc

4

∑
i=0

Di

(
T −Tc

Tc

)i

, otherwise,

(3.11)

where Ci and Di are the fitting parameters and Tc is the Curie point, obtained by determining
the temperature at which the parallel susceptibility diverges. Figure 3.10 shows the susceptibilities
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Fig. 3.10 Fit obtained for parallel and perpendicular susceptibility using the inverse method
similar to that of Ellis [64]. The Curie point of this system is the temperature at which the
parallel susceptibility diverges, which for this data is 685.14 K

and fits obtained from atomistically parameterised FePt, the Curie point of this system is
685.14 K.

Low anisotropy systems and systems of reduced dimensions cannot retain the alignment
of the magnetisation along the easy axis up to Tc. In such cases χ̃∥ is a mix of the spatial
components and becomes difficult to determine. A workaround is to avoid calculating χ̃∥
directly and to obtain χ̃∥ from χ̃l , following the discussion presented in [65]. Unfortunately
a similar method cannot be used for χ̃⊥ making it difficult to determine the anisotropy for
soft systems when the anisotropy field is given by Eq. 3.7.

Alternatively, if the anisotropy field is described as in Eq. 3.5, the reduced anisotropy is
given by Eq. 3.6, as discussed by Callen-Callen [62]. MARS implements both a standard
Callen-Callen fitting and an extended version. The extended version utilises three temperature
regions each with their own fit parameters such that there are no discontinuities. This extended
fitting method enables greater accuracy in the reproduction of the anisotropy as a function of
temperature. This approach should provide more useful results in the case of soft materials,
where extracting χ̃⊥ can prove difficult. Figure 3.11 is a comparison of the fits obtained
using the standard and extended Callen-Callen fitting methods. Once all these parameters are
determined, the granular model is fully parameterised regarding the material properties.
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Fig. 3.11 Comparison of the fit achieved via the standard (single) and extended (multiple)
Callen-Callen methods. The points represent the atomistic simulation data while the lines
show the fits used in MARS. The extended Callen-Callen is able to provide an improved fit
overall and especially near the Curie point as shown in the inset.

3.5 Curie temperature dispersion

The HAMR process involves heating through Tc which, as a result, becomes an important
material parameter. More particularly, simulations by Li and Jhu [66, 67] have shown that the
dispersion of Tc is a serious limitation for the ultimate storage density achievable for HAMR.
Here we consider an irreducible contribution to the dispersion of Tc which arises directly
from the diameter dispersion. It is well known that finite size effects lead to a reduction of
Tc, demonstrated experimentally for FePt by Rong et al. [11]. A theoretical investigation
based on an atomistic model by Hovorka et al. [68] showed that the variation M(T ) was well
described by the finite size scaling law

Tc(D) = T ∞
c (1− (d0/D)ψ) , (3.12)

where ψ is the so-called phenomenological shift exponent and d0 is the microscopic length
scale close to the dimension of a unit cell of the lattice structure. The exponent ψ is related to
the correlation length universal critical exponent ν and it is expected that ψ = ν−1. However,
small grains can exhibit departure from universality so we prefer the form of Eq. 3.12 as a
functional form to represent the diameter dependence of Tc. Clearly a dispersion of diameter
maps onto the dispersion of Tc. Assuming a log-normal distribution of D, with logarithmic
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mean Dm and variance σ2
D it has been shown [68] that the dispersion of Tc is given by the

distribution function

fT (∆Tc) =
1√

2π∆TcσT
exp
(
−(ln∆Tc −Tm)

2

2σ2
T

)
, (3.13)

with ∆Tc = T ∞
c −Tc. Eq.(3.13) is a log-normal distribution function with logarithmic mean

Tm = ψ(ln(d0(T ∞
c )1/ψ)−Dm) and variance σ2

T = ψ2σ2
D. Through Eq. 3.12, with d0, ψ and

T ∞
c determined either from experiment or atomistic model calculations, a Tc value can be

assigned to an individual grain and Eq. 3.13 used to calculate the standard deviation of the Tc

dispersion.

3.6 Validation

In order for MARS to be capable of simulating novel materials and systems it must first be
tested and verified. The process used for testing followed a step-wise manner, whereby the
model starts greatly simplified and is then increased in complexity as tests are successfully
completed. The first stage of validation begins with testing the underlying numerical
integration scheme.

3.6.1 Verification of the Heun scheme

To verify the implementation of the dynamic solver one starts with a simplified deterministic
model which can be solved analytically. This model consists of a single isotropic particle,
thus removing the preferential directional alignment of the magnetisation, leaving the
magnetisation to be influenced only by the external field. By applying an external field
of magnitude H, parallel to the z-axis the equation of motion can be solved analytically. For
the LLG the resultant solution is:

Mx(t) = sech
(

γαH
1+α2 t

)
cos
(

γH
1+α2 t

)
Mx(t) = sech

(
γαH

1+α2 t
)

sin
(

γH
1+α2 t

)
Mz(t) = tanh

(
γαH

1+α2 t
)
.

(3.14)
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Fig. 3.12 Comparison of the numerical simulation and analytical solution for the LLG (left)
and LLB (right) solvers. Both systems are in the presence of a 400π Oe field and the
timesteps of integration used are ∆t = 1 ps for the LLG and ∆t = 1 fs for the LLB.

The LLB requires a separate derivation which has the resultant form:

Mx(t) = sech
(

γα⊥Ht
m2

)
cos(γα⊥Ht)

My(t) = sech
(

γα⊥Ht
m2

)
sin(γα⊥Ht)

Mz(t) = tanh
(

γα⊥Ht
m2

)
.

(3.15)

The time evolution for the LLG and LLB along with the obtained errors are shown in
Fig. 3.12. The maximum error obtained for the LLG is of the order 10−2, while for the
LLB it is of the order 10−5. The difference in the magnitudes of the errors arises due to
the different required minimum timesteps. The LLB requires a minimum timestep of 1 fs
while the LLG can utilise up to 1 ps. The form of these errors is characteristic of a correctly
implemented Heun integration scheme.

3.6.2 Angular dependence of the coercivity

Verification of the implementation of the uniaxial anisotropy for all solvers is performed via
a simple test which makes use of the Stoner-Wohlfarth model. Here, the Stoner-Wohlfarth
particle describes the behaviour of a single grain at zero Kelvin under the influence of an



42 MARS model development and validation

applied field. The angular dependence of the coercivity is very well known [37] and thus
makes a very useful property for comparison and verification of a code. This test verifies the
deterministic behaviour of the LLG and LLB by ensuring the easy axis profile provides a
coercivity of Hk =

2Ku
Ms

as is known analytically.
The grain is initially magnetised along the z-axis and the applied field strength is varied

from H = 1.5Hk to H =−1.5Hk and back, in steps of 0.005Hk. This process is repeated for
a range of field directions ranging from 90◦ to 0◦. The projection of the magnetisation on the
field direction is then plotted as a function of the applied field strength as shown in Fig. 3.13
for the LLG, LLB and kMC solvers. As expected the same profiles are obtained irrespective
of which of the three solvers are used and these profiles also agree exactly with those of
Stoner and Wohlfarth’s solution.
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Fig. 3.13 Alignment magnetisation for a single grain under an applied field for various angles
from the easy axis. The 0◦ and 90◦ profiles are simulated with a small deviation from the
labelled value. This is done as at perfect alignment, in the absence of thermal noise, there is
zero torque which prevents any change in the magnetisation alignment.

3.6.3 Boltzmann distributions for an ensemble of non-interacting grains

To verify the stochastic behaviour of the LLG and LLB solvers a test which utilises thermal
effects is required. The most simple test available is the reproduction of the Boltzmann
distribution for an ensemble of non-interacting grains, with uniaxial anisotropy in the absence
of an applied field. The Boltzmann distribution for magnetisation as a function of polar angle
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Table 3.1 Parameters used for the anisotropy temperature dependence for the LLG Boltzmann
test.

Low
temperature
region

Middle
temperature
region

High
temperature
region

Temperature
range (K)

T < 475 475 < T < 650 T > 650

η 3.07 2.44 1.87
Pre-factor 0.997 0.749 0.379

for the LLG is simple to obtain and is given by:

P(θm) =

sin(θm)exp
(
− KuV sin(θM)2

kBT

)
∫ π/2

0 sin(θm)exp
(
− KuV sin(θm)2

kBT

)
dθm

, (3.16)

where θm is the angle of magnetisation with respect to the easy axis. The ensemble is
first allowed to equilibrate over 1 ns after which the ensemble is evolved over time for
106 steps with the angle of magnetisation recorded at each step. The results obtained by
the LLG and the analytical solution are shown in Fig. 3.14 for an initial magnetisation
direction parallel to the easy axis direction. The grains were all identical with a volume of
108 ·10−21 cm3 and a zero Kelvin uniaxial anisotropy energy density of 9.23 ·107 erg/cm3.
The anisotropy temperature scaling was modelled using multi-range Callen-Callen scaling
with the parameters listed in Table 3.1. There is excellent agreement between these results,
showing correct implementation of thermal effects in the LLG.

For the LLB equation the free energy of the system is defined as [69, 34]:

F
M0

SV
=


m2

x +m2
y

2χ̃⊥
+

(m2 −m2
e)

2

8χ̃∥m2
e

, if T ≤ Tc

m2
x +m2

y

2χ̃⊥
+

3
20χ̃∥

Tc

T −Tc

(
m2 +

5
3

T −Tc

Tc

)2

, otherwise

(3.17)

where the first term provides uniaxial anisotropy and the second controls the magnetisation
length. The expected Boltzmann distribution is of the form:

P(|m|) ∝ m2 exp
(
− F

kBT

)
. (3.18)
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Fig. 3.14 Angular probability distributions for a non-interacting ensemble of grains with
uniaxial anisotropy for 300 K, 500 K and 900 K. The analytical Boltzmann distributions are
represented by the solid lines, the simulated data is represented by points.

Probability distributions along mz and mx for different temperatures along with the
corresponding analytical solutions are plotted in Fig. 3.15, all results show strong agreement
with the analytical solutions. The simulated system has an initially uniformly distributed
magnetisation, a Curie point of 685.14 K, a grain volume of 108 ·10−21 cm3 and an anisotropy
energy density at zero Kelvin of 9.23 ·107 erg/cm3. The temperature dependence of the
anisotropy is described via the perpendicular susceptibility via Eq. 3.7 with the susceptibility
fitting parameters used in Eq. 3.11 given in Table 3.2. The system was evolved over time for
1 ns (106 steps). The results show the ability of the implemented LLB solver to describe the
loss of ferromagnetic behaviour as the temperature approaches and exceeds the Curie point,
indicated by the formation of a single peak once the temperature exceeds the Curie point.

3.6.4 Determination of the Curie temperature

The LLG conserves magnetisation length, assuming unity for all temperatures, thus the
model starts to break down at temperatures approaching Tc. The LLB allows for variable
magnetisation lengths enabling it to simulate systems at and beyond their Curie points.
This test was devised to verify the treatment of the magnetisation length by the LLB. The
temperature dependence of the magnetisation is determined via parameterisation obtained
using atomistic simulations. While the temperature dependence of the magnetisation is
dependent on the Curie point alone, the method used to describe the anisotropy field can
affect the magnetisation length.
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Table 3.2 Fitting parameters for the parallel and perpendicular susceptibilities and
magnetisation used for the LLB Boltzmann test.

m 1/χ̃∥ (T ) 1/χ̃⊥ (T )
c0 0.1876 0.0 14.211
c1 4.044 165.98 -106.96
c2 -16.73 3631.6 2374.8
c3 57.63 -10003 -17844
c4 -130.8 15553 71355
c5 183.6 -5713.5 -16675
c6 -146.5 0.0 234979
c7 51.37 0.0 -196703
c8 3.971 0.0 90149
c9 -5.585 0.0 -17439
c1/2 -0.1918 43.892 -16.575
d0 0.0 14.359
d1 87.66 494.78 162.86
d2 -72.19 -1637.8 3014.6
d3 12815 -8814.1
d4 -21393 10732

As explained in Section 3.3.3 the Callen-Callen scaling produces a fictitious longitudinal
component of the magnetisation at temperatures exceeding the Curie point. This fictitious
component reduces the criticality of the magnetisation length resulting in disagreement
with atomistic simulations. The use of the perpendicular susceptibility described by Eq. 3.7
does not introduce a fictitious component and thus correctly produces the magnetisation
length. As a result the susceptibility method should be preferred over Callen-Callen scaling
for simulations near a system’s Curie point. However, obtaining the susceptibility of soft
magnetic materials is not trivial [65] and thus the Callen-Callen method provides some ability
to model soft magnetic materials in the absence of a well defined perpendicular susceptibility.
To verify the treatment of the magnetisation length for both methods of modelling the
anisotropy temperature dependence, two systems were simulated, one hard and the other
soft. The hard was modelled using the perpendicular susceptibility, while the soft material
was modelled using Callen-Callen scaling. The systems are heated from 0 K to above the
highest Curie point of the materials. At each temperature the system is simulated until an
equilibrium is reached at which point the magnetisation is recorded and the temperature
increased. Figure 3.16 shows the results obtained for the hard and soft materials via LLB
simulation compared to those obtained by atomistic simulation. There is excellent agreement
between the results, showing that MARS is capable of reproducing the correct behaviour
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of the magnetisation length and also that the Callen-Callen scaling method is applicable at
temperatures near the Curie point for soft materials.
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Fig. 3.16 Magnetisation as a function of temperature for the hard and soft materials
performed using LLB solver.

3.6.5 Longitudinal relaxation

A system of non-interacting identical grains is initially aligned at 30◦ from the z-axis, placing
it in a non-equilibrium state. The system is then allowed to thermally relax, in the absence of
an applied field, for a range of system temperatures and the magnetisation length is recorded
at each step. Figure 3.17 shows the comparison of the results obtained via MARS and
atomistic simulations. The results show excellent agreement. As expected there is a small
discrepancy for very short timescales where the rate of relaxation is greatest [69], however,
both results show identical equilibrium lengths within only 5 ps.

3.6.6 Coercivity as a function of sweep rate

In the presence of thermal effects the coercivity depends on the applied field sweep rate.
The coercivity as a function of the sweep rate was determined empirically by Sharrock [70]
and then derived theoretically by Chantrell [71] under the assumption of constant attempt
frequency and an easy axis parallel to the applied field. A simple test for the kMC solver
consists of the simulation of hysteresis profiles for a range of sweep rates. Figure 3.18 shows
the comparison between the simulated results and the theoretical prediction. The results
agree strongly with the theory verifying the implementation of the kMC for thermal systems.
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3.6.7 HAMR dynamics

The final test of the MARS code is the simulation and comparison of HAMR dynamics
obtained with MARS and atomistic simulation. A detailed description of the parameterisation,
methodology and further results can be found in [72]. For this test a single 5×5×10 nm3

FePt grain was simulated for a range of peak pulse temperatures, Tpeak, and pulse lengths,
tpulse, for an applied field strength of 500 Oe and 1,000 Oe. Each simulation was repeated one
hundred times to ensure a large enough statistical ensemble. The integration steps used for
the atomistic simulations were 0.1 fs to ensure convergence of the results. The micromagnetic
LLB simulations used 1 fs integration steps.

While the atomistic simulations were performed for a single grain each, the micromagnetic
simulations were performed for a single system of one hundred non-interacting grains.
Furthermore the micromagnetic simulations were around fifteen times faster than the single
grain atomistic simulations. Overall the micromagnetic simulations provide a hundred times
greater performance than the atomistic simulations for this system. Figure 3.19 shows the
obtained phase plots for the switching probability as a function of both pulse peak temperature
and pulse length. The peak temperature and pulse times were varied in steps of 12.5 K and
50 ps respectively. Both sets of results show excellent agreement between the micromagnetic
and atomistic results, verifying the ability to model HAMR systems with LLB dynamics.

Fig. 3.19 Plot of the switching probability for a single 5×5×10 nm3 hexagonal grain of
FePt as a function of pulse duration and pulse peak temperature for 500 Oe (a and c) and
1,000 Oe (b and d) applied fields for atomistic (a and b) and micromagnetic (c and d).
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3.7 Summary

An open-source multi-scale multi-timescale micromagnetic code (called MARS) for simulating
granular thin films has been developed. The primary focus of the MARS code is to
enable detailed modelling and simulation of state of the art and future magnetic recording
technologies, covering both the short timescale writing/reading processes and long timescale
data storage. A custom method for generating granular structures via a Laguerre-Voronoi
tessellation has been developed and implemented for MARS. This implemented method has
been shown to greatly improve the accuracy of the generated granular structures with an
almost total removal of the unrealistic highly angular grains which are common with standard
Voronoi tessellations. Furthermore the implemented method has been shown to be highly
capable of generating log-normally distributed grain sizes. The key functionality of MARS
is provided via the development and inclusion of three micromagnetic solvers: the Landau-
Lifshitz-Gilbert, Landau-Lifshitz-Bloch and kinetic Monte Carlo. Short timescale simulations
are possible via the LLG and LLB dynamic solvers, with long timescale simulations
performed via the kMC solver. The inclusion of the LLB solver enables simulation of
systems at and exceeding their Curie points, a crucial feature for simulating advanced
recording systems such as HAMR. The presence of three micromagnetic solvers has also
been utilised to enable automatic solver selection and dynamic switching based on the
system’s time scale and temperature.

The multi-scale nature of MARS is achieved via material parameterisation. While
the parameterisation can be obtained from experimentation the recommended method is
via atomistic simulation. A detailed description of the parameters obtained via atomistic
parameterisation has been given. Descriptions of the numerous fitting functions employed
for the various temperature dependent parameters along with their specific use cases have
also been provided. Finally extensive testing of the MARS code has been performed. The
importance of these tests has been explained along with the specific functionality they validate.
As a result every aspect of MARS has been verified with the final test showing MARS
producing excellent agreement with atomistic simulations while also greatly outperforming
the atomistic simulations for a HAMR like write process for an ensemble of grains.
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Semi-analytical model of switching probabilities
for the determination of Curie point distributions

HAMR takes advantage of the thermal dependence of magnetic properties by applying heat
pulses near to the material’s Curie point in order to enable data writing to high coercivity
materials. As a result of this the Curie point dispersion is a key parameter in the development
and optimisation of HAMR technology [73, 74, 66]. The ability to demagnetise grains is
directly related to the grain temperature and Curie point and any variations in either can result
in reduced performance [75]. A clear example of the importance of Curie point distributions
can be seen in the presence of transition jitter. Transition jitter is a measure of the accuracy
of the placement of the bit transitions. Variations in the anisotropy, Curie point or grain
temperature can result in different switching probabilities which lead to variations in the
sharpness of the bit transitions, creating transition jitter. Broadening of the bit transitions
severely impacts the linear density of HAMR technologies [67] hindering the progression of
the technology towards to development of high density drives with areal densities exceeding
2 TB/in2. Wang et al. derived an expression to determine transition jitter which shows a
strong dependence on the Curie point dispersion [76].

The cause of the transition shift arising from Curie point distributions is the same as
that arising from grain-to-grain temperature variations. The transition is expected to occur
when the grains reach the recording temperature. HAMR devices are designed such that this
recording temperature is reached within a specific range of the near-field transducer (NFT).
The write field is then located such that the grains are magnetised as the material cools
ensuring that the desired magnetisation is locked in once the temperature falls below the
recording temperature. The recording performance is highly dependent on the switching time
window, the time during which the material can be magnetised [43]. A shift in the recording
temperature of a grain results in the grain being able to switch at a different distance from the
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Fig. 4.1 Illustration of transition position shift due to Curie point variations. The left side
shows the variation of coercivity as a function of temperature. The right side shows the
temperature profile along the down track direction. At the write field, He f f , the coercivity is
different between the grains due to the Curie point difference. This difference in coercivity
translates to a shift in transition position based on the temperature profile of the system as
shown on the right hand side. Reproduced from [43].

NFT, resulting in a different switching time window. Figure 4.1 illustrates how a variation
in Curie point can create a difference in the recording temperature leading to a shift the
transition position.

There have been numerous methods proposed to determine Curie point distributions [77–
80]. Chernyshov et al. have proposed a method to utilise thermo-remanence measurements
in order to observe anisotropy field and Curie point distributions via magnetisation erasure
experiments [78]. Thermo-remanence refers to the process of magnetising/demagnetising
a system via the application of heat with the magnetisation measured once the system has
returned to room temperature. Unfortunately it is not possible to obtain the Curie point
distributions via these experiments alone. A computational model is required to act as a fitting
function to extract the parameter distributions from the obtained experimental results. This
chapter details the development of a semi-analytical model to act as a fitting function for a
thermo-remanence experimental procedure which follows more closely to the HAMR process
than that used by Chernyshov et al. with the aim of extracting Curie point distributions from
experimental data. This chapter covers the simulation of thermo-remanence via the MARS
code, followed by the development of a semi-analytical model which has then been used
to determine Curie point distributions via a grid search combined with a χ2 goodness of fit
measurement.
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4.1 Simulation methodology

The experimental procedure these simulations are designed to model is as follows. The
magnetically saturated recording medium is placed on a spin stand with a laser positioned to
allow for a small area of the material to be heated. The size of the heated spot is sufficient
to make the influence of grains outside of the spot, due to interactions, negligible. As the
material is rotated the laser is pulsed at different peak temperatures and a magnetic field is
applied. The magnetic field is set anti-parallel to the initial magnetisation of the system with
the aim of switching the grains within the heated spot. The total duration for which the spot
is heated is around 10 ms. The magnetisation of each heated spot of the material is measured
once the spot has returned to its initial temperature.

To simplify the simulation process the entire granular structure is heated uniformly while
the external field is applied. The heating process is simulated via the LLB solver, however
due to the long time scales used in the experiments it is not feasible to perform the entire
simulation with the LLB alone. By utilising the multiple micromagnetic solvers implemented
in MARS it is possible to simulate the laser application for the entire experimental duration.
This is achieved by performing the heating process via the LLB solver and then switching
to the kMC solver once the system reaches the peak temperature. The kMC solver is used
only when the total pulse application time exceeds 1 µs, for shorter pulses the LLB solver is
used throughout. The timestep for the kMC is set such that one-hundred steps are required to
simulate the pulse application. The solver is then switched back to the LLB to model the
cooling process. Once the cooling process is completed the total magnetisation of the system
is determined. Figure 4.2 shows the laser and field applications as a function of time for the
thermo-remanence simulations.

This simulation must be performed for each pulse peak temperature, thus making the
simulation process computationally expensive. This is especially true when parameter
distributions are introduced as the simulated system must contain a sufficiently large number
of grains to accurately describe the distributions. In general the number of simulations
required to model a known system can range into the hundreds. The process of extracting
distributions from experimental data requires numerous systems to be simulated and compared
to the experimental results until a match is found within the specified confidence level. At
this point it becomes unfeasible to use MARS as a fitting tool to extract parameters from
experimental results. To overcome this issue a semi-analytical model has been developed.
This model has a massively reduced computational cost enabling simulations to be performed
significantly faster.
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4.2 Semi-analytical model

The analytical model is based on the probability of the magnetisation switching from one
energy minimum to the other. The temperature dependencies of the saturation magnetisation
and anisotropy are accounted for using Eq. 3.8 and Eq. 4.1.

K(T ) = Ku(0)
(

Ms(T )
Ms(0)

)η

, (4.1)

where η is the Callen-Callen scaling power, Ms(0) and Ku(0) are the values of the Ms and
Ku at zero Kelvin and Tc is the Curie temperature of the system.

In order to determine the probability for a reversal to occur one must first determine
the energies required to overcome the energy barriers of the energy landscape. The energy
landscape consists of two minima corresponding to the magnetisation lying parallel and anti-
parallel to the applied field, these states are defined as 1 and 2 respectively. An illustration of
the energy landscape is given in Fig. 2.2. The energy required to escape the initial minima,
and reach the other is described by Eq. 2.34. The probability for reversal also depends on the
time over which the reversal can occur. This is accounted for by the relaxation time τ which
is determined via Eq. 2.36. The probability for reversal towards the applied field direction is
given by Eq. 4.2, with Eq. 4.3 giving the probability for reversal away from the applied field.

Pin(t) =
1.0− exp[−t/τ]

1+ exp[−E1−E2
KbT ]

(4.2)
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Pout(t) =
1.0− exp[−t/τ]

1+ exp[−E2−E1
KbT ]

(4.3)

When the system reaches the Curie temperature, Tc, the magnetisation becomes zero, as a
result Eq. 4.2 and Eq. 4.3 equal 0.5 for T > Tc as there is equal chance for the magnetisation to
reside in either state. This behaviour creates a significant issue with determining the switching
probability for pulse temperatures exceeding Tc as the final result will always be 50%. To
overcome this issue the system must undergo a cooling phase, whereby the probability of
reversal is calculated step-wise for the system, cooling from T = Tc to T = 300K. This
cooling is achieved by utilising Eq. 4.2 and Eq. 4.3 for each step with t = ∆t and temperature
reduction of ∆T at each step. Evaluation of these equations needs to be performed only when
T < Tc as until this condition is met P = 0.5. For each step the probability of switching
towards and against the field is determined, from these results the total probability for
switching towards and against the field is obtained. The inclusion of this ‘back-switching’ is
crucial as without this process the populations of the minimum will not satisfy the Boltzmann
distribution. Detailed information about this requirement can be found in [41]. Figure 4.3
illustrates the cooling process as implemented in the semi-analytical model.

ΔT

Δt

Fig. 4.3 Implementation of the cooling process in the semi-analytical model. The green cross
is the initial calculation, for peak temperatures greater then the Curie point, the calculated
probability will be 50%. The red crosses represent the subsequent calculations performed
following the step-wise decrease of the system temperature. At this point the probability is
determined and the cumulative switching probability is updated until the cooling is completed.
The dotted grey line represented the real world temperature profile.

During the cooling process grains can switch into and out of the field direction at each
step. First the switching probability is determined using Eq. 4.2 and Eq. 4.3 for the in field
and out of field directions respectively. The initial probability is determined at the end of the
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heat pulse prior to the cooling phase, this is indicated by the green cross in Fig. 4.3. This
switching probability is used to determine the populations of the in field, B0

in, and out of field,
B0

out , states. Each cooling step then includes three parts. First the switching probabilities are
determined with t = ∆t and T equal to the corresponding pulse temperature at that cooling
step, indicated by the red crosses in Fig. 4.3. Second the number of grains switching is
determined, it should be noted this will not be equal to the probability due to the different
populations of the two states due to the initial heat pulse. Finally the populations of the in
field and out of field states are updated to account for the switching due to the current step.
Step two and three are determined using Eq. 4.4.

Ai
in = Bi−1

out Pi
in Ai

out = Bi−1
in Pi

out (4.4)

Bi
in = Bi−1

in −Ai
out +Ai

in Bi
out = Bi−1

out −Ai
in +Ai

out

where P is the switching probability for the current cooling step, A is the number of
grains switching during the cooling step and B is the population of the two states after the
cooling step. The subscript denotes the direction of the magnetisation with respect to the
field direction. The superscript indicates the current cooling step which starts at one. The
number of grains switching, A, is determined by accounting for the state’s population and
the switching probability. The state populations are determined by summing the initial
populations with the number of grains switching to and out of the respective states. Once the
cooling is completed the final switching probability for the entire pulse application is given
by Bi

in where i is equal to the number of cooling steps performed.
The cooling process involves numerous calculations and as a result contributes significantly

to the computational cost of the model. In order to improve the efficiency of the code one
can take advantage of the blocking temperature. The blocking temperature is the temperature
at which the magnetisation becomes ‘frozen in’. Once the system temperature falls below the
blocking temperature the thermal energy is insufficient to drive thermally activated reversal
and the magnetisation becomes constant. At this point the cooling process will provide no
change of the magnetisation meaning that the cooling process can be terminated prior to
reaching 300 K thus reducing the computational cost. This is implemented in the model via
comparison of the switching probability at each step during the cooling phase. Once the
probabilities fall to less than 10−6 for a number of consecutive steps the system is deemed to
have reached the blocking temperature and the cooling phase is stopped.
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Table 4.1 Parameters used for the initial testing of the semi-analytical model via comparison
with results obtained via MARS using the LLG and LLB solvers.

Parameter Value
Ms (emu/cm3) 1,100.0
⟨K⟩ (erg/cm3) 4.5 ·107

σ̃K 0.0
⟨D⟩ (nm) 5.0
σ̃D 0.0
Thickness (nm) 10.0
T ∞

c (K) 780.0
Happl (Oe) 4000.0

4.3 Initial verification and limitations

To aid the development of the semi-analytical model simulations were performed using the
MARS software package. The results obtained via the semi-analytical model and MARS were
compared to ensure a successful description of the system via the semi-analytical model. The
parameters used for this initial testing are detailed in Table 4.1, the anisotropy and grain size
are log-normally distributed. The pulse application time was set to 100 ns in order to allow
for simulation of the entire process via the LLG and LLB solvers with no kMC steps required.
Figure 4.4 shows the comparison between the numerical and semi-analytical switching
probabilities. There is excellent agreement between the numerical and semi-analytical results
for all pulse peak temperatures up to the Curie point of the system. However, once the pulse
temperature exceeds the Curie point there is a divergence in switching probability between
the LLG and LLB solvers.
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Fig. 4.4 Comparison between analytical model and results obtained via LLG/LLB
simulations.
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The divergence occurs due to a process called linear reversal. At temperatures close to
and exceeding the Curie point the longitudinal relaxation of the magnetisation is sufficient
to enable magnetic reversal with almost no transverse component of the magnetisation [64].
The transition between reversal mechanisms is gradual with the reversal process moving
from circular to elliptical and then on to linear as temperatures are increased. This transition
is driven by the variation of the susceptibilities with temperature. As 1/χ̃∥ is proportional to
the macroscopic longitudinal field of Eq. 2.30 and 1/χ̃⊥ represents the anisotropy field,
the ratio of χ̃∥/χ̃⊥ defines the transitions between reversal mechanisms [81]. At low
temperatures (where χ̃∥/χ̃⊥ ≲ 1/3) the circular mechanism is dominant. When χ̃∥/χ̃⊥ > 1/3
the elliptical reversal mechanism begins until χ̃∥/χ̃⊥ ≈ 1/2 afterwards linear reversal
dominates. Figure 4.5 shows the reversal mechanisms for four different temperatures.
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Fig. 4.5 Reversal paths for a system with a Curie point of 702.7 K for various applied
temperatures. The change in magnitude of the z-component of the magnetisation between
data sets arises due to the longitudinal relaxation of the magnetisation. The 600 K data set
shows circular reversal where the magnitude of the magnetisation length is constant, this is
the only available reversal mechanism when utilising the LLG solver. As the temperatures
are increased the reversal path becomes elliptical until it is completely linear at 725 K.

The LLG solver can only account for circular reversal due to the constraint imposed on
the magnetisation length, as previously explained in Chapter 2. The LLB solver is capable
of accounting for all reversal types due to the inclusion of longitudinal relaxation. The rate
of reversal is greater for linear over circular, thus the reversal mechanism plays a role in
determining the final magnetisation of the system. As the system is cooled the magnetisation
is still capable of switching, the degree of switching is limited by the time for which the
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system temperature exceeds the blocking temperature. An increased rate of reversal is
equivalent to an increased time period above the blocking temperature, as switching can
occur in a reduced time window. Thus a system undergoing linear reversal is able to switch
to a greater degree than one undergoing circular reversal for the same switching time window.
It is this dependence which gives rise to the divergence of switching probabilities for peak
temperatures exceeding the Curie point between the LLG and LLB solvers.

The semi-analytical model uses the same basis as the LLG and as a result agrees more
closely with the LLG results than those of the LLB. However, it is possible to obtain the LLB
results using the semi-analytical model by adjusting the timesteps used during the step-wise
cooling phase. Greater time steps have the same effect as a reduced cooling rate, which
produces the same result as if the magnetisation was able to switch more rapidly, as is the
case for linear reversal. It should be noted however that the experimental data range used by
this method for the determination of the Curie point distributions does not extend to regions
where the peak temperature exceeds that of the average Curie point of the system. As a result
of this the specification of the cooling rate is unimportant to the end goal of extracting the
Curie point dispersion from experimental data.

4.4 Fitting via the semi-analytical model

The very low computational cost of the semi-analytical model makes fitting via a simple grid
search possible. One of the benefits of the grid search method over more complex methods is
the lack of a required method used to ensure that the fit does not converge to a local minima.
The grid search method iterates over numerous parameters and determines a goodness of
fit for each parameter combination, there is no implementation of a cost function used to
determine the next optimal parameter set. It should be noted however that the traditional grid
search method which utilises specified parameter steps has been shown to be significantly
less effective than a randomised grid search [82]. Figure 4.6 illustrates how point grids differ
from random point sets in their ability to describe the parameter space.

The semi-analytical model takes advantage of the generation of distributions in order to
implement randomness to the grid search method. The model is provided with the parameter
range and iteration intervals as is expected in the traditional grid search method. However,
the nature of distribution generation typically results in variations in the dispersion from
the input parameters. Due to the finite number of grains simulated there is a non-zero
probability that the obtained distribution will be slightly different in terms of its mean and
dispersion than the input values. This non-zero probability is reduced with an increased
number of simulated grains where eventually the obtained distribution will converge to the
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Fig. 4.6 Grid search of nine parameter combinations for describing the parameters space. (a)
shows the traditional grid layout method, while (b) shows the random layout for the grid
search method. The random layout has a greater ability to identify variations in the parameter
space over the grid layout. [82]

desired values. However, greatly increasing the number of grains comes with additional
computational cost. As the semi-analytical model must be highly efficient to enable large
numbers of simulations to be performed in short periods of time it is not practicable to greatly
increase the grain count in the simulations. Instead the obtained distribution parameters
are determined and then used as the parameters for the grid search. The method keeps the
computational cost of the simulations down and also introduces the desired randomness to
the grid search method.

The goodness of fit metric used by the semi-analytical model is the χ2, which is
determined by

χ
2 = ∑

(Oi −Ei)
2

σi
(4.5)

where Oi is the simulated value, Ei is the expected value and σi is the weighting for data point
Ei. The weighting value for experimental data typically relates to the associated uncertainty
of the measurements. The value of χ2 is minimised with better agreement between data
due to the limit χ2 −−−−→

Oi→Ei
0, thus smaller values of χ2 indicate better fits. To identify

valid fits a significance level is decided prior to simulation. This significance level, αsig,
is the probability of incorrectly determining that the analytical model fits the data, a value
of αsig = 0.1 indicates a 10% chance. Using the calculated χ2 the P-value is obtained,
specifically the P-value for χ2 being less than the obtained value (i.e. P(X < x)). This
P-value indicates the probability of randomly obtaining a smaller χ2 value. If the obtained
P-value is less then the specified significance-level then the fit is determined to be valid.
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Figure 4.7 shows how the significance level and χ2 distribution are used to determine a the
validity of a fit.
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Fig. 4.7 Graphical representation of the method used to determine valid fits via the χ2

distribution for a distribution with five degrees of freedom. For a significance value of 10%
the shaded region indicates the values of χ2 which relate to valid fits. The blue cross has a
χ2 = 1.0 thus it lies within the region of validity as there is only a 3.7% chance of randomly
obtaining a better fit, as indicated by the P-value. The red cross has a χ2 = 3.0 and thus does
not lie within the region of validity due to there being a 30% chance of randomly obtaining a
better fit, which greatly exceeds the significance level of 10%.

4.5 Proof of concept

MARS simulations have been performed to generate example experimental data for use
as a proof of concept for the semi-analytical model. The Curie point distributions were
determined via the grain size distributions as detailed in Section 3.5 and [68], thus only the
diameter dispersion is referred to. The parameters used for the MARS simulation are detailed
in Table 4.2. The obtained results were fed into the semi-analytical model in order to test and
verify the ability of the model to extract the parameter distributions.

4.5.1 Extracting anisotropy dispersion

The semi-analytical model was provided with all variables except for the dispersion of the
anisotropy, σ̃k. The grid search method was used to determine the anisotropy dispersion. The
range of σ̃k was set from 0.0% to 20.0% in increments of 0.25%. The obtained results are
shown in Fig. 4.8. The P-value for a significant number of simulations lies very close to zero
making it difficult to determine a correct value for the anisotropy dispersion. Thus it is clear
that it is not possible to extract the anisotropy distribution using the semi-analytical model.
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Table 4.2 Parameters used for the MARS simulations for use in the proof of concept
simulations for the semi-analytical model.

Parameter Value
Grains 1000
Ms (emu/cc) 1,100.0
⟨K⟩ (erg/cc) 4.5 ·107

σ̃K 9.9
⟨D⟩ (nm) 5.0
σ̃D 8.9
Thickness (nm) 10.0
T ∞

c (K) 780.0
d0 0.71
ν 0.79
Critical exponent 0.365
Callen power 2.0
Thermal bath coupling, λ 0.1
Happl (Oe) 4000.0
Background temperature (K) 300.0
Pulse duration (s) 10 ·10−3

Rate cooling (K/s) 4.0 ·1011
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Fig. 4.8 P-value as a function of anisotropy dispersion. The known anisotropy dispersion is
10%. It is clear from this data that the model is highly invariant to changes in the anisotropy
dispersion, shown by the almost constant P-value for anisotropy dispersion ranging from 0%
to over 10%. Thus is is not possible to extract the anisotropy dispersion from the input data
using this model.
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4.5.2 Extracting grain size dispersion

Here the grain size dispersion was set as the only unknown parameter. The range used for
the grain size dispersion was 0.00% to 20.0% in steps of 0.25%. The results are shown in
Fig. 4.9. The model predicted a grain size dispersion of 8.8% with a significance level of 1%.
This results in a percentage difference of only 1.1%, verifying the models ability to extract
grain size distributions and as a result Curie point distributions from experimental data.
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Fig. 4.9 P-value as a function of grain size dispersion. The known diameter dispersion
is 8.9%. These results show that there is a significant dependence on the switching field
distributions for the grain size distribution. The extracted value of the dispersion was 8.8%
resulting in a percentage difference of only 1.1%.

4.5.3 Extracting both grain size and anisotropy dispersion

The semi-analytical model was used to perform a grid search over the diameter and anisotropy
dispersion parameters. The ranges used for each parameter were the same as in the previous
sections. The results are shown in Fig. 4.10. The significance level used was again 1%. The
obtained results provide valid fits centred around the known value of 8.9% especially at the
limit of a zero anisotropy dispersion. The results show a slight relationship between the two
distributions, this suggests that in order to simplify the extraction of the grain size dispersion,
and as a result the Curie point dispersion, it would be best to first obtain the anisotropy
distribution via other experimental measurements.
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Fig. 4.10 Grid search for anisotropy and diameter dispersion parameters. The known
distributions are 8.9% and 10% for the grain size and anisotropy respectively.

4.6 Extracting Curie point dispersion from experimental
data

The semi-analytical model has been used to extract the Curie point dispersion from experimental
data obtained by Seagate for a bi-layer system. The experimental procedure used was the
same as described in Section 4.1 with multiple experiments performed, each with a different
applied field strength ranging from 1,500 Oe to 6,900 Oe. For the initial extraction the
6,900 Oe results were used. To generate the Curie point distribution the relationship detailed
in Section 3.5 and [68] was used. Figure 4.11 shows the comparison between the experimental
data and best fit simulated results. The corresponding fit parameters are provided in Table 4.3.
The obtained Curie point distribution has a dispersion of σT c

⟨T c⟩ = 1.3%. While the true value
of the Curie point dispersion of the media is unknown it is similar in magnitude to values
obtained in other works [77, 78].
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Fig. 4.11 Comparison of obtained fit (line) and input experimental data (points) for the
6,900 Oe applied field strength experiment.

Table 4.3 Best fit parameters for the 6,900 Oe experimental data.

Parameter Value
Grains 4000
Ms (emu/cc) 1,100.0
⟨K⟩ (erg/cc) 9.3 ·107

σ̃K 0.07
⟨D⟩ (nm) 5.0
σ̃D 0.1
Thickness (nm) 10.0
T ∞

c (K) 735.0
d0 0.72
ν 0.85
Critical exponent 0.365
Callen power 2.0
Happl (Oe) 6900.0
Background temperature (K) 300.0
Pulse duration (s) 20 ·10−3

Rate cooling (K/s) 2.0 ·109

⟨T c⟩ (K) 659.3
˜σT c 0.11

Following the extraction of the Curie point dispersion for the 6,900 Oe results the best fit
parameters were used to simulate the thermoremanence for the other applied field strengths.
The comparisons between the experimental data and simulation results are shown in Fig. 4.12.
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Fig. 4.12 Comparison between experimental data and simulated results for various applied
field strengths. The parameters used for simulation were those obtained via fitting to the
6,900 Oe data.

It is clear from this figure that the simulated system does not follow the correct behaviour
as the applied field strength is varied. The inability to correctly describe the thermoremanence
for different applied field strengths arises from the bi-layer structure of the experimental
system. For bi-layer systems the Stoner-Wohlfarth description of the energy is no longer
sufficient and thus the semi-analytical model is incapable of describing these systems. It is,
however, possible to implement a description of the energy barrier for bi-layer systems. The
energy barrier variation as a function of field strength can be modelled via [83]:

∆E = ∆E0

(
1−
(

H
Hcr

)α)β

, (4.6)

where ∆E0 is the zero field energy barrier, α and β are fitting parameters and Hcr is the critical
field which would be equal to the anisotropy field for the purposes of this model. Using
this function P. Gavriloaea was able to accurately describe the energy barriers of bi-layer
systems [83]. Thus it stands to reason that implementation of this method for describing the
energy barrier field dependence will enable the developed semi-analytical model to correctly
describe bi-layer systems and as a result extract the effect Curie point dispersion from such
systems.
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4.7 Summary

A semi-analytical model to determine Curie point distributions via thermo-remanence has
been developed. This model greatly reduces the computational cost of thermo-remanence
simulations. Performing a grid-search using this semi-analytical model allows the grain size
dispersion to be successfully extracted from input thermo-remanence data. The computational
efficiency of the developed model is such that it is possible to perform hyper-parameter
grid-searches by running the model in parallel. However the model has been shown to
be unresponsive to small variations in the anisotropy dispersion. Thus an experimental
procedure to obtain the anisotropy dispersion prior to using the developed model is required.
A suggested method for this would be first-order reversal curves (FORC). A Curie point
dispersion was extracted from experimental results provided by Seagate. The obtained Curie
point dispersion was 1.3 % which is within the range identified by other works [77, 78]. This
provides a strong case for the description of the Curie point distributions via the grain size
distribution as determined by Hovorka et al. [68] and further suggests the the Curie point
distribution arises solely from the distribution of grain sizes. The model, however, is unable
to reproduce the change in thermoremanence as a function of the applied field strength.
This is due to the bi-layer structure of the system used in the provided experimental data.
P. Gavriloaea has shown it is possible to model the energy landscape of bi-layer systems
via Eq. 4.6 [83]. As a result the developed model may be improved via the implementation
of Eq. 4.6 enabling the model to describe bi-layer systems and extract their Curie Point
distributions.
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Adjacent track erasure

The primary aim of the magnetic recording industry is to increase storage capacities
whilst reducing the overall cost per gigabyte. A large step forward in this endeavour has
already been achieved with the development of commercial HAMR drives with a density of
2 TB/in2. However the road map for recording media technology set by the ASTC details the
development of HAMR technologies exceeding this density. To achieve this, data stability
must be ensured for the ever decreasing bit lengths and track widths. In general, tracks are
tightly packed with no spacing between adjacent tracks in order to maximise track density.
As a result adjacent track interference (ATI) is present which arises from two mechanisms.
These mechanisms are illustrated in Figure 5.1. Encroachment (also known as adjacent
track erasure (ATE)) is the damage done to a data track during the writing process of an
adjacent track. Written-in interference is the process whereby stray fields from previously
written data interfere with the writing process of the current track. Investigations have
shown that the effect of written-in interference is reduced in HAMR over perpendicular
magnetic recording (PMR) systems [84] and that it is also less significant than encroachment
for HAMR systems [12]. Due to the lower significance of the written-in interference for
HAMR systems the work presented here does not account for written-in interference as
interactions are ignored. While ATE has existed since PMR [85] the physical mechanisms
driving ATE are different for PMR and HAMR. For HAMR systems there is an overlap of
thermal gradients generated by the near field transducer which contributes to the ATE.

The signal-to-noise ratio (SNR) is a measure of the quality of stored data. Magnetic
recording media is designed to provide data storage for up to ten years [86, 87, 13, 88, 7].
Over time the SNR will decrease due to thermally activated reversals of some grains within
the media. Thus, in order to facilitate long term data storage via magnetic recording it is
important to produce large initial SNRs to allow for some degradation over time. As ATE has
a significant impact on the initial SNR an investigation has been performed to identify the
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Fig. 5.1 Illustration of physical interference effects present in HAMR. The red rectangle
represents the read head placed on the test track (green). Underlying tracks are represented
in blue with overlying tracks represented by red. (BG refers to background tracks, adj refers
to adjacent tracks). Obtained from [84].

effect of ATE on long term data storage. Using MARS it is possible to simulate the writing
process followed by long term data storage and subsequent read back. This chapter details
the investigation performed into the effect of ATE on long term data storage. The initial
simulations focus on multiple immediate track writes followed by time evolution up to ten
years. The investigation is then expanded to cover the process of staggered data writes with
the adjacent tracks being written after specified periods of time, allowing for the decay of the
data of the initial track prior to the adjacent write.

5.1 Simulation setup

For the simulations two tracks were written, two tracks are sufficient to investigate ATE as for
HAMR systems the effect of ATE lies predominately on the immediately adjacent tracks [85].
Figure 5.2 shows the track positions along with the full-width at half maximum (FHWM)
of the heated spot for the simulated systems. In order to aid comparison with previous
investigations such as those performed by Natekar et al. the initial systems generated were set
to match those used in [12]. The system parameters are detailed in Table 5.1. Two materials
have been simulated with different average anisotropies. The first system had a uniaxial
anisotropy energy density of 7 ·107 erg/cm3 in line with perfectly ordered L10 FePt [89, 88].
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The second system had a reduced anisotropy of 4 ·107 erg/cm3 to provide an energy barrier
of approximately 80 kBT at 300 K, which is more than sufficient to successfully store data
for ten years [86, 90, 91, 88, 7]. The track spacing was chosen to be 70% the size of the
heated spot FWHM as this has been shown to be optimal [92]. The materials used included
parameter distributions to account for variation in magnetic properties due to fabrication
processes, all distributions were log-normal. In total ten separate granular structures were
used for each simulation with the read back signals from each system used to determine the
SNR.

Table 5.1 System parameters for ATE simulations

Parameter Value
System length (nm) 384
System width (nm) 96
Bit length (nm) 20
Track width (nm) 21
Heated spot FWHM (nm) 30
Hwrite (x,y dimension) (nm) 30
Read head velocity (nm/s) 20
σ̃K 0.15
⟨T c⟩ (K) 692

˜σT c 0.03
⟨D⟩ (nm) 5.4
σ̃D 0.24

Fig. 5.2 Track placement for ATE simulations where the width of each track is 21 nm. Track
1 is the initially written track with all subsequent simulations writing to track 2. The heated
spot has a FWHM of 30 nm.
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5.2 Writing process, time evolution and read back

The simulations begin with the recording of a 19-bit square-wave sequence to track one.
The write field used throughout the simulations was 10 kOe with zero skew angle and no
spacing from the NFT. After the write process for the initial track was complete the adjacent
track was written. The adjacent tracks were overwritten multiple times with the same 15-
bit pseudorandom binary sequence (PRBS) with two padding bits appended to either end
(0010011010111100010). Additional simulations were performed with a different PRBS
used for each adjacent track write. These binary sequences were treated as non-return to
zero (NRZ) data patterns, thus the zero and one values refer to maximum and minimum
magnetisation respectively.

The read back simulation was performed using the kMC solver to model an ideal read
head scanning along track one. The assumption of an ideal read head means that all the
observed noise arises from the write process only. The use of an ideal read head also means
that the read back does not require repetition. The system was first discretised into 1 nm2

cells and the read head was set on the centre of the desired track. The read head was then
moved along the track in single cell increments with the magnetisation determined via the
average magnetisation within the read head at each step. In order to reduce noise in the
obtained signal a five-step rolling average was also determined.

The time evolution was also performed using the kMC solver. The system was allowed
to evolve for up to ten years with read back simulations performed at specified points in time.
In order to investigate the physical size of the encroachment on track one the cross track
dimension of the read head was varied between 15 nm, 21 nm, 25 nm and 30 nm. Figure 5.3
shows an example of the read back process along with the obtained instantaneous and rolling
average signal.

5.3 SNR calculation

The SNR is used to quantify the success of the write process. To calculate the SNR multiple
repetitions are required and in order to the reduce computation time the multiple systems were
simulated in parallel as opposed to a single system with repetitions simulated serially. The
calculation of the SNR follows the ensemble waveform analysis presented by S. Hernandez
et al. [93, 94]. The first step required is to sync each of the signals, this is achieved via
cross-correlation [95]. A low-pass filter is then applied to each of the signals to remove the
high-frequency content [96]. These signals are then averaged to produce a noise-free signal
and the spatial noise is then obtained by subtracting the noisy signals from the average signal.
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Fig. 5.3 The read head is scanned along the track in 1 nm steps with the magnetisation
determined at each iteration. A rolling average of the magnetisation over five steps is also
determined. The top part of the figure shows the structure of the read head, track and granular
media. The bottom half of the figure shows the signal obtained via the read back process.
The blue curve is the magnetisation for each iteration, the red curve is the rolling average of
the magnetisation. The grey dashed line represents the signal when converted from analogue
to digital.

The process of determining the noise is illustrated in Fig. 5.4. The total SNR is calculated
using the power definition given by

SNRdB = 10log10

(
Psignal

Pnoise

)
, (5.1)

where Psignal and Pnoise are the powers of the signal and noise respectively. The spatial noise
represents the total noise consisting of the transition and remanence noises. These noises
can be extracted from the spatial noise by applying the appropriate windowing function. The
windowing function for the transition noise is non-zero at the transitions and zero elsewhere,
while the function for the remanence noise is the opposite. Figure 5.5 shows the regions
contributing to the remanence and transition noise terms along with the formation of the
spatial noise.

5.4 Characterisation of ATE

The initial results obtained focus on the quantitative characterisation of the ATE. The method
used to quantify the ATE is the same as used in [12], with the SNR expressed as a function
of adjacent track writes:

SNRdB = SNR1 +AATE ln(Write No.), (5.2)
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Average signals to produce

 noise-free signal

Read back signal from each patternPRBS for each write

Obtain noise by subtracting noisy

 signals from noise-free signal

x

M2(x) Power calculated as area 

under the  signal/noise

 amplitude

Fig. 5.4 Ensemble waveform analysis process. The PRBS is written multiple times, followed
by a read back simulation. A noise-free signal is generated by averaging the signals obtained
from each PRBS. The noise is then calculated by subtracting the noisy signal from the
average signal. The powers of the signal and noise are then obtained by determining the area
under the respective squared magnetisation. Adapted from Hernandez et al. [94].

Remanence noise

 region

Transition noise

 region

Transition Spatial

Remanence Spatial

Fig. 5.5 Extraction of the remanence and transition noise from a 57 bit track. The average
signal is shown in black. The transition, remanence and spatial noises are shown at the
bottom. The spatial noise is a combination of the remanence and transition noises and is the
total noise of the system.
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where SNR1 is the SNR after the first adjacent track write and AAT E is the strength of the
ATE. The greater the magnitude of AATE the greater the extent of the ATE. The applied fit
does not include the SNR prior to the adjacent track write, SNR0, as the SNR loss due to the
initial adjacent track write is significantly greater than the subsequent adjacent track writes.

Figure 5.6 shows the variation of the transition and remanence SNR for the ideal L10

FePt system for multiple read head widths for the same and varied adjacent track PRBS. The
results are summarised in Table 5.2. All the results show that the SNR for the transition
noise is smaller than that for the remanence noise. This difference in SNR indicates that the
transition noise is the predominant and therefore limiting factor of the overall SNR and that
efforts to improve the system SNR should focus on the transition noise over the remanence
noise.

The varied PRBS results show a larger scatter in general compared to those obtained
using the same PRBS. This is to be expected, as changing the PRBS each write introduces
additional variation in the data written to the encroachment region of track one. The larger
scatter creates difficulties in using Eq. 5.2 for characterisation of the ATE as the strength of
the ATE can vary based on the specific PRBS written. For example the greatest loss of SNR
is expected for an adjacent track data sequence which is exactly opposite to the sequence
stored on track one. Additionally if the sequence written to the adjacent track was identical
to that currently stored on track one the SNR of track one would be expected to increase due
to the encroachment region reinforcing the data already present in track one. The increased
difficulty in characterising the ATE for a varied PRBS is shown by the greater uncertainties in
the determined values of the ATE. The strength of the ATE for different read head widths is
shown in Fig. 5.7. The obtained results show a possible variation of the ATE with read head
width which shows the largest strength of the ATE (note this is represented by the lowest
values in the figure) when the read head width is equal to the track width. The strength of
the ATE appears to reduce as the read head width is increased beyond the track width. This
relationship can be explained by considering the region covered by the read head along with
the size of the encroachment region, this is illustrated in figure Fig. 5.8. As the read head
width is increased from 15 nm to 21 nm the read head becomes large enough to cover a larger
proportion of the encroached region increasing the strength of the ATE. As the read head
width is extended beyond the track width it begins to cover the unwritten region below track
one which add an additional source of noise independent of the ATE reducing the effective
strength of the ATE.

All data sets show a change in SNR, prior to an adjacent track write, as a function of
read head width, with the greatest SNR obtained for a read head width equal to the track
width. These results are provided in Fig. 5.9a. This change in the overall SNR with read
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Fig. 5.6 Transition (dashed line with hollow squares) and remanence (dashed line with filled
circles) SNR components as a function of adjacent track writes due to ATE for the same
PRBS each write (a) and a different PRBS each write (b) for read head widths ranging from
15 nm to 30 nm for the ideal L10 FePt system. The solid line represents the fit obtained via
Eq. 5.2.

Table 5.2 Results obtained from ATE simulations of the ideal L10 FePt system.

SNR0 (dB) SNR1 (dB) AATE (dB)PRBS
per write

Read
head width

(nm) Remanence Transition Remanence Transition Remanence Transition
15 18.2 13.8 17.7 13.5 -0.31 -0.20
21 18.2 13.9 17.0 13.2 -0.38 -0.32
25 16.9 13.0 15.9 12.6 -0.19 -0.20

Same

30 14.8 11.3 14.1 12.2 -0.37 0.07
15 18.2 13.8 17.8 13.5 -0.26 -0.16
21 18.2 13.9 17.0 13.0 -0.48 -0.25
25 16.9 13.0 16.1 12.5 -0.41 -0.25

Varied

30 14.8 11.3 13.9 12.1 -0.06 -0.28
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Fig. 5.7 AATE as a function of read head width for the ideal L10 FePt system. The same
PRBS simulations are represented by the solid lines and the varied PRBS simulations are
represented by the dashed lines.

15nm 21nm 25nm 30nm

Unwritten region

Adjacent track

Fig. 5.8 Illustration showing how the variation of the read head width results in different
overall SNR and AATE. The area covered by the read head is shown by the green shading for
multiple widths ranging from 15 nm to 30 nm. The boundaries of track one are represented by
the dashed lines, while the region damaged by encroachment is represented by the hatching.
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Fig. 5.9 SNR as a function of read head width for the ideal L10 FePt system before (blue)
and after (green) the initial adjacent track write. The results for both the same PRBS (solid
line) and varied PRBS (dashed line) simulations are provided.

head width can be explained in a similar manner to the change in the AATE. When the read
head is smaller than the track width it covers only a small proportion of the total track area
increasing the effect of any unswitched grains resulting in a possibly reduced overall SNR.
As the read head width is increased the larger area produces a larger SNR, however this
difference is very small. Once the read head width begins to extend beyond track one the
SNR begins to reduce occurring due to the read head overlapping unwritten areas above and
below track one.

After a single adjacent track write has been performed the change of SNR as a function
of read head width is significantly different. Here the overall SNR is shown to decrease with
increasing read head widths, with the maximum SNR occurring for the 15 nm read head
width. The change in behaviour after the initial adjacent track write can be attributed to the
now present encroachment region. As the read head width is extended from 15 nm to 21 nm
the proportion of the encroachment region covered by the read head increases resulting in a
reduction of the overall SNR instead of the observed increase for the systems prior to the
adjacent track write. This is further evidenced by the results shown in Fig. 5.7 which show
an increased strength of the ATE as the read head is increased from 15 nm to 21 nm. The
transition component shows a significantly reduced SNR loss between 25 nm and 30 nm
after the initial adjacent track write. This can be attributed to the reduction in the number
of transitions present above track one caused by the initial adjacent track write. It should
be noted that while these results suggest that the solution to the SNR loss caused by ATE is
simply to reduce the read head width in production HAMR devices there must be a separation
of the write head and NFT [10]. This separation leads to the requirement for a larger heated
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spot FWHM which will produce a greater encroachment region requiring even smaller read
head widths to avoid. As such it is not feasible to simply reduce the read head width to avoid
the encroachment region.

Figure 5.10 shows the SNR variation for multiple read head widths for the reduced
anisotropy system. These results are summarised in Table 5.3. The obtained results show a
larger scatter in the strength of the ATE, as a result it is difficult to determine a relationship
between the strength of the ATE with the read head width. These results are shown in
Fig. 5.11, comparison with Fig. 5.7 reveals a similar behaviour, however, the correlation
between the two sets of results appears low.

The SNR values obtained before and after the initial adjacent track write are shown in
Fig. 5.12a. These results show that prior to the initial adjacent track write there is a greater
change in the SNR for different read head widths with a larger difference occurring between
15 nm and 21 nm than observed for the higher anisotropy ideal L10 FePt system. Furthermore
the obtained SNR for read head widths greater than the track width are larger than for the
ideal L10 FePt system.

The results obtained after the initial track write show that a substantial change in the
system has occurred with the greatest effect shown in the remanence component. The effect
of the adjacent track write appears greater than for the ideal L10 FePt system due to the larger
decrease in the observed SNR. These results also show a noticeable difference between the
same PRBS and varied PRBS simulations. This further suggests that the sequence written
to the adjacent track has a significant influence on the strength of the ATE which has also
been shown by the increased scatter of the results shown in Fig. 5.10 and Fig. 5.6. Unlike
the previous higher anisotropy system, here the ATE has caused a larger area of damage to
the initially written track causing significant SNR loss even for the 15 nm read head width.
This observation further supports the notion that simply reducing the read head width will be
insufficient in mitigating the affects of ATE.

All of the above observed differences between the behaviour of the reduced anisotropy
system compared to the ideal L10 FePt system can be attributed to the reduced coercivity of
the granular media. The reduction of the granular media will result in an effective increase
of the switchable region created by the application of the heated spot. This manifests as a
shift in the switching position of the grains in a similar manner to the per grain variation of
the Curie point as explained in the introduction of Chapter 4. The change in the switching
position will enable a larger region of grains to be switched towards the write field direction
increasing the initial system SNR. However, this increased switchable region also results in a
larger encroachment region causing a greater reduction in the SNR once the initial adjacent
track is written. This also explains the decreased dependence of the ATE on the read head
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Fig. 5.10 Transition (dashed line with hollow squares) and remanence (dashed line with filled
circles) SNR components as a function of adjacent track writes due to ATE for the same
PRBS each write (a) and a different PRBS each write (b) for read head widths ranging from
15 nm to 30 nm for the reduced anisotropy system. The solid line represents the fit obtained
via Eq. 5.2.

Table 5.3 Results obtained from ATE simulations of the reduced anisotropy system.

SNR0 (dB) SNR1 (dB) AATE (dB)PRBS
per write

Read
head width

(nm) Remanence Transition Remanence Transition Remanence Transition
15 18.2 13.5 16.6 12.5 -0.27 -0.16
21 18.8 14.0 16.0 12.1 -0.20 -0.01
25 18.2 13.9 14.6 12.7 0.25 -0.15

Same

30 16.5 12.9 15.0 12.0 -0.50 0.08
15 18.1 13.3 16.9 12.8 -0.54 -0.36
21 18.9 14.1 16.0 12.4 -0.53 -0.39
25 18.1 13.8 15.6 12.3 -0.82 -0.18

Varied

30 16.6 12.9 14.3 12.3 -0.77 0.01
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Fig. 5.11 AATE as a function of read head width for the reduced anisotropy system. The same
PRBS simulations are represented by the solid lines and the varied PRBS simulations are
represented by the dashed lines.
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Fig. 5.12 SNR as a function of read head width for the reduced anisotropy system before
(blue) and after (green) the initial adjacent track write. The results for both the same PRBS
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width as the encroachment region will be greater resulting in a reduced change in strength as
the read head is increased from 15 nm to 21 nm since the smaller read head width will now
cover a larger proportion of the encroachment region than in the ideal L10 FePt system.

5.5 Time decay of recorded information

For the initial time decay investigation track one was written and the system was simulated
using the kMC solver over a time period up to ten years with an environmental temperature
of 300 K. The SNR reduction as a function of time evolution for both the transition and
remanence components of the reduced anisotropy system for multiple read head widths is
shown in Fig. 5.13. The ideal L10 FePt has a system average energy barrier at 300 K of
approximately 250 kBT, hence there is no degradation of the recorded information over the
ten year time window. Hence only the results for the reduced anisotropy system are provided.
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Fig. 5.13 Time decay of recorded information after the initial track write for the reduced
anisotropy system before (a) and after (b) an adjacent track write for transition (hollow
squares) and remanence (filled circles) respectively for read head widths ranging from 15 nm
to 30 nm.

These results, shown in Fig. 5.13a, show that the SNR loss due to time evolution is on
a par with the SNR loss produced by ATE for both components. This observation alone
suggests that the reduction in SNR due to ATE is of the same significance as that of temporal
decay. However, as can be clearly seen in Fig. 5.6 and Fig. 5.10 the majority of the SNR loss
due to ATE occurs for the initial adjacent track write. This initial drop of the SNR makes the
comparison of the strengths of the ATE and temporal decay difficult. To more effectively
compare the strengths of the two effects the time evolution of the system after the initial
adjacent track write is provided in Fig. 5.13b.

Figure 5.13b shows that the loss of SNR over time is significantly stronger than that
due to the ATE. The SNR drops by around 2 dB, with the majority of this occurring within
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the first month. Meanwhile the SNR drops by around only 1 dB for nine adjacent track
writes with the trend showing a decrease in SNR loss for each subsequent adjacent track
write as shown in Fig. 5.10. Similarly to the results shown in Fig. 5.12a and Fig. 5.12b the
change of the transition component with read head width is much less significant than that
of the remanence component. However both components appear to have similar gradients
suggesting that they are equally affected by the time evolution.

5.6 ATE influence on time decay of written data

After each write the system has been copied and allowed to evolve over time. The obtained
SNR components for a read head width of 21 nm are provided in Fig. 5.14. As the time
decay is performed on a copy of the system the effects of the time decay are not present in
the subsequent adjacent track writes. To simplify the plots the data for a reduced number
of adjacent track writes are shown. The initial SNR (i.e. no adjacent track write, no time
evolution) has been subtracted from each result in order to more clearly show the change due
to ATE and time evolution. The obtained results show no significant variation in the loss of
SNR, for either component, due to time evolution as a result of the number of adjacent track
writes. The results obtained for other read head widths show the same behaviour as expected
from the previous results and have therefore been omitted.
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Fig. 5.14 SNR variation due to ATE and time evolution for transition and remanence
components for same and different PRBS each write. The SNR has been normalised in order
to more clearly show the change due to time evolution. The read head width was set to 21 nm.
The different adjacent track writes are indicated by the colours provided in key.
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5.7 SNR loss for staggered adjacent track writes

In real world applications storage media will experience the effects a combination of both
ATE and time evolution. Typically data will experience adjacent track writes throughout its
storage time resulting in the effects of both ATE and time evolution in a combined manner.
Here the influence of such scenario on track one is investigated. For these simulations the
system was evolved over time for a month or a year followed by an adjacent track write. This
process was then repeated for ten iterations producing a system consisting of ten adjacent
track writes aged by eleven months or years. The SNR over time for both the remanence and
transition noise for monthly and yearly spaced writes are shown in Fig. 5.15.
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Fig. 5.15 Comparison of SNR over time for staggered adjacent track writes for writes
performed each month and writes performed each year. The read head width used for these
simulations was 21 nm. Results are shown for transition (a and b) and remanence (c and d)
noise for the same PRBS each write (a and c) and a different PRBS each write (b and d).

These results show that when the same PRBS is used for each write that the reduction in
SNR for both remanence and transition components after ten monthly spaced adjacent track
writes is on a level with a single adjacent track write performed one year after track one was
written. This result suggests that the effect of the ATE after the initial adjacent track write is
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negligible in comparison to the effects of time evolution with a single adjacent track write
when the same PRBS is repeatedly written. This is further evidenced by the small reduction
of SNR shown for the additional adjacent track writes performed one year apart. Both results
for the same PRBS simulations indicate the reduction of SNR with additional adjacent track
writes decreases with the number of writes. The reduction in the loss of SNR with multiple
adjacent track writes of the same sequence can be explained by considering the magnetisation
of the grain within the encroachment region. As the adjacent track is re-written these grains
will eventually match the adjacent track PRBS exactly at which point the loss of SNR of the
track one will become zero as no further change will be present in the encroachment region.

The strength of the ATE is again shown to be greater when the PRBS is varied for each
write rather than being kept constant. This increased ATE appears to create a greater reduction
of the SNR for monthly spaced writes which results in the SNR loss being greater over ten
monthly spaced writes than a single write performed after one year. For both remanence and
transition components the monthly spaced writes produce an SNR drop on a par with three
yearly spaced adjacent track writes. Furthermore, unlike the result obtained for the same
PRBS the loss of SNR per write does not appear to reduce resulting in both the monthly and
yearly spaced data showing a constant decrease with further writes. This can be explained
in the opposite manner to the decrease in SNR reduction with subsequent identical PRBS
writes as, each time the adjacent write is performed, the data written to the encroachment
region will vary resulting in an effect on the SNR of track one.

The observed difference between the same and varied PRBS each adjacent track write
indicates that the use of the same PRBS to investigate the strength of the ATE is flawed. The
more realistic scenario of a constantly varying PRBS for each adjacent track write includes
the significant factor of a constantly varying data sequence being written to the encroachment
region. When the PRBS is kept constant for each write the data written is reinforced provided
only a small effect on track one which once the adjacent track is perfectly written will become
negligible.

Figure 5.16 shows the change in SNR after each adjacent track write for immediate,
monthly and yearly spaced writes for each of the simulated read head widths. The results
show no difference in behaviour between the immediate and time spaced adjacent track
writes indicating that there is no relationship between the strength of the SNR change due to
ATE and the time evolution. Additionally these results clearly reveal the reduction of the
SNR change for additional adjacent track writes of the same PRBS. Both Fig. 5.16a and
Fig. 5.16c show the change in SNR, for all read head widths, tending towards zero. This
further supports the previous point that investigating the effect of ATE requires variation in
the written PRBS with each write in order to avoid artificially reducing the ATE strength as
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more adjacent track writes are performed. The results for the varied PRBS show a greater
scatter than when the same PRBS is used as expected. Furthermore these results show very
little, if any, noticeable trend with the degree of SNR change appearing to show no change
in behaviour with varying read head widths or increased adjacent track writes. This result
indicates that the use of a natural logarithm to characterise the ATE may be insufficient once
variations of the PRBS each write are taken into account.
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Fig. 5.16 Comparison of the SNR change due to each adjacent track write for immediate
(purple), monthly (green) and yearly (blue) spaced writes. The average SNR change is
indicated by the solid black line. Zero SNR change is represented by the dashed grey line.
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5.8 Summary

The strength and effect of ATE (encroachment) has been investigated for the same PRBS
each adjacent track write as well as for a different PRBS each adjacent track write. In order
to characterise the effects on the system the signal-to-noise ratio has been used. The SNR has
been obtained for both the remanence and transition noise in order to more clearly identify
the effects of the ATE. Read back was performed for multiple read head widths in order to
investigate the relationship between the read head width and AATE. The magnitude of AATE

has been shown to be significantly greater for all read head widths when the PRBS is varied
between each adjacent track write compared to the same PRBS used for each write. This is
to be expected as there is additional variation in the data written to the encroachment area
with each adjacent track write. The obtained change of AATE with varying read head widths
has been explained through the overlap of the read head with adjacent tracks and unwritten
regions. Additionally the change of overall SNR with different read head widths has been
obtained. These results have shown that the SNR reaches a maximum when the read head
width is equal to the track width. This result has been explained in a similar manner to those
of AATE via the overlap of the read head on the different regions of the recording media.
The loss of SNR due to the initial adjacent track write has been shown to be significantly
greater than that of any subsequent adjacent track writes. Thus analysis of the ATE should be
performed only after an initial adjacent track write has been performed.

The initial simulations focused on the characterisation of the ATE in line with the work
performed by Natekar et al. [12]. The energy barrier for this system was 250 kBT and thus
in order to expand the investigation into the effects of ATE in comparison to time decay a
second system was simulated with an energy barrier of 80 kBT. The comparison between
the SNRs for these two systems showed that the decreased anisotropy resulted in an overall
reduced SNR possibly arising from increased area of switchable grains for the same heated
spot FWHM due to decreased coercivity. The increased region of switchable grains also
appeared to reduce the strength of the relationship between the read head width and the
magnitude of AATE. Additionally the reduced anisotropy system was shown to present a
much stronger variation of the overall SNR for different read head widths as well as much
greater SNR losses due to the initial adjacent track write compared to the ideal L10 FePt.

Time evolution simulations were performed with the SNR loss arising due to time decay
compared to that due to ATE. For the reduced anisotropy system with an energy barrier of
approximately 80 kBT these results suggest that the strength of time decay after one month is
comparable in strength to nine adjacent track writes, when the SNR loss due to the initial
adjacent track write is ignored. These results were then extended to show the loss of SNR
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over time after various adjacent track writes in order to investigate any relationship between
the stability of the data over time and the number of adjacent track writes. The results
obtained show no apparent relationship between long term data stability and adjacent track
write number with the gradient of the SNR over time remaining constant as the number of
adjacent track writes was varied.

In order to further investigate any relationship between data stability and the number of
adjacent track writes simulations of staggered writes were performed. In these simulations
the system was evolved over time for one month or year before the next write process was
performed. The comparison of the SNR between the monthly and yearly spaced writes
showed that for the same PRBS each write the effect of the ATE was negligible with the SNR
loss being equivalent between the monthly writes and a single write after a single year time
evolution. Again the results when the PRBS was varied between writes showed different
behaviour with the monthly spaced writes producing similar SNR loss as three yearly-spaced
writes. This matches the behaviour seen in the initial results whereby the strength of the
ATE is significantly greater when the PRBS is varied between writes. The results when
the same PRBS was written revealed a reduction in the change of the SNR each write as
additional writes were performed. This result suggests that the effect of writing the same
PRBS to the adjacent track multiple times is reduced for each subsequent write due to the
system approaching a perfectly written adjacent track as more writes are performed. Thus
investigations into the ATE should avoid utilising the same PRBS for each adjacent track
write. When the PRBS used for each staggered write was varied there was no noticeable
reduction in the change of the SNR each write. The monthly spaced writes produced a
significantly reduced SNR compared to the single adjacent track write after a one year time
evolution. Thus there is a clear loss of SNR caused solely by the ATE.



6

Temperature dependence of ferromagnetic
resonance linewidth

The key working principle of HAMR is the reduction of the recording medium’s coercivity
due to elevated temperatures. This temperature variation of the coercivity enables writing
of high coercivity materials via heating of the granular structure prior to the write process.
This then enables the use of much smaller grain sizes as the stability lost due to the reduced
volume is compensated for by the greater coercivity. These smaller grain sizes in turn enable
a reduction in the bit sizes used to store the data improving the overall areal density of the
recording medium. As a result, with HAMR technology the production and release of 20 TB
drives has been possible. The variation of the coercivity with temperature does however
introduce additional challenges, such as those described in Chapter 4 where Curie point
dispersion can result in reduced HAMR performance. A further challenge faced by HAMR
resides in the thermal stability of the data, Chapter 5 investigated long term data stability,
however, the thermal stability of the grains immediately after writing is also important The
writing process in HAMR occurs within a specific range of the NFT in order to ensure that
the coercivity is sufficiently low. It would be ineffective to perform the writing process
whilst the grains were at or exceeding their Curie point due to their superparamagnetic
nature, as such the write head to NFT spacing is set such that the write process occurs
during the cooling phase of the grains. Additionally the spacing between the NFT and write
head is set to produce optimal NFT efficiency as the proximity of the metallic pole damps
the NFT resonance [10]. Furthermore investigations have been performed into the optimal
level of heating required with respect to the recording medium’s Curie point. Lyberatos
and Guslienko have shown that it is specifically the rate at which the medium reaches the
blocking temperature that has a major effect on the writing performance of HAMR [97, 88].
In addition to this it has been shown that the damping also plays a significant role in HAMR
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performance. The magnitude of the damping has a direct influence on switching time of
the magnetisation and as a result influences the degree to which the grains are aligned by
the write head prior to reaching the blocking temperature [97, 98]. Lower damping reduces
the ability for the grain’s magnetisation to align with the write field prior to reaching the
blocking temperature, resulting in reduced switching probabilities and, as a result, reduced
write performance. Schrefl et al. [99] and Purnama et al. [100] have also shown that the
damping has a significant effect on the magnetisation rate. As a result the lower the damping
the more difficult it is for the moments to reverse [101]. Additionally decreasing damping
also causes the coercivity field to increase [100]. Overall the damping is a key parameter
influencing both the writing speeds and bit error rates of the recording medium and overall
HAMR effectiveness [97, 102].

Recent experimental results obtained by Richardson et al. [15] have shown a decrease in
the linewidth for increasing temperatures which was then related to a possible reduction in
damping. This would create significant issues for HAMR due to the previously explained
influence of damping on the signal-to-noise ratio and switching time. Richardson et al.
proposed the cause for the apparent reduced damping to be a result of competition between
two-magnon scattering and spin-flip magnon electron scattering. Strungaru et al. [16]
performed a comprehensive investigation into the temperature dependence of damping for
L10 FePt via atomistic spin dynamics. The obtained results showed no reduction in damping
with temperature irrespective of grain size. Additionally Strungaru et al. developed a
semi-analytical model which takes into account parameter distributions to produce field-
swept ferromagnetic resonance (FMR) results. Using this model Strungaru et al. were able
to reproduce the experimental results obtained by Richardson et al. showing a reduction
in the linewidth as temperatures increased within 40 K of the Curie point. The proposed
mechanism for the reduction in linewidth in [16] relies on inhomogeneous line broadening.
The decreased linewidth results from the transition of the small grains into the paramagnetic
regime at temperatures close to the grain’s Curie point. The results obtained in [16] are
based on a simplistic semi-analytical model of FMR. This model neglects many aspects
such as magnetic interactions between grains; magnetostatic fields; thermal fluctuations.
Using MARS it is possible to investigate the reduction of the linewidth that can arise at
temperatures close to the Curie point while taking into account the numerous complexities
not considered in the work performed by Strungaru et al. This chapter starts with an initial
verification of the FMR simulations performed by MARS via an ensemble of identical grains
compared to the analytical solution described by the Kittel formula. The inclusion of grain
size distributions and its effect on linewidth is then investigated observing the experimental
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decrease in linewidth at elevated temperatures. Finally, the significance of thermal noise and
magnetostatic interactions, both of which were neglected by Strungaru et al., are investigated.

6.1 Ferromagnetic resonance

The ferromagnetic resonance simulations utilise an out-of-plane constant magnetic field, B, in
addition to a sinusoidal oscillating in-plane magnetic field, Br f , to perturb the magnetisation,
this process is illustrated for a granular thin film in Fig. 6.1. The oscillating field induces
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Fig. 6.1 Illustration of the FMR process for a granular thin film. The in-plane sinusoidal
oscillating magnetic field induces oscillations in the grain magnetisation. The strength of
the overall in-plane magnetisation varies with respect to the in-plane applied field frequency,
with a maximum amplitude at the resonance frequency (518 GHz) as shown by the Lissajous
figure on the right.

a coherent precession of the grain’s magnetisation resulting in an oscillatory behaviour of
the in-plane magnetisation. The magnitude of this in-plane magnetisation varies with the
frequency of the in-plane applied field as shown by the Lissajous plot in Fig. 6.1. The
maximum amplitude occurs at the resonance frequency which, for a known anisotropy, Ku,
and magnetisation saturation, Ms, can be determined by the Kittel formula:

fres =
γ

2π

(
B+

2Ku

Ms

)
(6.1)

The power spectrum of the FMR can be obtained via squaring the Fourier transform of
the in-plane magnetisation. The power spectrum for a single FePt grain at 0 K is shown in
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Fig. 6.2. This spectrum can then be fitted by a Lorentzian curve:

L(x) =
A
π

0.5w
(x− fres)2 +(0.5w)2 (6.2)

where A is the amplitude, fres is the resonant frequency and w is the full-width at half
maximum (FWHM). The effective Gilbert damping can be obtained from the fitted Lorentzian
via:

αG =
0.5w
fres

(6.3)

At 0 K the extracted damping should be equal to the input thermal bath coupling as shown
in Eq. 2.28. This arises due to the lack of thermal scattering effects at this temperature.
Hence the effective damping of the system will be given by the Gilbert damping which is
equal to the thermal bath coupling in this case. The damping was successfully recovered
via the FMR simulations shown in Fig. 6.2. For this simulation the thermal bath coupling
was set to λ = 0.025. The damping obtained from simulation was within agreement with
the input value within a 0.2 % error. The resonance peak should also occur at the frequency
determined by the Kittel formula Eq. 6.1. The 0 K anisotropy was 9.21 ·107 erg/cm3 with a
saturation magnetisation of 1,051.65 emu/cm3 with an out-of-plane field strength of 10 kOe.
The resonance frequency obtained from the Kittel formula for these values is 518.4 GHz
which agrees with the obtained resonance frequency within a 0.1 % error. The successful
extraction of the damping and agreement of the resonance frequency clearly show the validity
of the model.
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Fig. 6.2 Power spectrum for a single FePt grain at 0 K. The power spectrum is obtained by
taking the squared amplitude of the Fourier transform of the in-plane magnetisation for each
simulated frequency. The power spectrum is then fitted via a Lorentzian profile to obtain the
input damping. The anisotropy can also be extracted via the Kittel formula (Eq. 6.1).
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Figure 6.3 shows the change in resonant frequency with increased temperatures. This
change in resonance occurs due to the thermal dependence of the anisotropy, magnetisation
and damping as detailed in Chapter 2 and Chapter 3. With increasing temperatures the
resonance frequency decreases, this is a result of the reduction in the anisotropy. Additionally
the amplitude of the power spectrum also decreases with increasing temperatures, this is
due to the reduction in the magnitude of the magnetisation which is captured by the LLB
via the longitudinal relaxation of the magnetisation vector. The obtained spectra are in
agreement with those obtained by Ostler at al. [103]. As a final verification for the model
Figure 6.4 shows the obtained resonant frequencies and effective damping for an FePt system
consisting of an ensemble of non-interacting identical grains for a range of temperatures. The
obtained results show good agreement with the analytically predicted values. As the system
temperature approaches the Curie point the difference between the obtained and expected
value increases, this is due to the increased noise present in the system. The effects of this
increased noise can be reduced by simulating a larger number of grains in order to average
out the noise.
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Fig. 6.3 Power spectrum for a single FePt grain at multiple temperatures. As the temperature
is increased the resonance frequency is reduced this is due to the reduction in the anisotropy.
The amplitude also falls with increasing temperature due to the reduction in the magnitude
of the magnetisation.
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Fig. 6.4 Damping and resonance frequency as a function of temperature obtained via
simulation (blue) for an ensemble of identical grains compared to analytically expected
behaviour (black) for an input thermal bath coupling of 0.025.

6.2 Parameter distributions

The phenomenon of inhomogeneous line broadening appears in a system with a distribution
of parameters which are present when dealing with granular recording media systems. Hence
it is necessary to calculate the FMR spectrum in the presence of parameter distributions.
Here a log-normal diameter distribution is included shown in Fig. 6.5a. The Curie point
is described in the same manner as used in Chapter 4 via the relationship determined by
Hovorka et al. [68] and detailed in Section 3.5. The obtained Curie point distribution is
shown in Fig. 6.5b.

The concomitant Curie point distribution induces further parameter distributions in
the system. A distribution of the magnetisation is induced via Eq. 3.8 or Eq. 3.9, while
an anisotropy distribution is induced via the perpendicular susceptibilities dependence on
the Curie point Eq. 3.11. Unlike the diameter and Curie point distribution the anisotropy
distribution is temperature dependent. The anisotropy distribution is shown for multiple
temperatures in Fig. 6.6. It is clear from this figure that as the system temperature begins to
overlap with the Curie point distribution the anisotropy of the system approaches zero as is
expected from the loss of magnetic order expected at the Curie point. It is this change in the
anisotropy distribution which is proposed by Strungaru et al. to drive the reduction in the
linewidth for temperatures close to the Curie point.
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Fig. 6.5 Input grain size distribution (a) used to generate inhomogeneous line broadening in
FMR simulations. The resultant Curie point distribution (b) is obtained via the relationship
described in Section 3.5. Log-normal fits (black line) have been used to verify the population
parameters.
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Fig. 6.7 Resonant field and linewidth for a system of identical grains for a range of
temperatures in the absence of thermal noise.

6.3 Initial results

To investigate the presence and effect of inhomogeneous line broadening multiple field-swept
FMR simulations were performed at different system temperatures. Prior to introducing
parameter distributions, simulations were performed for a system of identical grains in order
to verify the expected system behaviour. To extract the system’s behaviour more easily at
elevated temperatures these initial simulations were performed without thermal noise. The
resonant field and linewidth as a function of system temperature are shown in Fig. 6.7. These
results show the expected behaviour with the resonant field increasing with temperature due
to the reduction in the anisotropy field. The system damping has been modelled via Eq. 2.28
and as such an increase in damping with temperature is expected, this is verified by the
increasing linewidth shown in the results.

To investigate the effect of inhomogeneous line broadening the system of grains was
changed to include a grain size distribution. The temperature range used for simulations was
also set to range from 600 K to 690 K in order to cover the entire range of the concomitant
Curie point distribution. The system parameters are provided in Table 6.1. The in-plane
magnetisation of each grain was averaged and the fast Fourier transform (FFT) was performed
on this average magnetisation. As the temperature was increased some grains would become
superparamagnetic as the temperature exceeded their Curie point. Any grains whose Curie
point was less than or equal to the system temperature were removed from the average
magnetisation as superparamagnetic grains will not contribute to the resonance. The obtained
power spectra for various system temperatures are provided in Fig. 6.8.
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Table 6.1 Material parameters used for the FMR simulations performed within this chapter.

⟨D⟩ (nm) 7.0
σD 0.167
ν 0.79
d0 0.71
T ∞

c (K) 720.0
⟨Tc⟩ (K) 678.823
Ms (emu/cc) 1051.65
Critical exponent 0.3286
α 0.01
Susceptibility fit Inverse susceptibility

1/χ̃∥ (T)

a0 = 0.678382 a1/2 =−0.886067 a1 = 22.8654
a2 = 94.9147 a3 =−204.446 a4 = 292.056

a5 = 0 a6 = 0 a7 = 0
a8 = 0 a9 = 0

b0 = 0.678382 b1 =−17.4995 b2 = 903.533
b3 =−10003 b4 = 37119.6

1/χ̃⊥ (T)

a0 = 0.0917613 a1/2 = 0.310647 a1 = 1.97732
a2 =−11.9930 a3 = 48.1736 a4 =−119.875
a5 = 183.095 a6 =−165.796 a7 = 80.0317

a8 =−14.2428 a9 =−1.10490
b0 = 0.0917613 b1 =−1.771147 b2 = 0

b3 = 0 b4 = 0
Frequency (GHz) 12.0
Br f (Oe) 50.0
B (kOe) 10.0
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Fig. 6.8 Obtained power spectra obtained from field-swept FMR of an inhomogeneous system
for different system temperatures.
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The obtained results show the expected decrease of the resonance peak as the temperature
is increased in agreement with the result obtained for the system of identical grains. The
expected reduction in power with increasing temperature is also obtained as expected due
to the reduction in the magnetisation length as the temperature is increased. The FMR field
and linewidth are provided in Fig. 6.9. The obtained results show a significant deviation
from those obtained for the system of identical grains. There is a clear reduction in the
linewidth as the system temperature is increased. Thus these results show that the reduction
in linewidth obtained within 40 K as observed by Richardson et al. arises due to the presence
of inhomogeneous line broadening in agreement with the work performed by Strungaru et al.
using the semi-analytical model.
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Fig. 6.9 Extracted resonance field (left) and linewidth (right) as a function of system
temperature.

The linewidth has been shown to begin decreasing once the temperature is within 40 K
of the Curie temperature. It should be noted that due to the dispersion of the Curie point
there is no single value which can describe the Curie temperature of the entire system. Thus
for a system of distributed Curie points the Gaussian average, ⟨T c⟩, is referred to as the
system’s Curie temperature. For the simulated system this value was ⟨T c⟩= 678.8 K as is
shown in Fig. 6.5b. The obtained results show an almost constant linewidth between 600 K
and 650 K. As the linewidth is expected to increase with damping and therefore temperature
this result may suggest that prior to resulting in a decrease in linewidth the inhomogeneous
line broadening may act against the the increased linewidth due to damping resulting in a
quasi-static linewidth as a function temperature.
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6.4 Effects of grain size

The concomitant Curie point distribution which arises due to the dependence of the Curie
point on the grain diameter narrows as the average grain size is increased. Thus, for
sufficiently large grains, the reduction of the linewidth at temperatures close to T c due
to inhomogeneous line broadening should vanish. To verify this, and also provide further
evidence for the role of inhomogeneous line broadening as the driving factor for the linewidth
reduction, a system of large grains has been simulated. The grain size and Curie point
distributions are shown in Fig. 6.10a and Fig. 6.10b.
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Fig. 6.10 Input grain size distribution (a) used to generate inhomogeneous line broadening
in FMR simulations to investigate the effect of larger grains on linewidth reduction near
T c. The resultant Curie point distribution (b) is obtained via the relationship described in
Section 3.5. Log-normal fits (black line) have been used to verify the population parameters.

It is clear that the width of the Curie point distribution is much smaller for the system with
an average grain diameter of 15 nm than for the 7 nm system. The anisotropy distributions
are shown for multiple different temperatures in Fig. 6.11. There is a significant reduction in
the range of temperatures at which the anisotropy distribution includes superparamagnetic
grains suggesting that there will be no observed reduction of the linewidth at temperatures
close to the Curie temperature.

The FMR field and linewidth as a function of temperature are shown in Fig. 6.12. The
obtained results show no decrease in linewidth at temperatures close to the Curie temperature
of the system. In fact the result show the more expected behaviour with the linewidth
increasing as the temperature approaches the Curie temperature which will be due to the
sharp increase in the individual grain damping as described by Eq. 2.28
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Fig. 6.11 Anisotropy distribution arising from Curie point distribution for various system
temperatures.

 2200

 2400

 2600

 2800

 3000

 3200

 3400

 3600

 3800

 4000

 4200

 600  620  640  660  680  700

F
M

R
 f

ie
ld

 (
O

e
)

Temperature (K)

 240

 250

 260

 270

 280

 290

 300

 310

 600  620  640  660  680  700

F
M

R
 l
in

e
w

id
th

 (
O

e
)

Temperature (K)

Fig. 6.12 Extracted resonance field (left) and linewidth (right) as a function of system
temperature.
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6.5 Effects of thermal noise

To simplify the simulated system in order to more clearly extract the driving factors of
the change in linewidth the simulations have been repeated with the thermal noise terms
described in Eq. 2.27 set to zero. Again grains whose Curie point is less than the system
temperature are excluded from the average magnetisation and as a result the power spectra.
The obtained power spectra are shown in Fig. 6.13.
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Fig. 6.13 Obtained power spectra obtained from field-swept FMR of an inhomogeneous
system for different system temperatures with thermal noise removed.

These results show a much stronger reduction in the power with temperature than the
previous results. This can be expected due to the absence of longitudinal fluctuations of the
magnetisation leading to the reduction of the magnetisation with temperature matching the
exactly that described by Eq. 3.8. The FMR field and linewidth obtained for each simulated
temperature are provided in Fig. 6.14.

The FMR field shows the same gradient, however, the noiseless results show consistently
smaller FMR fields. The behaviour of the linewidth with temperature shows a significant
difference when the noise terms are neglected. Here there is a clear increase in the linewidth
up until 680 K at which point the linewidth begins to sharply decrease. From this we can
interpret that the effect of inhomogeneous line broadening becomes dominant over the
increase in damping once the temperature reaches the Gaussian average of the Curie point
distribution.

The overall linewidth obtained from the noiseless simulations reaches a maximum of
around 420 Oe. This is on a par with the minimum linewidth obtained for the system with
noise, showing that the thermal noise plays a significant role in the magnitude of the linewidth.
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Fig. 6.14 Extracted resonance field (left) and linewidth (right) as a function of system
temperature when thermal noise is excluded.

This thermal broadening arises from thermal fluctuations of the anisotropy [104]. These
fluctuations result in an effective distribution of the anisotropy which in turn leads to an
increased linewidth in a similar manner to that of inhomogeneous line broadening.

The anisotropy fluctuations are the result of fluctuations of the longitudinal component
of the magnetisation. To verify that it is the longitudinal component that drives the thermal
broadening the simulations have been repeated with only the longitudinal noise component
of Eq. 2.26 included. The comparison of the results between the three simulated systems
are provided in Fig. 6.15. The strong agreement between the results with and without the
transverse noise components shows that the thermal broadening is driven by the longitudinal
component of the noise.
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Fig. 6.15 Comparison of the FMR field and linewidth when transverse noise is accounted
(yellow) for and when it is neglected (purple). The results show very similar behaviour
indicated that it is indeed the longitudinal fluctuations which result in thermal broadening.
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6.6 Effects of magnetostatic interactions

For thin film granular media each of the magnetic grains will experience magnetostatic
interactions from their neighbouring grains. Depending on the strength of the magnetostatic
interactions in relation to the applied field strengths there may be a change in the observed
ferromagnetic resonance. For a system of identical grains the magnetostatic interactions
will simply provide a constant additional force, increasing the coherent motion of the grains
and thus increasing the strength of resonance. However, for an inhomogeneous system
where there are multiple grain specific resonance frequencies and fields the presence of
magnetostatic interactions may have a significant effect on the overall behaviour of the
system.

To investigate the effects of the magnetostatic interactions the previous simulations have
been repeated with the same system this time accounting for magnetostatic interactions via
the dipole approximation. The obtained results are shown in Fig. 6.16. It is clear from
these results that the magnetostatic interaction influences both the resonant field and also
the linewidth, with both values showing increased values when interactions are accounted
for. However, the results appear to converge as the system temperature is increased. This
may arise due to the reduction in the number of ferromagnetic grains present as the system
temperature increases. The superparamagnetic grains will have no effect on the FMR so
increasing the system temperature effectively reduces the number of grains contributing to
the resonance. As this number reduces so too does the strength of the interactions. Eventually
the interactions become negligible at which point both systems produce identical results. The
results appear to converge at 680 K which is around the Gaussian average of the Curie point
distribution.
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6.7 Summary

Experimental results obtained by Richardson et al. have shown a decrease in the FMR power
spectra linewidth at temperatures within 40 K of the systems Curie point [15]. The decrease in
linewidth was attributed to a possible reduction in damping driven by the competition between
two-magnon scattering and spin-flip magnon electron scattering. A simple semi-analytical
model was developed by Strungaru et al. to investigate the reduction in linewidth close the
Curie point [16]. The results obtained indicated that the reduction in linewidth was in fact
driven by inhomogeneous line broadening and not due to the competition between magnon
scattering types. Specifically, the presence of a Curie point distribution results in grains
transitioning to the paramagnetic regime at a different temperatures. These paramagnetic
grains do not contribute to the FMR causing the reduction in linewidth. Using MARS a more
complex model of FMR with parameter distributions has been developed. This model can
account for multiple parameter distribution as well as thermal fluctuations, magnetostatics
and exchange interactions.

The results obtained by Strungaru et al. have been used to initially verify the performed
FMR simulations. The simulated system consisted of a log-normal grain size distribution
with the Curie point modelled via the relationship described by Hovorka et al. [68] and
detailed in Section 3.5. The initial results show that a reduction of the linewidth occurs
within 40 K of the Gaussian average of the Curie point distribution in agreement with the
work of Richardson et al. and Strungaru et al. However, the results also show an increase
in the individual grain damping as described by the LLB model specifically Eq. 2.28. This
observation is in line with that of Strungaru et al. indicating that the reduction in the linewidth
is driven by inhomogeneous line broadening. If inhomogeneous line broadening was the
driving factor for the reduction of linewidth then a sufficient decrease in the width of the
Curie point distribution should result in the loss of the observed decrease. Results obtained
for a system of grains with an average grain diameter of 15 nm instead of the previous 7 nm
show a complete loss of a reduction in the linewidth at temperatures close to the Curie point
of the system. The results strengthen the evidence that the reduction is solely driven by
inhomogeneous line broadening as proposed by Strungaru et al.

Due to the simple nature of the model developed by Strungaru et al. the effects of thermal
fluctuations could not be investigated. The simulations performed for this work included
the removal of all noise terms, followed by the removal on on the transverse noise terms.
When all noise terms were removed the linewidth as a function of temperature showed
a significantly different behaviour with the linewidth increasing from 600 K until 680 K
followed by the previously observed decrease as temperatures increase. The observed initial
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increase is attributed to the increase of the individual grain damping which can be observed
for these simulations due to the absence of thermal broadening. Thermal noise has been
shown to cause fluctuation in the grain’s anisotropy [104]. It is these fluctuations in the
anisotropy which give rise to the thermal broadening, which are driven by the fluctuations
of the longitudinal magnetisation. The results obtained in the absence of transverse noise
provide very close agreement to the results obtained when all noise terms are accounted for
providing strong evidence that it is the fluctuation of the longitudinal magnetisation which
gives rise to the thermal broadening.

Finally the influence of magnetostatic interactions on the temperature dependent FMR
has been investigated. The obtained results show that the interactions act to increase both the
resonant field and linewidth. However, the effect caused by the interactions has been shown
to decrease as the system temperature increases. This behaviour arises due to the reduction
of ferromagnetic grains present in the system as the temperature is increased. The fewer the
number of ferromagnetic grains the smaller the strength of the magnetostatic interactions.
The effect of the magnetostatic interactions becomes negligible at around 680 K which is
the point at which most of the grains have become superparamagnetic. Overall while the
presence of magnetostatic interactions generates increased FMR fields and linewidths it has
no effect on the observed decrease of the linewidth with increasing temperatures due to
inhomogeneous line broadening.





7

Conclusions

This chapter summarises the main conclusions of each of the previous results chapters.
Following this, possible areas for expansion and future work are detailed.

MARS model development and validation
An open-source multi-scale multi-timescale micromagnetic code (called Models of

Advanced Recording System (acronym MARS)) for simulating granular thin films has been
developed. The MARS code is designed to model and simulate state of the art recording
technologies, like HAMR, in addition to possible future recording media technologies such
as heated dot magnetic recording. The key feature of the code is the inclusion of three
micromagnetic solvers (Landau-Lifshitz-Gilbert, Landau-Lifshitz-Bloch and kinetic Monte
Carlo) into a single C++ class. This implementation enables automatic transition between
solvers based on the simulation requirements and system characteristics. Additionally the
inclusion of the Landau-Lifshitz-Bloch enables the simulations of materials at and beyond
their Curie points. Thus MARS is capable of performing multi-scale simulations such as
a HAMR write process followed by long term data storage with read back performed at
specified time intervals during storage. Such a simulation requires the use of the Landau-
Lifshitz-Bloch due to the significance of thermal variation in HAMR as well as the kinetic
Monte Carlo in order to obtain long timescale system evolution. Numerous tests have been
performed for each of the included solvers in order to verify the code.

Semi-analytical model of switching probabilities for the determination of Curie point
distributions

A semi-analytical model to determine Curie point distributions via thermo-remanence
has been developed. A combination of the developed model and a grid-search based fitting
procedure has been shown to successfully extract the Curie point distribution from input



108 Conclusions

thermo-remanence data provided by Seagate. The obtained results provide a strong case for
the description of the Curie point distribution via the grain size distribution as determined by
Hovorka et al. [68]. Additionally these results suggest that the magnitude of the Curie point
dispersion obtained by the grains size distribution is of the correct order indicating that there
is no significant additional source contributing to the Curie point dispersion. Thus, efforts to
control and minimise the Curie point distribution should focus on the fabrication process of
the recording medium with the specific aim of minimising the variation in grain sizes.

Adjacent track erasure
Using MARS the effect of adjacent track erasure and time decay on the SNR of a central

track has been investigated. The initial simulations focused on the characterisation of the
ATE in line with the work performed by Natekar et al. [12]. The obtained results revealed
the importance of accounting for variations in the written PRBS. Writing the same PRBS for
each adjacent write results in a reduction of SNR loss each write process as the adjacent track
and encroachment region tends towards a perfectly written case. Thus future investigations
into the importance of adjacent track erasure must utilise variations in the adjacent track
PRBS for each adjacent track write.

The effect of time decay was investigated via kMC based time evolution simulations.
After each write simulation the system was evolved over time for up to ten years. The
obtained results showed no change in the rate of SNR loss over time due to the number of
adjacent track writes. Furthermore the obtained results suggest that the SNR loss due to time
evolution over one month was equivalent to nine adjacent track writes for a system with an
energy barrier of approximately 80 kBT.

Finally staggered adjacent track writes were simulated in order to investigate the SNR
loss of a system which experiences both adjacent track erasure and time decay. The obtained
results further support the necessity to vary the PRBS each adjacent track write due to the
presence of a decreased reduction in SNR after each write when the same PRBS was used.
When the same PRBS was used the effect of ten monthly spaced writes was equivalent to
a single yearly spaced write. However, when the PRBS was varied the was a significantly
larger reduction in SNR present between a year old system consisting of monthly spaced
writes compared to a single yearly spaced write. Thus the effect of adjacent track erasure on
the SNR is significant in comparison to time decay.

Temperature dependence of ferromagnetic resonance linewidth
Using MARS the presence of decreased FMR power spectrum linewidth at temperatures

close to the Curie point has been investigated. The obtained results agreed with the
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experimental results obtained by Richardson et al. [15] as well those obtained via the
simple model developed by Strungaru et al. [16]. The performed simulations included a
grain size distribution in line with those present in recording media. The Curie point of each
grain was determined via the relationship described by Hovorka et al. [68] resulting in a
concomitant Curie point distribution which in turn resulted in an anisotropy distribution.
The individual grain damping increases with temperature as expected from the description
used in the LLB model. Thus the presence of the reduction of the linewidth shows that
inhomogeneous line broadening is the driving factor as suggested by Strungaru et al. and that
it is not due to the competition between two-magnon scattering and spin-flip magnon electron
scattering as suggested by Richardson et al. Furthermore, in support of inhomogeneous
line broadening, when the average grain size was increased the presence of a reduction in
the linewidth was lost. This result is explained by the more narrow Curie point distribution
present reducing the temperature range at which the grains transition from the ferromagnetic
to paramagnetic regime.

Owing to the much more complex model used in this work compared to the simple
model developed by Strungaru et al. it was possible to investigate the presence and effect
of thermal broadening. The obtained results revealed that thermal fluctuations result in
increased linewidths. Further simulations involving the removal of the transverse noise
terms showed that it is the fluctuations of the longitudinal magnetisation which drive the
thermal line broadening. The importance of the longitudinal fluctuations is due to the induced
fluctuations in the anisotropy [104].

The influence of magnetostatic interactions on the FMR was also investigated. The
obtained results showed little to no change in the overall behaviour of the system. The
presence of the magnetostatic interactions did result in increased FMR fields and linewidths,
however as temperatures were increased the effect of the magnetostatics was reduced. This
behaviour is due to the increasing proportion of grains entering the paramagnetic regime and
thus not contributing to the FMR.

7.1 Future work

There are numerous aspects which are viable areas for additional research to expand on the
work presented within this thesis. This section details the proposed areas of future work.

1) Implement improved magnetostatic model in MARS code

Currently the MARS code uses the tensorial form of the demagnetising field along with
the dipole approximation due to its simple implementation. The method for the W-matrix
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can be altered with no change to the computational cost of a single integration step due to
the implemented tensorial form. As previously detailed the dipole approximation breaks
down when the grains become elongated due to the assumption that the magnetisation is
concentrated within the centre of the grain. Thus it is possible to improve the modelling of
the magnetostatics by implementing a more accurate description of the W-matrix leading to
increased computation during the determination of the W-matrix only. A viable improved
method for the W-matrix is the surface-surface integral [105, 61]. This method integrates
over the xy-surface of the grains in order to account for the shape of the grains.

2) Extend semi-analytical model to account for ECC media

The results obtained in Chapter 4, shown in Fig. 4.12, did not produce the required
behaviour as the applied field strength was varied. This has been attributed to the use of
ECC media in the experiments while the developed model assumes a single layer material
only. The developed model can be expanded implementing a model for the energy barriers
of bi-layer systems. The work performed by Paul Gavriloaea [83] showed it was possible to
accurately describe the energy barrier of bi-layer systems using Eq. 4.6. Thus incorporating
this energy barrier model into the developed semi-analytical model should enable the correct
description of the thermoremanence as the applied field strength is varied. As result the
semi-analytical model would then be capable of also describing ECC systems.

3) Account for Gaussian noise in read head location for ATE simulations

The results presented in Chapter 5 utilised a perfect read head in order more clearly
reveal the noise contribution due to ATE and time evolution. However, in realistic HAMR
devices the placement of the read head is not ideal and a Gaussian noise term adjusting the
read head position can be used to model a more realistic read back system. Implementing a
more realistic read head model would enable the significance of both ATE and time evolution
on the obtained SNR to be more clearly defined in a production device. Such an improvement
would also enable more direct comparison of the simulated result with those obtained via
hardware testing.

4) Implement realistic variation in write field rise and fall time

In production HAMR devices the write field is generated via an electromagnetic write
pole. Variations present in the formation of the write field when a current is applied to the
pole piece results in variations in the rise and fall time of the write field. This variation in
the time taken to change the write field will result in jitter due to differences in the expected
and achieved bit transitions. Implementation of this noise source will enable investigations
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into the comparison of the jitter which arises due to Curie point distributions and that which
arises due to the magnetic pole piece.

5) Investigate the role of grain size, magnetostatic and exchange interactions on the
ATE

The results obtained in this work focus on a systems with no magnetostatic or exchange
interactions. Due to the nature of the HAMR write process the obtained magnetisation as the
heated grains cool may be highly influenced by the surrounding grains via interactions. This
could result in a significantly different effect of the ATE on the central track. Future work
should focus on the effects of magnetostatics and exchange interactions including a varying
combinations of both mechanisms. Additionally only one grain size distribution was used
in the performed simulations, simulating systems with various grain sizes and distributions
would enable more insight into the method by which ATE affects the central track SNR.
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