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Abstract

This thesis considers a distributed massive MIMO (D-MaMIMO) system for millimetre wave
(mmWave) communication for an outdoor coverage area, as the wavelength of mmWave
makes it easier and the free space path loss necessitates the use of relatively large distributed
antenna arrays. We assume that the line-of-sight (LoS) links are available between the access
points (APs) and user equipment (UEs). We have examined different AP arrangements to
serve a given square area using the beamforming (BF) for a single user case. Furthermore, the
zero-forcing (ZF) pre-coding is applied at a central processing unit (CPU) on the downlink to
separate multiple users. We focus on these multi-user scenarios with varying numbers of APs
to demonstrate the extent to which closely spaced users can be separated by ZF processing.
We examine the determinant of the effective composite channel matrix to demonstrate the
conditions under which the ZF problem may become ill-conditioned. We then show that
nearly perfect separation is attainable, even when the UEs are only a few metres apart.
Subsequently, an eigenvalue decomposition (EVD) based ZF is proposed to improve the
performance of multi-antenna UEs. It has been observed that 3DBF has limited scope in
circumstances when users are distributed horizontally, near to the same height as the APs and
it is advantageous to employ non-square AP antenna arrays to maximize azimuth separation,
especially for multi-user environments. The throughput per UE indicates how many users
could be served effectively using the aforementioned schemes and AP arrangements for
these multi-user cases. We further explore the significant issue of multipath propagation
characteristics for mmWave communication and propose the novel distinction between the
effective and the environmental K-factor for Ricean channels. A closed-form approximation
for the effective K-factor is derived and corroborated by comparison with numerical results.
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Chapter 1

Introduction

1.1 Overview and Motivation

In future wireless communication, 5G and beyond is expected to enhance the network with
higher aggregated data rate, low latency by reducing the costs and energy consumption.
Undoubtedly, 5G has earned higher publicity than any other previous generations not only
among the research and technical bodies but at every level of society. 5G has extended
conventional mobile communication to establish connections between humans, machines
and devices through internet of things (IoT), augmented reality, artificial intelligence (AI),
industrial automation. Moreover, amidst a crisis like the global pandemic (Covid-19) where
unprecedented restrictions on public mobility have been imposed, the use of virtual platforms
have become more prominent than ever. In order to keep systems running, communication
and services have shifted to digital platforms. The pressing challenges due to this kind of
situation, can only be addressed by building an efficient network with greater capacity to be
able to connect as many devices even in small areas simultaneously. This surely requires
the services and applications promised by 5G technology. The remote services required
in this crisis such as remote surgery, on-line classes, remote office, driver-less vehicles,
unmanned delivery, smart healthcare, and autonomous industries can be supported by the 5G
architecture [1][2]. According to [3], International Mobile Telecommunications-2020 (IMT-
2020) standards defined by the ITU-R (radio section of the International Telecommunications
Union) documented the 5G usage scenarios:

• Enhanced Mobile Broadband (eMBB) aims to boost the existing mobile network
with higher speed, greater capacity and wider coverage to support the future consumer
services and applications designed using the broadband mobile connectivity such as
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3D video transmission, UHD (Ultra-High Definition) screens, augmented reality, etc.
[1][4].

• Ultra-Reliable and Low Latency Communications (URLLC) is designed to sup-
port the mission/time critical applications which are sensitive to reliability, availability
and latency. It creates new possibilities for Industry 4.0 facilitated by industrial au-
tomation, remote health surgeries, automatic vehicles etc. [1][4].

• Massive Machine-Type Communications (mMTC) targets the ultra dense network
with large number of connected devices that are economic, have low-power consump-
tion and transmit low volume of data which are not sensitive to delay. Examples of
such scenarios are smart grid, smart home, smart cities etc. [1][4].

Initially, 5G was expected to be rolled out worldwide by 2020 but currently it is still on
the implementation stage in some parts of the world [5]. In [4], the authors envisage that
because of the video based communication, the use of billions of applications and smart
devices, the global IMT traffic will be increased in the range of 10-100 times from 2020 to
2030. As a result, the researchers in academia and industry have started to ponder beyond
5G and moving towards 6G to meet the future demands for information and communications
technology (ICT) in 2030. Besides the services that 6G has to offer such as holographic
type communication (HTC), extended reality (ER), tactile internet, multi-sense experience,
pervasive intelligence, intelligent transport and logistics, enhanced on-board communications
and so on, cater for the evolution of current network towards a more powerful and more
efficient system in terms of cost, energy, spectrum, and operational efficiency. Consequently,
the aforementioned usage scenarios in 5G require revision to support the 6G services [1].

URLLC

mMTCeMBB

ULBC mULC

uMBB

Fig. 1.1 Usage scenarios in 5G and 6G [1]
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Therefore, three new usage scenarios have been proposed: ubiquitous MBB or uMBB
(ensures global ubiquitous connectivity across the whole earth surface), ultra-reliable low-
latency broadband communication or ULBC (supports URLLC and also provides very
high throughput for 6G applications such as HTC) and massive ultra-reliable low-latency
communication or mULC (combination of mMTC and URLLC scenrios). To satisfy the
technical requirements of these use cases, shown in Fig. 1.1, has been the main motivation
for the innovations in the future wireless communication [1].

Therefore, some of the key requirements of these usage scenarios are high data rate,
larger bandwidth, dense connectivity, low latency, wide coverage, high energy and spectral
efficiency. IMT2020 considers millimetre wave (mmWave) communication a prospective
candidate to provide the data rate that is considered one of the 5G key performance indicators
(KPIs) by IMT2020. Furthermore, the enabling technologies such as massive multiple-
input and multiple-output (MaMIMO), beamforming (BF) exploiting large scale antenna
arrays have provided promising possibilities in implementing the mmWave communication.
Compared to lower frequencies used in 4G-LTE, mmWave suffers from increased pathloss
with propagation distance and blockage from environmental components due to shorter
wavelengths. As a result, line-of-sight (LoS) propagation plays dominant part in mmWave
channel as the signals scatter, reflect and diffract with a large angular spread due to the
blockage from human body, buildings, foliage etc. The non-LoS received signals emerge
from first and second order reflected paths through the surfaces of the objects in outdoor
environments. To support a large number of smart devices in crowded areas, ultra-dense
networks must be deployed due to the mmWave propagation characteristics and to assure
uninterrupted connections for mobile users [6]. However, [7] shows distributed MaMIMO
(D-MaMIMO) has sufficiently enhanced the network performance compared to small-cell
and collocated antenna approach by providing more dedicated antenna arrays as base stations
(BS) for the users. The D-MaMIMO based mmWave communication is preferable to provide
the BS diversity to overcome the pathloss and attenuation in mmWave propagation that
can be caused by the large distances between BSs and user equipments (UEs). In addition,
increasing the number of elements per antenna array provides increased directional gain, and
3D beamforming can support directing the beams both in horizontal and vertical directions.
Hence, multi-beam steerable antenna arrays are even capable of serving the mobile transceiver
when the LoS path does not exist [6]. D-MaMIMO systems using multi-beam directional
arrays and suitable pre-coding can improve the spectral efficiency and reduce the multi-user
interference.
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Implementing the D-MaMIMO mmWave system is challenging as it requires proper
estimation of the channel and a channel model that captures the unique mmWave features.
In addition, to cancel the inter-user interference a proper pre-coding scheme needs to be
designed. Motivated by the challenges and the proposed enabling technologies this thesis,
therefore, considers the advantages of D-MaMIMO mmWave communication over centralised
or collocated MaMIMO for an outdoor environment and investigates the ZF pre-coding
approach in detail evaluating under what conditions this pre-coding can effectively eliminate
the user interference. We also show the importance of coordinated multi-antenna arrays and,
the impact of the K-factor in multipath scattering.

1.2 Research Objectives

This thesis focuses on the design of distributed massive MIMO in mmWave communication
and, to overcome challenges of implementing an ultra-dense radio access network using
D-MaMIMO in the mmWave band. The objectives are summarised as follows:

• Focusing on using distributed antenna arrays rather than having a single antenna at
each access point (AP); partially distributing the total elements into small number of
arrays to utilize micro-diversity.

• The antenna arrays are configured to perform 3D beamforming (BF), therefore, provid-
ing the directionality requires in mmWave communication. So that this model can be
easily adapted in the scenarios where the vertical separation between the AP and user
equipment (UE) is large.

• Reducing the complexity of the zero-forcing (ZF) scheme to eliminate the inter-user
interference.

• Analysing the performance of the ZF algorithm, considering the effect of two adjacent
users.

• Scaling up the number of users that can be served by a particular arrangement of APs
in terms of the number antenna elements in each AP, and the horizontal and vertical
orientation of the antenna elements.

• Investigating the performance degradation from the non-coordinated multiple APs.

• Study the multi-antenna user scenario, whether it is beneficial for the multiple user
(MU) D-MaMIMO to have users with additional antennas.
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• Emphasising on the impact of antenna array gain and scatterer distribution on the
K-factor of a Ricean channel.

1.3 Contributions and Structure of the Thesis

This thesis addresses the challenges in implementing D-MaMIMO for the mmWave channel
for both LoS and NLoS environments. It proposes novel schemes to improve the performance
by cancelling the inter-user interference and provides insightful results for multi-user (MU)
D-MaMIMO scenarios. The scope of this thesis comprises finding the best distribution of
the antenna arrays for a particular coverage area, analysing and designing ZF algorithms,
combining eigenvalue decomposition with ZF for multi-antenna user, introducing the concept
of environmental and effective K-factor for Ricean fading and numerical simulation results.
This thesis is organised into seven chapters and the main contributions of the remaining
chapters are summarised as follows:

• Chapter 2: Literature Review
The chapter is dedicated to the fundamental concepts and literature review related
to this thesis. Firstly, it introduces the state-of-art, requirements and challenges for
5G. Next the propagation characteristics, proposed channel model and attenuation
factors for mmWave frequencies. Moreover, the MU D-MaMIMO or CF-MaMIMO
architecture for mmWave communication and their shortcomings are documented. In
addition, the type of antenna arrays used in this thesis work are described. Finally,
the basic principles of antenna array beamforming, ZF-precoding and eigenmode
decomposition are reviewed.

• Chapter 3: Distributed 3D Beamforming for a Single User
In Chapter 3, the distribution of antenna arrays are compared to a centralised array is
studied for a single user. The entire coverage area is divided into small grids to exhibit
the SNR performances for different combinations and configurations of APs using
cooperative 3D beamforming. The received signals are combined coherently at the
UE from each AP. Parts of this chapter’s findings were included in a conference paper
given at the International Conference on Emerging Technologies of Information and
Communications (ETIC).

• Chapter 4: Multi-user D-MaMIMO System using Zero-forcing Pre-coding
Chapter 4 deals with multi-user scenarios, and cancelling the inter-user interference. 3D
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BF can provide the directionality and direct the beams toward the intended user. 3DBF
is insufficient to reduce interference among the UEs where there is little difference
in height between the APs and UEs. Except for the instances where the users are
extremely close to one of the APs, the elevation angles for almost every other user vary
insignificantly. Hence, a novel reduced complexity partially centralized zero-forcing
(PC-ZF) scheme is proposed to successfully eliminate the inter-user interference where
the CSI is available to the CPU. An analysis is presented to evaluate the performance of
the ZF algorithm for two adjacent users and their correlation is also shown. Moreover,
it is also observed that if phase error occurs at the transmitter end due to unstable
mmWave oscillators, it affects the performance of the system differently for different
AP arrangements. This technique is also applied in more dense user scenarios and that
gives us the approximation of the number of UEs that can be served by a set of AP
arrangement for a given coverage area. Based on the concepts and findings of this
chapter, a conference paper was presented at the IEEE Statistical Signal Processing
Workshop in 2021 and a chapter in the book titled “Cell-Free MIMO Systems for
UDNs”.

• Chapter 5: Multi-user D-MaMIMO System with Multi-antenna APs and UEs
In Chapter 5, multi-antenna UEs are utilised to provide diversity and improve the
throughput. A new approach has been implemented where eigenmode decomposition
is combined with zero-forcing to send single stream of data to an user rather than
multi-stream using only ZF. The observations of this chapter are provided in a more
generalized approach from the concepts described in the paper presented in 54th
Asilomar Conference on Signals, Systems, and Computers conference in 2020 as the
the results involve more than just the strongest eigenvector.

• Chapter 6: Impact of K-factor in mmWave Transmission
Chapter 6 focuses on the impact of K-factor for multipath channel using a simple one
ring scattering multipath model. The effect of directional antenna gain on K-factor
is highlighted. We proposed two novel concepts distinguishing the resultant K-factor
from using single antenna and directional antenna array in the transmitting end. We
defined them as Environmental and the Effective K-factor respectively. A closed form
expression is derived to support the proposition. This chapter’s concept and findings
were presented at the 17th International Symposium on Wireless Communication
Systems (ISWCS) in 2021.
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• Chapter 7: Conclusion and Future Work
Finally, Chapter 7 presents the conclusions of the novel contributions in this thesis and
provides some further potential research directions for future work.
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1. Shammi Farhana Islam, Alister G. Burr, David Grace, "Impact of Directional Array
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bining in distributed millimetre wave beamforming", International Conference on
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lucci, Alister Burr and David Grace, "Cell-Free MIMO Systems for UDNs", Enabling
6G Mobile Networks, Springer, Cham, 6 November 2021.

Journal Papers

1. Shammi Farhana Islam, Alister G. Burr, David Grace, "Multi-user distributed massive
MIMO for mmWave communication," to be submitted to IEEE Access, (2022).



Chapter 2

Literature Review

2.1 Introduction

The chapter introduces the fundamental concepts of 5G wireless communication and dis-
cusses the relevant literature focusing on the topics of this thesis. It highlights the evolution
of 5G and the impediments it faces to its implementation. Furthermore, it discusses the
state-of-the-art, requirements and potential solutions for 5G deployment. As mentioned in
Chapter 1, the focus of this thesis is to investigate distributed massive MIMO for mmWave
communication. Therefore, this chapter aims to introduce the basic principles of the tech-
niques used in this thesis. First, the introduction and challenges in 5G are discussed in Sec.
2.2. The fundamentals of millimetre waves and their challenges are described in Section
2.3. Next, an overview of distributed massive MIMO as one of the potential solutions for
mmWave communication is discussed in Section 2.4. In Section 2.5, the basics of antenna
arrays and the beamforming techniques employed in this thesis are presented. Furthermore,
the basic concepts of zero-forcing (ZF) pre-coding are given in Section 2.6. The process of
singular value decomposition (SVD) is presented in Section 2.7 and finally, the chapter is
summarized in Section 2.8.

2.2 Fundamentals of 5G

Wireless communication systems have been evolving since early 1970s and have gone through
four generations (1G, 2G, 3G, 4G) of technological development to provide connectivity
to billions of people providing a global platform as we are experiencing today. These
developments have paved their ways through numerous innovations and upgrades between
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generations. As a result, the network performance has been enhanced significantly at
an affordable cost. The fourth generation (4G) of wireless communication systems has
enabled mobile broadband internet access for laptops, smartphones, and other mobile devices,
resulting in the emergence of popular services like mobile web access, IP telephony, gaming,
HD video transmission, 3D television, and cloud computing. Moreover, the commercial
deployment of 4G, which includes the first-release Long Term Evolution (LTE) standard, has
expanded the scope of mobile communication beyond voice calls and text messaging. As
a result, to meet the demand of the increasingly heavy traffic and mitigate the limitations
of 4G to support future applications, the 5G wireless communication system has already
begun to replace the existing 4G LTE system and provided a network empowered with
new deployment models and new services [8][9]. The deployment of 5G will extend the
mobile communication system into new possibilities, and it is expected for 5G to have
a significant impact on the evolution in different areas such as industry 4.0, automotive
and mobility, transportation, healthcare system, agriculture, energy industry, education,
media and entertainment, ecosystem. Moreover, new value chains for business models
are being developed [4]. In short, we can say that the 5G features and their applications
will lay the foundation for next industrial and technological revolution which necessitates
real-time and ultra-high quality delivery. Furthermore, future applications such as augmented
reality, artificial intelligence (AI)-based systems, and the internet of things (IoT) will require
substantially higher bandwidth to provide high data rates for uninterrupted transmission [10].

The key requirements of the 5G wireless system are given below:

• Data Rate: The main driver for 5G technology is that it has to support a significant
amount of data traffic. In order to provide that the aggregate data rate should be
increased by around 1000 compared to 4G.

• Latency: In 4G-LTE the latency is approximately 15 milliseconds and sufficient for
most of the current applications. As 5G is expected to deal with real-time data for
the applications mentioned above, the latency is anticipated to be roundtrip latency of
about 1 millisecond.

• Energy and Cost: The cost and energy consumption should be less in 5G than 4G.
Since the per-link data rates will be increasing by around 100× which in turns should
compensate in low cost per bit by at least 100×4G. The main concern for 5G cost
consideration is the increasing number of base station (BS) and bandwidth in the
backhaul [11].
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Fig. 2.1 The requirements of 5G

2.2.1 Challenges in 5G

Initially, 5G was expected to be available by 2020, however obtaining the aforementioned
attributes has proven to be challenging. Candidate IMT-2020 systems are undergoing
an extreme review process to guarantee they meet the international telecommunication
union’s (ITU) standards for IMT-2020 systems, which are designed to meet the performance
requirements of forthcoming 5G applications and typically support three usage scenarios:
enhanced Mobile BroadBand (eMBB), Ultra Reliable and Low Latency Communication
(URLLC) and massive Machine Type Communication (mMTC) (mentioned in Chapter 1)
[12].

It is a huge challenge to provide the proposed data rate in a 5G network. Moreover, the
number of mobile data subscribers will also increase globally. The prediction graph made by
Ericsson (Fig. 2.2) shows that the estimated mobile data demand by 2024 and revealed that
by end of 2024 45% of the total world’s population will be privileged with 5G coverage [13].
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Fig. 2.2 Estimated worldwide mobile data demand [13]

There are two ways to overcome this: first, use wider frequency bands, such as millimetre
wave (mmWave) bands, and second, BSs should be deployed in such a way that they
form ultra-dense networks to increase capacity per unit area, resulting in a small cell [14].
Operating in mmWave, on the other hand, poses challenges due to its distinct propagation
characteristics. Networks in 5G new radio (NR) and beyond are expected to be completely
heterogeneous. Furthermore, the radio access network (RAN) will be extremely complex
in design, incorporating a wide range of base stations, macrocells, microcells, femtocells,
access points (APs), and relays. Additionally, along with device to device (D2D), machine
to machine (M2M) communications, the 5G NR and beyond networks will be extensively
densified. Consequently, energy consumption is predicted to increase dramatically and it
is critical to recognise that 5G and beyond cellular networks may impact largely on the
environment with an increase in the CO2 emissions. It is observed that rise in world average
temperatures can be attributed to CO2 emissions into the atmosphere. This concerns the
researchers to built energy-efficient networks termed as “sustainable green communications”
[15]. Other challenges are associated with the average spectral efficiency, mobility, good
coverage, and diverse quality of service (QoS) requirements [9].
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2.2.2 Proposed Technologies for 5G Architecture

To overcome the challenges in 5G wireless system several cutting-edge technologies are
proposed by the researchers. Some of these are mentioned below, forming the objectives of
this thesis.

• Millimetre Wave: To provide higher data rates, 5G aim to utilize the vast amounts of
unused spectrum in the millimetre (mmWave) ranging 30–300 GHz, with wavelengths
of 1–10 mm [11].

• Distributed or Cell-free Massive MIMO: One of the cutting-edge technologies,
distributed or cell-free massive multi input multi output (MaMIMO) is one of the
ultimate solutions to ensure multi-user transmission in mmWave communication [16].

• Beamforming: Beamforming (BF) technology directs a beam to a particular direction
and, concentrates the energy towards that direction which helps to overcome the high
attenuation in mmWave communication. BF using mmWave band is one of the key
technology in enabling 5G communications [17].

2.3 Millimetre Wave

One of the main challenges in 5G wireless communication is to achieve the desired data rate
to ensure uninterrupted and high speed data transmission for user’s services such as mobile
cloud, ultra-high-definition (UHD) 3D video, virtual and augmented realities, internet-of-
things (IoT), satellite communications, unmanned aerial vehicle (UAV) [18]. Consequently,
the existing frequency allocation is unable to meet the expected high data rate and, hence
a larger bandwidth is required. The existing bandwidth is limited in the available assigned
frequency spectrum for 4G LTE that is below the mmWave band. So, obviously the mobile
operators are eager to explore mmWave mobile frequency spectrum due to its ability to
support a wider bandwidth. The specifications for the 5G frequency range are published in
the 3GPP Release 15 and beyond [19]. The frequency bands that fall between 30 GHz to
300 GHz is known as the millimetre wave (mmWave) band. This is because the wavelength
of electro-magnetic wave in this range is in the millimetre (1-10 mm) range (hence the
name). This millimetre band are categorised varying the different frequency range, such as Q-
band (30-40GHz), U-band (40-60GHz), V-band (50-75GHz), E-band (60-90GHz), W-band
(75-100GHz), F-band (90-140GHz), D-band (110-170GHz) and G-band (110-300GHz) [20].
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2.3.1 Characteristics and Propagation of mmWave Band

Although mmWave frequencies provide large bandwidths, the deployment of mmWave
requires a good understanding of the propagation characteristics of mmWave communication.
The propagation characteristics of mmWave communication are mentioned below:

• Path Loss: The free-space loss (FSL), as the name suggests, is the loss in the transmit-
ted signals strength in free space and it is dependent on the carrier frequency fc and
the separation distance d between the transmitter and receiver. If the received power at
the receiver is Pr and the transmit power from transmitter is Pt and the transmitter and
receiver are placed at a distance d then the equation is given by:

Pr

Pt
=

Area of receiver antenna
Area of sphere

=
Ad

4πd2 (2.1)

Here Ad is the aperture area or effective area of an antenna, normal to the line of sight
direction. For an antenna with gain G, the aperture area is given by:

Ad = G
λ 2

4π
(2.2)

For directional antennas, the equation becomes,

Pr

Pt
= GtGr

(
λ

4πd

)2

(2.3)

this is known as Friis’ law of free space propagation loss [21]. Now Gt is the transmit
antenna gain and Gr is the receiving antenna gain. For fixed antenna gain path loss
increases with carrier frequency, and this is the main problem in moving up to mmWave
frequencies.

If the transmit antenna has aperture (effective) area of At
e f f and a receiver at distance d

with effective aperture area Ar
e f f , the received power Pr is given by:

Pr

Pt
= Gt

Ar
e f f

4πd2 (2.4)

where Gt =
4πAt

e f f
λ 2

Pr

Pt
=

At
e f f Ar

e f f

λ 2
1
d2 (2.5)
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From the above equation 2.5 it is seen that, that if the aperture area is fixed , then
the propagation loss decreases with increasing carrier frequency [22]. The antennas
also become more directional as frequency increases, which makes it more important
that the beams can be steered, and that is why we need to use antenna arrays and
beamforming.

• Atmospheric Attenuation: mmWaves are vulnerable to the atmospheric attenuation
caused by gas molecules in the earth’s atmosphere, which limits the propagation, called
gaseous attenuation. The radio waves are absorbed by the air molecules that cause
the attenuation like oxygen (O2) and water vapour (H2O). This gaseous absorption
depends on many factors, such as the temperature, pressure, altitude and the carrier
frequency [22]. Atmospheric attenuation is dominated by oxygen absorption, which is
highest at 60 GHz with a value of over 15 dB/km [23].

• Rain Attenuation: the rain droplets also attenuate mmWaves. The wavelengths of
mmWave signals ranges between 1 mm and 10 mm and the size of a raindrop is
normally found within a few millimeters. Due to this compatible size these signals
face scattering due to rain droplets. The intensity of attenuation depends on the nature
of rain: whether it is heavy or light rain. For example light and heavy rain-rates can
induce an attenuation of 2.5 dB/km and 20 dB/km, respectively [11][22][24].

• Foliage Attenuation: While deploying mmWave in rural and forest areas, foliage
attenuation is an important consideration. mmWave propagating from transmitter to
receiver through vegetation can cause some degree of attenuation and affect the Quality
of Service (QoS). Like the rain attenuation the intensity of foliage attenuation depends
on quantity of trees as multiple trees attenuates more than a single tree, and a forest
exceeds the amount by multiple trees [18][22].

• Blockage: The mmWaves have a lower tendency to diffract than microwaves, making
them much more susceptible to blockages.. According to [20][25], depending on the
transmitter-receiver distance, for line-of-sight (LoS) transmission the rate of path loss
decay is 20 dB/decade, whereas, in the non LoS (NLoS) environment this rate increases
to 40 dB/decade along with 15-20 dB additional loss.

• Other Factors: The mmWave frequencies also suffer attenuation due to various type
of obstacles such as room furniture, doors, walls, human bodies etc. [26][27][28]. For
an example, according to [22][26] in an indoor environment, a 1.9 cm thick whiteboard
attenuates a 60 GHz signal by 9.6 dB. In addition, mmWave frequencies also get



2.3 Millimetre Wave 15

affected by Doppler spread. The Doppler spread yields frequency dispersion because
of moving nodes and, it depends on the frequency and the speed of mobility. Therefore,
the Doppler spread is higher in mmWaves than in lower frequencies. The Doppler
spread fD can be mathematically expressed as:

fD = (v/c) fc cos(θ −θv)

where, fc is the carrier frequency, v is the velocity of the receiver, θ is the direction of
arrival and θv is the direction of the velocity vector [29].

On the other hand the presence of human body between the transmitter and the receiver
can attenuate the received signal of 25-30 dB for a single person [22].

2.3.2 Challenges in mmWave Communication

Due to wide unlicensed, semi-licensed, and licensed bandwidth available in the mmWave
frequency band, it has drawn significant interest in academia, industry and standardization
bodies to enhance the network capacity substantially. However, as previously discussed, the
distinctive propagation characteristics of mmWave frequencies and shadowing necessitate
additional modelling efforts [22]. Hence, there are a number of additional challenges to
overcome in order to fully utilise the benefits of mmWave communication.

• Integrated Circuits and System Design: mmWave transmission will face several
technical challenges due to the high carrier frequency and wider bandwidth. These high
transmit power and large bandwidth induce non-linear distortion in power amplifiers
(PA). In addition, radio frequency (RF) integrated circuits encounter phase noise and
IQ imbalance which can cause performance degradation [25][30].

• Densified Base Stations: The proposed architectures for mmWave transmission such
as small cells or cell-free systems will increase the number of base station (BS). Hence,
the spectrum can be reused over the entire coverage area and the probability of a user
served by a nearby BS will increase. In spite of these benefits, this BS densification can
face some challenges such as establishing users and BSs connections across multiple
radio access technologies (RATs), providing mobility for heterogeneous network [11].
Moreover, in this kind of network, the interference between different BSs requires to
be dealt with [25].
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• User Mobility Support: Providing support for user mobility is challenging, especially
in mmWave communication as a moving user experience constant changes in the
channel state. The variation in the distance among the users and transmitter causes
fluctuation in the channel state. Another concern for user mobility is handoffs for
mmWave communication as the transmitter and receiver beams must be synchronised
for effective communication [11][25].

• Energy Efficiency and Cost Aspects: The base station densification will definitely
increase the installation, maintenance and backhaul costs. To mitigate this challenge,
the designers have to come up with novel energy efficient and cost-effective multi-
antenna transceiver architectures to make use of this large mmWave spectrum efficiently.
Furthermore, the installation and maintenance costs of wireless backhaul requires to
be affordable [11][31].

2.3.3 Channel Model for mmWave Communication

The path loss according to the Friis transmission formula, shadowing effects, and different
attenuation losses at the mmWave channel, estimating the accurate channel model is one
of the important aspects of 5G innovation. For accurate channel estimation, multipath
components also need to be considered. According to [22] channel models are classified into
two groups: physical channel models and analytical models. The physical channel models
depend on the electromagnetic characteristics of signals propagating from transmitter to
receiver whereas analytical channel models rely on mathematical analysis of the channel. The
physical channel models are more used in MIMO channel modelling and they are classified
into two classes: deterministic and stochastic physical models. The author of [32] have
focused on the importance of accurate mmWave channel model based on six areas: spatial
consistency, blocking, clustering, ground reflections, frequency dependency and effective
channels for link level simulation. In addition, different stochastic and measurement based
channel models are used in several papers on mmWave propagation for LoS and NLoS
environment in [33][34][35][36][37][38]. Many projects have developed mmWave channel
models such as 5GCM, METIS, 3GPP, mmMAGIC [22]. According to [22][38], some of
the popular channel models are 3GPP and WINNER II, COST 2100, MiWEBA, METIS,
SIRCIM/SMRCIM and Kronecker.

The channel models mentioned here are generally unable to take account of all features of
mmWave propagation in a single model, as they have to deal with limiting factors such as 3D
modelling, lack of measurements, lack of scenarios, large scale antennas, directional antennas
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and huge bandwidth. Moreover, in a multipath scattering scenario, closely spaced users will
experience the same signal through the reflectors, hence, the angle-of-arrival (AoA) and
direction of arrival (DoA) at the APs remain same for all the users. This spatial characteristic
also should be considered in modelling the mmWave channel. For example the MiWEBA
project create a single equivalent channel model for entire mmWave band and the parameters
vary based on LoS or NLoS scenario. For the METIS project, three different channel models
are proposed, as a single one is not applicable for all mmWave ranges [22].

2.4 Distributed Massive MIMO for mmWave Communica-
tion

2.4.1 Concept of Massive MIMO

Massive multi-input-multi-output (MaMIMO) is one of the important key technologies in
implementing 5G for future wireless communication. In modern wireless communications,
MaMIMO techniques have gained considerable attention because of the high spectral efficien-
cies, energy efficiencies and extended coverage to overcome the traffic problem. The concept
of MaMIMO is to use an array containing a large number of antenna elements at the BS
which can serve several users at the same time and over the same frequency resource [39][40].
In 2010, Thomas L. Marzetta first introduced this concept of large antenna arrays in his paper
which was basically on multi-user MIMO with large antenna arrays. He concluded his paper
saying that if the number of antenna elements at the base station is very large compared
with the numbers of users being served, simple linear pre-coding becomes possible on the
forward link, and linear combining on the reverse link. After this many studies have been
performed on MaMIMO. In some, this concept is also named large scale antenna systems
(LSAS), very large multi-user MIMO and large-scale MIMO [41][42]. In MaMIMO, the
cell size reduction can be avoided by adding more antennas to the current cell sites thus
increasing the network capacity. In addition the transmit powers in uplink and downlink
are reduced in large scale antenna systems as the powers are combining coherently and the
antenna aperture is increased [43]. With the transmission of data streams from multiple
antennas and utilization of diversity gains offered by channel propagation effects, the data
rate can be increased. The MaMIMO can be implemented using large antenna arrays, with
perhaps hundreds to thousands of elements and these large antenna systems concentrate the
energy over a small area/short time that enhances the antenna throughput and the efficiency
of radiated energy. The concept of MaMIMO is depicted in Fig. 2.3. The MaMIMO has



2.4 Distributed Massive MIMO for mmWave Communication 18

been shown to have better performance compared to conventional MIMO in the physical
layer for 5G future wireless communication as it offers many benefits such as increased
data rate, enhanced reliability, improved energy efficiency and reduced interference [44].
The quasi-orthogonal nature of the channels between each BS and the active users using
the identical frequency and time makes the transmitter/receiver simpler. For some assigned
numbers of users, using large antenna arrays at the BSs the orthogonality is improved, and
simple linear transceivers even with single-user beamforming show performance close to an
optimal level [11].

Fig. 2.3 Massive MIMO concept (directly reproduced from [45])

The implementation of MaMIMO faces huge challenges with the increasing number of
antennas, thus, the complexity of the system rises. Some of the challenges are given below:

• Pilot Contamination and Overhead Reduction: Pilot contamination effects the
channel estimation quality and becomes a concerning issue as the number of BS
antennas increases. However, the pilot transmission needs to be designed sensibly to
avoid excessive overhead. Several considerations have been made, such as sharing the
pilot symbols across the antenna, dividing the pilots into groups [11].

• Architectural Challenges: The MaMIMO architecture draws special attention in
terms of required different BS structures. As a result, some features such as scala-
bility, antenna correlations and mutual couplings, and cost, should be taken under
consideration [11].

• Full-Dimension MIMO and 3D Beamforming: Linear horizontal antenna arrays
exploit the beam in the azimuth direction which limits the service towards high-rise
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structures, because of the form factors. In order to counter this issue, 2D arrays can
be used to allow beam steering in the vertical direction. This full-dimension MIMO
(FD-MIMO) can incorporate extra antennas with same form factor and in turns the
signal power is enhanced due to the elevation beams (i.e. 3D beamforming) and
reduces the interference [11].

• Channel Models: Implementation of MaMIMO calls for proper channel estimation.
Channel aging or channel estimation errors can cause performance degradation, espe-
cially due to user mobility. The dynamic channel estimation has to be done frequently
after the coherence interval [46].

• Coexistence with mmWave: As mentioned in Section 2.3 that due to the smaller
antenna at mmWave frequencies, in mmWave communication it is often preferable
to adopt many antennas i.e. MaMIMO and beamforming. However, at mmWave
frequencies, the use of massive MIMO would have to strike the right balance between
power gain/interference reduction and parallelization [11].

• High Cost and Power Consumption: Using large antennas at the BSs can be expen-
sive and power consuming because of the installation costs and other mixed signal
components, such like high-resolution Analog-to-Digital Converters (ADCs). Hence,
the design consideration should be done carefully and cost effectively [46].

So, we can see from the above discussion that massive MIMO is one of the enabling
key technology in the deployment of mmWave for the 5G era. As the size of the single
antenna operating at high frequency will be extremely small and the aperture (usually half of
the desired wavelength of carrier frequency) will also be small. Therefore, to increase the
signal strength at the receiver end, the number of antennas requires to be increased at the
transmitting end.

2.4.2 Cell-free or Distributed Massive MIMO

Although MaMIMO encounters a few challenges, undoubtedly, this technology proposes
significant reduction in transmission energy and induced interference. MaMIMO can be
implemented either as centralised or in a distributed system [47].

• Centralised Massive MIMO: In centralised massive MIMO, the large scale antennas
are concentrated into one singe array at the BS. It facilitates the system with low
data-sharing overhead and fronthaul requirements [41].
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• Distributed Massive MIMO: In distributed massive MIMO (D-MaMIMO) the total
antennas are split into different arrays throughout the coverage area. Therefore, this
provides high diversity gain against shadow fading to ensure uniform quality of service
[44].

D-MaMIMO can be incorporated in both multi-cell or cell-free scenarios [48] and cell-
free massive MIMO (CF-MaMIMO) seems promising for the distributed approach [7]. The
concept of cell-free massive MIMO (CF-MaMIMO) can be defined as a system where large
number of antennas are distributed throughout a wide coverage area, simultaneously serving
a comparatively small number of user equipments (UEs) over the same time-frequency
resource via the fronthaul network and a central processing unit (CPU). This is one of the
promising technologies that ensures quality of service to the UEs [47]. This thesis focuses
on the D-MaMIMO approach for the cell-free environment.

In CF-MaMIMO/D-MaMIMO, a large number of access points (APs) are distributed
over a service area jointly transmitting simultaneously towards all the UEs using the local
channel state information (CSI). The APs receive the downlink (DL) data and power control
coefficients from the CPU, and also send back the data coming from all the UEs in the uplink
(UL) to the CPU through fronthaul links. In addition, only the channel statistics are known
to the CPU to perform joint detection [47]. This technique eliminates cell boundaries while
providing services to users in a specific area. In addition, this CF approach reduces the path
loss between the APs and the UEs and ensures good quality of service (QoS) in spite of its
low-complexity signal processing. In fact, mmWave CF MaMIMO system can support the
coverage in crowded spaces such as gymnasium, concert hall, etc. [49].

2.4.2.1 The Advantages of CF or D-MaMIMO

Some of the advantages of CF or D-MaMIMO are summarised below:

• High Energy Efficiency: According to [47], the energy efficiency (EE) of the network
MIMO is restricted because of the power consumption of fronthaul links. However, in
D-MaMIMO, selecting the nearest APs to serve the UEs and optimum power control
scheme, it is possible to improve the EE more than tenfold compared to centralised
MIMO [50][51][52].

• Flexible and Cost-Efficient: Unlike centralised MaMIMO, D-MaMIMO exploits
arrays with a smaller number of antennas, which makes it feasible for even an indoor
environment. Moreover, for a heavily loaded CF-MIMO network, multiple CPUs can
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support the clusters of APs. It is also seen that the implementation and operation cost
of CF architecture is lower than network MIMO [47][53].

• Uniform Quality of Service: In contrast with the small cell system where the UEs are
served by a single nearest antenna, the D-MaMIMO architecture offers transmission
from multiple nearby APs to help ensure a more uniform quality of service [47].

• Reduced Handover: For the dynamic user support the distributed approach can
minimize the unnecessary handovers with the increased number of APs [54].

2.4.2.2 Benefits of CF or Distributed Approach over Centralised System

From the discussion it is clear that, CF or D-MaMIMO concept is gaining higher attention due
to its additional benefits over centralised MaMIMO [55]. There are some studies that focused
on the comparison between D-MaMIMO and centralised or collocated MaMIMO to establish
which of the two is better in terms of performance. It is seen that centralised antenna arrays
have the leverage of low backhaul overhead to distributed antenna arrays (DAA). However,
the DAAs may be able to achieve diversity in LoS channels and thus providing greater
coverage at the expense of higher backhaul overheads [56][57]. According to [58][57], a
centralised antenna array system improves the user separation but the performance suffers due
to poor scattered environment. On the other hand, the DAAs exhibit better user separation
capability compared with a collocated antenna array (CAA) in LoS environment for all
types of fading scenarios. [57] shows the performance comparison between CAA and
DAA regarding throughput, channel hardening, array gain and channel orthogonality for
some dense network scenarios for the NLoS case and the study shows that the performance
improves with increasing number of antennas in a distributed manner. Large collocated
antennas at a single BS can face channel correlation issue for centralised MaMIMO [59]. [60]
proposes an uplink achievable sum-rate comparison for distributed and centralised MaMIMO
by determining the spatial correlation matrices. The results shows that for a given coverage
area distributing the antennas provides better performance. In [61], the authors addressed
an important question of whether non synchronized distributed arrays (DA) can outperform
centralised arrays and showed that for a factory indoor environment, DAs can overcome the
channel outages due to fading or blocking and provide a better link-reliability. Moreover,
[62] also showed remarkable power and capacity enhancement for distributed arrays over
centralised arrays. In [63], the authors have made the comparison based on the area spectrum
efficiency (ASE) and area energy efficiency (AEE). The results revealed that increasing the
number of antennas improves both ASE and AEE but increasing the distribution factor of the
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massive number of antennas improves only the ASE on every occasion. They also suggested
to keep the number of antennas in each distributed cell small. The spectral efficiency (SE)
could also be increased even when inter-cell interference is present in distributed antenna
system (DAS) [64][65]. [66] has considered scattering environment for distributed multi-user
(MU) MaMIMO and CAA system using hybrid beamforming architecture and as expected
distributed MU-MaMIMO outperforms CAA system. Li et al. investigate a downlink MU
mmWave MaMIMO system for both centralised and distributed MIMO where both large and
small scale fading are present. The performed hybrid pre-coding algorithm and it is seen that
the D-MIMO system outperforms the C-MIMO system [67].

2.4.2.3 Some Related Works on CF or D-MaMIMO

A large body of research has focused on the measurement and analysis of the channel to
support the advantages of using distributed large antenna array systems. In [68] Interdonato
et al., have used coherent transmission for the multiple-users in D-MaMIMO system to
eliminate the interference between cells exploiting macro-diversity. They also addressed
the challenges due to excessive back/front-haul overhead. CF-MaMIMO is investigated in
[69] for multiple users to enhance the spectral efficiency through conjugate beamforming,
perfect channel estimation, non-orthogonal pilot sequences and power control coefficients
and showed improved throughput per UE. The research paper [70] proposed a novel inter-
cluster combining method (ICCM) to achieve precise calibration for practical implementation
of D-MaMIMO systems. Hence, this reduces the complexity of backhauling. [71] has
investigated the scalability of D-MaMIMO and the synchronization of the access points for
practical deployment. In order to incorporate intelligent coordinated directional D-MaMIMO,
several aspects should to be taken into consideration such as synchronization and tracking
of independent oscillators, low-latency, form factor and economic constraints to make the
distributed transmission and reception coherent. The authors in [72] proposed an algorithm
based on deep learning for a CF MaMIMO to observe a mapping between the large scale
fading components and the power elements obtained from the small scale fading coefficients
and the results shows that the possible uplink sum rate of the cell-free massive MIMO system
was greatly increased by the suggested LSF-DL-based power control approach. In [73] the
authors investigated the uplink max-min SINR issue for CF MaMIMO systems, and proposed
an ideal method to increase the minimum uplink user rate.
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2.4.3 mmWave CF or D-MaMIMO Communication

It is evident from the research studies that to deal with the intensified data requirement in the
5G wireless communication due to an ultra-dense network, exploiting the substantial amount
of available mmWave frequency range is inevitable. Subsequently, a great amount of work is
dealing with mmWave communication applied to a CF-MaMIMO architecture. mmWave
communication and CF-MaMIMO go hand-in-hand as they have the ability to support short
range links for both indoor and outdoor environment [47]. The shorter wavelength and path-
loss in the mmWave band calls for macro diversity from a large number of APs and reduced
AP-UE distance without any cell constraints. Moreover, the narrow beams and higher gains
establish a significantly strong communication link between APs and UEs [22][74] and
the path diversity suppresses the blocking problem of mmWave [16]. However, one of the
impediments of mmWave D-MaMIMO is the design of the system with low hardware and
algorithm complexity. Some of the persistent concerns in designing mmWave D-MaMIMO
are the channel impulse response (CIR), the increasing RF chain and front/back haul load, and
the complexity in hardware and channel estimation, [47][74]. The performance of mmWave
CF-MIMO can be affected by the fronthaul capacity. The increase in quantization noise under
low capacities of fronthaul degrades the overall performance [74]. Furthermore, for providing
dynamic user support, mmWave CF-MaMIMO faces difficulty with lack of LoS links [74].
[6] suggests that large scale antenna array (LSAA)-aided mmWave systems considering
propagation measurement, can sufficiently minimise the likelihood of outages and provide
a reasonable compromise between network complexity and coverage enhancement in 5G
mmWave mobile communications. Furthermore, it is important to consider the hardware
design carefully in MaMIMO BSs while providing high spectral efficiency (SE) as the level
of hardware impairments (HWIs) shows the intensity of signal distortion caused by the
hardware imperfections and analogue-to-digital converters (ADCs) greatly affect the signal
distortion and power consumption. In [75], the authors looked at how to allocate HWI and
ADC bits per BS antenna to achieve maximum SE. The results indicate that this optimization
technique is particularly advantageous for CF-MaMIMO systems.

2.4.3.1 Channel Model

Based on the network architecture of D-MaMIMO, which brings APs closer to users, several
researchers have modelled the channel as a Ricean fading channel [76][77][78][79] because
of the availability of LoS paths between UEs and APs up to 300 metres [74]. According
to [80], for indoor mmWave multipath propagation channel, the information regarding the
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positions and the electromagnetic characteristics of all scatterers are important to estimate
the multipath components. When such data is unavailable, statistical parameters and models
can be employed to define the channel’s general features. In addition, strong correlation may
occur due to mmWave large tightly-packed transmitter receiver arrangements. Also [47]
considers the small-scale fading channel in mmWave CF-MaMIMO. A modified clustered
channel model is used in [35][81] incorporating the mmWave propagation. [82][83] [84]
shows the cases where the APs are equipped with multiple antennas but UE end are single
antennas. On the other hand, [85][86][87][88] utilize both APs and UEs with multiple
antennas. Different antenna array pattern are used such as linear arrays ([85][86]) and
uniform planar arrays ([82][83] [84][87][88]).

2.4.3.2 Channel Estimation

One of the major considerations for mmWave CF-MaMIMO system is to determine the
accurate CSI over this wide bandwidth. Therefore, the simplest solution for acquiring channel
state information (CSI) in MaMIMO is to assume perfect CSI is available at the UEs for both
the downlink (DL) reception or uplink (UL) transmission which also imposes a restriction on
the system design. The number of antennas at the BS must be much bigger than the total
number of UE antennas [88][89][90]. Therefore, the authors in [91] study an approach that
can omit this MaMIMO design restriction by optimizing a generalized eigenvalue problem.
It selects BF vectors based on the signal-to-leakage ratio (SLR). Besides, as mentioned
before highly correlated AP-UE channels may occur due to the large number of antennas
compacted in a small area. Therefore, different pilot schemes are proposed such as non-
orthogonal pilot sequences in [85][86] and sub-optimal pilot allocation [82] to eliminate the
pilot contamination. Moreover, in [87] deep-learning based channel estimator is used.

2.4.3.3 Ul and DL Transmission

Several pre-coding schemes are applied to achieve the desired DL/UL data rates. In [85], the
authors use zero-forcing (ZF) pre-coding on the DL and ZF detection for the UL. But due to
the increasing RF chain complexity hybrid pre-coding and detection schemes are proposed
to reduce this. Moreover, selecting a set of APs for active UEs can sufficiently boost the
achievable energy efficiency. It can be done by dynamically activating/deactivating the AP
selection based on statistical distribution of users [74]. In [92], the authors proposed a new
joint maximum-ratio and zero-forcing (JMRZF) pre-coding scheme. They applied an AP
subset selection scheme based on large-scale fading coefficients to perform centralized ZF
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and the remaining APs apply simple maximum-ratio transmission (MRT). This approach can
approximately obtain the spectral efficiency that is achievable by using centralised ZF with a
substantial reduction in the front-haul overhead.

2.5 Arrays and Beamforming

2.5.1 Antenna Arrays

2.5.1.1 Array Basics

For high speed communication, large directional gain is required and in particular, for
5G wireless networks which promise high data rate for uninterrupted transmission using
mmWave band frequency. Assembling multiple antenna elements into a single electrical and
geometrical unit is referred to as an antenna array. Generally, an array consists of similar
radiating elements to avoid complexity. The minimum number of elements required to form
an array is 2 and it can go up to several thousands depending on the desired gain. An antenna
array facilitates a system with following benefits:

• Ensure higher gain and directionality than a single element antenna

• Eliminate interference at the receiver end

• Steer the main beam to a particular direction

• Estimate the AOA of the incoming signals

• Maximize the signal to interference plus noise ratio (SINR)

An array combines the signal from each of the elements to provide improved performance.
In order to produce a highly directional array, constructive interference of the fields from the
elements of the array is required in the intended direction. The following controlling factors
can shape the pattern of the array:

• different geometrical arrangement of arrays such as linear, circular, rectangular, spheri-
cal, etc.

• the distance between two adjacent elements

• the excitation amplitude and phase of individual elements
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• the respective pattern of the individual elements
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Fig. 2.4 Weighting and summing of signals by an antenna array consists of N elements [93]

Let us consider an array with N antenna elements those outputs are X1,X2, . . .XN . These
outputs are then multiplied by a particular set of N weights w1,w2, . . .wN . The basic diagram
for an antenna array with N elements is shown in Fig. 2.4. Then the output of an antenna
array can be given as

Y =
N

∑
n=1

wnXn (2.6)

This is the basic principle for antenna array signal combining from individual elements
[94][93].

Array Factor

Let us consider a two element antenna array, shown in Fig. 2.5, where the elements are at a
distance dl . From observation point P, the distance to the elements are r1 and r2 respectively.
The angle of arrival is considered as θ . When the signals from two elements interfere
constructively then it is said to be “in phase” and for destructive interference it is “out of
phase”. In Fig. 2.5a, the signals from two elements are meeting at a point P. The path
difference has to be determined in order to measure whether the signal are “in phase” or “out
of phase”. If we move the point to the far field then the paths r1 and r2 will become parallel
as shown in Fig. 2.5b.
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Fig. 2.5 Geometry of a two-element array [94]

Now, the path difference between r1 and r2 is given by dl cosθ . By multiplying this path
difference with the wave number k we can calculate the phase difference, γd . Therefore,

γd = kdl cosθ (2.7)

If δ is assumed to be the difference in phase excitation between the elements, then overall
phase difference becomes,

γd = kdl cosθ +δ (2.8)

The total field radiated is equal to the sum of the electric fields of these two elements is
given by

E (r) = E1 (r)e jγd/2 +E2 (r)e− jγd/2 (2.9)

where E1 (r) is the electric field of the first element and E2 (r) is the electric field of the
second element.

For two identical antenna elements, this equation can be rewritten as
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E (r) = E1 (r)
(

e jγd/2 + e− jγd/2
)

= 2E1 (r)

(
e jγd/2 + e− jγd/2

2

)
= 2E1 (r)cos

(
γd

2

) (2.10)

Substituting (2.8) into the above equation gives:

E (r) = 2E1 (r)cos
(

kdl cosθ +δ

2

)
(2.11)

Therefore, it is seen from above equation that the electric field of a single antenna (E1(r))
is multiplied by a new factor called “array factor” to obtain the total field of the array. Hence,

(AF)n = cos
(

kdl cosθ +δ

2

)
(2.12)

is the normalized form of array factor [94][95].

2.5.1.2 Antenna Array Types

Antenna arrays can be divided into several types depending on the arrangements of the
element, radiation pattern and spacing between them. The choice antenna array depends on
the desired application. Linear array, planar array, circular array are few among them. We
will discuss linear and planar antennas in this section.

Linear Array

When all the elements in an array are arranged in a long straight line, it forms a linear array.
Linear arrays can be uniform or non-uniform. If all the elements in an array have uniform
spacing between them, is called uniform array. Fig. 2.6 represent the geometry of an uniform
linear array with N elements. It is an extension of Fig.2.5.
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Fig. 2.6 Far-field geometry of a linear array [93]

The total field can be determined by multiplying the field of a single element of the array
by the array factor of the array elements, in the case where the original elements of the array
are not isotropic sources. The array factor for the linear array can be written as

AF = 1+ e+ j(kdl cosθ+δ )+ e+2 j(kdl cosθ+δ )+ · · ·+ e j(N−1)(kdl cosθ+δ )

=
N

∑
n=1

e j(n−1)(kdl cosθ+δ )
(2.13)

That can be also written as

AF =
N

∑
n=1

e j(n−1)γd

where γd = (kdl cosθ +δ )

(2.14)
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Some examples of uniform linear arrays are the broadside array, ordinary end-fire ar-
ray, Hansen-Woodyard end-fire array and scanning array whereas binomial and dolph-
tschebyscheff array are the types of non-uniform array [93].

Planar Array

In a planar/rectangular array, the elements are placed in 2D rectangular grids which adds
another dimension to control and shape the pattern of the array. Some exciting features of
planar arrays are the flexibility to move the beam in both vertical and horizontal direction,
and ability to produce symmetrical beam shape with lower side lobes [93].

Fig. 2.7 shows a planar array where M elements are arranged in the x-axis and N elements
in the y-axis and form an M×N array.

Fig. 2.7 Planar antenna geometry (directly reproduced from [93])

The element spacing in the x-direction is denoted as dx and in the y-axis it is dy and the
progressive phases are δx and δy in the respective directions. θ and φ are the azimuth and
elevation angles. Therefore, the antenna factor is given by

AF =
N

∑
n=1

I1n

[
M

∑
m=1

Im1e j(m−1)(kdx sinθ cosφ+δx)

]
e j(n−1)(kdy sinθ sinφ+δy) (2.15)
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or

AF = SxmSyn (2.16)

where

Sxm =
M

∑
m=1

Im1e j(m−1)(kdx sinθ cosφ+δx)

Syn =
N

∑
n=1

I1ne j(n−1)(kdy sinθ sinφ+δy)

(2.17)

According to (2.16), the planar array pattern is the product of the array factors of the
arrays in the x and y directions.

If the amplitude excitation coefficients in the y-axis are are proportional to those along
the x axis, then the amplitude of the (mn)th element is

Imn = Im1I1n (2.18)

For the uniform amplitude excitation of the array, Imn = I0. Then the array factor for
planar array becomes

AF = I0

M

∑
m=1

e j(m−1)(kdx sinθ cosφ+δx)
N

∑
n=1

e j(n−1)(kdy sinθ sinφ+δy) (2.19)

When the main beam is pointing in the θ = θ0 and φ = φ0 direction, the directivity, D0

of planar array is therefore,

D0 =
4π [AF (θ0,φ0)] [AF (θ0,φ0)]

H |max∫ 2
π0
∫

π

0 [AF (θ0,φ0)] [AF (θ0,φ0)]
H sinθdθdφ

(2.20)

The directivity of an antenna is the ratio of the radiation intensity in a particular direction
from the antenna to the radiation intensity averaged across all directions. The average
radiation intensity is equal to the total power radiated by the antenna divided by 4π . The
direction of maximum radiation intensity is presumed if the directions are not provided.

2.5.1.3 Antenna Arrays in mmWave D-MaMIMO

From the above literature in Section 2.3 and 2.4, we have come to know that antenna array
directionality is essential to operate in the mmWave frequency band and the MaMIMO
architecture is the means to achieve the high gain to fulfil the 5G network requirements.
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Distributed antenna arrays enable the coherent transmission through distributed beamforming
which expedite the system with following benefits [96]:

• Enhanced Signal Gain

• Increased Reliability

• Scalability of the number of nodes

• Greater Spatial Diversity

However, to make the most of the spectrum, the 5G network will use both high and
low frequencies. Hence, the antenna design in this kind of multi-system network will be
challenging in terms of array coupling, high power heat dissipation, reliability and phase
consistency in MaMIMO architecture [97]. Moreover, using 2D antenna array is possible
to thrust the energy in both vertical and horizontal direction. Hence, 3D beamforming is
proven beneficial for connecting users at different heights and locations [98] in a mmWave
MaMIMO system. The specific use of antenna arrays for beamforming is discussed in the
following section.

2.5.2 Beamforming

In future wireless communication, it seems that the major challenge will come from the
immensely increased number of users with various applications and the heterogeneous nature
of the network serving many different smart gadgets. So far from the discussion in Sections
2.3 and 2.4, we have come to understand that mmWave and D-MaMIMO are two of the
complementary key enabling technologies for the services promised in 5G.

Fig. 2.8 Beamforming technique
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A MIMO wireless communication system provides several ways to transmit the infor-
mation signal and two of them are: Spatial Multiplexing and Beamforming (BF). In spatial
multiplexing, data signals are transmitted independently over separately encoded streams,
which are also known as “layers”, from each of the multiple antennas [99][100]. On the other
hand beamforming incorporates adaptive antenna array systems in which directional antenna
beam patterns are produced using multiple antennas to steer the transmitted signal toward a
desired user location. Fig. 2.8 is the visual representation of the BF process. An antenna
array can create multiple beams at a time to serve multiple UEs. In this technique, signal
strength is increased to improve SINR through coordinating the phases of transmitted signals
and reduction of interference [94]. While, BF proves to be a better approach in terms of low
complexity, spatial multiplexing, in general, yields the maximum channel capacity [101].
Beamforming becomes effective with larger numbers of transmit antennas (as in massive
MIMO) as it reduces interference when there are many users and makes better use of the
spectrum around them [102]. Progressive works have been done to study different aspects
of beamforming and its implementation in mmWave Ma-MIMO . Other techniques like
pre-coding, spatial filtering are essentially the same as the BF technique [103][104].

In BF, the main beam steers the maximum radiation of the antenna pattern toward
the signals-of-interest (SOI) and place nulls toward the signals-not-of-interest (SNOIs).
Moreover, changing the direction of the array when transmitting, a beamformer controls the
phase and amplitude of the signal at each transmitter [98].

According to [105], the transmit BF directs the signal energy by assigning an individual
BF vector towards a particular user hence can serve multiple spatially separated users
simultaneously. However, the spatial directivity is limited by the finite number of antennas,
and as a result, the users experience energy leakage which causes further interference. They
propose an optimization of multi-user transmit BF where they choose the optimal BF vector
to enhance the signal power at the desired user while reducing the interference due to energy
leakage. However, [106] describes this solution as time consuming and comes up with an
alternative optimization proposal where the BF vectors are determined by the distribution of
interference i.e. the poor channels will have lower interference and vice versa.

Beamforming schemes calculate the detection and pre-coding matrices based on matrix
H between the AP and the UE. Hence, Some of the popular linear pre-coding/detection
methods are: Maximum Ratio (MR), Zero Forcing (ZF), and Minimum Mean-Square Error
(MMSE). The MR technique is applied to maximize the signal-to-noise ratio (SNR) and it is
carried out assuming that the detection/precoding matrix is just the conjugate transpose or
conjugate of the CSI matrix, H. In MR,
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s̃ = HHy (detection) , and x = H∗s (pre-coding)

The Zero Forcing (ZF) pre-coding addresses the inter-user interference issue for the multi-
user scenario. ZF linear beamforming is the process of inverting the channel matrix at the
transmitter to create orthogonal channels between the transmitter and the receivers. In ZF,

s̃ =
(
HHH

)−1 HHy (detection) , and x = H∗ (HT H∗)−1 s (pre-coding)

The MMSE approach tries to minimize the overall error due to both interference and noise,
by balancing between interference nulling and noise enhancement. In MMSE,

s̃ =
(
HHH+RI

)−1 HHy (detection) , and x = H∗ (HT H∗+RI
)−1 s (pre-coding)

It introduces a regularization term R to solve the optimization problem between the noise
covariance and the transmit power. This MMSE technique is aslo referred as Regularized
Zero Forcing (RZF) [107].

Based on the directions of the beam patterns BF can be classified into two categories: 1)
2D beamforming and 2) 3D beamforming.

2.5.2.1 2D Beamforming

In 2D beamforming (2DBF) the antenna elements at the BS or the AP are engaged along
the horizontal axis to cover beam pattern radiation in the horizontal plane. 2DBF can offer
frequency reuse, reduces inter-user interference and enhances cell capacity. Instead of
omnidirectional antennas, the 2DBF provides directionality, and if a cell has more than one
antenna, multiple beams can be produced to serve a large number of users in the desired
direction. BF and MIMO schemes are extensively used to produce the horizontal beam
pattern of mobile wireless base stations (eNodeB) to maximize performance [108].

2.5.2.2 3D Beamforming

3D beamforming (3DBF) is being considered as one of the promising technologies for
mmWaves MaMIMO to serve the users at different heights. In 3DBF the radiation beam
patterns are modelled to manoeuvre in both the elevation and azimuth direction, to provide
more degrees of freedom, and thus it adds one more dimension to the BF scheme. This is
called 3DBF. The beam moving along horizontal direction forms azimuth angle (θ ) and for
the vertical direction, it is elevation angle (φ ). Fig. 2.9 shows the side and top view of the
elevation and azimuth angle respectively in 3DBF technology.
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Fig. 2.9 Beamforming angles (a) Elevation angle (b) Azimuth angle

The main idea is to adapt the vertical dimension of the antenna radiation pattern and to
steer the transmitted energy in a vertical direction, as in BF or pre-coding in the horizontal
plane. The main advantages of 3DBF are: higher user capacity, less inter-cell and inter-sector
interference, higher energy efficiency, improved coverage and increased spectral efficiency.
In addition, it will make the installation locations for APs more flexible as it is able to serve
the users at different altitudes with the help of down-tilt and up-tilt.

Several limitations need to be accounted for to adjust the 3D antenna geometry. 3DBF
using an active antenna system (AAS) that works in both directions, regulating the antenna
weights of the horizontal antenna terminals and also of each antenna element in the vertical
direction. Thus, the transmit power can be better concentrated on the targeted UEs and the
interference can also be reduced. The adjustment range of the vertical beam pattern is much
less than in the horizontal direction. Further, the vertical beam usually is much narrower
than the horizontal beam and the half-power beam-width (HPBW) is typically in the 5◦ to
10◦ range. So, the vertical beam requires a higher accuracy of the down-tilt adjustment, to
improve vertical beam separation. The way to get a narrow vertical beam is to arrange a
large number of transmitting elements vertically and feeding the same signal with proper
phase shift between the transmitting elements. The downtilt adjustment can be realized by
selectable passive feeding networks. This approach is suitable for adapting the downtilt
of the full signal bandwidth but for the 3D beamforming approach dynamic beam pattern
adaptation per assigned resource block is required i.e., per UE. Therefore, each transmitting
element must be intended to transmit each frequency sub-band with a specific phase shift
[98][108].

In [109] Nima et al. propose a transmission technique to reduce the inter-cell interference
by coordinated 3D beamforming. In the horizontal side, the main focus was on inter-cell
interference cancellation (ICIC) depending on the reduced CSI delay. On the other hand, in
the vertical plane, the focus was on with inter-cell interference control using the elevation
tilt to the locations of the targeted users. The result showed that the technique can achieve a
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substantial performance gain in edge and peak throughput over conventional non-coordinated
transmission system. The literature [110] focuses on the joint optimization of 3DBF and
resource allocation for the small cell (SC) backhaul in HetNets. They developed a low-
complexity algorithm for joint 3DBF and resource allocation and the simulation results
shows the better performance of the proposed algorithm.

Deployment of 3DBF would play a pivotal role considering the high path and penetration
losses at mmWave communication. The mmWave frequency spectrum, massive multiple-
input multiple output systems, and ultra dense networks (UDNs) are expected to be possible
candidates that can increase system capacity to meet new requirements of 5G [111]. BF
is being thought of a key enabler for mmWave indoor and outdoor backhaul networks.
The propagation characteristic of mmWave is characterized by a mix of LoS and NLoS
propagation with varying reflections and the major challenge is to ensure accurate pointing
and tracking under varying propagation conditions. Large scale antenna systems (LSAS)
need to be planned with practical optimization for RF chains for transceiver to balance energy
and spectrum efficiency [112].

2.5.2.3 Beamforming in Multipath Environment

Multipath occurs when a signal takes two or more paths from the transmitting antenna
to the receiving antenna. In urban and rural environments, the signal might reflect off
buildings, mountains or other obstacles. For multipath propagation, the challenge is to
determine different angle of arrival (AOA) for both LoS and NLoS components. Generally,
the AOA estimation is done at the AP side [113]. The authors in [114] constructed the
optimal beamformer using a two tier eigen structure analysis of the array covariance. They
showed that their constructed beamformer was considerably more advantageous than the
usual beamformers in multipath fading environments. Conventional adaptive BF techniques
do not perform well in the multipath environment. The multipath narrowband propagation
creates coherence and it affects the performance of an adaptive array system. To overcome
this problem, Liu and Langley proposed a robust adaptive BF technique called domain
weighted principle component analysis (DW-PCA) for the multipath environment. The
results confirmed that the DW-PCA was capable of giving a better performance than the
fixed BF under the scenario of an interfering signal falling in the main beam of the fixed
BF [115]. [113] proposed an approach by changing the directional property of the smart
antenna array at both ends for indoor multipath scenario. In their proposed model they
combine the transmitter and receiver beam steering to overcome the effect of multipath
propagation. Due to mmWave scattering behaviour it is important to study the BF approach
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for a multipath channel. To mitigate the attenuation problem, single beams from transmitter
and receiver side are steered towards each other to reach the desired gain. However, it is
not a robust approach due to blocking and reflection. Hence, a joint BF scheme using both
transmitter and receiver has been proposed to provide the diverse gain [116]. While the
mmWave spectrum promises far higher bandwidths than current cellular allocations, there is
concern that mmWave transmissions will have significantly less favourable propagation due
to severe shadowing, intermittent connectivity, and presence of higher doppler spreads. As a
result, the application of mmWave bands for multipath or NLoS cellular scenarios and across
long distances needs careful consideration, and the practicality of such systems has been
widely discussed [117]. Hence, channel models capturing these multipath effects are studied
widely. [118] provides a measurement based study on mmWave outdoor multipath scenario
using BF. They exploit various types of directional antenna at different heights to estimate
the AOA, multipath time delay spread, and propagation path loss. Multipath propagation of
mmWave and related issues are further discussed in Chapter 6.

2.5.3 mmWave MaMIMO Beamforming

A Beamforming technique along with the MaMIMO architecture can radiate the maximum
energy by steering the beams more accurately towards individual UE, hence the challenges
of mmWave propagation. So, it can be said, to support the 5G data surge exploiting mmWave
frequency band, MaMIMO and BF work hand in hand and can enhance user throughput,
boost mobile network capacity, raise spectral and energy efficiency [119][120]. However, BF
for mmWave communications throws challenges due to the large channel bandwidth, unique
channel characteristics, and RF transceiver architecture design [112]. Fig. 2.10 shows the
MaMIMO BF environment.
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Fig. 2.10 Massive MIMO with beamforming (directly reproduced from [121])

In conventional beamformers large antenna elements are connected to the RF chains and
the phase shifters and/or the RF switches provides the the beamforming and beam selection.
For mmWave frequencies, phase shifters and switching networks necessitate the inclusion
of RF components as well as voltage control from a hardware standpoint [122]. Moreover,
one advantage of mmWave is its LoS nature which helps to control interference between
systems. The small wavelength at mmWave frequency facilitates the implementation of
multiple arrays within a small area and the support of BF with high directional gain that
makes it possible to utilize the spatial dimension efficiently. The mmWave antennas are likely
to be highly directional and in consequence the LoS plays a dominant role in propagation.
However, for the LoS channel, MIMO BF system performance relies heavily on the number
of arrays and the distances from surrounding arrays [123]. If the LoS component is dominant,
then MaMIMO is more compatible in Ricean fading environments rather than of a Rayleigh
fading environments when the scattering loss is considered [124]. As mentioned before
BF processes the signal by adjusting the phase and/or amplitude, before transmitting it and
therefore enhance the network throughput and reliability in a MIMO system. The BF can be
designed in three different ways: analogue beamforming, digital beamforming, or a hybrid
beamforming architecture. [125].

2.5.3.1 Analogue Beamforming

Analogue BF only exploits the phases of the transmitting signal to concentrate the maximum
energy towards intended user. Therefore, in order to transmit a single beam in this process a
single RF chain is sufficient, along with a large number of analogue phase shifters. The RF
chain controls the phase and thus provides the gain. Clearly, analogue BF is simpler in terms
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of hardware design and low power consumption but it falls short in terms of poor antenna
gain and performance loss due to the inability to control the amplitude. In addition, analogue
beamforming requires to measure CSI precisely. As a result, it is not feasible to use analogue
BF practically [125]. However, there are some proposed solutions to avoid the complexity of
CSI in [126][127][128].

2.5.3.2 Digital Beamforming/Pre-coding

Unlike analogue BF, digital BF uses RF chains for each antenna element to control both the
phases and the amplitudes in the digital domain. Often digital beamforming is referred as
pre-coding and the precoders are formed in the digital baseband. Due to the increased number
of RF chains required, it is costly to adapt digital BF for mmWave MaMIMO [125][129].
Several solutions have been proposed to implement digital BF for 5G communication re-
quirements. [129] shows the performance of MaMIMO system comparing two digital BF
technologies (grid of beams and eigen based BF) and studied the digital BF thoroughly for
future wireless communication. [130], implied digital BF jointly with two step CSI based
pre-coding utilizing low-SHF band to avoid the disadvantages due to mmWave propagation
characteristics for the MaMIMO channel. In [131], the authors suggested that for a given set
of parameters fully digital beamforming can be implemented reducing the hardware com-
plexity of the RF chain. Recently, hybrid BF (described in following section) is preferred by
many researchers to digital BF because of low power consumption and hardware complexity.
However, hybrid BF is limited to only a few data streams using phased sub-arrays. On the
contrary, digital BF can provide multiple beams and a higher number of data stream than
hybrid BF. Hence, [132] shows an asymmetric MaMIMO system for the mmWave frequency
band where the number of antenna elements and transmitters of the transmitter array is larger
than the number of antenna elements and receivers of the receiver array and non-reciprocal
full-digital BF is performed. Interestingly, it has shown the potential of reduced hardware
complexity and cost along with the benefits of digital BF.

2.5.3.3 Hybrid Beamforming

Evidently, the mmWave MaMIMO has the potential to dramatically increase the network
capacity so is considered as one of the frontiers of the next generation of wireless communi-
cation networks: but to bring such a concept into practice, it is essential to reduce the cost of
such complex systems. Recently, hybrid/analog-digital (AD) BF structure has received great
attention as a promising solution to carve the cost and power consumption. In other words, it
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can be stated that merging the features of analogue and digital BF architecture, hybrid BF is
a prospective candidate in mmWave MaMIMO systems [125][133]. By introducing phase
shifters and reducing the number of expensive components in digital and RF chains, such as
digital-to-analog/analog-to-digital converters (DACs/ADCs) and signal mixers, hybrid BF
opens up possibilities to build relatively low cost and low complexity MaMIMO systems.
A very common way of allowing hybrid BF is to predefine a set of fixed beams in the DL
where pilots are transmitted to a UE which selects the best beam and sends feedback to
the BS [134][135]. Moreover, conventional digital BF methods involve one RF chain per
antenna element which is not feasible in large-scale antenna arrays due to the high cost and
high-power consumption of RF chain components in mmWave. Based on the hypothesis of
full CSIT, hybrid massive MIMO can achieve the same performance as any fully digital BF
scheme [136].

2.6 Zero-forcing Pre-coding

MaMIMO technology has been proven to be the ultimate solution in terms of providing
higher spectral efficiency to support UDNs and achieving the expected data rate in 5G
cellular network. Hence, the transmission from a large number of BS antennas to multiple
users requires processing at the transmitter i.e. pre-coding to send the desired data symbols
towards the intended users [137]. Zero forcing (ZF) is a linear pre-coding scheme that offers
higher computational efficiency. It has the capability of exhibiting equivalent performance to
dirty paper coding or other advanced non-linear pre-coding schemes, in favourable channel
conditions [138][139][140]. ZF provides multiplexing gain and the multi-user diversity gain
and successfully mitigates the interference among the interfering users [141]. ZF pre-coding
is done by inverting the multi-user channel. The pre-coder with pseudo-inverse channel
provides high performance under a total power constraint [142].

Let us consider a downlink multi-user scenario where M transmit antennas are serving K

users containing a single antenna in the same time-frequency.
The received signal at the kth user is expressed as

yk = hT
k x+ zi (2.21)

where h ∈ CM×1 is the channel vector between the BSs and users, zi is the noise and x
the precoded signal vector x ∈ CM×1 is given by
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x =
K

∑
k=1

wksk = Ws (2.22)

where, w∈CM×1 is the pre-coding vector for user k, sk is the data symbol. [W = w1,w2, . . . ,wK]

is the concatenated pre-coding matrix and s = [s1,s2, . . . ,sK]
T is the data symbol vector.

Then 2.21 can be written as

y = HWs+ z (2.23)

where y is the received signal vector, H ∈ CK×M is the concatenated channel matrix, and
z is noise vector.

Now, the pre-coding matrix for ZF is given by

WZF =
1

αZF
·HH (HHH)−1

(2.24)

where αZF =
√

tr{HHH} is the normalization factor that ensures that the transmit signal
power remains the same after the pre-coding.

Therefore by substituting 2.24 into 2.23, the received signal vector for ZF pre-coding
becomes,

yZF =
1

αZF
·HHH (HHH)−1 s+ z =

1
αZF

· s+ z (2.25)

Here, ZF pre-coding suppresses the interference to zero from non-intended users hence
the name zero forcing [137]. However, in massive MIMO systems, for a large number of
users, the computational complexity increases in ZF precoding. The matrix inversion causes
high computation cost which affects its application [140]. Moreover, this pre-coding is fully
CSI based and require perfect knowledge of the CSI which is not straightforward for practical
implementation [143].

There are several papers on ZF pre-coding stating different design criteria [144][145][146].
[140] modified the ZF pre-coding scheme with reduced complexity and showed better perfor-
mance than the conventional ZF approach. The authors in [147] proposed a ZFBF scheme
for cell-free massive MIMO (CF-MaMIMO). They optimized the combined power control
coefficient and AP power to enhance the signal-to-interference-plus-noise ratio (SINR) and
the rate of the system. Moreover, [143][148][149] stated different approaches to solve the
CSI issue. In [65] for a MU-MIMO DAS system ZFBF is applied on the DL where they
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assumed perfect CSI. The impact of channel aging on ZF Pre-coding in CF Ma-MIMO
systems for user mobility and its effect on the CSI is shown in [150] .

2.7 Singular Value Decomposition

In linear algebra, singular value decomposition (SVD) is a computational technique that is
used to extract useful features from a matrix by decomposing it into different component
matrices. Let us consider that A is a m×n matrix. The SVD of A can be expressed as

A = UΣVH (2.26)

where Σ is a diagonal matrix where the diagonal elements are called the singular values
of A and can be represented as

Σ =

[
Σr 0
0 0

]
(2.27)

where Σr = diag(σ1, . . . ,σr) and σ1 ≥ σ2 ≥ ·· · ≥ σr > 0 and Σ is the square root of an
eigenvalue of AAH and r denotes the rank of the matrix. Moreover, U and V are orthogonal
matrices satisfying UHU = I and VHV = I. In fact in each matrix a unique Σ can be found.
The columns of U are the eigenvectors of AAH and the columns of V are the eigenvectors of
AHA [151].

It is shown that SVD is an efficient mathematical tool for channel estimation to obtain the
MIMO channel capacity [151][152]. [153] proposes a joint transceiver combination using
SVD based DL MU-MIMO eigenmode transmission that effectively cancel the multi-user
interference and also shows that using low complexity ZF pre-coding at the BS exhibits
substandard performance. In [154], a vector perturbation (VP) aided SVD-based transmitter
approach is adapted for multi-user MIMO that improves DL and can supporting different
modulation techniques. Conventional ZF pre-coding is unable to control the received power
at each user, and hence suffers from poor energy distribution [155]. However, using SVD
provides better power balancing and furthermore, achieves improved sum capacity to conven-
tional ZF pre-coding [156]. But SVD invokes the collaborative detection issue. In [157] the
MU-MIMO collaborative detection problem is addressed and proposed a possible solution
exploiting SVD to mitigate the user interference. [88] discusses an approach using SVD-
based pre-coding combined with ZF pre-coding to eliminate user interference addressing the
importance of obtaining the CSI for CF-MaMIMO architecture.
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2.8 Summary

In this chapter, an overview of the current state-of-art for 5G and the techniques relevant to
this thesis has been documented. In addition, research carried out on distributed massive
MIMO in mmWave communication have been reviewed. We have obtained the generic idea
on the requirements, challenges and existing scenarios. It has been seen that several factors
need to be considered in implementing D-MaMIMO scheme in the mmWave band for future
wireless technologies due to the unique propagation characteristics of mmWave. The basic
principle of some of the beamforming techniques are also discussed. The following chapter
will present the first phase of the major contributions in this thesis.



Chapter 3

Distributed 3D Beamforming for a Single
User

3.1 Introduction

Two of the most promising features of 5G and beyond are massive multi-input-multi-output
(MaMIMO) and millimetre wave (mmWave) transmission. The size of an antenna element
at mmWave frequencies is much reduced, and the array element spacing (usually half the
corresponding wavelength) can also be reduced, making large-scale antenna arrays feasible
within a limited physical size. The increased free-space path loss (FSPL) at these frequencies
also requires increased antenna gain in compensation, along with steerable beams, which
also calls for large-scale arrays. Moreover, additional propagation issues may also arise at
mmWave frequencies, for example the increased diffraction loss may mean that line-of-sight
(LoS) or strong specular reflections are required to provide strong signals to users. This
(along with the increased FSPL) makes it desirable to reduce the distance between UE and
AP [11][44][158][26]. Distributed massive MIMO (D-MaMIMO) or cell-free massive (CF-
MaMIMO) offers fair coverage by exploiting base station diversity or macro-diversity and
path loss reduction along with other advantages such as large throughput, coverage probability,
and energy efficiency [55]. A large number of works have considered CF-MaMIMO or D-
MaMIMO, but these mostly consider the band below 6 GHz. The comparison between
collocated and fully distributed antenna systems has been made in [159][160][161][162].
In [163][16][86], a distributed approach is studied assuming multi-antenna APs, but not
explicitly arranged in antenna arrays such as will be required at mmWave.

In this chapter, a practical LoS model is used, considering the 3GPP standard [164] for
high frequency to analyse the key trade-offs in D-MaMIMO or CF-MaMIMO to collocated
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massive MIMO, between concentrating the antenna elements in one location versus dis-
tributing the total elements over multiple APs in arrays with smaller numbers of elements.
Therefore, we consider the application of D-MaMIMO, assuming that in place of a single
centralized large antenna array, a number of arrays are distributed as APs across the service
area. These then perform cooperative beamforming: they jointly steer coordinated beams
in the direction of UE. Distributing the antennas across a larger number of APs means that
on average users are closer to APs, and hence there is a higher probability of a line of sight.
Several research works on D-MaMIMO (or CF-MaMIMO) has been mentioned in the previ-
ous chapter, primarily focuses on the frequency bands below 6GHz, rather than explicitly on
mmWave, and most commonly it has been assumed that there is a single antenna at each AP
(that can be described as fully distributed massive MIMO: FD-MaMIMO). Hence, consid-
ering mmWave, this chapter, explores the advantages of using antenna directionality rather
than single omni-directional antennas at each transmitting AP and the reduced wavelength at
mmWave allows this within a physically small AP. We describe this as partially distributed
massive MIMO (PD-MaMIMO). Hence, we show the performances of the distributed array
system for different simulation scenarios for single user as follows: a) the number of APs
increases with a constant number of elements in each, b) distributing a constant total number
of elements over multiple arrays as APs in arrays with smaller numbers of elements, c) used
different sizes of rectangular antenna arrays. We exploit these arrays to perform explicit
3D beamforming, directing a beam towards each user, and hence full pilot based channel
estimation is not necessary.

This chapter is structured as follows: the next Section describes the system and channel
model for pure LoS channel, while Section 3.3 describes the 3D beamforming approach,
Section 3.4 includes the numerical results and discussion and finally Section 3.5 summarizes
the chapter.

3.2 System and channel model

As mentioned in sec. 3.1, we consider a pure LoS model based on the standard 3GPP standard
channel model for frequencies from 0.5 to 100 GHz [164] to observe the performance of
distributed 3D massive MIMO in the mmWave frequency band for an outdoor environment.
In this chapter, we assume LoS propagation only which follows the Friis inverse square
formula, with no multipath. We will discuss about multipath in Chapter 6. We use this model
to evaluate the performance of distributed antenna arrays in a 100× 100 m2 open square
area where M APs, with Nh ×Nv antenna elements each, serve K single antenna UE at 26
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GHz. The 26 GHz covers the 3.25 GHz of spectrum between 24.25 GHz and 27.5 GHz. In
Europe, 26 GHz is one of the pioneer 5G bands for mmWave communication [165]. The
APs are arranged in two ways for the distributed system: firstly, the number of elements per
AP is kept the same, while in the second approach, a constant total number of elements is
split into smaller arrays over the coverage area. The positions of APs are at fixed around
the edges of the square in different scenarios. In this arrangement, planar antenna arrays are
considered to incorporate the 3D beamforming technology. Given the size of the simulation
area we assume that a unobstructed LoS path is available between all APs and the UE, and
the mmWave propagation follows the inverse square law, as mentioned before, given by the
Friis equation. Again because of the short link lengths we neglect the attenuation due to the
atmospheric and other losses. The signals on the direct paths from each AP are assumed to
be phase controlled so as to combine coherently at the user. The received power, PUE,m from
the mth AP is calculated as

PUE,m = PAPGAPGUE

(
λ

4πdm

)2

(3.1)

where PAP is the transmitting power. L =
(

4πdm
λ

)2
: that is, the path-loss depends on the

distance dm, between the AP and the UE and λ = fc
c is the wavelength, where fc the carrier

frequency and c the speed of light. GAP is the transmitting antenna gain. Here, GUE is the
reeving antenna gain and for this particular case is 1 as the UE has single omnidirectional
antenna. Therefore we can re-write the received signal power as

PUE,m =
PAPGAP

L
(3.2)

The noise power is given by
Pnoise = kFT B (3.3)

where k = 1.3807×10−23 is Boltzman constant, F is the noise figure, T the temperature and
B is the bandwidth.

Hence, the signal-to noise ratio (SNR) is given by,

SNRm =
PUE,m

Pnoise
(3.4)
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3.3 3D beamforming

Beamforming is one potential enabling technology for 5G, alongside mmWave, massive
MIMO etc. Many current networks employ horizontal uniform linear beamforming arrays to
generate a beam pattern in the azimuth plane: this is known as 2D beamforming (2DBF).
In this chapter, planar antenna arrays are used, allowing beam steering in both azimuth and
elevation: this is 3D beamforming (3DBF). According to [108], deploying 3DBF for 5G
wireless network can enhance the signal strength by pointing the main lobe of the array
beam to an intended user. The requirements of steerable beam and gain can be achieved by
beamforming technology to compensate the attenuation and propagation loss in the mmWave
communication and improve the spectral efficiency of the network [166][167].

3DBF is effective in increasing throughput of the system in the vertical plane by ma-
nipulating the downtilt angle where multiple users are served at different heights such as
in high-rise buildings [168]. But in this chapter, for the simulation scenario, the difference
between the heights of the APs and UE is small, as a result, the elevation angle does not
vary significantly and for that the azimuth angle is more vital for the performance evaluation.
Since the APs and UE are at different heights, the beamforming weights are applied at the
APs to direct the signal towards the UE through the available LoS path. Here, we used
an array with Nh ×Nv elements with GAP antenna gain: a function of the azimuth and the
elevation angle between the AP and the UE. Considering the gain of each of the Nh ×Nv

elements, Gnh,nv(θ ,φ), the array factor, AF(θ ,φ) can be written as

AF(θ ,φ) =
Nh

∑
nh=1

Nv

∑
nv=1

wnh,nv

√
Gnh,nv(θ ,φ)

× e j[(nh−1)kdh sinθ cosφ+(nv−1)kdv sinθ sinφ ]

(3.5)

where k = 2π

λ
is the propagation constant in free space, the antenna spacing is λ

2 , and θ and φ

are the azimuth and elevation angles respectively, dh and dv are the antenna element spacing
in horizontal and vertical direction respectively, wnh,nv is the weight of each element. The
weights are defined so as to direct a beam from the array in the direction of the LoS to the
UE. The weights can then be defined as

wnh,nv = exp
(

j
2π

λ
sinθ(nhdh cosφ +nvdv sinφ)

)
(3.6)
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Fig. 3.1 Distribution of APs along the edges of the coverage area with fixed coordinates and
their broadside directions for an instance of 8 APs

where nh and nv are the indices of the antenna element in the horizontal and vertical direction.
Assuming 100% efficiency, the gain GAP is given by

GAP =
|AF(θ ,φ)|2∫

π

−π

∫ π/2
−π/2 |AF(θ ′,φ ′)|2dθ ′dφ ′

(3.7)

where θ ′ and φ ′ are the azimuth and the elevation angles of the signal intended for user K′.

3.4 Results and discussion

Simulation Scenario

Here, we demonstrate the system performance of distributed antenna arrays with that of a
single antenna array in an outdoor square coverage area serving a mobile user equipped with
a single antenna. For the simulation scenario, the APs are distributed into 1,2,4,8 and 16
arrays for different scenarios to study the scalability of APs in the overall performance. For
1,2 and 4 APs, the APs are placed at the corners of the square and their the broadsides are
at 45◦ to the walls, directed towards the centre of the square and for 8 and 16 some of the
APs are placed on the boundary of the square with 90◦ broadsides facing the centre. Fig.



3.4 Results and discussion 49

3.1 is the schematic diagram of the AP distribution and their corresponding broadside for
an instance of 8 APs. In this figure, it is shown that the APs positioned at the corners are at
45◦ broadside to the edge of the square and the APs installed in the middle of the line are at
90◦. This is appropriate because the gain of a planar array drops with the cosine of the angle
from broadside, and this configuration means that if the AP is at the corner of the square, it
can cover with angle from broadside no greater than 45◦ whereas if the AP is at the centre
of the boundary, the deviation is up to 90◦. The heights of APs and UE are assumed to be
6 metres and 1.5 metres respectively. The height of the AP is chosen based on the height
of a street light in a residential area in the UK, while for the UE; it is based on the average
height of a person. The total transmit power is constant in every scenarios and that is 33dBm
over the bandwidth of 1.5 GHz, and the receiver has a noise figure of 10dB. The simulation
parameters are given in Table3.1.

Table 3.1 Simulation parameters

Parameter Setting
Coverage area 100×100 m2

Power per UE, PUE 33dBm
Carrier frequency, fc 26 GHz

Bandwidth 1.5 GHz
Noise figure 10 dB
Temperature 290 K

Number of UE 1
Receiving antenna gain, GUE 1

Antenna efficiency 100%

Grid Points and Pre-calculation

In order to capture the SNR distribution of the square coverage area for a particular set of AP
arrangements, we produce contour plots. Contour plots are generally used to depicts a 3D
surface on a 2D X,Y plane. It represents two variables as X and Y and a response variable Z
as contours. To model the contour plots, the whole region is required to be divided into equal
grids along X and Y axis such as, the X and Y variables are the co-ordinates of the points
inside the coverage area. Therefore, the entire service area is divided into grids and each grid
is set to 1×1 m2. To provide finer resolution the split is made to 99×99 along both the axis.
For the 100×100 m2 space, these grids induce 9801 points for the UE to be placed and their
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SNR values are on the Z scales. Additionally, using these grid points we are able to make
individual data sets for the antenna gains and the steering vectors for different types of AP
placements. As a result, it significantly reduces the computation time. We assume the test
user is positioned at different pints on this grids and capture the overall SNR profile for the
entire service area. To obtain the AP gain MATLAB package for uniform rectangular array
is used.

Simulation Results

In this section, we present the contour plots and numerical results from the simulation,
demonstrating the distributed antenna arrays for mmWave communication in the 3D LoS
environment. We show the contour plots for received SNR at each grid point at which the
mobile UE is placed for different distributions of the APs, and plot the cumulative distribution
function (CDF) graph to indicate the changes caused by these distributions. We used contour
plots to show the different contour level to determine the different picks of the SNR values
at different regions of the service area. It is seen that the signals combine coherently in the
direct path as the signal amplitudes are summed at the UE from each AP and are then squared
to obtain the LoS power. Then the total LoS powers give total received power at the user
and the ratio of the total received power to the thermal noise provides the SNR values to
plot the overall performance. In this context, we present three sets of results. For the first
set of results, the number of APs are increased to incorporate the distributed system with
a constant number of antenna elements in each site ensuring same beam-width per AP for
all the scenarios. Furthermore, for the second set of results, the advantage of distributed
antenna arrays over a single or centralized is observed by distributing a constant total number
of antenna elements between smaller antenna arrays compared to centralising them in one
array. We named this approach partially distributed massive MIMO. In this approach, the
processing power within the infrastructure is identical for all the cases. Finally, we show
the results for different shapes of the APs. This set of results does not make any remarkable
difference but for the multi-user case it makes a significant deviation, and will be shown in
chapter 4.
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Fig. 3.2 SNR distribution for single UE from 1AP (marked in blue) in a square coverage area

Figure 3.2 - 3.9 show the contour plots and the CDFs of the SNR distribution of a single
UE for different AP distributions with constant number of antenna elements in each AP. The
APs are distributed in the order of 1,2,4,8 and 16. Each AP contains 100 elements using
an 10×10 uniform planar array (UPA) configuration for all the distributions. The APs are
placed at the corners or the middle of the edges and to ensure the maximum coverage.

Figure 3.2 represents the contour plot of the SNR of a single UE in different grid points
of the coverage area while served by a single AP. In this figure, the AP is placed at the left
bottom corner of the square area and pointing at the centre with 45◦ broadside. It is observed
that the areas in the immediate vicinity of the AP are illuminated because of the high SNR
but the opposite far end and the surroundings areas experience poor service due to increased
path-loss and short wavelength of mmWave. As the UE is positioned away from the AP the
SNR values begin to reduce and within 20 m it falls around 14 dB. If the distance between
the mobile UE and the AP further increases diagonally to the opposite corner, the SNR drops
drastically almost 29dB. We assume the coverage area to be a square, placing the AP at any
corner or a particular point on the borders will exhibit similar performance.
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(c)

Fig. 3.3 Contour plots of different arrangements of 2APs around the edges of the square
coverage area

Figure 3.3 shows the contour plots of SNR distributions of a single UE from 2 APs
arranged in different patterns to explore the best performance using these APs. We organised
these two APs in three sets of locations. In Fig. 3.3 (a), the APs are positioned at two bottom
corners of the service area and their broadsides are at 45◦ towards the centre. It is seen
that the SNR values at the areas near the APs are extremely high. On the other hand, the
SNR distribution at the opposite end is quite low. It can be said that 1

3 of the service area is
affected by low SNR in this arrangement and the SNR reduces around 6 to 18dB from near
AP positions to the far end. In Fig. 3.3 (b), we have moved the APs at two opposite corners
of the square keeping the same broadside directions towards the centre as before. Here, it is
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Fig. 3.4 The CDF of different 2APs arrangements in a square coverage area

seen that the areas suffer from low SNR are reduced and the SNR values are also higher than
the previous case. As we have seen previously in all arrangements that the SNR is very high
near the APs and beyond 20m the SNR decrease to a steady points through a wide range of
space. Consequently, the areas around other two opposite corner where there are no APs,
experience drops about 3dB. Nonetheless, it is not as severe as in previous arrangement. In
Fig. 3.3 (c), we placed the APs at the middle of two opposite edges of the coverage area
and the broadsides are at 90◦ inward. The distance between two APs is shorter compared
to the previous arrangement and because of this reason the SNR improves in the middle
section. However, the SNR around the four corners reduces by about 6dB from the centre
point. Fig. 3.4 shows the CDF of these three arrangements and it is seen that at 5th percentile,
the differences between the SNR of these three configurations are around 1dB and the AP
arrangement in Fig. 3.3 (c) is better than the other two.
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Fig. 3.5 Contour plots of different arrangements of 4APs around the edges of the square
coverage area

Figure 3.5 shows the contour plots of SNR distributions of a single UE from 4 APs
arranged in different patterns. In set 1 (Fig. 3.5 a), the APs are positioned at the four corners
of the service area with the broadside at 45◦ and in set 2 (Fig. 3.5 b), the APs are at the
middle of the four edges of the square area with the broadside at 90◦. Fig. 3.5 (a) suggests
that using 4 APs at four corners provides a uniform service for the mobile UE without any
prominent drop and the overall performance is increased. Whereas for Fig. 3.5 (b), due to the
shorter distance between the opposite placed APs the middle part of the square experiences
higher SNR but the corners exhibit a notable drop in SNR around of 6dB.
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Fig. 3.6 The CDF of different 4APs arrangements in a square coverage area

Fig. 3.6 shows the CDF of these arrangements and it is observed that at 5th percentile the
SNR curve of set 1 is higher that the SNR curve of set 2 by 2dB. But at 50th percentile the
SNR of set 2 is improved than the SNR of set 1 by 3dB. This is due to the short distances
between the APs in set 2 give rise to the SNR in the centre areas whereas the the corners
suffer from poor coverage as we seen in Fig. 3.5 (b).
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Fig. 3.7 Contour plots of the SNR distribution of 8APs around the edges of the square
coverage area

Figure 3.7 illustrates the SNR performance of a UE placed at the grid points of the service
area where 8 APs are serving simultaneously. Here, the APs are equally distanced from each
other. Firstly, four APs are set at the corners and then the remained four are placed at the
middle of two APs each side. The broadside arrangement is as shown in Fig 3.1. The SNR
improves significantly by doubling the APs and the coverage is fairly uniform between the
APs. The SNR rises to maximum as the UE approaches close to any AP.
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Fig. 3.8 Contour plots of the SNR distribution of 16APs around the edges of the square
coverage area

Fig. 3.8 is the contour plot of the SNR experienced by the single UE from 16 APs each
with 10×10 antennas. Similarly, in this configuration the APs are uniformly distributed over
the edges of the service area. The performance continues to improve with increasing number
of APs along with uniform coverage. However, it can also be noticed that the coverage
area is extremely dense with large number APs which can increase the installation cost and
processing power.

Finally, Fig. 3.9 shows the CDF of the SNR distribution for the different arrangements of
APs shown in previous contour plots. It is observed that at 5th percentile, apart from 4 APs,
for every doubling of the number of APs the SNR curve improves by around 4dB. From 2
APs to 4 APs the rise in SNR is almost 6dB. It is seen from the contour plots that using 4
APs instead of 2 APs in service improves the SNR significantly and the coverage becomes
uniform.

Figure 3.10 presents the contour plots and the CDFs of the SNR distribution of a single
UE for different AP distributions where a constant total number of antenna elements are
distributed among a large number of APs. We maintained the same AP distributions as in the
previous cases. The total elements are distributed into 1,2,4,8 and 16 APs. Here, we assume
the total number of antenna elements is 1600.
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Fig. 3.9 The CDF of the SNR distribution for different number of APs with a constant number
of antenna elements in each AP

Figure 3.10a shows the contour plot of the SNR distribution of a mobile UE served by
a single AP. The array consists of 40× 40 elements and placed at the bottom left of the
area. As we have seen before for a single AP case the SNR is high near the AP but at the
far corner the coverage is very poor. The drop is around 20dB. In Fig. 3.10b, the contour
plot depicts the SNR distribution from two APs placed at the middle of two opposite edges.
We used this positions because it is seen from Fig. 3.3 that the SNR distribution is best for
this configuration. These two arrays have 28×28 elements each. Here, the total number of
elements is 1568 which is less then 1600 because we are using square arrays with identical
numbers of elements in horizontal and vertical directions. The SNR and the coverage improve
with two APs and the drop is not as significant as in the 1 AP case and at the corners it is
about 7dB from the centre.

Figure 3.10c shows the contour plot of the SNR where four APs are active. The 4 APs
are located at the four corners of the service area and each contains 20×20 elements. It is
noticed that the SNR significantly improves from using 2 APs by 4dB and the coverage is
quite uniform throughout the service area. The contour plot of SNR with 8 APs is shown in
Fig. 3.10d. The APs are distributed at equal distance from each other around the boundary of
the square as shown before and each of the APs consists of 14×14 elements. Again, in this
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(a) 1 AP with 40×40 elements
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(b) 2 APs with 28×28 elements
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(c) 4 AP with 20×20 elements
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(d) 8 APs with 14×14 elements

Fig. 3.10 Contour plot of received SNR for a single UE from various numbers of distributed
APs with different elements
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case the total number of elements is 1568 due to the use of square array. The locations and
broadsides are maintained as shown in Fig. 3.1. The SNR improves by 1dB and the coverage
is also consistent throughout the whole service area.

As we have observed before 3.8 shows the SNR profile of the single UE where 16 APs
are operating. Each AP is equipped with 10×10 elements and equally spaced from each
other. The SNR improves further by 1dB for the coverage area without any remarkable
drop. However, there is a “squircle” shape which appears in the middle where the SNR falls
approximately 1dB which is negligible compare to the overall performance.
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Fig. 3.11 The CDF of the SNR distribution for different number of APs with a total constant
number of antenna elements divided into APs

The CDFs of the SNR for different distributions of APs are illustrated in Fig. 3.11. At
the 5th percentile, from the 1 AP scenario to 2 APs, the SNR increases by almost 1.5dB. The
contour plot of the 4 AP case has shown better and uniform coverage than other arrangements.
Hence, the significant improvement in SNR performance is observed using 4 APs, of around
3 dB over the 2 AP case. Furthermore, for the 8 and 16 AP cases the increase in SNR is
about 1 dB respectively.
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Fig. 3.12 The CDF of the SNR comparing 4APs with different sizes

Finally, 3.12 shows the CDF plot for different configurations of APs. The configurations
of 4 APs at the corners are as follows: (a) each equipped with 10×10 antenna elements, (b)
each AP has 25×4 elements and (c) the horizontal elements are 50 and vertical elements are
2 (i.e. 50×2). The contour plots are similar to Fig. 3.5 (a). When the horizontal elements
are increased, the horizontal beam-width becomes narrower. In the scenarios considered so
far, the heights of the APs and UEs are kept fixed, and as a result the elevation does not vary
notably. Whereas the azimuth angle, due to large coverage area and UE placement, deviates
significantly. Consequently, the beam-width for the azimuth direction plays a pivotal role.
But from the contour plots it is seen that the SNR distribution for the whole coverage area is
nearly identical for the studied antenna configurations and hence the CDF plots (Fig.3.12)
also do not show any remarkable change. For the single UE case, the azimuth separation
is indifferent. On the other hand, the azimuth separation makes a significant impact in
multi-user cases, as will be seen in the following chapters.

3.5 Summary

In this chapter, we have shown the performance of a distributed massive MIMO system with
planar arrays at access points in a LoS scenario, with a view in particular to millimetre-wave
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transmission. We have studied three cases that draw the benefits of partially distributed
antenna array system for only a single user in an outdoor square area. We applied a 3D
beamforming technique to steer the beam towards the intended UE. It is observed that, if we
facilitate the coverage area with distributed APs rather than concentrating all the antenna
elements into one centralised array in the centre of a cell, the performance will get better
with increasing number of APs. This is due to the significant gains that are available by
distributing antenna elements over a number of smaller arrays. We have demonstrated the
difference in the outcome with different array arrangements. Firstly, we distributed the APs
with a constant number of elements and it is seen that if we continue to increase the number
of APs in this manner then the processing power will also increase along with the installation
cost. Secondly, we choose to split a constant total number of antenna elements between APs
and observed that at certain point of distribution the further distributions make insignificant
improvement in the SNR values. For this particular set of coverage area that is a square
outdoor, we can conclude that placing 4 APs at the four corners with 45◦ broadside facing
the centre, provide optimal quality of service for the UE. Finally, we have shown different
configurations of APs maintaining the 4 AP arrangement and for a single UE the different
shapes of the APs are less significant than with multi-users.



Chapter 4

Multi-user D-MaMIMO System using
Zero-forcing Pre-coding

4.1 Introduction

In Chapter 3, we have considered a distributed 3D beamforming (3DBF) system operating at
mmWave using multi-antenna access points (AP): specifically APs using planar arrays for the
single user case. For a single user equipment (UE) case, the system is much simpler as these is
no inter user interference. However, multi-user massive multiple-input-multiple-output (MU-
MaMIMO) increases the complexity of the system with rising interference between multiple
users besides the challenges due the unusual propagation characteristics while operating
in mmWave band. As a result, in the multi-user environment, it is quite obvious that the
performance can be affected by this induced inter-user interference [169]. Nonetheless,
MU-MaMIMO draws an enormous amount of interest for 5G and beyond to achieve the high
data rate and energy efficiency for ultra-dense networks (UDNs), mentioned in chapter 2. One
of the purposes of this chapter is to focus on eliminating this interference from multiple users
taking into account how readily we can separate the users without degrading the performance.
The beamforming (BF) and zero-forcing (ZF) are two linear pre-coding techniques for the
transmission of data and suppressing the multi-user interference in MU-MaMIMO systems
[170][171]. However, both [105] and [106] addressed the additional interference due to
energy leakage using transmit BF and proposed a solution through optimization to maximize
the signal power and minimize the interference. According to [147], ZFBF can be utilized
without any self-interference and it performs better than the conjugate BF technique for the
high spectral and power efficient system. In conjugate BF, the pre-coding matrix is obtained
by the conjugate of the estimated channel matrix whereas in ZF pre-coding vectors are the
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pseudo-inverse of the estimated channel matrix [170]. Moreover, the ZF pre-coding strictly
operates on the basis on perfect knowledge of the CSI [143]. Therefore, it is observed that
for D-MIMO system using ZF, both CSI and phase synchronization are important factors.
Any error occurring from these two factors at the transmitting end can cause power leakage
and performance degradation for DL transmission [172]. As mentioned in Chapter 2, several
approaches are adapted to address the CSI issue and the authors in [65] assumed perfect CSI
knowledge.

It is clearly seen that applying only the BF at the transmitter may not be enough to
eliminate the inter-user interference. In this chapter we have depicted that with the simulation
results. We propose a partially distributed ZF algorithm at the transmitting end where the
APs are are performing beamforming and show that using this ZF approach the performance
is significantly better than using only BF approach for multi-user. The ZF approach is applied
such that simple BF is applied at each access point (AP) with centralized ZF applied at the
CPU and here we assume single-antenna users for the sake of simplicity. We assumed that
the CSI is not needed. Moreover, the ZF scheme is investigated in detail, especially for
two closely spaced users. We also look into a system that includes dense users for different
arrangements of APs and we determine how many UEs can be effectively served using ZF
approach. Here, primarily we consider a two-user case for presenting a performance analysis
and then generalise to a larger number of users in the system. Firstly, for the two UE cases,
we obtain the SINR values received by an UE positioned at different grid points (we have
used the same grid system as mentioned in chapter 3) inside the coverage area with the
presence of another UE at a fixed position, exploiting both techniques. Furthermore, the
correlation between the steering vectors of these two UEs are shown on contour plots. For
a larger number of UEs, we show the throughput per UE for the system. In addition, we
introduce phase errors at the transmitter end to investigate the issue of stability in mmWave
oscillators and exhibit the results to show the degree of degradation in the SNR performance
in the multi-user system. To obtain the numerical results we make use of the open square
scenario described in chapter 3, in which a LoS path is dominant.

This chapter is structured as follows: the next Section 4.2 describes the system and
channel model for the pure LoS channel, while Section 4.3 describes the the partially
distributed ZF algorithm and we analyze the performance of the ZF algorithm, considering
the effect of two closely-spaced users on the algorithm performance. Section 4.4 includes
the numerical results and discussion and finally Section 4.5 summarizes the chapter.
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4.2 Multi-user Massive MIMO System Channel Model

In this chapter, the simulation scenario is maintained as we described in Chapter 3 where
the M APs are distributed on the edges of an open square, assumed to be 100m×100m. The
height of the APs is taken as 6 metres . The APs are directional multi-antenna arrays, serving
omnidirectional UEs. The UEs are distributed within the square, with height assumed to be
1.5 metres. Previously, we have seen that, for an open square outdoor environment, using 4
APs at the four corners provides optimal performance and uniform coverage. So,we prefer to
keep the number of APs to 4 for the simulation scenarios but we take different number of
antenna elements and their configurations into account to show the best combination. Figure
4.1 shows the simulation scenario where we assume 4 APs are placed at the corners of the
square, pointing 45◦ to the walls as the broadside direction towards the centre of the square.
Here, K number of single-antenna UEs are served by M APs, which in turn are connected to
a single CPU serving the entire network. Each AP is equipped with NT antennas, arranged as
an array, in this case a planar array. Each AP steers a beam in the direction of each user: the
steering vector for the beam towards kth user from mth AP is defined as vmk. The channel
from the NT antenna elements to the kth UE is defined by the vector hmk. The K steering
vectors at APm are combined to form a NT ×K matrix:

Vm = [vm1 . . .vmk . . .vmK] (4.1)

100𝑚

1
0
0
𝑚

𝐴𝑃

𝑈𝐸

Fig. 4.1 Simulation scenario
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For a downlink MU-MaMIMO system, the received signal at the ith UE is given by

yi =
M

∑
m=1

himxm + zi (4.2)

where xm is the transmitted signal vector from the mth AP, M is the number of access
points, zi is the noise at the ith UE. For the channel matrix between the mth AP and the ith

UE we can calculate the distance dim and angle from broadside θim of the UE from the APm

array. The channel vector him is then given by the Friis equation:

him = exp(−iωim)
√

βimψ
H
T (θim) = exp(−iωim)

√
GT (θim)

(
λ

4πdim

)2

ψH
T (θim) (4.3)

This channel matrix is formed between the inputs to each transmit antennas and the
output of the antennas at the receiver. Where βim is the path power gain, including the gain of
the antenna array that is GT (θim) in the direction θim. Furthermore, ψH

T (θim) is the steering
vector of the transmit array in the direction θim, which is the direction (relative to broadside)
of the ith UE from the mth AP. We make the normalizing assumption that ∥ψH

T (θim)∥2 = 1.
With the approximation of normalization of the steering vectors, the antenna array gain
should be equal to the total number of antennas but as we have mentioned before that for
planar antenna array, the gain reduces with the cosine of the angle from broadside. Hence,
we include the antenna array gain into the channel matrix, him. λ is the wavelength and ωim

is the phase shift corresponding to this path: since it depends on the exact path length relative
to the wavelength (which is small) we will treat it as a uniform random variable between ±π .
Then the transmitted signal vector is in turn given by:

xm =
K

∑
k=1

vmksmk (4.4)

where vmk is the pre-coding vector applied at the APm to the signal intended for the UEk,
and smk is that signal at the APm intended for the UEk. Again we assume that ∥vmk∥2 = 1,
which implies that the total transmitted power from mth AP is ∥xm∥2 = ∑

K
k=1 |smk|2 = ∥sm∥2

and the total power over all the APs is ∑
M
m=1 ∥sm∥2 = ∥s∥2 (sm and s is defined in 4.8).

Then the received signal becomes:



4.3 Beamforming for the Multi-user Case 67

yi =
M

∑
m=1

him

K

∑
k=1

vmksmk + zi =
M

∑
m=1

K

∑
k=1

exp(−iωim)
√

βimψ
H
T (θim)vmksmk + zi (4.5)

We suppose that the pre-coding vector vmk steers a beam in the direction of UEk, i.e.
vmk = exp(iωmk)ψT (θmk). We write the normalized correlation between the steering vectors
from APm, UEi and UEk, ψH

T (θim)ψT (θmk) as ρik,m, with ρii,m = 1. Then:

yi =
M

∑
m=1

K

∑
k=1

exp(i(ωmk −ωim))
√

βimρik,msmk + zi (4.6)

We may write this as:

y =
M

∑
m=1

H̀msm + z = H̀s+ z (4.7)

where

[Hm]ik =exp(i(ωmk −ωim))
√

βimρik,m

sm =
[
s1m . . .smk . . .smK

]T

H̀m =
[
h1m . . .hmk . . .hmK

]
and

s =


s1
...

sM


(4.8)

4.3 Beamforming for the Multi-user Case

Again we consider a downlink multi-user environment where M APs are communicating
with K users [91]. The received signal at the intended ith UE from the mth AP is given by

yi =
M

∑
m=1

Himvimsim +
M

∑
m=1

K

∑
k=1,k ̸=i

Hmkvmksmk + zi (4.9)

where Him is the channel matrix between the ith UE from the mth AP. Here, vim is the
BF vectors and sim denotes the transmitted data intended for user i. The second term is the
interference caused by the multi-user nature of the system and zi is the noise at ith UE. Now,
let us assume for the ith user si can be estimated from yi in 4.9. i.e.,
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ŝi ≜
v∗imH∗

imyi

∥Himvim∥2 (4.10)

Then:

ŝi = sim +
v∗imH∗

im ∑
M
m=1 ∑

K
k=1,k ̸=i Hmkvmksmk

∥Himvim∥2 +
v∗imH∗

imzi

∥Himvim∥2
(4.11)

For the ith user the output signal-to-interference-noise ratio (SINR) is given by

SINRi =
∥Himvim∥2

σ2
i +

∑
M
m=1 ∑

K
k=1,k ̸=i ∥v∗imH∗

imHmkvmk∥2

∥Himvim∥2

(4.12)

4.4 ZF Pre-coding for Multi-user Case

We first consider the CPU pre-coding matrix required in order to separate the signals to each
user. We may stack the M length-K vectors of fronthaul signals from the CPU, and hence
define a K×MK composite channel matrix between this vector and the received signal vector
across the UEs:

H =
[
H1V1 . . .HmVm . . .HMVM

]
(4.13)

The CPU pre-coding matrix is then the pseudo-inverse of this matrix:

V = HH(HHH)−1A (4.14)

A is a K ×K diagonal matrix chosen to ensure that the norm of the kth column of the
pre-coder, ∥[Vk∥2 = ∑

MK
m=1 |V mk|2 = 1,∀k, and hence that the pre-coder does not change the

transmitted power – that is the kth diagonal element of A:

Akk =
1√

∥[HH(HHH)−1]k∥2
(4.15)

Then the length K received signal vector at the UEs, omitting noise:

ỹ = HVs = HHH(HHH)−1As = As (4.16)

and thus A2
kk is the power gain for the kth user between the input of the CPU precoder and the

receiver at the UE.
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4.4.1 Determinant of G

The performance of the system will be strongly dependent on the determinant of G = HHH ,
which appears as a divisor in the calculation of its inverse and thus as a multiplier in the
calculation of A: hence if the determinant is small we can also expect the received signal at
the user to be small. Thus we next investigate the conditions under which the determinant
tends to zero: that is, when the matrix G becomes ill-conditioned.

Now HmVm is a K ×K matrix in which the kk′-th element:

[HmVm]kk′ = hmkvmk′ = exp(iωmk)
√

βmkvH
mkvmk′ (4.17)

and:

vH
mkvmk′ =

∥Vmk∥2 = 1,k = k′

ρmkk′,k ̸= k′
(4.18)

where ρmkk′ denotes the correlation coefficient between the steering vectors towards the
kth and the k′th users from the mth AP.

The most fundamental question in analysing the performance of this system is the extent
to which a pair of closely spaced users may be separated, and for this reason we now focus on
the two user case. Since ZF is used it is in principle possible to remove mutual interference
between them as long as the matrix G can be accurately inverted: however as discussed
above when the determinant is small, for given transmit power the received signal on the
downlink will be reduced, and hence the signal to noise ratio (SNR) will be reduced. (On
the uplink an equivalent process will occur, but in this case the ZF detection at the CPU will
have the effect of enhancing the received noise – but again an equivalent degradation in SNR
will occur).

Now:

G =
M

∑
m=1

(HmVm)(HmVm)
H (4.19)

and hence the kk′-th element is given by:
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[G]kk′ =
M

∑
m=1

K

∑
i=1

[HmVm]ki [HmVm]
∗
k′i

=
M

∑
m=1

K

∑
i=1

(
exp(i(ωim −ωkm))

√
βkmρmki (−i(ωim −ωk′m))

√
βk′mρ

∗
mk′i

)
=

M

∑
m=1

(
exp(i(ωk′m −ωkm))

√
βkmβk′m

K

∑
i=1

ρmkiρ
∗
mk′i

) (4.20)

The diagonal elements simplify to:

[G]kk =
M

∑
m=1

βkm

K

∑
i=1

|ρmki|2 (4.21)

For the two-user case of course k,k′,i take only the values 1 and 2, and for k,k′ =

i,ρmki,ρ
∗
mk′i = 1, and we can simplify the notation by writing ρm12 = ρ∗

m21 as ρm. The matrix
can then be written as

G =


M
∑

m=1
β1m

(
1+ |ρm|2

) M
∑

m=1
2exp(−i(ω1m −ω2m))

√
β1mβ2mρm

M
∑

m=1
2exp(i(ω1m −ω2m))

√
β1mβ2mρ∗

m

M
∑

m=1
β2m

(
1+ |ρm|2

)


(4.22)
The determinant is given by the product of the diagonal terms minus the product of the

off diagonals, and is given as
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det (G) =
M

∑
m=1

M

∑
m′=1

β1mβ2m′
(
1+ |ρm|2

)(
1+ |ρm′|2

)
−

M

∑
m=1

M

∑
m′=1

4exp(−i(ω1m −ω1m′ −ω2m +ω2m′))×
√

β1mβ1m′β2mβ2m′ρmρ
∗
m′

=
M

∑
m=1

(
β1mβ2m

(
1−|ρm|2

)2

+
m−1

∑
m′=1

(
(β1mβ2m′ +β1m′β2m)

(
1+ |ρm|2

)(
1+ |ρm′|2

)
−8cos

(
ω

′
mm′
)√

β1mβ1m′β2mβ2m′|ρm||ρm′|
))

(4.23)

in which ω ′
mm′ = ω1m −ω1m′ −ω2m +ω2m′ −ωρm +ωρ ′

m
where ωρm is the phase of ρm.

The expression 4.23 leads to our main result:
Theorem: The matrix G is singular, and hence the pre-coder cannot be obtained, if and

only if the following are simultaneously true for all m,m′,m′ < m:

β1mβ2m′ = β1m′β2m (a)

|ρm|= |ρm′|= 1,and (b)

ω
′
mm′ = 0 (c)

Proof : We can rewrite:

(β1mβ2m′ +β1m′β2m)
(
1+ |ρm|2

)(
1+ |ρm′|2

)
−8cos

(
ω

′
mm′
)√

β1mβ1m′β2mβ2m′|ρm||ρm′|

=
1
2

[
(|ρm| − |ρm′|)2 +(1−|ρm||ρm′|)2 +4

(
1− cos

(
ω

′
mm′
))

|ρm||ρm′|
]

×
(√

β1mβ2m′ +
√

β1m′β2m

)2

+
1
2

[
(|ρm| − |ρm′|)2 +(1−|ρm||ρm′|)2 +4

(
1+ cos

(
ω

′
mm′
))

|ρm||ρm′|
]

×
(√

β1mβ2m′ −
√

β1m′β2m

)2
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In this expression the terms
(
1− cos

(
ω ′

mm′
))

and
(
1+ cos

(
ω ′

mm′
))

are clearly non-
negative: all other terms are quadratic and thus also non-negative. Since

√
β1mβ2m′ +√

β1m′β2m is always positive and non-zero (except, trivially, as β1mβ2m′ and β1m′β2m both
tend to zero) the first term is zero if and only if |ρm| − |ρm′| = 0, 1− |ρm||ρm′| = 0, and
1− cos

(
ω ′

mm′
)
= 0. The second term is zero either if |ρm| − |ρm′| = 0, 1−|ρm||ρm′| = 0,

and 1+ cos
(
ω ′

mm′
)
= 0, or if

√
β1mβ2m′ −

√
β1m′β2m = 0. Since 1+ cos

(
ω ′

mm′
)
̸= 0 if

1−cos
(
ω ′

mm′
)
= 0, both terms can only be zero if |ρm| −|ρm′|= 0, 1−|ρm||ρm′|= 0, and 1−

cos
(
ω ′

mm′
)
= 0, and

√
β1mβ2m′ −

√
β1m′β2m = 0. These statements are simultaneously true

under the joint conditions listed in the theorem. The inner summation in 4.23 contains m−1
terms of this form: the determinant is zero only if these are all zero. Hence the conditions
must be satisfied for all m′ < m. There is also an additional term β1mβ2m

(
1−|ρm|2

)2 in the
outer summation, which will also be zero if |ρm|= 1. And of course all terms of the outer
summation must be zero, so the conditions must hold for all m ≤ M.

4.4.2 Implications and Specific Cases

The theorem also indicates under what conditions the determinant may be small, in addition
to the trivial condition that all path losses are large. These are the conditions under which the
conditions (a), (b) and (c) of the theorem are nearly fulfilled. Assuming the Friis law applies,
condition (a) requires that d1md2m′ ≈ d1m′d2m, which is clearly fulfilled if UE1 and UE2 are
close to one another. (In fact it might also be fulfilled if they both lie on the perpendicular
bisector of the line between the two APs). However, since path loss varies relatively slowly
with location, it might be approximately fulfilled for quite a wide range of locations.

Condition (b) requires that the steering vectors of the two users from both APs are
strongly correlated, which implies that their relative angle from the APs is close. Again this
is likely to mean that the UEs must be close together, but in this case the correlation of the
steering vectors also depends on the size of the arrays: the larger the aperture, the smaller the
correlation, and hence the smaller the distance must be to affect the determinant significantly.

Condition (c) depends on the relative phases of the signals from the two APs at the two
UEs: while these may be correlated when the UEs are very close together (at a distance
comparable with a wavelength), this is very unlikely in practice, and thus ω ′

mm′ may be
treated as random. It is made up of four random variables with uniform distribution over 2π ,
and since it is the sum of these taken modulo 2π that affects the determinant, this also can be
treated as having the same uniform distribution. Then if the random phase is close to zero,
and assuming both conditions (a) and (b) also apply, the determinant and hence the signal
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strength may be significantly reduced. Note that we can obtain a “worst case” for the random
fading caused by this by setting ω ′

mm′ = 0 in the simulation.
There are some special cases which may be of particular interest. First, if there is only

one AP, the outer summation in 4.15 has only one term, with m = 1, and the inner summation
has no terms. Hence the determinant becomes:

det (G) = β11β21
(
1−|ρ1|2

)2 (4.24)

This will be diminished if the steering vectors of the two users are strongly correlated,
that is, if they are close together in angle, whether or not they are also close together in space.
For two APs there are two terms in the outer summation of 4.22 and only one in the inner.
The determinant is:

det (G) = β11β21
(
1−|ρ1|2

)2
+β12β22

(
1−|ρ2|2

)2

+(β12β21 +β11β22)
(
1−|ρ2|2

)(
1−|ρ1|2

)
−8cos

(
ω

′
21
)√

β12β11β22β21|ρ2||ρ1|

(4.25)

As before, this will approach zero only if |ρ1|= |ρ2|= 1, which will occur only if the
two UEs are close together in angle from both APs. In this case the expression becomes:

det (G) = 4(β12β21 +β11β22)−8cos
(
ω

′
21
)√

β12β11β22β21

= 4
(√

β12β21 −
√

β11β22

)2
+8cos

(
1− cos

(
ω

′
21
))√

β12β11β22β21

(4.26)

Again this may approach zero if β12β21 ≈ β11β22, provided also ω ′
21 ≈ 0. Note however

that in this case the determinant depends on only one angle, and if the other conditions are
fulfilled there is a relatively high probability that this angle is small.

For a larger number of APs there may be many more terms in the expression. For M APs
there are M(M−1)/2 inner summation terms, each depending on an uncorrelated random
angle, and hence the probability that all terms will approach zero becomes very small, even
if the users are close together. In addition the users are much less likely to have correlated
steering vectors from all the APs unless they are very close together. This shows the benefit
of a distributed massive MIMO system in this scenario.
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4.4.3 Phase Errors at Transmitting APs

In a distributed MU-MaMIMO for mmWave communication, the phase of signals from all
the operating APs require to be controlled accurately. This can be achieved by ensuring
the stability of the oscillators and channels. In this chapter, we have investigated the effect
of induced phase error in mmWave oscillators. In practice, the phase synchronization at
the APs may be imperfect, which would mean there is a random phase error ϑm in all the
signals transmitted from the mth AP. This can be modelled by multiplying the vector S of
input signals to the APs by a diagonal error matrix:

E =


exp(iϑ1)I1 0 . . . 0

... . . . ...
0 . . . 0 exp(iϑM)I1

 (4.27)

The received signal is then:

ỹ = AHEVs+ z = AHEHH(HHH)−1s+ z (4.28)

However, the matrix B = HEHH(HHH)−1 is no longer an identity matrix, and no longer
diagonal, which gives rise to inter-user interference. The signal is given by the diagonal
elements and the interference by the off-diagonals. The signal to interference plus noise ratio
at UEi is given by:

SINRi =
B2

ii

∑
M
m=1,m̸=i B2

im +
σ2

z
A2

(4.29)

4.5 Results and Discussion

To illustrate these implications for the scheme we compute numerical results for the scenario
described in Section 4.2 above, and illustrated in Fig. 4.1, showing results for 4 APs. As we
have seen in chapter 3, that for a square shaped open area using 4 APs at four corners ensures
the best quality of service in terms of processing power and cost of the system. The total
transmit power per AP in 2UE case is 33dBm. The noise figure at the receivers is 10 dB in a
bandwidth of 1.5 GHz and carrier frequency is 26 GHz. The APs are at 6 metres in height,
and the UEs at 1.5 metres.

In this section, the results are shown to illustrate the performance of MU-MaMIMO
environment using BF and ZF pre-coding techniques. Moreover, it is observed that for
a particular arrangements of APs, the number of UEs that can be served in the proposed
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simulation area of coverage and the effectiveness of using ZF pre-coding to eliminate the
noise to provide best service to the UEs. For the simplicity of the analysis we have started
with only 2 UEs. We show the variation in correlation between the steering vectors of the
UEs throughout the service area. To prepare the contour plot to project the correlation we
divided the area into grids as described in chapter 3. Here, we are assuming that one user is
fixed in position (-10,15,1.5) metres with respect to the centre of the square. The simulation
parameters are given in Table 4.1.

Table 4.1 Simulation parameters

Parameter Setting
Coverage area 100×100 m2

Power per UE, PUE 33dBm
Carrier frequency, fc 26 GHz

Bandwidth 1.5 GHz
Noise figure 10 dB
Temperature 290 K

Number of AP 4
Receiving antenna gain, GUE 1

Antenna efficiency 100%

Figure 4.2 shows contour plots for the average correlation coefficient of steering vectors
from all 4 APs versus the position of the fixed UE, for 10×10 arrays (Fig. 4.2a), 20×20
arrays (Fig. 4.2b) and 50× 2 arrays (Fig. 4.2c). The figures show that correlation is
consistently high (above 0.8) only in a very restricted area around the fixed user. This is the
region that lies within the intersection of the beams from each of the APs, and hence the
correlation peak is more confined, and the correlation away from it smaller. As mentioned in
condition (b) of the theorem in Section 4.4.2, the correlation of the steering vectors depends
on the size of the arrays. Particularly, in this case the horizontal size of the AP array. The
larger aperture results in smaller correlation. The reason behind this is the width of the
correlation peak is determined by the beamwidth, which in turn is determined by the aperture
of the arrays. Fig. 4.2a shows larger correlation region among three figures, where the APs
are 10×10 arrays and the beamwidths of the arrays are about 50.8λ

Aperture = 10◦. Whereas for
20×20 arrays (Fig. 4.2b) the beamwidths are about 5◦ and for 50×2, they are around 2◦.
Hence, it is evident that as the beamwith becomes narrower, the correlation region reduces.
In Fig. 4.2c, a significant reduction in correlation region is observed for 50×2 arrays.
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Fig. 4.2 Correlation of steering vectors of fixed user (marked in green), and test user, as test
user moves around service area from 4 APs (marked in blue), (a) 10×10 array; (b) 20×20
array and (c) 50×2 array

Figure 4.3 shows the contour plots of the SINR experienced by the UE placed in each grid
position in the presence of a fixed UE in position (-10,15,1.5) where 4 APs are transmitting
using only beamforming technology. Fig. 4.3a shows the SINR contour for 10×10 arrays
and, it is observed that due to the presence of the fixed UE the performance is heavily affected
(the SINR value is around 7dB) in the area where both the UEs are highly correlated. The
fixed UE is positioned close to the AP placed at (-50,50,6) and it is seen that along the
vicinity of the fixed UE, the SINR values continue to drop diagonally through the opposite
corner where another AP is placed. The areas near the two other APs exhibit better SINR as
expected. At the upper right corner the SINR is around 40dB and to the lower left corner, it
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is above 30dB. In Fig. 4.3b and 4.3c, we can see that the pattern of the of the contour plot
follows as in Fig. 4.3a but the affected area reduces and the SINR improves as shown in their
respective correlation plots. This is due to the narrower beamwidth for 20×20 and 50×2
cases and in addition, for 20×20 array, the array gain increases as well. The 50×2 arrays
provides the best performances as the SINR values are over 30dB in most places (yellow
zones).
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Fig. 4.3 Contour plots for the SINR of a fixed user (marked in green) and and test user, served
by 4 APs (marked in blue), (a) 10×10 array; (b) 20×20 array and (c) 50×2 array

Figure 4.4 illustrates the resulting SNR with 4 APs, using ZF pre-coding technique.
The simulation scenario is maintained like the previous cases for 2 UEs. Here, we set the
random phase shift on the path between all APs and all UEs to zero, resulting in a “worst
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case” scenario, as discussed above in condition (c) of the theorem in Section 4.4.2. If the
random phase is set to zero, for instance where two UEs are close to each other and strongly
correlated, the signal strength may be significantly reduced. Fig. 4.4a and 4.4c have identical
total number of antenna elements i.e 100 in each array with different arrangements. It is
seen in both figures that there is a large region around the centre of the service area with
uniform SNR of around 38 dB. For 10×10 array case (Fig. 4.4a), the immediate vicinity
around the fixed UE suffers very low SNR of almost 8dB that is approximately 30dB drop
and the affected region is large compare to 50×2 case. In Fig. 4.4c with four 50×2 arrays,
the affected region due to high correlation between two UEs reduces remarkably because
of the narrower horizontal beam. For 20×20 arrays the overall SNR increases as the gain
increases up to around 44dB and small amount of area near the fixed UE suffers low SNR
(about 26dB) due to the higher array gain emerging from the increased number of antennas.

Figure 4.5 shows the contour plots of the SNR for 2 UE case where 4 APs are serving.
Similar to the previous scenario where we applied ZF based pre-coding to eliminate the
interference between the UEs but here the phase shifts on the paths between all APs and
all UEs are randomly chosen for each grid position. We maintain the same three antenna
arrangements as in the previous figure. It is observed that, unlike the “worst case”, near
the grid where two UEs are placed very closely, the SNR randomly varies. We can see the
rise of SNR in places and some black spots where the SNR falls rapidly. This is because
of the constructive and destructive merging of the signals with random phase shifts. The
overall SNR follows as the previous figure where we have seen performance boost using
20×20 arrays (Fig. 4.5b). The SNR variation in 10×10 (Fig. 4.5a) and 20×20 array case
is prominent than in 50×2 (Fig. 4.5c) array case. As the beamwidth from 50×2 array is
narrower the variation is less hence the performance is more uniform and the SNR drop is
around 3dB in few places. Whereas, for 10×10 and 20×20 array scenario the SNR goes
down almost 7dB to 9dB in places (shown in black spots). For 50×2 arrays, the SNR values
are above 38dB almost throughout the area and for 20×20 the SNR values are increased
over 44dB excepts the major drops near the intersection between the UEs.
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Fig. 4.4 SNR for case of 4APs versus position of test user for 2 user case, with a fixed user
marked in green – in a “worst case” SNR, with ωmm′ set to zero, (a) 10×10 array; (b) 20×20
array and (c) 50×2 array
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Fig. 4.5 Contour plot for SNR in 2 AP, two user case, showing practical case with random
phase shifts (a) 10×10 array; (b) 20×20 array and (c) 50×2 array

Figure 4.6 shows the cumulative distribution function (CDF) of the SNR for the two user
case, comparing the “worst case” scenario used in Fig. 4.4, in which all AP-UE phase shifts
are set to zero, with the results of randomly chosen phase shifts in Fig. 4.5 for different
arrangements of APs. The CDF of SNR values are of the UE placed at the grid points with
the presence of a fixed UE at at (-10,15,1.5) point. It is seen that if we increase the antenna
elements per AP the SNR improves due to increasing antenna gain. For the same total number
of elements but different shaped arrays i.e 10×10 and 50×2, the changes in SNR value is
not very noticeable above 10th percentile. At 5th percentile, the difference is around 2dB
for the “worst case” to the randomise phase case for for 10×10 array. Moreover, there is a
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long “tail” of low SNR for the “worst case” corresponding to locations very close to the fixed
user where the steering vector correlation is high. However, in the case of randomised phase
the probability of reaching these low SNR values is much reduced, showing that even users
that are very close to one another may in principle be separable due to the differences in
phase. Moreover, it is seen that the SNR increased around 3dB where the number of antenna
elements are increased from 400 to 1600 using 10×10, 15×15 and 20×20 arrays.
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Fig. 4.6 The CDF of SNR for different AP arrangements

In Fig. 4.7, we compare these both techniques that we discussed for 10× 10 (4.7a)
and 50×2 (4.7b) arrays. We choose these two that have identical total number of antenna
elements but in different arrangements. In both plots we can see that as we have kept the
difference in heights between the AP and UE small using only the BF technique on 2 UEs
degrades the performance significantly. For 10×10 arrays, at 10th percentile, the SINR level
drops to approximately 27dB and at 50th percentile, the difference is around 20dB. Moreover,
when we look into the 50×2 array system, at 10th, this variation is around 22dB but at 50th

percentile, the difference in their SINR values reduced to around 7dB. This is because of the
shaping of the beamwidth. As we have discussed before that when the antennas elements are
greater in the horizontal direction than that are of in the vertical direction, the beamwidth
becomes narrower which in turns reduces the high correlation space (shown in Fig. 4.2c) and
exhibits better user separation.
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Fig. 4.7 The CDF of SNR for different scenarios, (a) 10×10 array; and (b) 50×2 array

For a distributed MU-MaMIMO approach in mmWave band, one of the major concerns is
the synchronization of all the operating APs. So far we have observed in this chapter that it is
feasible to perform accurate ZF pre-coding on the downlink of a mmWave distributed system.
Hence, it is important to control the phase of signals from multiple APs accurately enough
to combine coherently at the UE. This would require oscillators and channels which are
sufficiently stable for a phase estimate acquired on the uplink to be usable on the downlink.
It is to be noted that there is less of an issue for uplink ZF detection, since channel estimates
acquired on the uplink can then be used immediately. This requires investigation in the
context of data on stability and phase noise in mmWave oscillators. To encounter this
issue we introduced various degrees of phase error at the transmitting signals. The phase
error follows the random gaussian and uniform random distribution. Fig. 4.8 shows the
SNR values at 10th percentile of the distribution for different degrees phase noises utilizing
various configurations of AP arrays. From Fig. 4.8a, it is clearly seen, that the 50×2 arrays
show the best curve among all the AP configurations used for a gaussian distribution of
phase noise. We can notice that for small deviations such as 2◦ and 5◦ the SNR values are
slightly shifted. From 0◦ to 5◦ the SNR drops about 2dB. Whereas, for 10×10 arrays the
SNR reduced approximately 10dB. Moreover, for 15×15 and 20×20 arrays, the SNR is
significantly higher at 0◦ but the SNR decreases more than 10dB for a small deviation such
as 5◦. The performance continues to degrade with increasing deviation in the generated
phase noise. It is seen that with 20◦ deviation the SNR drops around 10dB. It can be said that
the synchronization of all the operating APs should be considered carefully. The uniform
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random distribution of the phase noise is shown in Fig. 4.8b to highlight the changes for
higher degrees of deviation.
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Fig. 4.8 The SNRs at the 10th percentile of the distribution using different AP arrays, where
the added noise follows (a) random gaussian distribution; and (b) uniform random distribution

Up to this point, we have discussed the distributed MU-MaMIMO system using ZF pre-
coding for only two users for the simplicity of analysis. This is very unlikely for a practical
scenario. However, this approach can easily be adapted for a system that incorporates a large
number of users for a given AP distribution. Fig. 4.9 presents the throughput per UE at the
10th percentile of the distribution. This graph answers an important question of scaling up
distributed MU-MaMIMO system: How many users can be served by a specific distribution
of APs with given number of antenna elements for an outdoor LoS environment? The APs are
placed at four corners of the square area (as discussed in 4.2). The throughput is calculated
by an attenuated and truncated form of the Shannon bound defined in 3GPP standards (3GPP
TR 38.921 V17.0.0 (2021-03)) [173]. The following equations are adapted to approximate
the throughput over a channel with a given SINR:

T hroughput(SINR),bps/Hz =


0, for SINR < SINRMIN

α ·S(SINR), for SINRMIN ≤ SINR < SINRMAX

α ·S(SINRMAX), for SINR ≥ SINRMAX

(4.30)
where, S(SINR) is the Shanon bound, S(SINR) = log2(1+ SINR) bps/Hz, α is the

attenuation factor, 0.6 for DL, representing implementation losses, SINRMIN is the minimum
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SNR of the code set that is -10dB for DL and SINRMAX is the maximum SNR of the code
set, 30dB for DL. For a large number of users the transmitting power per AP is considered
around 25dBm.

It is observed that 10×10 array distribution can serve up to 60 users using ZF algorithm.
Whereas, with identical total number of antennas (i.e. 400), 25×4 and 50×2 systems can
incorporate 90 and 150 users respectively. The user throughput can be increased significantly
only by changing the shape of the arrays as well as the number of users that can be occupied.
We can see that for 40 randomly distributed UEs, at 10th percentile, the throughput per UE
is below 1 bps/Hz for 10×10 arrays, whereas for 25×4 and 50×2 arrays, the values are
approximately 3 and 3.37 bps/Hz respectively. Interestingly, in the 50×2 array system up
to 120 users, the throughput per UE is above 1 bps/Hz which is twice the number of users
that can be served by 10×10 arrays. Increasing the antennas per array, such as 15×15 and
20×20 arrays show improved throughput because of higher gain and narrow beamwidth.
The 20× 20 array system can provide service to up to 160 UEs, that is 10% of the total
number of antenna elements at the transmitting end (20× 20 = 400 ⇒ 400× 4 = 1600).
Similarly, 15×15 arrays serve users almost 10% of the total number of antenna elements in
all the APs. Here, both the 20×20 and 50×2 array system is better in user separation and
outperform other arrangements due to the narrower beamwidth and high gain. Up to 80 UEs
because of high gain the 20×20 AP arrangement exhibits the best throughput per UE but
beyond 80 UEs the 50×2 arrays outperform the 20×20 AP arrangement.

Figure 4.10 shows the 10th percentile of the total throughput for MU-MaMIMO system
for different AP arrangements. We have provided results for three different types of AP
configurations maintaining the total number of elements in them and other two AP arrange-
ments with increasing the number of elements. The curves are promising regarding showing
that similar throughput can be achieved using smaller number of antenna elements per AP
compared to larger arrays by just changing the shape of the arrays. Here, we can observe that,
at 10th percentile, both 15×15 and 25×4 array arrangement have achieved almost similar
throughput (orange and purple curves), except that with15×15 arrays we can serve up to
100 UEs. Similarly, both 20×20 and 50×2 arrays exhibit higher throughput: around 193
bps/Hz. The difference is, for 20×20 the highest throughput is achieved at a lower number
users (70 UEs) than that of 50×2 arrays and can provide service up to 160 UEs. Whereas,
in the 50×2 array scenario, the peak is at 90 UEs and can serve up to 150 UEs.

Fig. 4.11 shows the 10th percentile of throughput per UE for large numbers of users
for different levels of phase error utilizing various configurations of AP arrays. Fig. 4.11a
presents the throughput for 10× 10 arrays, 4.11b represents the performance for 20× 20
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Fig. 4.9 10th percentile of throughput per UE for multi-user scenario using different AP
arrangements
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arrays and 4.11c is for 50×2 arrays. As we have seen before regarding the 2 UE cases, at
lower deviation of 0◦ and 5◦ the performance does not degrade badly. Among these 50×2
is least affected by these lower degree of deviation. Beyond 20◦ divergence the number of
users served decreases along with the decreasing throughput per UE. It is evident that for
20◦ phase deflection, the induced error degrades the throughput per UE remarkably in all
three arrangements and it continues to decrease for greater deviations. It can be said that the
50×2 array system surpasses other arrangements and with 90◦ divergence it serves up to 40
users which is highest among these three configurations.
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Fig. 4.11 10th percentile of throughput per UE including the various degrees of induced
phase noise for multi-user scenario using different AP arrangements (a) 10×10 array; (b)
20×20 array and (c) 50×2 array
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4.6 Summary

In this chapter, we have described the performance of a distributed multi-user massive MIMO
system using BF and ZF pre-coding in a LoS scenario, with a view in particular to mmWave
transmission. To reduce the complexity of the analysis, we have shown the simulation results
for the two-user case for this chapter. We have also provided the results for a system with a
large number of users using the ZF scheme. We have shown that the correlation between
the steering vectors from 4 APs towards 2 UEs and the SINR performance using only
beamforming. It is observed that using only the BF approach is not good enough to eliminate
the inter-user interference. In order to effectively cancel the inter-user interference, a ZF
pre-coding scheme is proposed. We have analysed in particular the numerical conditioning
of the calculation of the ZF pre-coder by examining the determinant of the effective channel
matrix. We prove a theorem defining three criteria to ensure a non-vanishing determinant of
the pairwise effective channel matrix, the ZF approach successfully cancels the interference.
Moreover, one of the crucial findings in this chapter is: for a certain coverage area, how many
users can be effectively served by the distributed APs using ZF pre-coding. These simulation
results will be useful in designing the AP distribution and their configuration for a desired
number of users and coverage area for MU-MaMIMO architecture. It is clearly seen that an
arrangement of AP arrays where the number of antenna elements is greater in the horizontal
direction than in the vertical direction, the performance outperforms a square UPA array
system. One of the important findings in this chapter is that just by changing the shape of the
array, similar throughput can be achieved as for a square array with a much larger number of
antenna elements. And finally, we address the phase synchronization issue for the distributed
APs. We have shown how the phase error affects the received signal and degrades the overall
performance. The performance decreases with an increasing degree of deviation. Hence, it is
very important to design stable oscillators for mmWave communication.



Chapter 5

Multi-user D-MaMIMO System with
Multi-antenna APs and UEs

5.1 Introduction

In previous chapters, directional multi-antenna arrays were in use at the transmitting end of
the distributed massive multiple input multiple output (D-MaMIMO) system in millimetre
wave (mmWave) communication, serving users equipped with only single antennas. However,
this chapter considers multi-antenna arrays at the access point (AP) and at the user equipment
(UE). We have observed in chapter 2 that multi-antenna arrays were employed in various
studies on MaMIMO systems, either only at the APs or at both the AP and the UE. Modern
user devices such as laptops, tablets and smart vehicles can accommodate multiple antennas
to improve the multiplexing gain for better spectral efficiency [69]. Moreover, the mmWave
band allows smaller antenna size and more compactness along with wider bandwidth which
makes the multi-antenna user devices more feasible. According to [174] the deployment
of five or ten antennas per device is quite reasonable in mmWave frequencies. As a result,
evaluating the performance of mmWave D-MaMIMO with multiple antennas at the UEs is
critical. The impact of various antennas at the user end requires to be studied to improve
the systems’ architecture. [69] studied cell-free MaMIMO (CF-MaMIMO) systems using
multiple antennas at the AP and the UE. They have shown that, compared to single-antenna
UEs, exploiting multi-antenna UEs enhances per-user net throughput. However, they have
made this comparison for a limited number of elements at the transmitting AP as well as
the users. [85] proposed a user centric approach for CF-MaMIMO at mmWave frequencies.
In this approach each AP only transmits towards the UE that experience the best reception,
which reduces the required backhaul capacity. However, in this approach, there is a chance
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that some UEs may not be served by any of the APs. Generally, obtaining correct channel
state information (CSI) for CF mmWave MaMIMO systems is a difficult task, and due to
the large bandwidth and the close proximity of the APs, the combined channel from the
APs to a UE is highly spatially correlated [87]. Several studies have been conducted on the
capacity analysis of small scale MIMO considering perfect CSI [144][85] and imperfect CSI
[85][175][176], although [174][177] assume that the UEs have the statistical CSI. However,
[174] adopts MaMIMO with large antenna arrays but for centralised MaMIMO. In [88],
for the multi-antenna multi-user scenario a combination of eigenmode decomposition and
zero-forcing (ZF) is developed and water-filling is applied for optimal power distribution. The
authors in [178] consider centralised MIMO system with multi-antenna UEs. They applied
singular value decomposition (SVD) and ZF to reduce multi-user (MU) MIMO problem
into the MU multiple-input-single-output (MISO) problem. While most of the papers deal
with MaMIMO systems using smaller arrays, we propose a D-MaMIMO system with larger
antenna arrays in mmWave communication. We assume perfect CSI is available. We present
the comparison between single antenna UEs and multi-antenna UEs using a zero-forcing (ZF)
pre-coding scheme. In the multi-antenna UE case, ZF pre-coding is applied between the UEs
and among multiple elements of the same UE. We propose an approach combining eigenvalue
decomposition (EVD) with ZF pre-coding to improve the system capacity by sending a single
data stream toward individual users instead of multiple streams. The EVD decomposes the
channel into parallel sub-channels among the UE antenna elements. Afterwards, the largest
eigenvalue was detected to deliver the single data stream toward the intended UE. Then, we
applied ZF between the UEs to cancel the interference. This will increase the probability of
uniform user service. Furthermore, we compare the results of multi-antenna UEs with the
results of single-antenna UEs from the previous chapter.

This chapter is structured as follows: the next Section 5.2 describes the system and
channel model for the pure LoS channel, while Section 5.2.1 describes the ZF algorithm for
multi-antenna UEs and Section 5.2.2 proposed the approach where EVD is combined with
ZF pre-coding. Section 5.3 includes the numerical results and discussion and finally Section
5.4 summarizes the chapter.

5.2 System and Channel Model

In this chapter, we maintained the simulation scenario from previous chapters, considering a
100m×100m open square area containing 4 directional APs at four corners pointing towards
the centre with 45◦ broadside to the walls. The APs and UEs are at 6 metres and 1.5 metres in
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height respectively. We used uniform planar arrays (UPA) as APs and uniform linear arrays
(ULA) as UEs. Fig. 5.1 depicts the proposed mmWave D-MaMIMO system.

100m

1
0

0
m

AP

UE

Fig. 5.1 Simulation scenario for multi-antenna APs and UEs [88]

Let us assume a downlink MU-MaMIMO system consisting of M APs and K UEs. The
APs and UEs are equipped with NT and NR antennas each respectively. A backhaul network
connects all the APs to a central processing unit (CPU). We also assume that the UE antennas
are sufficiently close together that a single beam from each AP can cover them all. Therefore
the received signal at the ith UE is given by

yi =
M

∑
m=1

Himxm + zi (5.1)

where xm is the transmitted signal vector from the mth AP and zi (NR ×1) is the noise at
the ith UE. The channel matrix between the mth AP and the ith UE can be written as:

Him = exp(−iω⃗im)
√

βimψ
H
T (θim) (5.2)

where ω⃗im is a (NR ×1) vector giving the phase of the LoS path from APm to each
element of UEi, i denotes the square root of −1, βim is the path power gain. Again, ψH

T (θim)

is the (1×NT ) steering vector of the transmitter array in the direction θim, which is the
direction (relative to broadside) of UEi from APm and we assume, similar to chapter 4, that
∥ψH

T (θim)∥2 = 1.
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The transmitted signal vector is in turn given by:

xm =
K

∑
k=1

Vkmskm (5.3)

where Vkm is the (NT ×NR) pre-coding matrix applied at the mth AP to the signals
intended for the ith UE, and skm is the (NR ×1) vector of those signal at APm intended for
the UEk. Here, we assume ∥Vkm∥2 = NR. Then the (NR ×1) received signal vector at UEi:

yi =
M

∑
m=1

Him

K

∑
k=1

Vkmskm + zi =
M

∑
m=1

K

∑
k=1

exp(−iω⃗im)
√

βimψ
H
T (θim)Vkmskm + zi (5.4)

We suppose that each column of the pre-coding vector Vkm steers a beam in the direction
of UEk, but is phase shifted to compensate for the different phase shifts of the channel i.e.
Vkm =ψT (θkm)exp(iω⃗km)

T .
Then:

yi =
M

∑
m=1

K

∑
k=1

√
βim exp(−iω⃗im)ψ

H
T (θim)ψT (θkm)exp(iω⃗km)

T skm + zi (5.5)

Then we write the normalized correlation between the steering vectors from APm, UEi

and UEk, ψH
T (θim)ψT (θkm) as ρik,m, with ρii,m = 1. Then we can write:

yi =
M

∑
m=1

K

∑
k=1

√
βimρik,m exp(−iω⃗im)exp(iω⃗km)

T skm + zi (5.6)

Now the ω⃗im and ω⃗km can be written as:

ω⃗im = ωim +



0
...

nωd,im
...

NRωd,im


; ω⃗km = ωkm +



0
...

nωd,km
...

NRωd,km


(5.7)

where ωd,im is the difference between the received phase between two adjacent elements
(referred to as A and B in Fig. 5.2) of the receive antenna array at UEi (as mentioned
earlier the UEs are assumed to be linear arrays) from APm. Fig. 5.2 shows the geometry for
calculating the phase difference. If the broadside of this array has an angle φA,im with the
direction of APm, and element spacing li, then:
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ωd,im =
2πli
λ

sinφA,im (5.8)

If the element spacing li is λ

2 then ωd,im = π sinφA,im.

𝑙𝑖

𝑥 = 𝑙𝑖 sin𝜑𝐴,𝑖𝑚

𝜑𝐴,𝑖𝑚

AP𝑚

A

B

Fig. 5.2 Schematic for determining the phase difference between two adjacent elements of
UE antennas

Now:

ϒik,m = exp(−iω⃗im)exp(iω⃗km)
T

= exp(i(ωkm −ωim))

×



1 · · · exp
(
n′iωd,km

)
· · · exp

(
NRiωd,km

)
...

...
...

exp
(
−niωd,im

)
· · · exp

(
n′iωd,km −niωd,im

)
· · · exp

(
NRiωd,km −niωd,im

)
...

...
...

exp
(
NRiωd,im

)
· · · exp

(
n′iωd,km −NRiωd,im

)
· · · exp

(
NRiωd,km −NRiωd,im

)


(5.9)

Then equation 5.6 becomes:

yi =
M

∑
m=1

K

∑
k=1

√
βimρik,mϒik,mskm + zi = His+ zi (5.10)

From equation 5.10,
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Hi = [H1,i · · ·Hm,i · · ·HM,i]

Hm,i =
[
Hm,i1 · · ·Hm,ik · · ·Hm,iK

]
Hm,ik =

√
βimρik,mϒik,m

s =


s′1
...

s′M

 with s′m =


s1m

...
sKm


m = 1 · · ·M

5.2.1 ZF Pre-coding

Now, we may stack the vectors y1 . . .yK to form a single length K ×NR column vector, and
write as:

y =



y1
...

yi
...

yK


=



H1
...

Hi
...

HK


s+



z1
...
zi
...

zK


= Hs+ z (5.11)

We further apply a global pre-coding matrix V at a central processing unit (CPU), whose
outputs are the set of signals input to the precoders at the APs, forming the vector s, i.e.:

s = Vs′ (5.12)

where s′ is the vector of the data symbols to be transmitted to user 1 to K. Applying the
zero-forcing:

V = HH (HHH)−1
(5.13)

5.2.2 ZF Pre-coding with Eigenvalue Decomposition

In this proposed approach only one data stream is sent to each UE, where the NR antenna
signals are combined using a weight vector derived from the receive-end eigenvector of the
strongest eigenmode.

We can determine optimum combining weight vectors at UEi by performing an eigenvalue
decomposition of:
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HiHH
i =

M

∑
m=1

K

∑
k=1

Hm,ikHH
m,ik =

M

∑
m=1

βim

K

∑
k=1

|ρik,m|2ϒik,mϒ
H
ik,m (5.14)

Now:

ϒik,mϒ
H
ik,m = exp(−iω⃗im)exp(iω⃗km)

T exp(−iω⃗km)exp(iω⃗im)
T = NRΦim

where, the (n,n′)th element will have Φim (n,n′) = exp
(
iωd,im (n−n′)

)
. Then equation

5.14 becomes:

HiHH
i = NR

M

∑
m=1

βimΦim

K

∑
k=1

|ρik,m|2 (5.15)

The optimum combining weight vector ui at this UE is the eigenvector corresponding to
the largest eigenvalue of HiHH

i . The combined received signal ri at UEi is then:

ri = uH
i yi = uH

i His+uH
i zi (5.16)

We then form a vector r by concatenating these outputs across all UEs by

r =



uH
1 H1

...
uH

i Hi
...

uH
K HK


s+



uH
1 z1
...

uH
i zi
...

uH
K zK


= H̀s+ z̀ (5.17)

We then use a precoder V at the CPU:

V = H̀H (H̀H̀H)−1
(5.18)

where the dimension of H̀ is NR × (NR ×K ×M).

5.3 Results and Discussion

The performance of the proposed schemes is investigated through MATLAB simulations
using the scenario described in Section 5.2 and illustrated in Fig. 5.1. We have deployed the
distributed approach utilizing four directional APs with different configurations while the
multi-antenna UEs are randomly distributed throughout the coverage area. The total transmit
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power per AP is decreased to 17dBm for this chapter. This is due to the resultant high SNR
values from using multi-antenna UEs. We obtained the user throughput by a truncated form
of the Shannon bound defined in 3GPP standards [173] and for the downlink, the expected
SNR ranges from -10dB to 30dB. The noise figure at the receivers is 10dB in a bandwidth of
1.5 GHz and the carrier frequency is 26 GHz.

In this section, the results exhibit the performance of the MU-MaMIMO system where
multiple antenna arrays are used at both transmitter and receiver sides. We study the ZF pre-
coding technique for multi-antenna UEs and compare its user throughput with the approach
of Section 5.2.2, including EVD along with ZF pre-coding. Furthermore, we demonstrate
the performance differences between the single antenna and multi-antenna UEs. With these
proposed methodologies, observations have been made to determine the number of users to
be served by distributed APs with various arrangements.

Figure 5.3 presents the 10th percentile of the throughput per UE for a MU D-MaMIMO
system using multi-antenna UEs served by 4 APs with different array arrangements. We
assumed that each UE is equipped with 2 elements with random broadside direction. The
throughput per UE is calculated by the attenuated and truncated form of the Shannon bound
used in Chapter 4. The formula is given by equation 4.30 where the minimum SNR is -10dB
and the maximum SNR is 30dB for the downlink. We have applied only the ZF pre-coding
between the users and the elements. It is seen that at the 10th percentile the throughputs
per UE for a single user is almost 9 bps/Hz for 10× 10, 25× 4, and 50× 2 arrays due
to the array gain from having the same total number of elements per AP but configured
differently. However, at 5 or more random users, the average throughput per UE of 10×10
array arrangement begin to fall drastically and the throughput goes to zero for only 20 users.
As mentioned earlier we assume that the minimum SNR of the code set is -10dB based on
QPSK and 1/8 rate (downlink), hence the minimum acceptable average throughput per UE is
0.083 bps/Hz. So we can say that for 10×10 distributed APs, up to 20 users could be served
such that they all achieve at least this minimum throughput at least 90% of the time. Now if
we consider the same total number of antenna elements at the transmitting end and change the
array configuration, i.e. increase the horizontal antenna elements and reduce in the vertical
direction, a larger number of users can be served. Using 25× 4 arrays, we can increase
the number of users to 40 and with further increase of antenna elements in the x-plane,
50×2 distributed arrays can serve up to 60 users effectively. However, the beamwidth in
the azimuth direction of 50× 2 arrays are narrower than 10× 10 and 25× 4 arrays. The
beamwidths of 10×10, 25×4 and 50×2 arrays are about 10◦, 4◦ and 2◦ respectively. The
correlation between the channels reduces significantly for 50× 2 distributed arrays. For



5.3 Results and Discussion 96

15×15 and 20×20 arrays, the throughput per UE is higher due to the increased number of
antenna elements per UE as well as the path gain. We can observe that 15×15 arrays can
serve up to 30 users, and using 20×20 arrays, the number of users to be served is up to 50.
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Fig. 5.3 Average throughput per UE for multi-antenna user scenario using ZF pre-coding for
different AP arrangements (Number of antenna elements at each UE = 2)

Figure 5.4 is obtained by using the proposed EVD-based ZF pre-coding scheme on a MU
D-MaMIMO system as described above. The overall performance is significantly improved
compared to using only the ZF pre-coding, except for very small numbers of users. However,
the pattern of the graph remains very similar to the previous plot: for a lower number of UEs
the 10th percentile throughputs for 10×10, 25×4, and 50×2 arrays are almost identical,
and for a single UE the throughput per UE is around 6 bps/Hz at 10th percentile. As the
number of users increases the 50×2 arrays outperforms the other two arrangements. These
distributed arrays can serve up to 50, 90, and 160 users respectively. 15×15 and 20×20
arrays can provide coverage for up to 90 and 160 users. Interestingly 20× 20 and 50× 2
arrays both provide service for around up to 150 users at the 10th percentile.
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Fig. 5.4 Average throughput per UE for multi-antenna user scenario using EVD based ZF
pre-coding for different AP arrangements (Number of antenna elements at each UE = 2)

In Fig. 5.5, a comparison has been made between a single antenna UE case and a
multi-antenna case using the ZF pre-coding and the proposed EVD-based ZF pre-coding
schemes. It is observed that using only the ZF pre-coding for multi-antenna UE scenarios
seems to perform well for a very limited number of users regardless of the array arrangements.
However, the throughput per UE is higher compared to the other two curves as multiple data
streams are sent to the UEs. In the 20×20 array system, a single UE can experience almost
double the throughput of the single antenna UE and that is around 11 bps/Hz. Furthermore,
it is evident that only a small number of users can be served in this scenario with higher
throughput. Even 20×20 arrays using ZF can serve only the same number of users as the
10×10 arrays for single antenna UEs i.e. 50. It also can be said from Fig. 5.5 that the 10×10
array distribution does not prove to be sufficient in providing good service to a system with
large number of users compared to other array arrangements using any of the approaches
discussed above. As we have seen in Chapter 2, ZF performs well when the number of UE
is much smaller than the number of transmitting antennas. Here we can observe that in the
20×20 array distribution where the total number of antenna elements is 4 times greater than
in the 10×10 array distribution, the number of users served is almost twice that using single
antenna UE with ZF pre-coding. Therefore it can be said that the 20×20 array distribution
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can provide coverage for a number of single antenna users (around 150) which is around 10%
of the total number of AP elements (i.e. 1600) using ZF pre-coding. On the other hand, using
50×2 arrays with many fewer antenna elements in total is beneficial as they can provide
coverage for the same number of users by applying the proposed EVD-based ZF approach for
multi-antenna UE cases i.e. selecting the the strongest eigenvector, and it saves processing
power. The 50×2 arrays serve a number of users which is nearly 40% of the total number
of antennas. For a lower number of UEs, the throughput per UE is higher for the 20×20
arrays than for other antenna distributions. The average throughput for 40 users is roughly 1
bps/Hz higher for 20×20 array distribution compared to the 50×2 array distribution, but
as the number of users grows, the gap becomes less, and beyond 80 users, the 50×2 array
distribution outperforms the 20×20 array case marginally.
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Fig. 5.5 Average throughput per UE for multi-antenna user scenario using difference ap-
proaches for different AP arrangements (Number of antenna elements at each UE = 2)

Figure 5.6 presents the average total throughput versus the number of users for different
arrangements of APs by applying EVD-based ZF pre-coding . We assume the number of
antenna elements per UE is 2. This graph shows the average total throughput of the users for
a given array configuration. It is evident that 20×20 distributed arrays can provide much
higher overall throughput i.e. the average total throughput is about 180 bps/Hz, than that
of any other AP arrangements. However, the highest peak is seen for 60 users, and as the
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interference rises, the curve begins to fall and goes down to zero for 180 users. So it can be
said that for this AP arrangement, 60 users can be accommodated utilising maximum system
capacity and beyond 60 users the interference becomes as issue as ZF can not completely
eliminate the inter-user interference. On the other hand for 50× 2 array distribution the
maximum average total throughput is about only about 12% less. For 90 or more users the
total throughput with 50×2 arrays is greater than for 20×20 arrays, showing that the former
is less affected by interference as the beamwidths of the 50×2 arrays are narrower than the
20×20 arrays. Other AP arrangements have shown lower overall throughput serving smaller
numbers of users.
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Fig. 5.6 Average total throughput for multi-antenna user scenario using EVD based ZF
pre-coding for different AP arrangements (Number of antenna elements at each UE = 2)

In the sequel, we show the CDF of the SNR for different numbers of antenna elements
per UE for a) 50×2 b) 20×20 array distribution. From Fig. 5.6 we have observed that the
maximum throughput is achieved for 80 users in the coverage area for 50×2 arrays. So in
Fig. 5.7a we choose 60 users to served by the same antenna arrangements and increased the
number of elements per UE. We have discussed that it is feasible to deploy multiple antennas
at the UEs depending on the size and shape of the device. It is seen that at the bottom 10%
percent, it is certainly beneficial to increase the number of antenna elements from 2 to 4 as it
improves the SNR by around 3dB. However, from 2 to 10 elements the improvement is less
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significant. On the other hand on the top end, the spread of the distribution of SNR increases
though it is not very advantageous to increase the elements at the UE up to 10. Moreover, for
20×20 array distribution, it is possible to accommodate 60 users with maximum capacity
(Fig. 5.6). Fig. 5.7b shows the CDF where 60 users are served. At the 10th percentile, the
increase in SNR with increasing number of elements per UE is better compare to the 50×2
array. Similarly the increase in SNR with increasing number of elements at the UE decreases.
Therefore, increasing the number of antenna elements per UE is useful to some degree using
this EVD-based ZF.
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Fig. 5.7 The CDF of different number of antenna elements per UE a) 50× 2, b) 20× 20
antenna arrays

Fig. 5.8 presents the 10th percentile of the SNR plotted against the number of UEs
utilizing different numbers of antenna elements per UE. It is more clear from this figure that
for a small number of users it is beneficial to increase the number of elements at the UEs.
For 40 UEs and the 50×2 arrays the SNR improves by around 3dB when the number of UE
antennas increases from 2 to 4, but by a about 2dB with a further increase to 4 antennas, and
only by a further 1dB for the increase to 8 antennas (Fig. 5.8a). Since -10dB is the minimum
SNR of the code set, the received SNR allows 140 users in the area for the 50×2 arrays, with
2 UE antennas. Increasing the number of antenna elements to 8 at the UE will only serve
a few more users. Similarly it is also observed for the 20×20 array, that the improvement
in the SNR with an increasing number of UE antenna elements becomes less significant.
However, for a small number of users, the increase in SNR for increasing antenna elements
is better for 20×20 compared to the 50×2 array distribution. However for higher number
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of users the increase in SNR is around 5dB when the number of UE antennas increases from
2 to 8.
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Fig. 5.8 10th percentile of SNR against increasing number of UEs for different number of
antenna elements a) 50×2, b) 20×20 array distribution

5.4 Summary

In this chapter, we have described the performance of a D-MaMIMO system deploying multi-
antenna users. We have particularly investigated the system performance using ZF pre-coding
and EVD-based ZF in an LoS scenario in mmWave communication. We have seen that
applying only ZF pre-coding between the UEs and their sub-channels to the elements on the
UEs improves the throughput but serves a smaller number of users. However, our proposed
EVD-based ZF improves the system performance with acceptable throughput serving a larger
number of users. We have made a comparison between single antenna UE and multi-antenna
UE scenarios and it is observed that using EVD-based ZF significantly enhances the number
of users to be served effectively due the diversity of the multi-antenna UEs, if the number of
data streams is reduced to one. In addition, if we increase the number of antenna elements
per UE then the throughput improves further and hence additional antenna elements are
beneficial for the mmWave D-MaMIMO system. It is, however, only useful to add a few
extra antennas at the UE. The number of antenna elements to be deployed at the UEs should
be entirely dependent on the device architecture. Moreover, by increasing the elements at
UEs, the transmitting power per AP can be reduced maintaining the required throughput. We
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can also conclude from this study that the benefits of ZF pre-coding becomes limited with
increasing numbers of users.



Chapter 6

Impact of K-factor in mmWave
Transmission

6.1 Introduction

The increased path-loss in millimetre wave (mmWave) can be compensated by directional
antennas by increasing the gain in the desired direction. Hence, mmWave frequencies such as
60 GHz, primarily depend on line-of-sight (LoS) links between APs and UEs because of the
high path-loss and poor penetration. However, the LoS can experience blockage from even
human presence as well as other environmental objects. It is seen that at 60 GHz, the received
signal strength can be attenuated by around 20dB from a human shadowing between the
direct links [179]. Moreover, reflections, diffractions and scattering from different obstacles
in the system may result in viable non-LoS (NLoS) links with acceptable data rates. For
mmWave cellular systems, these rich scattering multipath provide both possibilities and
constraints. Stable NLoS paths can present feasible alternatives to LoS paths, allowing for
better link efficiency or higher redundancy. Nonetheless, the additional interference from
these multipath should be addressed for better network performance [180]. It is observed
that the propagation nature of mmWave NLoS paths differs from lower frequencies. Due to
the weak diffraction at mmWave, the NLoS links are dominated by reflections and scattering.
Because of the energy losses from scattering, mmWave NLoS paths suffer significantly more
attenuation than sub-6GHz NLoS paths. In addition, the penetration losses differ from indoor
to outdoor scenarios and are higher in mmWave. It is not feasible to employ the same base
stations for indoor and outdoor environments. Furthermore, in the angular domain, mmWave
channels are sparse containing clusters, including additional scattering paths along with the
LoS path [181]. A multipath cluster is a collection of rays that may be distinguished from one
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another and share common properties such as time and spatial domain characteristics. In the
mmWave radio channel the impulse response is formed by the aggregate of individual MPCs
inside all clusters. Suppose for Nt transmit and Nr receive antennas, the channel matrix of
clusters and rays for a MIMO system can be defined as

H(t) =
Ncl

∑
ncl

Np

∑
p

Hncl ,p(t)

where Ncl is the total number of clusters consisting of Np rays within each cluster and
Hncl ,p(t) is a channel contribution of the pth ray in the nth

cl cluster at time instant t.
As a result, in order to characterise the channel impulse response, it is necessary to distin-

guish the parameters of each cluster [22]. Several works have been performed considering
Rayleigh and Ricean fading channel. Because of the short links between APs and UEs, the
LoS path is frequently dominant over multipath signals in the mmWave channel. It is seen
that the performance of the MIMO channel is affected by the Ricean K-factor [182]. The
Ricean K-factor is the ratio of signal power in the dominant path to that in the scattered and
reflected paths and is an important channel parameter in mmWave communication [183].
[184] considers the scattering in a NLoS environment for an indoor mmWave communication
system. It presents measurement results showing that at mmWave the Ricean distribution
is a better fit than Rayleigh, and that the K-factor increases with antenna directivity and
bandwidth. [164] presents channel models for mmWave frequencies. However, mmWave AP
antennas have narrow beamwidth, and only scatterers close to the line of sight direction to
the user will be illuminated. Hence, it is unnecessary to consider scatterers far from the user
terminal in terms of angle. Motivated by importance of addressing the K-factor for Ricean
fading mmWave channel, this chapter introduces the concepts of the Environmental and
the Effective K-factor, and derives a closed form expression to show the impact of antenna
array gain and scatterer distribution on the effective K-factor of a Ricean channel. For this
purpose, we use a ring of scatterers model [185] based on scatterers at a defined distance
from the user. This has been widely used at sub-6 GHz frequencies. It allows the radius to be
varied to simulate different angular spreads. We exploit antenna arrays to perform explicit
beamforming, directing a beam towards each user, which means that the illumination of the
scatterers, and hence the scattered power, depends on the beam-width of the array.
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6.2 System and Channel Model

The ring of scatterers model is a purely geometry-based scattering model where the users are
surrounded by multiple local scatterers on the circumference of a ring of a given radius, as
shown in Fig. 6.1. The principles of multipath scattering and reflection generally also apply
at mmWaves and it is also expected that multipaths arrive at an AP in a cluster subtending a
small angle around the LoS component (which we assume to be always present). The model
is sufficiently flexible to vary the proportion of scattered power relative to the main line of
sight path, and hence can also simulate a range of K-factors.
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Fig. 6.1 One ring scattering model for single user and transmitting antenna array for one
scattering scenario (plan view)

In this model, we position one directional antenna array with Nh ×Nv elements serving a
single user equipment (UE) with a single antenna element at same height. A ring of Rs radius
is considered around the UE at a distance L0 from the antenna array where Ns scatterers
are assumed to be distributed randomly around the ring shown as a thin dashed solid line
(Fig.6.1). The ithmultipath is assumed to experience a path loss Li, given by the inverse
square law, on the path between the transmitting array and the scatterer. All paths from
scatterers to a user to have the same scattering loss Ls as the scatters are positioned on the
circumference of the ring that we assumed. The Ls is the ratio of power that finally arrives at
the UE to power that arrives at the scatterer, because most of the power that arrives at the
scatterer is scattered in all directions, with only a small proportion going to the direction of
the UE. Hence, the resulting multipath signals combine incoherently, resulting in Ricean
fading. The propagation model follows the inverse square law of the Friis path loss equation.
The received power, PUE,m from the mth AP is given by equation 3.1 and the antenna gain is
given by the equation 3.7. The carrier frequency is considered 26 GHz similar as in earlier
chapters. We ignore atmospheric and other losses due to the short distance between the AP
and the UE.



6.3 Environmental and Effective Ricean K-factor 106

6.3 Environmental and Effective Ricean K-factor

Based on the antenna directionality we define effective K-factor, distinct from the environ-

mental K-factor. The concepts are illustrated in Fig. 6.2.

(a)  (b)

Fig. 6.2 Concepts of (a) environmental K-factor and (b) effective K-factor

6.3.1 Environmental Ricean K-factor

For a given scenario if the UE and the AP are both equipped with omni-directional single
antennas placed at a specific distance d0 then the K-factor is environmental. From Fig.6.1,
where a single AP antenna is transmitting towards the UE, and suppose the UE is surrounded
by Ns scatterers, then the environmental K-factor (Kenv) is the ratio of the power in LoS path,
P0 to the power in the multipath, Ps,env,i. The environmental K-factor is then given by

Kenv =
PLoS

PNLoS
=

PAPGAPGUE
L0

PAPGUE
Ls

∑
Ns
i=1

GAPi
Li

As both the AP and UE are omnidirectional GAP = GUE = 1.

Kenv =
1

L0
Ls

∑
Ns
i=1

1
Li

≈ Ls

Ns
(6.1)

The approximation applies if d0 ≫ Rs, and hence Li ≈ L0,∀i

6.3.2 Effective Ricean K-factor

On the other hand, the effective K-factor takes into account the gain of the AP antenna array
in the direction of the UE and each multipath. Hence, it depends on the antenna gain of the
AP and the path loss. For calculating the effective K-factor we need to multiply the power
on the ith multipath by the transmit antenna gain GAP(θi), and on the LoS by GAP(0), as
θ = 0 in the LoS path. Assuming that the distribution of each scatterer location is uniform
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around the ring of scatterers, i.e. p(β ) = 1
2π

, then average received scattered power from
each scatterer is

Ps,e f f ,i =
∫

π

−π

PAPGAP(θi)

LiLs

(
1

2π

)
dβ (6.2)

Then effective K-factor (Ke f f ) becomes

Ke f f =
P0

∑
Ns
i=1 Ps,e f f ,i

=

PAPGAP(0)
L0

NsPs,e f f ,i

=

PAPGAP(0)
L0

Ns
∫

π

−π

PAPGAP(θi)
LiLs

( 1
2π
)dβ

=
Ns

2πLs

∫
π

−π

L0GAP(θi)

LiGAP(0)
dβ

(6.3)

Now both θi and Li are in principle the functions of β , so we can write

di sin(θi) = Rs sin(βi) (6.4)

and, using the cosine rule,

d2
i = d2

0 +R2
s +2d0Rs cos(βi) (6.5)

So that

θi = arcsin(
Rs sin(βi)√

d2
0 +R2

s +2d0Rs cos(βi)
) (6.6)

Assuming inverse square path loss,

Li ∝ d2
i = d2

0 +R2
s +2d0Rs cos(βi) (6.7)

and hence

Li

L0
=

d2
0 +R2

s +2d0Rs cos(βi)

d2
0

= 1+
(

Rs

d0

)2

+
2Rs

d0
cos(βi)

(6.8)
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Assuming arrays are Nh ×Nv: we can treat this as a horizontal array of vertical columns
as the elevation angle is assumed to be 0 for all instance, each of which has gain Nv. Assume
LoS beam is steered at an azimuth angle of α from the normal of the array. Then

GAP(θi) ∝ Nv

∣∣∣∣∣ Nh

∑
m=1

exp( j2πdh(sin(α)− sin(α +θ)))

∣∣∣∣∣
2

=C0Nv

∣∣∣∣∣ Nh

∑
m=1

exp( j2πdh(sin(α)− sin(α +θ)))

∣∣∣∣∣
2

= 4Nv

( Nh
2

∑
m′=1

cos((2m′−1)dhπ(sin(α)− sin(α +θ)))

)2

(6.9)

where C0 is a proportionality constant and dh denotes the antenna element spacing divided
by the wavelength. GAP(0) =C0NvNh, and hence

GAP(θi)

GAP(0)
=

4
Nh

( Nh
2

∑
m′=1

cos((2m′−1)dhπ(sin(α)− sin(α +θ)))

)2
(6.10)

Then

Ke f f =
dφ

2Ns
πNhLs

∫
π

−π

(
∑

Nh
2

m′=1 cos((2m′−1)dhπ(sin(α)−sin(α+θi)))

)2

1+
(

Rs
d0

)2
+ 2Rs

d0
cos(β )

(6.11)

where

θi = arcsin

 Rs sin(β )√
d2

0 +R2
s +2d0Rs cos(β )


For the case when d0 ≫Rs a number of approximations are possible. We may approximate

GAP(θ) as a sinc function (arising from treating the array as a uniformly illuminated aperture
of width Nhdv), then,

GAP(θ) = NvNh sinc(Nhdhπ(sinc(α)− sin(α +θ)))2 (6.12)

This approximation is accurate in the main lobe and the first pair of side lobes of the
directional response. Moreover if θ is small, sin(α)− sin(α +θ) = sin(α)(1− cos(θ))−
sin(θ)cos(α) ≈ −sin(θ)cos(α). Also we can approximate di ≈ d0 and hence sin(θi) ≈
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Rs
d0

sin(θi). While it might seem logical to also make the approximation Li ≈ L0,∀i, this does
in fact give rise to a more significant inaccuracy in the integrand. Then the final equation for
effective K-factor is given by

Ke f f ≈
1

Ns
2π

∫
π

−π

(
Li
L0

)
sinc(Nhdhπ cos(α)sin(θi))dβ

=
2π

Ns

(∫
π

−π

(
1+
(

Rs

d0

)2

+
2Rs

d0
cos(βi)sinc

(
NhdhRs

d0
π cos(α)sin(β )

)2
))−1

dβ

=
πΓd2

0

Ns(d2
0 +R2

s )(J1(2πΓ)(π2ΓH0(2πΓ)−1)−πΓJ0(2πΓ)(πH1(2πΓ)−2))
(6.13)

where Γ = dhNh cos(α)Rs/d0, Jk(z) denotes the Bessel function of the kth kind, and Hk(z)

denotes the Struve H function [186]. Here, Γ = dhNh cos(α) is the effective aperture of the
array towards the LoS direction in the horizontal plane. Note that (6.13) depends primarily
on the ratio of Rs/d0.

6.4 Results and Discussion

In this section, we compare the simulation results with the analytical results for the effective
K-factor. In the simulation environment, an AP with a given number of antenna elements is
placed 100m from an UE equipped with a single antenna. The antenna element spacing is
0.5λ . There is a ring of scatterers assumed around the UE where the number of scatterers,
Ns is 8 and the radius of the ring, Rs is varied. The total transmit power, PAP is 33dB. The
scattering loss, Ls is taken as 15dB. Thus the environmental K-factor, Kenv =

Ls
Ns

= 31.6228
8 =

3.95 ≈ 6dB.
The graphs show that the simulation results are close to the analytical approximation

for Ke f f for ring radius Rs up to 10m, for antenna arrays up to 10×10, which covers most
cases of interest. In Fig. 6.3, the graph shows the values of environmental and effective
K-factor with varying radius of the ring for different numbers of antenna elements. Here,
we evaluated planar antenna arrays with 10×10,7×7 and 5×5 antenna elements. As the
number of antenna elements decreases, the beam width increases and the values of effective
K-factor approach the environmental K-factor. It can also be observed that the effective
K-factor increases with increasing radius of the ring because the scattered power falling
within the AP beamwidth decreases, while the LoS path loss remains the same. For the
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10×10 array this effect can be very significant, increasing the K-factor by up to 6dB, which
will also significantly improve the performance of a communication system of this link. The
analytical values are close to the simulation results except for the case of 10×10 elements,
since the approximation (6.13) is then less accurate. Hence for Rs = 20 and the 10× 10
array the difference between the simulation and the analytical results is approximately 1dB,
whereas for 7×7 and 5×5, the analytical results closely match the simulation results.
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Fig. 6.3 Estimation of K-factor with varying radius of scatterer ring for different antenna
array sizes

Figure 6.4 presents the evaluation of effective K-factors with varying radius for different
values of azimuth angle, α . The trend of increasing K-factor with increasing radius is
consistent but the K-factor decreases when the azimuth angle deviates from broadside angle.
This is due to the increasing beamwidth and decreasing array gain with increasing azimuth
angle. The analytical results follow the simulation results.
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Fig. 6.4 Estimation of Effective K-factor with varying radius of scatterer ring for different
values of azimuth angle α

In this scenario, one directional antenna is serving a user with a single omni-directional
antenna. The AP and UE positions are fixed for each instance. The distance d is varied from
25m to 200m, considering the total area and the scattering radius, which are 200m and 20m
respectively. The K-factors are estimated for APs with different element configuration. In
Fig. 6.5, the average K-factor decreases when the UE is far from the AP, because all the
scatterers are then equally illuminated, so that:

K f actor →
Ls

Ns

For a 10×10 antenna array, the change in the average K-factor is about 16dB, as the beam is
very narrow, resulting in a reduced probability of the scatterer power falling into the beam.
As a result, at least for small d, the multipath power is small compared to the power in the
direct path. On the other hand, for the small antenna array cases (3×3 array and 2×2 array)
the beam-width is wider, so the difference between LoS and multipath power is less. It is
seen that for the 2×2 antenna array case the average K-factor is almost constant for distances
from 50 to 200m, because the scatterers are fully illuminated over all this range.
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Table 6.1 Array Distribution

Number of APs Array Size
2 7×7
4 5×5
11 3×3
25 2×2
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Fig. 6.5 Estimated average K-factor with distance for different antenna array size where LS is
15dB

Figure 6.6 shows the received SNR at a single UE from APs with different distribution.
The AP distribution is given in Table 6.1. The APs and UE are randomly distributed inside a
200m×200m square area.

It is seen that depending on the scattering loss, the powers coming from the multipath
components contributes significantly for distributed antenna array systems in mmWave
communication. The scattering loss, Ls affects the SNR values such that less scattering loss
results in greater scattered powers at the user. In Fig. 6.6, the median SNR is observed
with different scattering losses for different distributions of APs. The SNR decreases with
increasing LS. For 2 APs (7×7 array), the SNR drops almost 3dB as the Ls goes from 0dB
to 15dB. Whereas for 25 APs (2×2 array), the SNR falls more than 6dB which is twice than
the case for 2 APs.
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Fig. 6.6 The signal-to-noise ratio for different scattering loss and array size

6.5 Summary

In this chapter, we have introduced the concepts of Environmental and Effective K-factor
considering the effect of a directional antenna on the K-factor of a Ricean channel for a one
ring scattering multipath model in mmWave communication. This enables us to evaluate
the effect of fading, assuming the presence of a line of sight and Ricean fading. The results
show increasing effective K-factor with increasing radius of the ring of scatterers and antenna
array size, resulting in a more “deterministic" propagation, with reduced probability of
severe fading. It also emphasises the importance at mmWaves of narrow beam-widths from
large arrays, and the importance of LoS paths. The simulation results compare with the
derived analytical model for effective K-factor and the results are close to the simulation.
It also shows that the average K-factor of the Ricean fading decreases with increasing AP
and UE distance. Finally, we also note that on the assumption that the LoS signal strength
is constant, performance improves with reducing scattering loss as the multipath powers
contribute significantly to the total power.



Chapter 7

Conclusion and Future Work

7.1 Conclusions

According to the literature review presented in Chapter 2, wireless networks have already
begun exploring millimetre wave (mmWave) bands in order to achieve the required data
rate for uninterrupted transmission for the envisaged applications and services in 5G. Hence
this thesis has addressed the pivotal engagement of mmWave in 5G communications. The
enabling technologies such as distributed massive MIMO (D-MaMIMO) and beamforming
(BF) have been investigated to mitigate the free space path loss and attenuation in mmWave
propagation. It has seen that increasing the effect of multiple antenna array systems provides
large throughput and fair coverage for multiple users. Furthermore, as we are moving closer
to 6G technology, D-MaMIMO or cell-free (CF) MaMIMO has seen particularly well suited
to support unplanned ultra-dense network (UDN) deployments by obviating the requirement
for actual cells and allowing the network to adapt to the user distribution utilizing the array
beams. It has been observed that a large number of directed beams with an appropriate
pre-coding scheme have served dense users while enhancing system performance where the
number of transmitting antennas are much higher than the number of users. In this thesis we
have considered a square outdoor environment with multiple users where the access points
(APs) and user equipments (UEs) the access points (APs) and user equipments (UEs) are
not significantly different in height. In such scenarios in which the users are distributed
horizontally, there is little benefit in 3D beamforming. This also implies that it is preferable
to have the AP antenna arrays non-square in order to improve azimuth discrimination for
these scenarios.

In Chapter 3, the benefits of 3D BF for the line-of-sight (LoS) mmWave propagation
model have been considered by employing distributed antenna arrays. It is shown that
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significant gains are available by distributing antenna elements over several smaller arrays
through a large coverage area, rather than concentrating them in a centralised array. For
the numerical results, we have considered an open square area and observed the SNR
performance of single-user equipment (UE) for different arrangements of access points
(APs). Uniform planar antenna arrays (UPAs) are considered for APs. We have divided the
entire coverage area into grids to show the SNR in contour plots and reduce the computation
time. These contour plots provide important design aspects for AP positions for distributed
approach with a given broadside angle for a particular coverage area. It can be noted that
the performance of distributed antenna system depends on the number of antenna arrays,
array shape, their relative positions and broadside angles, and the structure of the coverage
area. Although in this chapter we have chosen only the square area, this model can easily be
applied to different types of coverage areas such as stadiums, and street canyons of different
shapes and sizes. The numerical results for this chapter show that using four APs at the
corners of a square-shaped outdoor area, pointing with 45◦ broadside angles towards the
centre, provides the best coverage for the UE. This estimation of the parameters can save
additional installation costs and reduce the processing power.

In Chapter 4, we have investigated the performance of a D-MaMIMO system with UPAs
at the APs and multiple UEs equipped with single-antennas using BF and zero-forcing
(ZF) pre-coding in an LoS scenario for downlink mmWave transmission. The inter-user
interference (IUI) has been removed by applying not only BF but also combining the ZF
pre-coding with BF. We have analysed the numerical conditioning for the ZF precoder design
by obtaining the determinant of the effective channel matrix for the two user case, and have
provided the conditions for the non-vanishing determinant. In fact, it depends on the path
losses of two users, their correlation, and the phases of the AP-UE paths. From the first two
conditions, the required user separation can be estimated. The third one occurs at random in
a typical case, and we show that the probability of the required phases occurring decreases as
the number of APs increases, as the correlation between the channels reduces. Moreover,
for a large number of UE scenarios, the numerical results have provided vital information
of total throughput of UEs to be served successfully applying this proposed approach for a
given set of AP arrangements. A study on the effect of phase errors in mmWave oscillators
has been carried out for the downlink case. The performance degrades progressively with an
increasing phase errors. For system design, it will be advantageous to estimate performance
degradation due to phase error for various AP topologies.

A multi-user (MU) D-MaMIMO system with multi-antenna arrays at both the AP and
UE ends is explored in Chapter 5. To obtain the numerical results, we employed the same
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LoS system model that we used in Chapter 4. In this chapter, we propose a novel approach
for delivering a single data stream to a UE with multiple antenna elements rather than several
data streams to each element of that UE using eigenvalue decomposition (EVD). Then we
applied ZF pre-coding to eliminate the interference between multiple users. It is observed
that applying only ZF pre-coding between the users as well as between the multiple streams
towards the elements of the UE greatly reduces the SNR of each stream: hence the overall
throughput is reduced. However, due to the multi-antenna UE diversity when transmitting
only a single data stream towards a UE, the suggested technique considerably enhances
performance compared to the single antenna UE. Furthermore, this system performance
is compared to the single antenna UE scenario and it shows that deploying multi-antenna
UEs with the proposed approach outperforms the system performance of single antenna
UE. Hence, it is beneficial to have additional antenna elements at the UE end but with
increasing users, the improvement becomes limited. Since the modern devices are designed
to incorporate several antennas per device in mmWave frequencies, therefore, we have studied
the average overall throughput for different numbers of UEs to identify the number of users
to be served with maximum capacity.

In Chapter 6, an investigation has been carried out on the impact of the directional array
response on the K-factor of a Ricean channel in mmWave transmission. We proposed the
novel concepts of Environmental and Effective K-factor based on the directionality of the
transmitting AP. We have used a single ring scattering multipath model to determine the
K-factor. Assuming the presence of a line of sight hence Ricean fading, this model allows
us to examine the effect of fading. It is observed that the effective K-factor depends on the
radius of the ring of the scatterers and the distance between the AP and the UE. The effective
K-factor increases with increasing radius of the ring of scatterers and antenna array size.
However, it decreases with the increasing distance between the AP and the UE. Therefore,
it highlights the significance of narrow beam-width mmWaves from large antenna arrays,
as well as LoS paths. The numerical and analytical results are compared and the numerical
results support the analytical results. These results should assist significantly in estimating
the effect of the K-factor in mmWave communication where multipath is present.

7.2 Future Work

As a follow-up to the work in this thesis, various prospective research avenues could be
pursued. The following are some of the possible future research directions:
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1. The system models in this work take into account an open square coverage area and
show the best AP distribution with a specific broadside angle and array configuration.
However, this model is easily adaptable to practical scenarios such as stadiums of
various shapes, gymnasiums, street canyons, smart city designs, and so on. It can
help with important aspects of effective AP distributions for different scenarios in
D-MaMIMO system without increasing unnecessary hardware costs and processing
power.

2. We have implemented only the ZF scheme to eliminate the IUI for the D-MaMIMO
system. However, other signal processing techniques (e.g. minimum mean squared
error) should be considered for future work.

3. In Chapter 5, the multi-antenna user scenario is investigated by deploying linear
antenna arrays at the UEs. However, with some additional geometrical estimation,
a planar/square array could be used at the user end for the D-MaMIMO system in
mmWave communication.

4. In this work, the difference in the heights of the APs and UEs is considered small and
both are placed at ground level: hence the horizontal separation plays a dominant part
in the system performance. However, using uniform planar arrays (UPAs) it is feasible
to adapt this model for a system where the APs and UEs are located at different heights.
In urban areas, there are typically a large number of high-rise buildings, and 5G base
stations (i.e. gNB) are expected to serve these structures via 3D BF. Multiple beams
are guided vertically and horizontally, covering multiple storeys of a high-rise building.
Therefore, by adjusting the parameters, the investigation in this thesis can be expanded
to design the network plan for a modern city with skyscrapers and dense users. To
achieve the best system performance, various AP and UE array configurations can be
explored.

5. According to the literature discussed in Chapter 2, the need for a large number of
RF chains for digital pre-coding raises the cost and power consumption of deploying
a large-scale antenna array. Hence, hybrid BF, which combines the advantages of
both analogue and digital BF architectures, has emerged as a promising solution for
lowering costs and power consumption. By introducing phase shifters and reducing
the number of expensive components in digital and RF chains, hybrid BF enables the
construction of relatively low-cost and low-complexity MaMIMO systems. Therefore,
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hybrid BF could be an extension of this thesis work for the D-MaMIMO system in
mmWave communication.

6. Extending this work to include stochastic geometry for user and AP positioning could
be beneficial for channel estimation. Poisson point processes can be used to model
cellular users and base stations (BSs).

7. It is critical to have a complete understanding of the channel state in order to success-
fully cancel user interference. However, in practice, it is not straightforward. The CSI
acquisition requires substantial radio resources in FDD MaMIMO which increases with
increasing dimension of the channel and in TDD-mode operation as the total number
of UEs rises, it becomes challenging to guarantee the orthogonality of pilot sequences
in the multi-cell situation which leads to pilot contamination. Several approaches
are considered to avoid the pilot contamination. [187] has proposed optimal design
pre-coding matrices to reduce the square errors induced by the pilot reuse that alleviates
the pilot contamination. Recent developments in compressed sensing, sparse signal
processing have drawn a lot of interest in CSI acquisition by reconstructing CSI from
a limited number of channel information. This sparsity-inspired approaches reduce
the high training overhead and solve the pilot contamination issue [188]. Furthermore,
in comparison to conventional methods, deep learning (DL)-based approaches have
recently been developed and demonstrated to significantly reduce the CSI acquisition
and feedback overhead in MaMIMO systems. In [189] for hybrid antenna structure, an
iterative analogue beam acquisition scheme is studied to minimise the overhead and
complexity in obtaining the CSI. This work can, however, can be extended by exploring
a more thorough examination of extracting CSI with the approaches discussed and the
impact of estimation error on system performance.

8. It is important to consider the designing of a MU-MaMIMO system for a given
coverage area with optimal energy efficiency from the environmental and economical
considerations. The energy efficiency of a system is defined as the ratio between the
achieved sum rate in the system and the total required power to achieve this sum rate
[190]. The key factors that contribute are the number of antennas, active users in that
coverage area and the transmit power. However, MaMIMO is considered as a solution
to the energy efficiency issues of current cellular networks, by using appropriate
active interference-suppressing pre-coding such as ZF or RZF [191]. By using proper
scheduling approach where the number of transmit antennas and users increases with a
limiting ratio between them the power efficiency can be improved. Also with increasing
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BS antennas the transmitted power can be reduced proportionally to ensure spectral
efficiency. Moreover, the quantity of quantization bits affects the energy efficiency of a
MaMIMO system [192]. In [193][194] an uniform quantization scheme is proposed
to find the optimal quantization bits that has low power consumption, making it an
excellent choice for the practical implementation of cell-free MaMIMO. This work
can be extended to evaluate the system performance in terms of energy efficiency.

9. In this work we mainly consider line-of-sight (LoS) channel model for multi-user
scenarios. While multipath is likely to be sparse at mmWave propagation, a multipath
channel model for the MU D-MaMIMO system can be included. In Chapter 6 we
discuss a simple one ring scattering model which can be extended to a multi-cluster
scattering model. Given that the scattered powers contribute significantly to the
received signal, a more useful model might incorporate the probability that the LoS may
be blocked. The proposed ZF pre-coding scheme’s performance in NLoS situations
could also be observed. Further research into the degrees of scattering loss can be
conducted, taking into account the most recent propagation research findings.
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