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Abstract

Microcavities based on gallium arsenide are experimentally investigated and anal-

ysed, with polaritons in single and honeycomb micropillar geometries.

First, the single micropillar polariton energy structure is analysed. A pillar is

selected with appropriate energy and phase matching conditions that satisfy para-

metric scattering. Parametric scattering is attempted but is not successful in our

device. Pump-probe laser excitation is used to seed a final state population in the

parametric scattering signal state. With appropriate incident power, stimulated

scattering is seen in the idler polariton mode. The parametric blockade was the

motivation for using the single micropillar device. The photon statistics of the

central polariton mode were analysed, no evidence of anti-bunching was found.

The next part of this thesis uses two separate micropillar devices and explores

the phase imprinted from one polariton mode onto another. The size of the phase

shift is measured using a sensitive polarisation detection basis. The two devices

have different exciton fractions in their respective modes, which changes the pre-

dicted and experimental phase shift, with the most significant phase value per

polariton found to be 3mrad.

Finally, polaritons are confined within a period array of micropillars. The pho-

toluminescence spectra from a honeycomb lattice have a TE-TM field akin to

Dresselhaus spin-orbit coupling around the Dirac points. The pseudospin for

polaritons found in non-resonant excitation is confirmed by resonantly exciting

at the Dirac point energies in the S-band and P-band. The optical spin-Hall

effect shows that the pseudospin pattern has two clear domains in the recorded

real-space spectra.
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Chapter 1. Background

1.1 Introduction

Microcavity polaritons have shown novel analogue physics and the potential for

far-reaching industrial application. The half-light half-matter quasiparticles allow

numerous phenomena to be investigated, including Bose-Einstein condensation,

superfluidity, topologically protected states, and emerging quantum effects. Since

their discovery in 1992, the landscape of semiconductor technology has changed

significantly. Growth technology and the etching of structures have allowed po-

laritons to be investigated in several new ways, improving the quality of existing

effects and introducing newer research fields. All polariton effects investigated

within this thesis will use III-V semiconductors, with devices using alloys of

GaAs. Research is not limited to one material, with many past novel results

first demonstrated on CdTd-based devices. Currently, GaAs-based devices allow

for the highest control in the fabrication process.

The first chapter introduces the basic concepts of semiconductor microcavities,

with particular focus on GaAs. Planar microcavities are introduced along with

how the exciton and photons modes strongly couple, forming exciton-polaritons.

Then the following novel phenomena in current polariton research are reviewed;

Bose-Einstein condensation, superfluidity, topological polaritons and polariton

blockade approaches. Polaritons’ photonic and excitonic properties are described,

giving physical insight into why certain phenomena are relatively straightforward

to achieve compared to alternative solid-state systems.

The second chapter explains the sample fabrication process for the microcavity

used in this thesis. The etching process for micropillars, along with the experi-

mental details of non-resonant excitation and resonant transmission. Polaritons

are imaged in the near and far-field, schematically showing the basic principles.

The experimental details of turning a continuous wave laser into a pulsing laser

is shown. The use of an electro-optical modulator allows for ultra-fast and con-

Chapter 1 Toby Dowling 11



1.1. Introduction

trollable polarisation rotation of an incident laser on the device. Finally, the

polarisation metrics used to describe the state of the polaritons inside the micro-

cavity are shown, with tomographic scans showing the complete spatial profile of

square polariton micropillars.

In the third chapter, a study into the parametric scattering of polaritons

in a single micropillar structure is attempted. Pump-probe excitation is used to

enhance scattering from the pump polariton state into the signal and idler modes.

The photon statistics leaving the pump state are measured on an Hanbury-Brown

and Twiss interferometer, attempting to see weak anti-bunching, as predicted by

the Liew et al. [1] proposal. No quantum behaviour was observed, but the ex-

perimental design can be used to observe these effects on future devices.

The fourth chapter again uses single micropillar devices. Using pump-probe

laser excitation on the two lowest excited states of the pillar, we study the phase

shift imprinted from the lowest mode onto the upper mode; this is done by the

process of cross-phase modulation (XPM). The experiment is performed in two

configurations: 1) pulsed and continuous laser, and 2) using two pulsed lasers.

Configuration 2 pulsed lasers allowed us to see phase shift as a function of the

arrival time of the two lasers. We built up a convincing set of results on two sep-

arate devices with two different exciton fractions, showing that a larger exciton

fraction provided larger phase shift values. A theoretical framework is put for-

ward to understand why the mode’s phase shift occurs and when we can expect

it to be the largest. With the results also presented in Kuriakose et al. [2]

The fifth chapter looks at micropillars arranged in a honeycomb lattice ge-

ometry, which is an analogues to graphene. Polariton graphene has been used

to reproduce similar bandstructure properties of electronic graphene. Using this

system, we investigated the polariton polarisation around the Dirac points in

the S- and P-bands. The direction of polarisation depends on the TE-TM field,

12 Chapter 1 Toby Dowling



Chapter 1. Background

which is revealed through the optical spin-Hall effect, where a Dresselhaus-like

polarisation texture is seen at the K and K′ points in the S-band and P-band.

This feature was predicted by Nalitov et al. [3], and we were able to reproduce

the results experimentally. The chapter is presented in paper format, refer to

Whittaker et al. [4], Reproduced with permission from Springer Nature.

Chapter 1 Toby Dowling 13



1.2. Semiconductor microcavity

1.2 Semiconductor microcavity

This section introduces the background physics of exciton-polaritons, introducing

microcavity structures based on III-V semiconductors, with discussions on how

light is confined in these devices.

1.2.1 Semiconductor band structure

An element such as galium has a periodic spatial arrangement of atoms, where

unit cells fill all the available space in the crystal [5]. By incorporating arsenide,

the crystal structure becomes a zincblende. A helpful way to look at the structure

of semiconductors is reciprocal space, mapping the Brillouin zones of crystalline

solids. The energy-momentum is the bandstructure, with different semiconduc-

tor materials having different features. GaAs is a direct band-gap semiconductor,

being 1.42eV [6]. The minimum energy transition between the valence and con-

duction band takes place at the same momentum point in the Brillouin zone,

shown in figure 1.1. Note that this if for an unstrained structure; therefore, there

is energy degeneracy for the heavy and light hole valance band at k = 0. Intro-

ducing strain through tensile/compression will change the bandstructure, where

the energy of the light and heavy hole bands change - lifting the degeneracy at

k = 0.

In contrast, indirect materials like Silicon (Si) have indirect band gaps, which

rely on phonon-assisted scattering to satisfy energy and momentum.

Alloying two semiconductors like GaAs and InAs (EG=0.43eV) allows for control

over the band-gap size. The contribution of each element InxGa1−xAs, where

0 ≤ x ≤ 1. The choice of material is essential; materials with a sizeable difference

in lattice constant induce strain at the boundary between the materials.

14 Chapter 1 Toby Dowling



Chapter 1. Background

Figure 1.1: A zincblended unstrained semiconductor. The conduction
and valence balance have a minimum energy separation Eg. The heavy hole
(HH) and light hole (LH) bands have different masses. The split-off band (SO)
lies below the valence band.

1.2.2 Semiconductor quantum wells

Prior to 1970, control over the bandgap energy relied on the aforementioned al-

loys. The invention of using heterostructure designs of semiconductors by Esaki

and Tsu brought forward possibilities for designing new devices for industry and

research [6].

Quantum Wells (QWs) exploit quantising a dimension of motion, the growth

axis. The quantisation effects arise when the thickness of layers is similar to the

de Broglie wavelength (λB) of the electron (or hole). Working from the Heisen-
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1.2. Semiconductor microcavity

berg uncertainty principle and kinetic energy of a free particle, the inequality can

be derived:

Econ ∼
h̄2

2m(∆z)2
>

1

2
kBT, (1.1)

rearranging to get the thickness of the QW ∆z,

∆z ∼

√
h̄2

mkBT
. (1.2)

Where Econ is the energy confinement in the z-direction, m is the mass of the

particle, kB is Boltzmann’s constant, h̄ is the reduced planks constant, and T is

temperature. The layer structure of a GaAs/AlGaAs QW and the energy profile

are displayed in figure 1.2.

Figure 1.2: Heterostructure of AlGaAs/GaAs. a, the layer structure of a
GaAs/AlGaAs QW. b, the energy profile of bands along with the formation of
intersubbands of the QW.

Structures are grown via molecular beam epitaxy (MBE) or metal-organic chem-
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ical vapour deposition (MOCVD). These techniques allow for control with layer-

by-layer atomic precision; the wafers used in this thesis were grown by MBE.

Electrons of GaAs are trapped by the potential of the AlGaAs conduction band,

while the valence band of the AlGaAs traps the hole. The particles are trapped

in the z-direction but can move freely in the x-y plane.

Chapter 1 Toby Dowling 17



1.2. Semiconductor microcavity

1.2.3 Excitons

When an interband transition occurs in a semiconductor due to photon absorp-

tion, the excitation forms an electron-hole pair (e-h pair). The hole has an op-

posite charge, arising from the same position the electron occupies. The electron

is excited from the valence to the conduction band in the semiconductor. The

bound state of the e-h pair is called an exciton, a quasi-particle that has binding

energy given by:

E(n) = − µRH

moε2
rn

2
, (1.3)

and radii r(n)

r(n) =
mo

µ
εrn

2aH . (1.4)

Where RH is the Rydberg constant for hydrogen, mo is the electron rest mass,

εr is the dielectric constant, n is the principal quantum number, µ the reduced

mass of the exciton and aH the Hydrogen Bohr radius.

The two types of excitons are Wannier-Mott and Frenkel excitons, characterised

by localisation over the lattice of atoms in the semiconductor. Wannier-Mott ex-

citons are delocalised, while Frenkel excitons are tightly bound over a unit in the

crystal. The excitons will remain bound if the binding energy is larger than the

phonon energy at the given temperature. For experiments performed in this the-

sis, the temperature of the sample is cooled to ∼4-10K. To overcome the thermal

effects, the value kBT need only be less than the binding energy EB. In GaN and

ZnO, the binding energy is more significant, allowing excitons to form at room

temperature.

When introducing QWs, the confinement reduces e-h pair separation and in-

creases the binding energy, leading to a larger oscillator strength. The exciton

absorption coefficient can be enhanced by making smaller well widths [7],:

A =
4π2e2h̄f

nrmoc∆z
. (1.5)
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Where A is the absorption coefficient, e is the electron charge, f is the exciton

oscillator strength, nr is the refractive index, and c is the speed of light. Excitons

in QWs (2D systems) have binding energies that are four times that of bulk

semiconductors [8].

1.2.4 Microcavity

So far, the matter component has been discussed, with photons being the other

ingredient in forming exciton-polaritons. Devices that confine light have been

studied for over half a century. A Fabry-Perot cavity consists of two mirrors

placed at a distance LC apart, with both mirrors’ reflectivity R and Transmission

T coefficients being the same. The electric field coefficients take value r and t,

so considering an initial source Ein, the transmission after the first mirror is tEin

(R = |r|2, T = |t|2). Defining now the round-trip phase of the resonator φ, the

phase accumulated by the photon as it goes from mirror one to two and then

back to one. φ takes the form:

φ =
2L

λ
2π, (1.6)

each round trip accumulates eiφ, so it follows that

Eout
Ein

= t2e
iφ
2 (1 + r2eiφ + r4e2iφ + ...), (1.7)

which can be simplified to

Eout
Ein

=
(1−R)e

iφ
2

1−Reiφ
. (1.8)

If the round trip path fits multiples of λ (wavelength), the transmission tends to

100%. The cavity size is grown to allow for maximum transmission. The light

is confined between the two mirrors, with the successive reflections forming a

standing wave.

Samples in this thesis use distributed Bragg reflector stacks (DBRs); the re-

fractive index contrast between alloys such as AlGaAs and GaAs makes a highly
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1.2. Semiconductor microcavity

reflective interface. The electric field maximum position depends on the amount

of DBR stacks on either side of the cavity. The QW is positioned where this field

is maximum, enabling the best light-matter coupling for polariton systems. The

QW can be referred to as an emitter or active material when talking about the

interaction with photons. The following section discusses the Weak and Strong

Coupling regimes.
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1.3 Light-matter interaction

This section will discuss the weak coupling and strong coupling regimes, with the

latter looked at in more detail as it pertains to the results in this thesis.

1.3.1 Weak coupling

In the weak coupling between light and matter, the interaction between the active

material and cavity mode is dominated by incoherent decay processes [9]. When

the spontaneous emission energy is resonant with a cavity mode, the emission

rate is enhanced into the optical mode. If these energies are out of resonance,

the rates decrease [9]. When discussing the weak coupling regime, it is helpful

to use figures of merits to describe the effect the cavity is having on the emitter;

this merit is known as the Purcell factor. First, consider a point-source inside

a single-mode cavity. A Lorentzian function describes the photonic density of

states:

ρc =
2

π

δwc
4(w − wc)2 + δw2

c

, (1.9)

where w is the frequency, wc is the cavity frequency, δwc is the cavity linewidth.

By taking the ratio of spontaneous emission rates inside and outside a cavity:

FP =
3Q(λc/n)3

4π2Veff
. (1.10)

This is the Purcell factor, where Q is the quality factor of the cavity, n the refrac-

tive index, λc the cavity wavelength and Veff the effective volume. A maximum

Purcell enhancement is quantified by Q/Veff . Active materials like quantum dots

are embedded in photonic crystals (PCs) to modify the dots’ optical properties,

decreasing the mode volume and concentrating the electric field profile on regions

of the device. The QD lifetime is reduced due to the mode overlap between the

PC and the emitter [10]. Slow light is another feature exploited in the weak

coupling regime, the velocity of light resonant with an emitter is reduced, which

leads to stronger interactions [11].
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1.3. Light-matter interaction

1.3.2 Strong coupling

The weak coupling regime describes the relationship between the emitter and

photon, where the probability of escaping the cavity is greater than being reab-

sorbed by the emitter.

The cavity and emitter hybridise in the strong coupling regime, forming two

new eigenfrequencies different from the original modes, referred to as the upper

and lower polariton branches. The system discussed in this thesis uses polaritons

based on excitons and photons, with the new states called exciton-polaritons. For

brevity, exciton-polaritons will be referred to as polaritons.

The Fabry-Perot microcavity system described previously has an optically active

semiconductor layer positioned where the electric field is maximum, as illustrated

in figure 1.3.

Figure 1.3: Illustration of light confined between two highly reflective
surfaces. An optically active material placed at maximum field intensity.

The cavity resonance is modified by changing the mirror distance. When the
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Chapter 1. Background

separation is optimised to the exciton transition in the QW, the decay rate of the

excitons can become the main scattering channel. The cavity selects a photon

mode for the QW excitons to couple preferentially, in contrast to bulk semicon-

ductors [12]. In the strong coupling regime, the vacuum Rabi-splitting separates

the new eigenmodes. The splitting is observed in absorption and reflectivity mea-

surements as a function of energy, resulting in an anti-crossing. This anti-crossing

is shown in figure 1.4, taken from Weisbuch et al. (1992) [12].

Figure 1.4: Anti-crossing between upper and lower polariton modes.
Also referred to as the normal mode splitting observed in VCSEL Microcavity.
Taken from ref. [12].

When considering a quantum well placed at the anti-node of the electric field,

ΩRabi takes the form:

h̄ΩRabi =

√
NQW (h̄e)2

2εm0Leff
fosc. (1.11)

Where NQW is the number of QWs, e is the charge of an electron, ε is the per-

mittivity of the cavity, Leff is the effective length of the cavity after considering
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1.3. Light-matter interaction

the penetration of light into the mirrors and fosc is the oscillator strength of the

QW[13]. Physically ΩRabi represents a coupling strength that is greater than the

dissipation rates of the system, the energy is coherently exchanged between the

emitter and cavity photon.

The equation below describe the eigenmodes of the upper and lower polariton

branches:

EUP (k),LP (k) =
Eph(k) + EX(k)

2
± 1

2

√
∆2
k + (h̄ΩRabi)2 (1.12)

where Eph(k) and EX(k) are the photon and exciton energies for a given wavevec-

tor value and ∆k is the detuning between the exciton and cavity mode, ∆k =

Eph(k) − EX(k). Equation 1.12 does not take into account the cavity or exciton

lifetimes, γC is attributed to homogeneous broadening of the cavity mode, while

γX is related to the inhomogeneous broadening of the exciton energy. When tak-

ing these broadening factors into account,

Eph(k) −→ Eph(k) + iγC , EX(k) −→ EX(k) + iγX . (1.13)

Work by Savona et al. [14] details a rigorous treatment for calculating the Rabi-

splitting, showing the conditions for strong and weak coupling. The splitting in

absorption is given by:

ΩA = 2

√
V 2 − 1

2
(γ2
X + γ2

C), (1.14)

where V =
√

2cΓ0/(ncavLeff ) and Γ0 is the decay rate of the exciton ampli-

tude in a single quantum well at kx = 0 and ncav is the cavity refractive index.

When V 2 > 1
2
(γ2
X + γ2

C) the system is in the strong coupling regime, but when

V 2 < 1
2
(γ2
X + γ2

C) it is in the weak coupling regime [9].

Equation 1.12 shows the eigenvalues for the upper and lower polariton branches,
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with polaritons being a mixture of the photon and exciton that strongly couple.

To describe the contribution from the photon and exciton, the Hopfield coeffi-

cients are used, defined as:

|X(k||)|2 =
1

2
(1 +

∆k√
∆2
k + 4h̄2Ω2

Rabi

), (1.15)

|C(k||)|2 =
1

2
(1− ∆k√

∆2
k + 4h̄2Ω2

Rabi

). (1.16)

Where |X(k||)|2 + |C(k||)|2 = 1, defining the the excitonic and photonic fraction of

the polariton. Figure 1.5 shows a series of different exciton-photon detunings and

how the Hopfield coefficients change for the respective polariton branches. The

shape of the dispersions depends strongly on the detuning, which is readily seen

in the three dispersion plots of figure 1.5. The upper polariton branch is strongly

quadratic at positive detuning. In contrast, the lower branch is non-parabolic for

all detunings—a more positive detuning results in a stronger excitonic fraction in

the lower branch. The Hopfield coefficient values for both excitonic and photonic

fractions become similar for a small in-plane wavevector value. As the lower

branch goes to large k||, polaritons become purely excitonic. The upper branch

polaritons become mostly photonic at high k||. Therefore, the exciton-photon

coupling is effective over small k||.

1.3.3 Microcavity materials

The microcavity materials used in this thesis are based on GaAs, AlGaAs and

InGaAs alloys. A disadvantage of using microcavity based on III-V semiconduc-

tors is the light-matter coupling strength in the active material; because of this,

the temperatures used are typically at the level of tens-of-kelvin. Many other

materials are used to explore polaritons in microcavities.

The system leading room temperature polariton effects is Gallium Nitride (GaN),
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as discussed in Malpuech (2002)[15]; GaN excitons are stable at room tempera-

ture, the light-matter interaction is powerful with large Rabi-splittings observed

[16]. Low threshold polariton lasing at room temperature was demonstrated by

Christopoulos et al. [17]. Electrically pumped GaN polariton lasing has also been

demonstrated [18] as well as conventional photon lasing.

A more recent system of interest are transition-metal dichalcogenides (TMDCs);

these layered materials gained attention following the discovery of graphene.

Much like GaN, TMDCs have tightly bound exciton states with binding energies

reaching several hundred meV [19], and large oscillator strengths [20] enabling

room temperature operations. Kerr-like nonlinearities have been studied [21].

Organic microcavities have realised the strong coupling regime [22], early results

showed Rabi-splittings an order of magnitude larger than the inorganic coun-

terpart. Typical Rabi-splittings observed in InGaAs QW structures at 5K give

mode splittings typically around 3-5 meV [23]. In contrast, the first strong cou-

pling result in the organic field was around 160meV, with an increased oscillator

strength responsible for the more significant splitting. Polariton lasing has been

observed in organic systems [24]. More recently, a room-temperature organic

polariton transistor has been developed [25]. The device exploits a single step

vibron-mediated channel to achieve a low condensation threshold. By seeding a

population at k|| = 0 state with a control pulse, they were able to amplify the

final state. Then, encoding the laser pulse sequences creates logical operations

on the output signal.

Since the strong coupling of light and matter was demonstrated in microcavity

polaritons, numerous phenomena have been observed: Bose-Einstein condensa-

tion [26], superfluidity [27], bright solitons [28], topological edge states in zero [29]

and one dimensions [30] and evidence for polaritons as an antibunched source of

light [31]. All of these effects exploit the light-matter nature of polaritons. The
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following section will discuss the polariton nonlinearity and how it gives rise to

parametric scattering, amplification and bistability physics.
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1.3. Light-matter interaction

Figure 1.5: Dispersion of polariton branches for different exciton-
photon detunings. Images of the left side (a, c, e) show branch energy vs
wavevector at a) zero detuning ∆ = 0, c) positive ∆ = +10 meV and e) nega-
tive ∆ = −10 meV. Exciton and photon energies are shown as the dotted lines.
The corresponding Hopfield coefficient lines are indicated in b (∆ = 0 meV), d
(∆ = +10 meV) and f (∆ = −10 meV).
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1.4 Nonlinear polariton effects

1.4.1 Polariton-polariton interaction

Polariton-polariton interactions are mediated by their excitonic component; it

is a Coulomb interaction and is strongly spin-dependent [32, 33]. For the same

spin, the polariton-polariton interaction is repulsive. Tassone and Yamamoto

[34] estimated the exciton-exciton interaction strength to be gX ∼ 6EBa
2
B, where

EB is the exciton binding energy and aB is the exciton Bohr radius. For GaAs,

values of gX ∼ 6µeV µm2 are expected for aB ∼10nm and EB ∼10meV [35]. One

approach to estimate the polariton-polariton interaction strength is to monitor

the blueshift of the polariton mode with increasing density [36]:

∆E = gpρ (1.17)

Where ∆E is the energy change, ρ is the polariton density and gp is the inter-

action strength for co-circularly polarised polaritons. Equation 1.17 is valid for

polariton densities below Mott transition density [37]. Polaritons with opposite

circular polarisation weakly attract, while linearly polarised polaritons repel ap-

proximately with the strength 1
2
gp [38, 39].

The polariton-polariton interaction is increased by reducing the mode volume,

forcing closer proximity for the excitons [40], that is why 0D devices such as mi-

cropillars are an attractive platform. In micropillars, the interaction strength for

co-circular polarised polaritons is gp = |X|4gX
γLPA

. Where |X|2 is the exciton fraction,

γLP is the polariton linewidth and A is the mode area [40]. Numerous groups

have measured the polariton-polariton interaction strength, figure 1.6, with val-

ues spanning four orders of magnitude [35].
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Figure 1.6: Comparison of reported values for the polariton-polariton
interaction strength. Taken from [35].

1.4.2 Parametric scattering, optical parametric oscillations

and optical parametric amplification

Exciting the lower polariton branch with specific energy and angle can result in

two polaritons scattering to a signal and idler mode. The in-plane momentum

for the two injected polaritons pump, and the new signal and idler modes must

satisfy:

2kpump = ksignal + kidler. (1.18)

Where k denotes the in-plane wavevector of the polaritons, this is a four-wave

mixing process in nonlinear optics. This effect was reported by Stevenson et al.

[41] where the excitation of the LPB at the point of inflection generated ksignal = 0

and kidler = 2kpump states. Savvdis et al. [42] following this result, incorporated a

second laser at normal incidence to the microcavity. This experimental scheme is

called pump-probe excitation. Figure 1.7a shows the pair-scattering of polaritons

into the new states, with the pump-probe setup shown in 1.7b.
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Figure 1.7: Pump-probe experiment performed on a planer microcav-
ity. a) The LPB and UPB dispersion relations, with the angle of pump excitation
matching the critical angle. (b) The microcavity structure and the angles for the
circular pump-probe pulsed lasers. Taken from ref. [42].

The authors reported a significant increase in the k = 0 state when the pump is at

the critical angle. For their zero detuned microcavity, the critical angle is 16.5◦.

The exciton-cavity detuning is shown by the dashed exciton and cavity lines in

Figure 1.7a. The probe polaritons stimulate the scattering from the pump state;

the effect is distinguished from four-wave mixing by the exponential increase in

emission.

The stimulated scattering of polaritons occurs because of their bosonic nature.

The coupling between the pump-signal-idler polariton states is called an optical

parametric oscillator, with the threshold observed when the occupancy of the

final signal state becomes close to unity. The phase of the pump polariton does

not affect the phases of the signal or idler polaritons. Long-range spatial and

temporal coherence was predicted [43] then observed soon after [44].

Chapter 1 Toby Dowling 31



1.4. Nonlinear polariton effects

Krizhanovskii et al. (2008) [45] showed that self-organisation takes place when

the coupling between the pump-signal-idler occurs. Causing renormalisation in

the lower polariton branch, making the signal state the new k = 0 condensate.

1.4.3 Polariton bistability

Bistability was predicted by Tredicucci et al. [46] and demonstrated by Baas et

al. LPB [47] for the polariton system. Detuning a laser (CW) above the k = 0 en-

ergy and gradually increasing the occupancy, the mode blueshifts until it reaches

resonance with the laser. When this happens, a super-linear increase in trans-

mission intensity is observed. Reversing the direction of power, going from high

to low, the point where a sharp decrease is expected is significantly less. This

hysteresis cycle can be seen in figure 1.8.

Figure 1.8: Bistable behaviour of the mean polariton number as a
function of intensity. Taken from ref. [47].

Optical bistability is not a phenomenon exclusive to polaritons, with bistable me-

dia seen as an option for building optical circuits for computers [48]. For polariton

systems, the bistable threshold has a switching behaviour and has industrial ap-

plications such as a polariton transistor [25, 49].
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1.5 Polarisation

1.5.1 Pseudospin

The constituents of polaritons are electrons, holes and photons, all of which have

a spin value. In GaAs the conduction band electrons have spin angular momen-

tum mj = ±1/2, while the valence bands of the light and heavy hole states have

mj = ±1/2, ±3/2 respectively [9]. Therefore the total angular momentum for

an exciton will be projected along the ±1 or ±2 direction. The spin angular

momentum of a photon is mj = ±1; by the conservation of total momentum, this

prevents coupling to the Jz = ±2. The Jz = ±1 exciton, photons can couple to

and are called bright excitons, while Jz = ±2 are called dark excitons due to the

fact, that light does not couple to them. The plus and minus components are

the coupling between right (+1) and left (-1) handed circular polarisation. Under

linear excitation, the photons couple to a mixture of right and left states. So,

polaritons will have two different spin projections.

Pseudospin is a 4D vector that describes the polarisation direction. The vec-

tor direction is calculated from the Stokes parameters, represented as:

S =


S0

S1

S2

S3

 (1.19)

Where S0 is the total intensity. The other three parameters are calculated by

measuring the polarisation in three orthogonal bases’, and the first S1 is horizon-

tal and vertical:

S1 =
IH − IV
IH + IV

. (1.20)
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The second Stokes parameter is measured for diagonal and anti-diagonal compo-

nents:

S2 =
ID − IA
ID + IA

. (1.21)

While the third Stokes parameter is found by measuring on a circular polarisation

basis:

S3 =
Iσ+ − Iσ−
Iσ+ + Iσ−

. (1.22)

Where IH , IV , ID, IA, Iσ+ and Iσ− refer to the polarisation intensity resolved

in horizontal, vertical, diagonal, anti-diagonal, right and left circular. It is rep-

resented by the Poincaré sphere, shown in figure 1.9. The S2 parameter will

measure the polarisation rotation in a polariton mode in chapter 4, then calcu-

late the phase shift. The linear polarisation angle (LPA) φ is used to show the

linear polarisation direction. φ will be used to show the transition from Rashba

to a Dresselhaus like field in lattice emission in chapter 5 [4].
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Figure 1.9: The Poincaré sphere.
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1.5.2 TE-TM slitting

Polaritons have a transverse electric and transverse magnetic (TE, TM) mode

splitting. The splitting is caused by an angular and polarisation dependent phase

delay when reflection occurs in the DBR layers of the microcavity. The TE-TM

splitting depends on the mismatch between the Fabry-Pérot frequency of the

cavity, and the stop band frequency of the dielectric mirrors [50]. The TE-TM

splitting can be seen by looking at the polariton dispersion relation and resolving

in horizontal and vertical polarisation.

The Hamiltonian describing this splitting can be written in a circular polari-

sation basis:

H =

 H0(k) ΩTETM(k)e−2iφ

ΩTETM(k)e2iφ H0(k)

 = H0(k)I + ΩTETM · σ (1.23)

where k is the in-plane wavevector, φ is the in-plane angle (polar) between (kx,

ky) and ΩTETM(k) is the magnitude of the TE-TM energy splitting.

ΩTETM= ΩTETM(k)(cos2ψ, sin2ψ, 0)T represents an effective magnetic field,

which is analogous to spin-orbit coupling. The TE-TM field creates a pseudospin

dependent splitting in the polariton modes, which, as previously mentioned, can

be resolved on a polarisation basis. Figure 1.10a shows the TE-TM field in k-

space around the degenerate k=0 point for a planar microcavity.

The direction of pseudospin can be seen in figure 1.10b. Comparing ψ = 0 and

ψ = π, the phase change between the circular components is 2π. The resulting

pseudospin points in the same direction. Also noticeable is that the pseudospin

winds doubly during a full rotation around the origin in k space; these pseudospin

textures can be visualised experimentally through the optical spin-Hall effect.
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Figure 1.10: The direction of linear polarisation as a function of in-
plane wavevector for a planar microcavity. a) TE–TM(k) field in the
Fourier-space. b) The pseudospin of the polariton eigenstate is orientated along
the effective B-field. Taken from ref. [51].

1.5.3 Optical spin-Hall effect

The spin-Hall effect generates a spin current perpendicular to the charge current

flow. This can happen in two ways, electrons scattering from charged impurities

(extrinsic) or spin-orbit coupling effects (intrinsic). Using charged carriers incur

fast dephasing and decay due to electron scattering [52].

Polaritons can produce spin currents controlled by a polarised optical excita-

tion [52], the so-called optical spin Hall effect (OSHE). In this optical analogue,

the pseudospin of polaritons is linked to the in-plane momentum and produces

polarisation textures in real and momentum space.

The evolution of the pseudospin is described by:

∂S

∂t
= S×Ω(k) +

S0

τ1

− S

τ
. (1.24)
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With the first term describing the precession of the polariton pseudospin, the

second is due to the initial state scattering (Rayleigh scattering), and the final

term is the radiative relaxation term. Under resonant excitation, a Rayleigh ring

is created, similar to figure 1.16 b(iv). The effective magnetic field creates four

domains, two of σ+ and two of σ−. The momentum space S3 parameter has a

quadrant circular polarisation textures for a linear input polarisation, as shown

in figure 1.11a. The corresponding real-space image shown in 1.11b.

Figure 1.11: The optical spin-Hall effect in a planar microcavity. a) The
S3 parameter in real space collection. (b) The S3 parameter in k-space collection.
Taken from ref. [52].

These two images demonstrate the precession of polariton pseudospin around

an effective field. The polariton pseudospin separates in real space once they

move away from the centre of the pump spot. In Chapter 5, a TE-TM field that

mimics Dresselhaus SOC is used to replicate similar results. The work relies on

the engineering of the bandstructure in photonic structures [4].
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1.6 Collective phenomena

1.6.1 Relaxation processes

Under non-resonant optical excitation, free electron-hole pairs are created through

photon absorption. They thermalise via interactions with optical (LO) and acous-

tic (AC) phonons [9, 26] to the lower polariton branch.

The logic of the polariton relaxation is as follows. The exciton dispersion is

populated when the e-h pairs generated by the laser excitation interact with LO

phonons [9]. The polariton dispersion has two regions, the optically active and

dark region. The optically active region has excitons that couple to photons,

with the lifetime of polaritons related to the photon cavity lifetime, typically a

few picoseconds [9, 53]. The dark region excitons have a wavevector larger than

the light wavevector. In contrast to the former region, the particles have a long

lifetime. This is because polaritons decay through nonradiative channels, with

decay times of the order of hundreds of picoseconds [9]. Other distinguishing

features are that the density of states is large, and the dispersion relation has a

gradual curvature.

Figure 1.12 shows the relaxation mechanisms for polaritons, where high k-vector

excitons interact with acoustic phonons, taking them to the intersection between

the dark and active regions. This process takes between 100-200ps as the energy

exchange is not very efficient - with 10ps per relaxation step and 1meV exchanged.

Even at this stage, the polaritons need to lose 5-10meV to reach the minima of

the lower polariton branch. Through interactions with acoustic phonons, the re-

laxation time would be at least 50ps, which can be several times the lifetime of

the polaritons in the active region.

This slow relaxation results in polaritons accumulating in the higher momenta
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areas in the dispersion. This area is known as the bottleneck effect and was pre-

dicted by Tassone et al. [54] (1997) and experimentally observed by Tartakovskii

et al. [55]. Polaritons become stuck in the bottleneck region under low excitation

powers. By increasing the polariton density in this region, inter-particle scatter-

ing by; polariton-polariton, polariton-exciton and exciton-exciton all contribute

to suppressing the bottleneck feature.

More relaxation channels become available when this stronger excitation is used.

The outcome, polariton relaxation to the ground state is more efficient compared

to relying on acoustic phonons at low polariton densities.

Figure 1.12: Schematic of non-resonant excitation and the formation of
polaritons. The free-carrier thermal reservoir, scattering processes via acoustic
phonons (AC) and radiative recombination. Noted at the bottom x-axis is the
strong coupling regime (SCR), the bottleneck region (BR) and Thermal region
(TR). Taken from ref. [54].
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1.6.2 Bose Einstein condensation

Bose-Einstein condensation (BEC) is a name given to describe the phase transi-

tion of a gas of bosons, whereby quantisation of the translational motion of the

particles may be observed. A macroscopic fraction of the total number of parti-

cles occupies the zero velocity state in the statistical mechanics’ framework. The

transition temperature for non-interacting particles in a gas is given by:

Tc = 0.0839
h2

mkB
(
N

V
)
2
3 . (1.25)

Where Tc is the critical temperature for the BEC phase transition, h is Planck’s

constant, m is the mass of the particle, kB is Boltzmann’s constant, N the num-

ber of particles and V the volume occupied. BECs have several experimental

challenges associated with them. The atoms must be separated sufficiently to

avoid liquefaction, magento-optic traps, and Doppler cooling techniques. These

techniques will take the atoms to near the recoil limit, which is set by random

thermal energy as a result of spontaneous emission by the atom in random di-

rections. Next, the lasers are switched off, and the magnetic trapping potential

is reduced, meaning that the atoms with sufficient kinetic energy may escape,

reducing the overall energy within the trap. The first observation was made by

Anderson et al. [56] using rubidium-87 atoms and was shortly followed by Ket-

terle et al. [57] using sodium atoms, both would share a nobel prize for their

observations. A diagram of the optical trap and images showing the onset of

BEC is displayed in figures 1.13 and 1.14.
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Figure 1.13: The magnetic-optical trap is used for laser cooling. The
red lines indicate the laser excitations coming from three different axes. The
white arrows on the top and bottom indicate the direction of the current, which
induces the magnetic field for trapping and subsequent evaporation. Taken from
ref. [56].

Figure 1.14: The velocity distribution of the Rb cloud. (A) before con-
densation, the (B) onset of condensation and (C) when evaporation has left only
the condensate. Taken from ref. [56].
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1.6.3 Polariton condensation

Shortly after the results mentioned in the previous section, A. Imamoglu proposed

that polaritons may undergo a kind of BEC transition [58]. Polaritons have a low

effective mass due to the strong coupling to the cavity mode, therefore, there was

a strong possibility that a BECs would be seen at cryogenic temperatures. Polari-

tons have an effective mass 109 times smaller than the rubidium atoms mentioned

before, meaning that the complicated atomic traps and cooling to micro-kelvin

temperatures would not be required.

Accessing the polariton; coherence, polarisation and population can be done by

measuring in far-field (momentum space) imaging, this imaging gives direct prop-

erties of the polariton wavefunction. In 2006, Kasprzak et al. [26] demonstrated

condensation into the ground state with a population out of thermal equilibrium.

They excite a cadmium telluride (CdTe) based microcavity non-resonantly, shown

in figure 1.15. A threshold is marked by an increase nonlinear in intensity and

narrowing of the polariton linewidth, with the condensate building up long-range

spatial coherence and temporal coherence.

The system is still in the strong coupling regime, with the blueshift observed

being 1/10th of the Rabi-splitting and the coherence time increases from 1.5ps to

6ps above the threshold. The radiative lifetime of the polaritons is short when

close to the threshold, while the dephasing time of polariton-polariton scatter-

ing is less than this lifetime. Above the threshold, relaxation to the condensed

state is boosted by stimulated scattering, the polarisation of the emission becomes

aligned to the [110] axis of the microcavity. The output polarisation is not cor-

related with the laser polarisation, which removes the possibility of a parametric

amplification process being the source of the acquired polarisation. Below the

threshold, the population is depolarised.
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Figure 1.15: Far-field imaging of polariton angular distribution inside
the cavity. (a) Series of tomographic scans in the angular intensity in Θx and
Θy direction. (b) In-plane wavevector resolved in energy for three input powers,
revealing energy narrowing and blueshift. Taken from ref. [26].

BEC of polaritons have been observed in multiple microcavity systems; GaAs

[59], ZnO [60], GaN [17] and organic microcavity [24].

Polariton condensation sparked interest from the atomic BEC community, with

the key talking point beingthat the system is out of thermal equilibrium, mean-

ing condensation can occur in excited states and above the minimum energy of

LPB. Even when condensation is observed in the low energy states, most of the

population are excited states are in the exciton reservoir.

The emission from the polariton condensate is often called a polariton laser, where
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the polariton condensate spontaneously emits light [58]. The source is monochro-

matic and with a fixed wavevector and is coherent. A polariton laser does not

require stimulated emission, in contrast conventional lasers that require popula-

tion inversion. Experimental demonstration of a polariton laser has been done in

many systems; GaAs [61](T=40k), CdTe [62] (T=50k), GaN [63] (T=300k) and

ZnO [64](T= 120K).

Aside from the novelty of generating condensates, there is great interest in control-

ling the propagation. Optical control has been demonstrated for both confining

a condensate and propagating over macroscopic distances [61]. In more recent

experiments, microcavities have been etched into periodic arrays to produce a

topologically protected moving condensate [30]. Novel experiments on conden-

sates like these open the way for polariton based circuits, with the ultimate goal

of high-speed all-optical information processing [61, 65].

1.6.4 Superfluidity

Following the demonstration of polariton condensates, there was significant in-

terest surrounding the closely related phenomena of superfluidity. Superfluidity

was co-discovered independently in LHe experiments in 1938[66, 67]. Superfluids

behave differently from ordinary fluids; fork-like dislocations appear in interfero-

gram measurements when rotated. The fork-like dislocations or quantised vortices

were observed in the polariton system by Lagoudakis et al. [68], with the authors

remarking that observing the vortices was insufficient to claim superfluity for a

non-equilibrium system.

The confirmation of superfluid polaritons came from Amo et al. [27], observ-

ing suppressed scattering from defects when the flow velocity of polaritons vp is
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slower than the speed of sound in the fluid cs. The condition cs > vp is known as

the Landau criterion for superfluidity [69]. Their experiment involved resonant

frequency-momentum tuning of the injected polaritons, until the condition was

met.

Figure 1.16: Far-field imaging of polariton angular distribution inside
the cavity. (a) Series of tomographic scans in the angular intensity in Θx and
Θy direction. (b) In-plane wavevector resolved in energy for three input powers,
revealing energy narrowing and blueshift. Taken from ref. [27]

Looking at figure 1.16a, two in-plane dispersion relations are shown for the LPB

of a microcavity. A faint line at E−Epump = 0 shows the energy of the polariton

states injected by a continuous wave laser. Polaritons injected at this energy

may scatter to other states if the in-plane momentum is conserved, with the

Rayleigh ring shown in figure b(iv). They increase the excitation power, which
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increases the number of states. Polariton-polariton interactions increase, leading

to a blueshift in the LPB towards the laser’s energy. The dispersion can be seen

on figure 1.16 a(ii), where the dispersion becomes distorted. The distorted dis-

persion removes the like-pump energy scattering pathway as seen in the Rayleigh

ring, shown in figure 1.16 b(iii) and b(vi). In Fourier space image b(vi), the scat-

tering to states in the ring is suppressed, and the accompanying real space image

b(iii) shows no scattering around the central defect.

More recently, room-temperature superfluidity was achieved [70] using an or-

ganic microcavity, with the sample supporting Frenkel exciton-polaritons.

Superfluidity protects the polariton fluid flow around defects, with the protection

realised through polariton–polariton interactions which distort the dispersion for

microcavity polaritons. The topological polaritons section will explore the theme

of transport and protection for a polariton condensate, with the TE-TM splitting

and magnetic field sensitivity of polaritons making this possible.
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1.7 Topological polaritons

Polaritons are hybrid light-matter particles and when confined in microstructures,

their photonic component has a transverse-electric transverse-magnetic (TE-TM)

splitting, analogous to spin-orbit coupling. In periodic arrays, the bandstructure

of polaritons is engineered to produce new TE-TM field relationships. The other

component is the exciton, which is sensitive to magnetic fields. When an exter-

nal magnetic field is applied to polaritons, they experience a Zeeman splitting

[4] between right- and left-circular polarisation states. A Chern insulator hosts

topological channels of light, which support unidirectional transport; immune to

certain types of disorder and backscattering. Topological insulators were first in-

vestigated in electronic band structures, allowing for control of electron transport.

More recently, photonic structures have been at the cutting edge of this research

[71].

Topology is a field of study in mathematics that classifies objects according to

their geometric characteristics. Topological edge states emerged in the 1980s in a

series of quantum Hall (QH) effect experiments. Applying an external magnetic

field to a 2D-electron gas at low temperature produced quantised Hall conduc-

tances in a slab material [72, 73]. Critical elements of QH systems are: electrons

propagate only at the edges of the system, it is one-way transport and is protected

against disorder in the material [74, 75].

The Chern number of a system is a topological invariant, which is an integer

calculated by the integration of the Berry curvature around the first Brillouin

Zone [76]. Suppose the Chern number is a non-zero value, the insulator is said to

be topological, with the number related to the expected edge states in the system.

An edge state in electronic systems (QH) has persistent unidirectional conduction

around the sample edges; this property appeals to optical analogues with photons

and polaritons. The quantum-Hall effect requires an externally applied magnetic
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field; this breaks the system’s time-reversal symmetry, which is essential to form-

ing edge modes.

The QH system discussed has one edge state that propagates around the edge

of the material. Different kinds of edge states were proposed in graphene [77],

where for this system, the transport of spin and charge at the sample boundaries

is possible, this is called the quantum spin-Hall effect. The physical mechanism

relies on electrons experiencing a strong spin-orbit coupling (SOC) and a bandgap

opening at the Dirac point. The group velocity of an electron is locked to its spin,

this is called spin-momentum locking, which allows for helical edge states to prop-

agate without backscattering [78, 79].

The following section discusses the two experimentally demonstrated edges states

for polaritons. One platform uses a one-dimensional chain, while the other uses

a honeycomb lattice geometry.

1.7.1 Polariton topological insulators 0D and 1D edge states

The Su-Schrieffer-Heeger model (SSH) was used to describe the electronic proper-

ties of Polyacetylene [80], shown in figure 1.17. In the case of Polyacetylene, sites

A and B would be carbon atoms, and t (t′) describe the intra- (inter-) coupling

strength between carbon bonds. Using the tight-binding model, a lattice with this

structure will behave differently for the same wavevector for cases: t < t′, t = t′

and t > t′.

Figure 1.17: SSH chain schematic showing coupling strengths between
sites A and B, where t is the intra-coupling strength and t′ is the inter-coupling
strength.
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The interesting case is for t < t′, under this condition considering a finite

chain length, there is a non-zero winding number, indicating an edge state in

this 1D chain of sites. This scheme was implemented using polariton micropillars

[29]. The single pillar mode structure will be shown in the methods and later

sections. For now, it is enough to say that there is a polariton energy structure

in the pillar that resembles s-like and p-like atomic orbital modes. The p-like

mode is described as Px and Py, which have perpendicular spatial orientation in

the pillar. The pillars are arranged in a zig-zag pattern, with an overlap between

nearest neighbours. The orbitals have different coupling strengths to the nearest

neighbours, which the authors refer to as the longitudinal and transverse coupling

(or hopping) strengths tl and tt. Using an elongated (elliptical) laser spot on to

zig-zag chain in two configurations, at the edge and in the centre of the struc-

ture—figure 1.18 [29]. Exciting at the edge leads to the formation of a localised

Py state, in contrast to the other band states that are delocalised over the entire

chain, as shown in figure 1.18c-f.

The two Fourier-space PL images figure 1.18a-b show that the P-band has an ad-

ditional state positioned at the centre for edge excitation. They also demonstrated

lasing in this topological mode by gradually increasing the excitation power. The

mode beats out competition from other modes due to the large density of states

available. This topological model is robust against disorder in hopping, providing

chiral symmetry is preserved. The eigenspectrum is symmetric around E = 0,

with the edge states having energy E=0. Fluctuations in t and t′ do not destroy

the protection, and strong localisation of the Py mode was still maintained when

on-site disorder changed the energy from E = 0 to energies within the gap. If

the mode energy changes significantly, then hybridisation with other modes is

possible.

The demonstration of a 0D edge state was a step forward, but a bigger goal

is to use topological protection for a moving edge state. A proposal for support-
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ing 1D edge states is based on graphene in the exciton-polariton system. Here,

micropillars are arranged in a honeycomb geometry resembling the C6 symmetry

of carbon atoms of graphene. Polaritons have been studied in single, dimerised

[81], Lieb [82], Kagome [83] and the honeycomb (graphene) [84] geometry. The

honeycomb lattice has been shown to support a Dirac-cone dispersion along with

edge modes [84]. Dirac-cone dispersions are regions in the bandstructure where

the in-plane momentum is linear with energy—the intersection of the conduction

and valence band is known as the Dirac-point. In artificial or electronic graphene,

there are 6 Dirac points in the S-band, three K and K′ points. These points are

not equivalent and have a different local winding of the phase of the wavefunction

around the respective K (K′) cone.

The 1D moving edge state was realised in this system by Klembt et al. [30],

using a strong magnetic field to break time-reversal symmetry. The system is

said to be non-trivial because a gap is opened at the Dirac points K-K’ under

a smooth deformation, which is driven by the interplay between effective SOC

(TE-TM splitting) and the external magnetic field. This system has C = ±2,

classifying it as a QH system allowing for one-way edge modes. They could see the

polariton transport by non-resonantly exciting at the zig-zag edge of the lattice.

Looking at figure 1.19, they pumped above the threshold, condensing polaritons

into the K (K′) S-band energy locations. Then, a bandgap is opened at the Dirac

point by applying the magnetic fields. Through careful selection of lattice and

sample parameters, the authors were able to find a sample with a sizeable TE-TM

splitting ∆TE−TM = 384µeV and an effective Zeeman splitting ∆eff = 22µeV at

the Dirac point. They resolve the opened Dirac point gap to be 108 ± 32µeV

using a B = +5T magnetic field.

Exciting non-resonantly and condensing polaritons into the gap, then applying a

+5T and -5T magnetic field. They see a signal intensity around the edge of the

lattice, noting that the intensity at the edge mode energy is seen far from the
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pump spot. The mode was recorded travelling across a defect site and around a

90◦ bend in the lattice. Figure 1.19 shows this edge state intensity around the

lattice. Using far-field imaging, selecting the edge mode energy, they were also

able to show chiral propagation of the edge state.

Nonlinear effects are of interest in topological polariton research [71]. With 1D

edge state lasing demonstrated, other platforms have achieved zero and one di-

mensional lasing [85–87]. Other geometries such as the Kagome [88] and Lieb

[89] are still under investigation for polariton topological protection.

Recently, another class of topological systems was developed using the valley

degree of freedom. These systems are called valley-Hall topological insulators

[78]. In these systems, two lattices with opposite valley topological invariants

are interfaced. The interface supports unidirectional channels of light and is ro-

bust to sharp bends, and random disorder [90, 91]. Unlike spin-Hall edge states,

which form inside the light line and therefore are leaky [91, 92], the valley-Hall

edge states form outside the light line. Polaritons have yet to be explored in this

platform, but the fabrication of such lattices would be possible with the current

etching technology.

Karzig et al.[93] in 2015 proposed a topological insulator architecture for po-

laritons, calling the resulting states Topolaritons. This proposal is for polaritons

in waveguides, where polaritons are confined by total internal reflection and prop-

agate with high momenta.
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Figure 1.18: SSH chain excitation for Bulk and Edge region. a) Fourier
space image showing the band structure for the Bulk. b) Fourier space image
showing the band structure for the Edge. Note the appearance of the edge state
mode in the P-band. c) Real-space imaging for the upper P-band. d) Real-space
imaging for the edge state. e) Real-space imaging for the lower P-band. f) Real-
space imaging for the upper S-band. Note that the PL is localised only on the
edge pillar for the edge state, compared to the other mode emission. Taken from
ref. [29].
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Figure 1.19: The edge state intensity is visible around a bend and an
artificial defect in the lattice. Taken from ref. [30].

54 Chapter 1 Toby Dowling



Chapter 1. Background

1.8 Polariton blockade

The photon blockade for an emitter coupled strongly to a cavity was proposed

by Imamoaḡlu [94]. When considering a finite-level system (atom) coupled to the

quantum harmonic oscillator, the resulting system will have an anharmonic (ir-

regular) and harmonic (regular) energy spectrum. The Jaynes-Cummings model

describes a two-level system coupled to a photon, absorbing or emitting a photon

results in going up or down in energy, as can be seen in figure 1.20a.

Figure 1.20: The Jaynes-Cummings model for a photon ladder in a QD
and the polariton conventional blackade. (a) taken from ref. [95] and (b)
ref. [96].

The energy spacing can be written as:

Ei,± = ih̄w ±
√
ih̄g0. (1.26)

The level spacing for the small occupancy is anharmonic, meaning the resonant

driving wp will not populate the system further when going to the |2,±〉 state.

Leading to subpoissonian photon emission from the |1,−〉 state [95]. This effect

is known as the conventional blockade. Verger, Cuiti and Carusotto proposed this

model for the polariton system [97], looking at the size of the nonlinear energy

shift U and decay rates κ. They study the second-order coherence for a variety
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of pumping detuning, which are shown in figure 1.21. They conclude that anti-

bunching and bunching are possible given a strong nonlinearity.

Figure 1.21: The second-order coherence function, g(2)(0), for a pho-
tonic dot. a) The expected g(2)(0) for three exciton-cavity detunings vs laser to
polariotn mode detuning. (b) The g(2)(0) expected value for three exciton-cavity
detunings, where the strength of the nonlinearity of the polariton is increased.
Taken from ref. [97].

The exciton-exciton interaction typically ranges from gX = 5 − 10µeV µm2 [35,

98] in GaAs based devices. When the energy shift associated with two polariton

occupancy is greater than the linewidth of the one polariton state, the conven-

tional blockade is achieved. The conventional blockade approach is shown in figure

1.21b. Microcavity design improvements have led to smaller polariton linewidths,

with higher Q-factors in a microcavity. The world-leading experimental result was

reported by Imamoaḡlu [31]. Even though the nonlinear blueshift is smaller than

the mode linewidth, they still report weak antibunching effects. They used an

open cavity (fibre-cavity) design that allows the cavity length to be changed.

Testing at the optimal exciton fraction and linewidth for the polariton mode; as

the LPB tends to ever higher exciton fractions, the linewidth suffers from broad-

ening through inhomogeneous effects relating to the exciton. Using a red-detuned

laser excitation, 5% anti-bunching was seen, shown in figure 1.22b. Munoz-
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Figure 1.22: Weak anti-bunched and bunched light from a polariton
mode. a) the g(2)(0) value for 6nW detuned from the mode peak. b) the transmis-
sion linewidth of the polariton mode, with the g(2)(0) value plotted as a function
of excitation laser detuning. c) g(2)(0) with different laser-mode detunings for
incident powers 10nW, 20nW and 90nW. Taken from ref. [31].

Matutano et al. [40] reported a similar level of anti-bunching the same year.

The current values of anti-bunched light in the polariton system are small, the

main difficulty in achieving strong polariton-polariton interactions, while main-

taining narrow linewidths. This problem will persist with studies on the con-

ventional blockade, therefore, alternative proposals have been put forward for

achieving anti-bunched light in polariton systems.

Liew and Savona [99] proposed a photonic molecule where two modes are coupled

to each other and can interact through tunnelling between micropillars; this con-

figuration is the unconventional photon blockade.In another proposal, Kyriienko

and Liew discussed the parametric blockade [1] for a χ2 weak nonlinear system

with particles that can parametrically scatter. In parametric scattering, a signal

and idler mode are produced above and below the central energy mode. They

analysed emission from a central dipolariton mode undergoing parametric scat-

tering with strong signal excitation, concluding that the emission from the central

mode is strongly anti-bunched. This paper is the motivation for chapter 3, where

a polariton micropillar device is used.
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2.1 Sample growth

The microcavities used in this work came from two sources; one based in Sheffield

grown by Dr. Ed Clarke at the EPSRC National Epitaxy Facility designed by Dr.

Paul Walker, and the other was fabricated in Paris at the centre for nanoscience

and nanotechnologies, C2N, as part of the Quantera collaboration across multiple

European countries.

The Sheffield sample is a GaAs microcavity with 23 (26) top (bottom)

GaAs/Al0.85GaAs0.15 distributed Bragg reflector pairs and six In0.04Ga0.96As quan-

tum wells. A benefit of introducing a low indium content into the QWs is that

the emission energy is shifted away (lower) from the GaAs substrate, allowing

samples of this kind to be measured in transmission geometry.

The sample provided by C2N is a GaAs cavity, containing a single 15nm In0.05Ga0.95As

quantum well (QW) at the electric field antinode and embedded between two

Al0.1Ga0.9As/Al0.95Ga0.05As Bragg mirrors.

2.1.1 Pillar etching

The Sheffield sample was etched into multiple micropillar structures by Dr. Ben

Royall of the University of Sheffield Growth Facility. An array of geometries such

as single, dimers, Lieb and Honeycomb lattices are etched onto the microcavity.

The areas of interest in this sample were the honeycomb lattice and the unetched

region. Pillars are etched completely through the top and bottom DBR layers,

deep etching creates a larger confinement potential for the polariton modes but

leads to exciton linewidth broadening and more significant surface recombination

rates. The recipe for fabricating the micropillars is as follows:

1. Develop the appropriate sequence, shapes and dimensions for the designs

in a programming language of choice and import them to Raith Voyager

software (or equivalent software).
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2. Prepare the microcavity sample for the designs to be patterned. Involves;

cleaning with solvents, hard-mark deposition and a positive/negative resist

coated evenly onto the sample.

3. Expose sample through electron beam lithography to imprint designs onto

the surface of the resist.

4. Develop the resist to see the desired etching pattern.

5. Etch away hard mask.

6. Plasma ashing to remove remaining resist.

7. Inductively coupled plasma etch down to the depth of interest.

The final result of the etching process is shown in figure 2.1, showing a honeycomb

structure similar to the one used in chapter 5. Looking at 2.1b, the DBR stacks

are visible along with the GaAs cavity which appears as a lighter colour.

Figure 2.1: Result of the fabrication process for the Sheffield Sample.
a) Pillars are etched into a honeycomb geometry with the diameter of the pillars
being 3µm, b) A side on view of the microcavity structure.
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2.2 Experimental setups

2.2.1 Sample cooling

Flow cryostats are used for all experiments, with the sample(s) adhered to a

copper plate, as shown in figure 2.2. The cryostat sealed and the air evacuated

from the system using a vacuum pump, reaching an air pressure of the order of

10−6mbar. A dewar filled with liquid helium (LHe) is connected to the cryostat,

and a second vacuum pump connected to the cryostat pulls LHe through and

lowers the temperature of the cold finger. The cold finger is a long piece of

copper that extends towards the sample, providing thermal contact and cooling

the sample to approximately 10K. A temperature sensor is attached to monitor

the temperature of the cold finger. The LHe that passes through the cryostat is

recycled for use later.

Figure 2.2: The sample mount would be attached to the cold finger of
the flow cryostat.

2.2.2 Excitation optics

All experimental results in this thesis used transmission or a reflection excitation.

In transmission, the excitation laser scatter can be suppressed when collecting at

an angle. The sample can be mounted such that the etched side of the sample is

facing the incoming laser or reversed.
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For measurements performed in chapters 3 and 4, a laser was directed onto the

sample using a 4 mm focal length (f) objective with a numerical aperture (NA)

of 0.42. An f=10mm microscope objective collects the light with NA=0.6 placed

at the backside of the cryostat.

In chapter 5, a camera objective with f=50mm with large NA is placed in exci-

tation. An f=10mm microscope objective with NA=0.6 placed in the collection

path. In each of the subsequent chapters, a schematic is shown alongside the

experiment.

2.2.3 Sample excitation

For non-resonant photoluminescence (PL) measurements, a continuous-wave (CW)

laser is positioned far above the UPB energy. The CW laser is focused through

the excitation objective, with polaritons emitting light at lower energy. An ob-

jective placed in front collects and collimates light along the optical axis.

Different optical apparatus is used on the collection side depending on the mea-

surement—experiments in this thesis use either real- or Fourier-imaging. A long-

pass filter is used, 800 nm or 850 nm, which filters the excitation laser.

In chapters 3 and 4, the CW laser used was a coherent MBR-110; the laser

light is polarised, so the linear polarisation can be controlled using a half-wave

plate (HWP). A tunable mode-locked Ti:Sapphire laser with an 80MHz repetition

rate and ∼100ps pulse length was used to excite polaritons resonantly. The laser

can operate over a wide bandwidth of 700-1080 nm. A Faraday isolator is placed

at the output of the laser cavity; this component is essential to avoid reflections

going back into the cavity.

The laser pulse waveform is checked using an oscilloscope connected to a photo-
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diode. An auto-correlator is used to estimate the laser pulse length to calculate

the peak number of photons/polaritons. A combination of an HWP and a linear

polariser (LP) is used in the excitation path to control the power. A power meter

measures the average power per second. After the LP, an additional HWP or

quarter-waveplate (QWP) may be used to control linear/elliptical/circular de-

pendencies.

The optical table is enclosed, with protective goggles worn when lasers are used.
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2.2.4 Fourier- and real-space imaging

The PL emission is imaged onto the entrance slit of a HORIBA TRIAX 550-series

spectrometer equipped with a 1200 gr/mm grating resolution of 0.03 nm. One

of the exit ports goes to a Princeton Instruments PIXIS 1024x1024 pixel charge-

coupled device (CCD) with a pixel size of 13µm. Figure 2.3 is a schematic of the

spectrometer used.

Figure 2.3: A schematic of the spectrometer used for Chapters 3 and
4. (1) A focusing lens on a motorized translation stage. (2,3) A parabolic mirror.
(4, 6) Mirror. (5) Grating. (7) A motorized mirror allows light to be sent to the
CCD or an output slit (in this configuration, the light is going to the output slit).
(8) The CCD.

The light is directed onto the CCD (8), what is imaged depends on the optics

placed before the spectrometer. A schematic of the real- and Fourier-space col-

lection is shown in figure 2.4. The collection MO and the final lens will produce

an image with magnification fil/fcl, where fil is the final lens focal length and fcl

is the microscope objective focal length. By placing two additional lenses (plano-

convex) in-between MO and the final lens, this will again produce a real space

image, as shown in figure 2.4a. The magnification that results will be f1
fMO
· ffl
f2

, so
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one can choose the appropriate magnification to either increase or decrease the

feature size.

A Fourier-space image is formed on the back focal plane of the collection lens.

Light from the sample that is emitted at the same angle is focused on this spot

in the Fourier plane, as shown in figure 2.4b. An additional two lenses can be

placed in figure 2.4b to either increase or decrease the size of the Fourier space im-

age, referred to as the zoom. Fourier-space imaging is sometimes called; far-field,

momentum-space and k-space imaging. This type of imaging gives information

about the in-plane momentum of polariton modes emitted from the cavity. Each

of the angles emitted gives a different in-plane momentum value, and when re-

solved in energy, the dispersion relation of polariton modes is visualized.
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Figure 2.4: The simplest schematic for real (near-field) and Fourier
(far-field) space imaging. a) PL from the sample is collimated using a collec-
tion lens (microscope objective), the emissions can be expanded or shrunk using
a telescope (two plano-convex lenses) and focused onto the entrance of a spec-
trometer. b) PL emitted at the same angle is focused onto the same position in
the Fourier plane, placing two lenses after the lens (not shown) can expand or
shrink the image. Light emitted at the same angle is focused onto the sample
position on the entrance of the spectrometer slit; this technique allows one to see
the dispersion of the polariton modes, see figure 2.8.
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2.2.5 High angle excitation

High angle excitation is an experimental technique used in chapter 5. Instead of

exciting the sample at a normal incidence with in-plane wavevector k|| = 0, the

path is horizontally offset to excite the sample at a finite angle Θx. The horizontal

offset means that the excitation optic needs a large aperture to allow the laser

light to get to the sample. The horizontal offset required to excite the sample at

a given angle or in-plane wavevector can be found using the focal length f and

the laser position offset from normal incidence ∆x. Figure 2.5 shows the real

experimental equipment, and a schematic.

Figure 2.5: The experimental table for the high angle excitation in
chapter 5 and to the right is a schematic of the adjustable mirror to
create the desired angle. a) The experimental setup: 1) a mirror mounted on
a translation stage 2) Linear polarizer 3) Half-wave plate 4) Excitation Objective
f = 50mm. b) The schematic for angled excitation: 1) Mirror 2) Mirror mounted
on a translation stage, the dashed and solid lines show two potential positions on
the translation stage 3) excitation objective 4) sample surface.

This technique is used in chapter 5 to excite the K and K′ point of the Brillouin

zone of a honeycomb lattice. When exciting at normal incidence, the Γ point of

the lattice can be excited at the lowest energy of the lowest energy band. Using

non-resonant excitation and Fourier space imaging, the full Brillouin zone of the
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honeycomb lattice can be shown. This information can be used to approximately

calculate the ∆x required to excite the K and K ′ points. With the ∆x given by:

∆x = f tan(Θx). (2.1)
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2.3 Light Modulation

Chapters 3 and 4 use an electro-optical modulator that changes the polarisation

of the incoming light to the sample in a controlled way. In the same chapters, a

CW-laser is changed into a pulsed-laser, with components are listed for achieving

this.

2.3.1 Electro-optic modulator

Experiments performed in chapter 4 use an electro-optical modulator (EOM), a

device which allows for the controlled output of the direction of linear polarisation

with an applied electrical bias to the device. The device contains two matched

lithium niobate crystals, when an electric field is applied to the crystal the indexes

of refraction change. The device behaves as a HWP on a linear input state. A

signal generator applies a high and low voltage, shown as a square wave in figure

2.6. This voltage biases the EOM, modulating the input into two orthogonal

polarisations.
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Figure 2.6: Operation of the EOM, a high and low voltage is applied (square
wave) and biased onto the EOM. (1) Incoming vertically polarised light. (2) EOM.
(3) Bias input (rf). (4) Horizontally polarised light. (5) Bias controller. (8) Signal
generator.
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2.3.2 Pulsar

Experiments performed in chapters 3 and 4 used a Pulsar designed by iXblue.

The device allowed for a CW laser to pulse over a range of pulse lengths see figure

2.7. The laser is locked to a reference’s repetition rate, an 80MHz Ti:Sapphire

laser. The pulse lengths are measured on a streak camera (Hamamatsu), the

results of which are shown in figure 2.7.

Figure 2.7: Streak camera pulse length is measured for a given pulsar
setting.

A sequence of electronic components has to work together to achieve the desired

pulsed output:

1. A reference signal is taken from the output of the Ti:Sapphire laser control

box.
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2. This signal is split on an oscilloscope as it will be used for CW to pulsed

light and also for triggering photon counting software

3. One signal goes to an iXblue DR-PL-10-MO driver, the driver is connected

to a power supply and a NIR-MX800-LN-10 Modulator.

4. A linear polarisation maintaining optical fibre is connected to the modula-

tor, and the CW laser is focused onto this fibre.

5. The modulator is connected to an iXblue MBC-DG-LAB bias controller,

which has several inbuilt automated programs for minimising or maximising

the output power from the modulator. The bias controller is a critical piece

of equipment, avoiding voltage drift and allowing consistent output power

and pulse length times.

6. All the components are now in place, so the CW laser should now be able

to pulse at the repetition rate of the reference laser.
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2.4 Sample characterization

Non-resonant excitation on an unetched region of the microcavity is the easiest

way to get quantitative information about the Rabi-splitting and exciton-cavity

detunings. Fourier space photoluminescence (PL) is focused onto the narrow slit

entrance of the spectrometer, and due to the variation in cavity length, the cavity-

exciton detuning changes throughout the whole sample. Collecting a Fourier

space image gives information about the in-plane momentum of the polaritons.

Using the spectrometer grating allows for the resolving of energy and momentum.

The Fourier space image collected is imported into Matlab, and data is analysed

using the peak intensity values to extract the energies of the UPB and LPB. An

example of the fitting procedure is shown in figure 2.8. Where one axis shows the

angular emission of the polaritons, given by k|| =
2π
λ
sinθ vs energy.

The fitting process extracts the LPB and UPB from the raw data, where the

Rabi-splitting Ω can be estimated by least squared fitting using all available k||

values. The linewidth is given by the full-width at half-maximum (FWHM) of a

fitted Lorentzian peak at k|| = 0.
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Figure 2.8: Planar microcavity dispersion characterisation. a) Energy
vs in-plane momentum log(raw intensity). b)The peak intensity extracted for
the LPB and UPB with exciton and cavity lines fitted. c) k|| = 0 line intensity.
Ω = 4.42meV, exciton-cavity detuning -1.80 meV, γ = 123µeV and Q=12001.
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2.4.1 Tomographic scans

Tomographic scans show a complete real-space and momentum profile of polari-

ton emission. The procedure is straightforward but requires automation if one

wants to extract multiple different parameters in as little time as possible. In

figure 2.3, a lens mounted on a translation stage can move the image to the left

or right of the spectrometer entrance slit. Considering real-space PL emission,

the energy and intensity can for a given y-positions are recorded. The lens begins

at position x = x1, moved a defined number of steps until reaching x = xn, where

n slices are used to construct the (E,x,y) spatial profile.

The same method can be used in the far-field collection to show the momen-

tum profile at an energy in the microcavity. In chapter 5, the K, K′ and Γ points

of a honeycomb lattice’s first and second Brillouin zone are presented.
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Figure 2.9: The spatial and energy profile of a 5µm square micropillar
device. Multiple modes are visible, which can be selected at a given energy.
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2.4.2 Polarisation metrics

Excitation and collection of linearly polarised light are calibrated with polarising

beam splitters (PBS), where the light transmitted and reflected from the PBS

has orthogonal polarisation. Using a thin film linear polariser (LP) to match the

PBS in either transmission or reflection will calibrate it with a known polarisa-

tion. A HWP can rotate the linearly polarised light, while QWP’s are used to

obtain right- or left-handed circularly polarised light. A thin film LP of known

polarisation direction is placed in the collection path before the final lens, and

a HWP or QWP or both are placed before this LP. In this configuration, the

three Stokes parameters can be measured. Mounting the HWP and QWP on

automated rotation stages can be controlled with Matlab to select specific angles

that allow a chosen polarisation output.

More metrics are available to use, such as the degree of linear polarization (DLP),

given by
√
S2

1 + S2
2 . Also, the linear polarization angle (LPA), given by ψ =

arctan(S2/S1). The LPA allows visualisation of the TE-TM field and will be

used to provide experimental proof of a Dresselhaus type field in chapter 5.

Chapter 3 will use two APDs to detect photon count differences, with the arms

collecting orthogonal polarisations, the S2 parameter is used to track the sensi-

tivity of our measurement.
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2.5 Polariton number calculations

Several steps must be considered to estimate the number of polaritons inside the

cavity. Considering the energy Ecav within the DBR stacked microcavity. The

top mirror, where the laser beam is incident, is DBR1, and the bottom mirror,

through which the light is transmitted towards the detectors, is DBR2. The cavity

is pumped continuously by a monochromatic light source to reach a steady state

and contain constant energy. Ecav and round-trip transmitted fraction through

DBR2 leads to the overall cavity power transmission, which is measured at the

output by using a power meter.

The relationship between the Ecav and the polariton number is:

Ecav = h̄ωNpol, (2.2)

where h̄ω is the polariton energy and Npol are the number of polaritons. This

expression is related to the output power by:

Pout = h̄ωNpolηγDBR, (2.3)

where Pout is the overall cavity power transmission, η is the mirror asymmetry

factor that characterises the transmission through the mirror on the detection

side, compared to the total cavity losses due to non-unity reflection of the mir-

rors. γDBR is photon cavity mode linewidth.

γDBR is a quantity for a pure photon circulating inside the cavity. Introducing

photon-exciton strong coupling means that a |C|2 fraction of photons are circu-

lating, which is the photonic Hopfield coefficient. The energy and transmitted

power will then be related by:

Ecav =
Pout
ηγd

, (2.4)

where γd = γDBR|C|2, which accounts for broadening in linewidth caused by en-

tering the strong coupling regime.
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Chapters 3 and 4 use the same sample provided by C2N. They measured γDBR

at a large negative detuning on the planar microcavity before it was etched into

pillars, reporting a value of γDBR = 20 − 30µeV. Simulations obtain η = 0.536

since it depends only on the ratio of mirror transmissions.

In practice, the excitation energy is required along with the transmitted laser

power. The spectrometer resolves the energy, while a power meter measures the

output power on the transmission side of the cryostat.

Finally, remarking on the relation between average power for CW excitation and

pulsed excitation.

Ppeak =
Pout
f∆t

. (2.5)

Ppeak is the peak optical power, f is the repetition rate, and ∆t is the pulse length.

The denominator is referred to as the Duty Cycle.

2.5.1 Hopfield coefficients

This section concerns the micropillars discussed in chapters 3 and 4 only. To

calculate the peak or average number of polaritons in the resonant transmission

experiments, the photonic and excitonic fraction must be estimated. A Rabi-

splitting ΩRabi = 3.5meV was measured on a planer dispersion before the sample

was etched at the C2N facility. Using this value, we extract the exciton frac-

tion by looking at the splitting between purely photonic E11 and E12 modes.

The energies we calculate during non-resonant PL are then used to estimate the

exciton fractions for a respective mode. Figure 2.10 shows the exciton fraction

estimates. The values for the relevant micropillars are displayed in the table 2.1.

The coefficients are extracted from the equation:

|Xnm|2 =
(1

2
ΩRabi)

2

(1
2
ΩRabi)2 + (∆Enm)2

. (2.6)
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Where |Xnm|2 is the exciton fraction and ∆Enm is the Enm mode detuning from

the exciton.

Micropillar |X11|2 |X12|2

Chapter 3 0.13 0.21

Chapter 4 pillar A 0.09 0.15

Chapter 4 pillar B 0.25 0.42

Table 2.1: Micropillar exciton fractions.

Figure 2.10: Exciton fractions calculated from the Ωrabi = 3.5meV split-
ting provided by C2N. See table 2.1.
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3.1 Motivation

On-demand single photons are a vital ingredient for quantum technologies, where

a wavepacket contains exactly one photon in the quantum state. The purity of

the state is an essential aspect needed to demonstrate photon-photon gates and

interference results with high fidelity.

Since sodium atoms were shown to produce single-photon in an atomic energy

transition [100], albeit with low efficiency, cold atoms gathered attention as a

candidate as a source of single-photons. As of today, cold atoms can produce

on-demand single photons with near-indistinguishable photons [101]. A lingering

problem with cold atom approaches is the set-ups, and low operation rates [102].

Spontaneous parametric down-conversion is another process used to generate sin-

gle photons and entangled photon pairs [103] though this process is not efficient.

The leading solid-state approaches are as follows.

Two-dimensional materials that host quantum defects [104]; the emitter is em-

bedded in a monolayer, and extraction efficiency can be especially high, shown to

operate on MHz-repetition rates [105]. Another system are colour centres in crys-

tals, with diamonds being the most studied host, along with nitrogen- and silicon-

vacancies [106]. The most comparable system to the contents of this chapter are

quantum dots, with self-assembled InAs/GaAs QDs having the leading single-

photon source performance [107, 108]. Under resonant excitation g(2)(0) < 0.01

has been demonstrated. QDs have been implemented in waveguides and have

been operated with Purcell-enhancement to reduce lifetimes as low as 22.7ps

[10]. Key challenges remain for InAs QDs: reproducibility of the samples, growth

of multiple identical dots and site-control placement of QDs.

Polaritons have a rich history of nonlinear optical phenomena, it has only been

in the previous five years that emergent quantum effects have progressed. The
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significant factor leading to these effects has been the fabrication and optimisa-

tion of quantum well layers grown inside microcavity. The work of Delteil and

Imamoaglu [31] was discussed in chapter 1, where an open cavity polariton mode

was excited. Measuring the photon statistics leaving the cavity, see figure 1.22,

they were able to achieve ∼ 5% anti-bunched light leaving the cavity. This is the

leading value for polariton anti-bunching using the conventional photon blockade

approach.

Around the same time, Munoz-Matutano and Voltz et al. [40] demonstrated

a similar level of anti-bunching. They use a mechanically tunable fibre cavity

with a quantum well coupled to the cavity. Both approaches looked to reduce

the decay rate κ in the microcavity and decrease the mode volume, showing that

polaritons can enter the quantum regime. However, this is far from the values

required for applications [102]. The conventional blockade approach reaches a

limit as the microcavity structures approach the best possible condition.

The parametric blockade is another approach to achieving anti-bunched light.

Kyriienko and Liew [1] proposed this for dipolaritons in a three-mode system,

where each of the modes is coupled by a weak nonlinearity. Although the au-

thors used dipolaritons to analyse the expected values for anti-bunched light,

they noted that systems, where parametric scattering is possible might use this

approach. Parametric scattering has been studied in planar semiconductor mi-

crocavities [42] and in 0D structures [109]. In the parametric scattering process,

signal and idler modes are generated from the pair scattering from the pump.

The initial pump energy and in-plane wavevector are given by, Ep and kp,||. Fig-

ure 3.1 shows three levels equally spaced in energy, where parametric scattering

results in signal and idler states forming at the energy levels E1 and E3.

Parametric scattering causes the population of the E1 and E3 to increase, while

the population of the E2 mode decreases. The population of the signal and idler
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Figure 3.1: Parametric scattering of two polaritons at energy E2 (pump
energy) to signal and idler states E1 and E3. Here E2 − E1 = E3 − E2.

states in parametric scattering have a quadratic dependence on the pump popu-

lation. For Bosonic systems, seeding a population in E1 (signal), the parametric

scattering process can be enhanced. Going beyond a quadratic dependence to

where stimulated scattering is observed [110]. The signature of stimulated scat-

tering is an exponentially increasing population in the signal and idler state,

with a reduction in mode linewidth. The parametric blockade relies on limiting

the population of the E2 mode, with two particles undergoing parametric scat-

tering if two particles are in the mode.

The linewidth and the nonlinear energy shift of polaritons make the conven-

tional blockade difficult. In GaAs based QWs, the exciton-exciton interaction is

gX ∼ 10µeV µm2. When this nonlinearity is large compared to the decay rate

κ, the second-order coherence theoretically will approach g(2)(0) = 0, see figure

1.21. In micropillars, to achieve sufficient U
κ

would require a sub-micron pillar

diameter, where U is the nonlinear energy shift. As the diameter of micropillars

decreases, the decay rate κ increases. The polariton linewidth is a good indicator

of the decay rate κ, with a larger linewidth implying a faster decay rate and a

lower quality factor.
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Polariton micropillars are not yet suitable for the conventional blockade, how-

ever, the energy spacing between respective modes can be approximately equal.

With the observations of parametric and stimulated scattering reported, we do a

preliminary study of the parametric blockade approach in a micropillar setting.

In this section, tomographic scans will reveal individual micropillars’ spatial and

energy profiles, with appropriately spaced energy micropillars chosen for para-

metric scattering. In the parametric scattering experiment, a pulsed laser excites

the middle mode, E2, and photon counts are accumulated in the E1 and E3

mode. Next, a second laser is introduced, which will populate the E1 mode and

stimulates scattering into the E1 and E3 mode. A small number of polaritons

are injected into the E2 mode while strongly exciting the E1 mode. The light

emitted from E2 mode is analysed in a Hanbury-Brown and Twiss (HBT) inter-

ferometer, where the second-order coherence function g(2)(τ) is measured. The

g(2)(0) value is measured for a red, resonant and blue detuning from the E2 mode.

Even though the micropillar selected was appropriate for observing parametric

scattering, especially when compared to other devices reported [109], it was not

observed in our device. Enhanced scattering into the idler mode was seen when

introducing a seeding population of polaritons into the E1 mode. The E2 mode

light was analysed in the HBT interferometer, where no evidence of anti-bunched

light was observed.

Chapter 3 Toby Dowling 85



3.2. Low dimensional polariton confinement

3.2 Low dimensional polariton confinement

Over the past 15 years, confining polaritons has been a growing field of interest.

Moving from planar to lower dimensions lifts translational invariance, wavevector

selection rules are relaxed, which leads to more efficient build-up for polaritons at

lower energy states. Groups started by looking at 0D structures like circular and

square pillars before moving to 1D chains and 2D geometries. Two approaches

have been used to lower the dimensionality of the system: surface acoustic waves

(SAW) and lateral confinement.

SAWs are acoustic waves that travel on the surface of the sample, creating a

periodic potential through mechanical stress. When the amplitude of the SAW

energy modulation is sufficient, the 2D system transitions to a 1D system[111].

The second approach confines the photonic component of polaritons [112]. By

depositing periodic strips of metallic thin films on the surface of the sample, the

boundary conditions on top of the DBR lead to a higher cavity photon resonance

energy, trapping the lower polaritons [113] - leading to 1D confinement. Alterna-

tively, the cavity can be etched instead of depositing material onto the surface,

this creates localised regions on the cavity with different surface heights, then

depositing the top DBR. Areas in the cavity will have different lengths, with the

more extended regions having a lower cavity mode energy, creating trapping po-

tentials. These are referred to as mesas and have been investigated in 1D [114]

and 0D [115] structures.

The method used in this thesis is to etch through the layered microcavity structure

until reaching the substrate. Many different groups have employed this approach

on GaAs based samples that have been used to create 2D, 1D and 0D structures.

The introduction discussed a 1D chain of coupled polariton micropillars, produc-

ing a 0D topologically protected mode localised on one lattice site. Later, the
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1D topological edge state was realised in a 2D geometry of coupled micropillars.

The building block of these structures is 0D micropillars. The following section

will discuss the energy profile of the micropillars used.
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3.3 Characterisation of micropillars

The modes of micropillar devices are characterised using non-resonant photolumi-

nescence (PL). Devices are excited using a continuous wave laser with a Gaussian

spatial profile. The emitted light from the device resolved in energy and position.

There are square and circular pillars, ranging from 2.6 µm to 5 µm in diameter.

The PL is used to compare the energy spacings and select devices for testing

which have approximately equal mode spacings. The square micropillar devices

have a complex structure, not a simple three-level system. The main differences

are that; there is a polarisation splitting for each mode, and there is a different

spatial profile for each mode of the micropillar device. Tomographic scans show

the spatial profile for square micropillars.

3.3.1 Size dependence of micropillars

A planar cavity is etched into square and circular shapes, and the top and bottom

DBRs form a pillar. The significant difference between the refractive indices of

the cavity layer and the surrounding air leads to strong lateral confinement of pho-

tons via total internal reflection. Quantising both the longitudinal and transverse

wave vector for photons inside the pillar. This three-dimensional confinement, in

theory, leads to the formation of equally spaced modes in the cavity. Figure 3.2

is an SEM image of the square micropillar devices on our sample. Micropillars

are often referred to as a ’photonic atom’ or ’Photonic dot’, akin to energy levels

in an atom. The strong coupling between excitons and photons means we deal

with confined polaritons, with the 0D discretised photon modes coupling to the

2D exciton states. As the energy increases, so does the kinetic component. When

the kinetic is similar to the barrier potential, the mode confinement disappears.

There are many pillars available for testing, with the sample having an exciton-

cavity detuning gradient in both the horizontal and vertical direction for positions

on the sample. Using a micropillar with a large negative detuning will allow us
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Figure 3.2: A scanning electron microscope image of square micropillar
devices on our sample. Image provided by C2N.

to see the mode structure of the system, pillar set one provides this. The light

emitted from the square micropillars is imaged using near-field collection optics,

the position and energy are shown in figure 3.3(a-c). These micropillars are po-

sitionally close, with the maximum distance between 2.4µm and 5µm diameter

pillar being ≈ 100 µm. Working in this small region, we can see that reducing

the pillar size; increases the mode energy value for Enm and increases the nearest-

neighbour mode distance.

The confinement energy becomes so strong that some modes are no longer visible

and are absorbed into the broad exciton region. The emission intensity is differ-

ent for each mode in figure 3.3, this is because of the different photonic fractions

of the confined states and thermalisation toward the lower energy states[116].

Pillars tested in less negatively detuned sample regions show a closer mode sep-
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aration. More details about the size dependence and how it affects the photonic

confinement are explained in T. Gutbrod et al. [117].

Figure 3.3: Real-space imaging of three different sized square micropil-
lars. a)PL of 5 µm pillar set 1. b)PL of 3.8 µm pillar set 1. c)PL of 2.4 µm
pillar set 1. d) Mode separation between E11, E12 and E13.
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3.3.2 Tomographic scans

Tomographic scans are technique explained in the methods section , which are

used to analyse the shape of the square micropillar modes. A 2D spatial map of

a 5 µm square pillar is shown in figure 3.4. The cuboid geometry of the poten-

tial produces modes of Hermite-Gauss nature, which has a different form to the

cylindrical potential, which are Bessel-like[117].

The first polariton mode E11 has a symmetric Gaussian profile, while the second

excited modes E21 and E12 are localised in two directions which is reminiscent of

px and py orbitals. The most intense counts are within the pillar, outlined by the

white square in each sub-figure. As the mode energy increases towards E22 and

onwards, emission outside the pillar is seen, which is likely due to defocusing on

the collection objective.

As discussed in the methods section, placing a half-wave plate and linear po-

lariser in the collection path resolves the polarisation of the emission. Selecting

a horizontal, vertical, diagonal and anti-diagonal basis. Figure 3.5a shows the

collection configuration for the slit position. When looking at the E12 mode,

there is a small polarisation splitting for the basis measured, with the maximum

splitting of approximately 62 µeV . Noting that when the slit is positioned at

x=0, the E21 mode is not visible. Figure 3.5c shows the integrated polarisation

for the midpoint between the E12 and E21 mode, 1.192 µeV above the E11 mode.

The tomographic scans were essential for determining the shape of the modes and

correctly shaping the incident laser’s spatial profile to match the chosen mode.

The E12 is the mode selected to be our middle energy mode, which would be the

pump mode for parametric scattering. Looking back at figure 3.4, the shape of

the spatial profile of the laser beam was changed to resemble the E12 state. This

shape is achieved by inserting a phase mask at the centre of a telescope in the
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Figure 3.4: Spatial profile of the modes of a 5µm micropillar, resolved
in horizontal polarisation. They correspond to Hermite-Gauss modes (HGnm).
Energy of Enm-E ′11, E ′11=1446.6 meV; E11=0 meV E21=1.001 meV, E12=1.378
meV, E22=2.308 meV, E31 = 2.787 meV, E13=3.000 meV, E33=3.454 meV.

the laser path. When incorporating the second laser in a pump-probe scheme,

the second laser will have a Gaussian spatial profile that matches the E11 mode,

with both beam waists of 3µm.
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Figure 3.5: Resolving the linear polarisation splitting for the E12/E21.
a) Schematic for the slit position on the pillar when doing tomographic scans. The
slit is at position x=0. b) The polarisation splitting for the E12 mode, measured
at slit position x=0. Polarisation basis |H〉, |V 〉, |A〉 and |D〉. A maximum
splitting of 62 µeV and linewidth 190 µeV . c) PL map for E21 and E12 summed
over the polarisation basis.
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3.4 Nonlinear pumping of micropillar

In this section, three different experiments are presented, in each the E12 pump

mode is excited. The first and second subsections will use a single pulsed laser

incident on the E12 mode. The laser is blue detuned 100 µeV from the E12 pump

state, the input power steadily increasing. The output from the E12 mode in-

creases rapidly when the E12 mode shifts into resonance with the laser energy.

The E11 and E13 counts are integrated on the CCD region, observing some scat-

tering into the E11 signal and E13 idler mode. However, no quadratic dependence

was observed in this process.

Finally, the pump-probe configuration is used to enhance the scattering into the

E11 and E13 state. The E11 signal state is excited with a pulsed laser with or-

thogonal polarisation to the pump. The E13 CCD counts are integrated, and an

above quadratic dependence was observed for integrated intensity.

3.4.1 Renormalization

A well-known result of the polariton system is the renormalization of the polariton

dispersion under strong excitation. The spectrum of the device is shown by non-

resonant excitation in figure 3.7a. The light emitted from the cavity is imaged

using the near-field techniques discussed in the methods section. The pulse length

of the laser is 200ps and horizontally polarised, see figure 3.6. This laser is blue

detuned 100µeV from the E12 mode, highlighted by the white dashed line in the

PL emission. The incident power is increased from 2-58µW (average power),

with the integrated counts of the E12 region plotted against power in part b of

the figure.

The integrated CCD counts gradually increase until close to 40µW, where the

counts double over a very small energy range. This sharp increase is the E12
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Figure 3.6: Experiment pump excitation scheme. A pulsed laser 200ps,
polarisation beam-splitter PBS, a half-wave plate λ/2 plate, plano-convex lenses
Ln where n=1,..,4, microscope objective MOn where n=1, 2.

mode moving into resonance with the laser energy. The mechanism behind this

process is the repulsive interaction experienced between polaritons as they begin

to fill the E12 state. As the polariton number in the E12 mode increases, so does

the energy of the mode. With each positive energy increase bringing the mode

closer to the laser energy, the laser begins to efficiently excite the E12 mode, which

produces the jump in intensity in figure 3.7b.

3.4.2 Parametric scattering attempt

Parametric scattering is a requirement blockade proposal, In the polariton field,

the effect has been observed in both planar [118] and lower-dimensional struc-

tures [109]. In our square micropillar devices, the phase-matching conditions are

met by the in-plane momentum of the modes selected. We choose square devices

to allow for better coupling into the E12 state, which has a different mode profile

compare to the circular pillar. Energy conservation is the other ingredient for

parametric scattering, with a device chosen to match this. Figure 3.8 shows how

parametric scattering in our system is possible. The spatial and electric field

profiles are in red and blue colours. The red and blue colours highlight that the
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Figure 3.7: Blueshift of E12 into resonance with laser 100µeV above
the mode for a 5µm square pillar. a) Photoluminescence showing modes and
white dashed line indicating laser position. b) CCD photon counts as a function
of input power before the first objective, showing a sharp increase in counts as
mode blueshifts into resonance with the laser.

degenerate lobes have different phases. Next, the intensity profile is to the right,

seen during near-field PL measurements, with respective modes labelled. On the

far right are the momentum values for selected modes. For two particles occu-

pying the E12 mode, the signal and idler modes that satisfy the phase-matching

condition are the E11 and E13 modes.

To test whether we can get parametric scattering in our system, we select a

device where the modes have near-equal separation. The mode separations:

E12 − E11 = 1.179meV, E13 − E12 = 1.201meV giving an overall difference of

21µeV . When taking into account the three mode linewidths, the 21µeV peak

to peak difference is not an issue with energy conservation, especially when com-
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pared to other work [109]. We excite the E12 mode resonantly with a 200ps

pulsed laser with horizontal polarisation. The E12 mode has |X|2 ≈ 0.22, with

the laser power increased from 10-70nW, equivalent to ∼12-87 polaritons peak.

Placing a linear polariser cross-polarized with this laser (vertical polarisation) in

the collection path before the spectrometer entrance. Imaging the modes on the

CCD, with the regions of interest being the E11 and E13 intensities.

A signature of parametric scattering is a quadratic dependence of emission counts

vs input power, an x2 relationship with the pump. To test this, we integrate the

photon counts detected on the E11 and E13 regions and plot vs input power,

figure 3.9a, c. To find the exponent that describes the growth of intensity vs

input power, we fit the function, y = axn. Where y is the integrated counts in

E11 or E13 mode, a is the intercept, x is the input power, and n is the exponent

that will determine the efficiency of the scattering process. The logarithmic plot

log(y) = log(a) + n log(x), the straight-line fit will extract n, as shown in figure

3.9b and d.

The relationship is sub-linear, 0.6 and 0.3 for the E11 and E13 mode respec-

tively, not the desired n =2 value. Other micropillar devices were investigated,

but in none was parametric scattering achieved for E12 excitation only.
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Figure 3.8: Parametric scattering in the micropillar device. From left to
right: the spatial profile for modes of interest with the red/blue colours represent-
ing regions where modes have opposite phases, an intensity profile for the modes
when summed along the x-axis, the respective modes labelled with momentum
for the square micropillar modes. Where k is the momentum and L is the length
of the square sidewall, in our device, Lx = Ly =5µm.
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Figure 3.9: Integrated E13 and E11 mode counts for pump only exci-
tation experiment. a) The raw CCD integrated counts for the E11 region b)
Using figure (a) log(power) vs log(counts) to extract the power law of 0.6 . c)
The raw CCD integrated counts for the E13 region. d) Using figure (c) data,
log(power) vs log(counts) to extract the power law of 0.3.
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3.4.3 Pump-probe excitation

Using a single pulsed laser incident on the E12 mode did not show any quadratic

behaviour in the E11 or E13 mode, other scattering mechanisms are hindering

the parametric process for E12 polaritons. Polariton-polariton scattering can be

stimulated by seeding a polariton population in the final state [110], see figure.

The E11 mode is excited in transmission geometry with a vertically polarized

pulsed laser. The E11 is excited with a fixed average power of 20-40µW, corre-

sponding to a peak E11 polariton population of ∼23000 and ∼45000. The E12

mode is excited with a horizontally polarized pulsed laser, shown in figure 3.10.

The average incident power is gradually increased from 1.5-5µW, corresponding

to a peak polariton number of ∼1900-6300 E12.

The modes emission is collected using near-field imaging. A vertical linear po-

lariser is placed in collection, suppressing the laser scatter contribution from the

E12 mode onto the E13 mode region. Figure 3.11 shows the result of the E11 and

E12 excitation.

The E13 emission region is isolated from the rest of the luminescence and laser

scatter. The region of interest is then integrated to give a measure of the number

of photons in the E13 region. The input power before the first objective is the

average power of the laser resonant with the E12 mode only. The laser resonant

with the E11 mode is on continually. In sub-figures a-b, 20µW average power is

used, while c-d 40µW is used.

It is clear that the E13 mode increases beyond a quadratic dependence in both

cases. The relationship between the E13 mode and the input power is extracted

by fitting the data logarithmically. The growth for the E13 for 20µW shows an

x2.6, while for 40µW shows x3.6 for the majority of the data. Note that in c-d, the

data is truncated and fitted separately, as the rate of increase in counts changes
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Figure 3.10: Experiment pump-probe excitation scheme for stimulated
scattering. Two pulsed lasers set to 200ps, polarisation beam splitter PBS, a
half-wave plate λ/2 plate, plano-convex lenses Ln where n=1,..,4, microscope
objective MOn where n=1, 2, a vertical linear polariser LP |V 〉.

significantly.

Figure 3.11 clearly demonstrates that the scattering to the E13 mode, can be

greatly enhanced by using a large E11 seeding population. However, what other

behaviour could we expect to be seen from the E13 mode if stimulated scattering

is occurring?

Figure 3.12 shows a clear change in emission from the E13 mode, looking at sub-

figures a-b, shows the near-field photoluminescence under single and two laser

excitation, with the E13 visible inside the square white box. Visually it is clear

that the linewidth of the mode has narrowed. By measuring the linewidth of the

region over the power range mentioned previously, part c, the narrowing becomes

even more clear. The linewidth increases from 230µeV to 280µeV before rapidly

decreasing over a small power range to 45µeV. Part d plots the fitted peak posi-

tion of the E13 mode, at 2.3µW input power the peak energy blueshifts and then

saturates at approximately 100µeV above the initial E13 peak energy.
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Figure 3.11: Integrated E13 mode counts for pump-probe experiment.
The pump laser is gradually increased, while the E11 state is excited with a-b)
20µW and c-d) 40µW. a) The raw CCD integrated counts for the E13 region, for
a probe power of 20µW, b) Using figure (a) data, log(power) vs log(counts) to
extract the power law of 2.6, a) The raw CCD integrated counts for the E13 region,
for a probe power of 40µW, d) Using figure (c) data, log(power) vs log(counts)
to extract the power law of x1.4 and x3.6.

Another result observed but not included was the strong dependence on the E12

excitation energy. After polaritons condense into the E13 state, the laser incident

on the E12 mode was red and blue detuned from resonance. The energy of the E13

mode moves to a higher (lower) energy when the pump laser is blue (red) detuned

from the E12 mode. The E13 state, therefore, has a strong energy dependence on
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Figure 3.12: The transition from weak scattering into the E13 state to
enhanced stimulated scattering in the E13 state. a) Single laser excitation
of the E12 mode, the E11 and E13 mode are populated. Note that the E13 mode
is highlighted with a white box. b) Two laser excitation of the E11 and E12 state,
the E13 mode is clearly visible with a narrow linewidth compared to (a). The
E13 mode is highlighted in a square box. c) The fitted (Lorentzian) linewidth of
the E13 vs input power d) The fitted (Lorentzian) peak energy vs input power,
∆Epeak = Epeak − 1.4499 eV.

the pump laser.

Producing parametric scattering at low polariton numbers was not achieved in

any device. The powers used to observe stimulated scattering are several orders

of magnitude higher in the E12 state compared to the single polariton level, even

with a large E11 population. A solution to this could be to excite the E11 mode
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with even higher polariton numbers, however, exciting the E11 mode with such

high power results in a population of E12 polaritons. Therefore the strength of the

E11 excitation is limited when attempting the parametric blockade. The micropil-

lar displayed in the parametric and stimulated scattering subsections had an ap-

propriate mode energy separation; E12−E11 = 1.179meV, E13−E12 = 1.201meV

and giving an overall difference of 21µeV . This ∼1meV energy separation posed

a challenge concerning laser scatter into the nearest neighbour state. In the fol-

lowing section, the E11 mode is populated with the maximum power such that

no emission is detected from the E12 mode, which was 400 polaritons peak. The

E12 mode is then injected with a peak power equating to Npol =1, approximately

40pW average output in transmission.
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3.5 Photon statistics of light emitted by polari-

ton micropillar

The interactions between light and matter can strongly modify the statistical

properties of photons [119]. The metric that allows experimentalists to claim to

have super-Possionian (bunched), Possionian or sub-Possionian (anti-bunched)

photon statistics is given by the second-order coherence function g(2)(τ).

The device that is used to show stimulated scattering into the E13 mode will

be seeded with an E11 population of 400 polaritons. At the same time, the E12

mode is excited with a peak population of 1 polariton, as shown in figure 3.13.

The emission from the E12 mode is filtered through a spectrometer and put into

a Hanbury-Brown and Twiss (HBT) interferometer detection scheme. Where the

coincident photons arriving on two avalanche photodiodes (APDs) construct the

g2(τ) function of the E12 emission. No anti- or bunched-photon statistics for the

E12 emission is observed, with the value for g2(0) = 1 value consistently observed.

3.5.1 Second-order coherence polariton statistics

The emission from the microcavity is measured using an HBT interferometer

setup. The E12 mode emission is transmitted through the side exit slit of the

spectrometer, and signal strength is maximised on both APDs. See figure 3.13.

Joint photon coincidences are registered according to the first and second photon

detection times. The expression for the number of coincidences G(2) is given by:

G(2)(τ) = 〈n1(t)n2(t+ τ)〉, (3.1)

where n1 and n2 are the number of photons registered on detectors one and two

at time interval t and t+τ . The E12 is coherently excited with a pulsed laser with

a repetition rate of 80 MHz. Photon coincidences appear 12.5ns apart. Figure

3.14a shows the raw photon coincidence sorted by the arrival time. The number
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Figure 3.13: Experiment pump-probe excitation scheme with
Hanbury-Brown and Twiss interferometer. Two pulsed lasers set to 200ps,
polarisation beam splitter PBS, a half-wave plate λ/2 plate, plano-convex lenses
Ln where n=1,..,4, microscope objective MOn where n=1,2, vertical linear po-
lariser LP |V 〉, a 50/50 beam-splitter and two avalanche photodiodes ABDn n=1,
2.

of coincidences G(2)(j) between photons in pulses separated by a time jT , where

j is an integer. By integrating over a range of τ the pulse area G(2)(τ + jT ) is

found [31, 40, 120]. The life-time of the polariton system are much faster than the

time delay between successive peaks, therefore, there are no correlations between

successive pulses. The formula for calculating the normalised g(2)(j) is given by:

g(2)(j) =

∫ +∆t

−∆t
〈n1(t)n2(t+ τ + jT )〉dτ

1
N−1

Σi 6=0

∫ ∆t

−∆t
〈n1(t)n2(t+ τ + jT )〉dτ

(3.2)

where N = 7 is the number of pulses recorded.

The strongest signal to noise ratio (SNR) is selected when choosing the inte-

gration window for each pulse. The SNR is calculated following the supplemen-

tary information of Munoz et al.[40]. Finding a baseline number of counts for

the τ = 0 pulse, SD, then calculating the optimal signal window width w. The
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SNR(w) function is:

SNR(w) =

∑j=+w
j=−w Sj√∑j=+w

j=−w Sj + (2w + 1)SD

. (3.3)

The errors are calculated by finding the peak number of photons in a given pulse

window and calculating the Poisson error. The average of the uncorrelated peaks

is found, except j 6= 0, with error propagated and added in quadrature to the

value for g(2)(0).

The laser is transmitted through the GaAs substrate, with the resulting raw

and g(2)(τ) shown in figure 3.14, where g(2)(0) = 1, which is expected for a co-

herent light source.

3.5.2 Pump-probe photon statistics

The excitation scheme takes the same form as the stimulated scattering section,

a pulsed laser is matched to the E12 mode using a phase mask and tuned into

resonance. A second pulsed laser probe is locked to the repetition rate of the

other laser and excites the E11 mode. Both lasers are horizontally polarised and

were transmitted through the GaAs substrate, with pulses checked to see their

overlap in arrival time. The light is then transferred through the spectrometer

and into the HBT setup, where the peaks were visibly overlapped. An optical

delay stage was introduced into the path of the probe laser to ensure the pulses

arrive at the same time. The probe laser is tuned into resonance with the E11

mode, with a peak power equivalent to 400 polaritons.

The pump laser is tuned with respect to the E12 mode using three detunings;

+80µeV, 0µeV and -34µeV. The peak power of the pump laser is equivalent to 1

polariton. Figure 3.15 shows this dependence, the value of g2(0) does not change

significantly and remains ≈ 1.
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Figure 3.14: Example of the g(2) value obtained when transmitting a
pulsed laser through a GaAs substrate. a) Raw coincident count data, b)
Normalised coincident count data.

Along with pump-probe excitation, a pump laser only excitation was tried to

the E12 mode. The only difference is no E11 polariton population. There was

no deviation from g2(0) = 1. The E11 polariton population was chosen based

on the background contribution to both the PL spectra and the amount of sup-

pression obtainable by narrowing the spectrometer exit slits. On the APDs, no

background is seen in the E12 mode emission when the probe laser is used.

In addition to the measurements presented, an E11 population of 1 polariton

was tried, where again g2(0) = 1. These measurements were done on the same
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Figure 3.15: Second-order correlation as a function of detuning. The
E12 mode 1 polariton peak (40pW average power transmitted) |H〉, with E11

excitation of 400 polaritons peak (17.7nW average power transmitted) |V 〉. Both
lasers have a pulse length of 200ps.

device used for the parametric and stimulated scattering study.

Moving to a larger energy spacing between micropillar modes would allow for

a larger amount of power used in the E11 excitation. An equal energy spacing

was not obtainable for beyond pillars with mode separation of ∼1meV. As the

energy spacings increase, the energy conservation to observe parametric scatting

in the device becomes an issue. One way to overcome this mode separation issue

for larger spacings is to change the temperature of the sample. As the tempera-

ture increases, all of the polariton modes redshift [109], as shown in figure 3.16.

Bajoni et al. used this variable to reach better spectral equidistance and observe

parametric scattering. The modes with a higher excitonic (closer to exciton)
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fraction will have a larger redshift than modes that are more photonic (further

from exciton). Temperature control was attempted, but there were difficulties

maintaining a chosen temperature.

Figure 3.16: The modes of a circular micropillar device as a function of
temperature. a) The mode and exciton energies as a function of temperature.
b) The energy difference between the three modes of interest, including the middle
mode linewidth. c) The mode spectra at the best temperature, T=53K. Taken
from ref. [109].
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3.6 Discussion

In this chapter, the energy profiles of micropillar devices were investigated. The

size dependence diameter on mode spacings was analysed, and tomographic scans

showed the spatial and energy profile of the modes. The E12 mode (pump) was

excited strongly to explore nonlinear effects, demonstrating a blueshift in the

polariton spectrum. The best device was selected for parametric scattering; the

criteria were based on energy spacing and momentum conservation. Exciting the

E12 mode only, emission in the E11 and E13 modes were clearly seen. The effi-

ciency of the polariton parametric scattering depends on the cavity quality factor

and the number of quantum wells. There is only one quantum well in the sample,

which is likely why it was not observed.

The linewidth of E12 found through non-resonant PL is approximately 190µeV .

In chapter 4, an E12 mode linewidth is calculated by transmitting the laser across

a range of frequencies. A linewidth of 87µeV was found for different devices with

comparable characteristics. The quality of the micropillar device is approximately

18000, found by dividing the mode energy by the linewidth, and is better than

those discussed in [109].

The emission from the E11 and E13 was approximately the same for single laser

E12 excitation. In planar parametric scattering experiments, the signal is stronger

than the idler intensity. This equal intensity was seen for parametric scattering in

micropillars [109] and could allow for quantum correlation by quantum noise mea-

surements [121]. Polariton micropillar devices that efficiently pair scatter could

be a source for correlated photon pairs in quantum cryptography protocols [122].

With the modes of the micropillar device providing the required phase matching,

without relying on birefringence to provide this in bulk nonlinear crystals [123].

Introducing strong excitation in the E11 mode (signal) was shown to enhance
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the scattering process greatly. Results showed a strong increase in the E13 mode

(idler) population, along with evidence of stimulated scattering where the mode

linewidth narrowed significantly. If the E11 excitation is removed, the E13 popu-

lation growth remains sub-linear with increasing E12 excitation power (over the

same range of power).

The powers used in E11 and E12 excitation are significant to observe stimulated

scattering into the E13 mode, which posed issues for the intended parametric

blockade attempt. Strong E11 pumping produced emission in the E12 state, and

required strong E12 excitation to observe stimulated scattering into the E13 state.

Again, this power is several orders of magnitude higher than injecting a single

polariton. The parametric blockade attempt in the previous section served as a

starting point for how the experiment can be carried out if the prerequisites for

the blockade are met.
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4.1 Motivation

Photons are an excellent tool for performing quantum information processing[124],

due to weak interactions with their environment, long coherence times are achiev-

able, which are necessary when quantum applications increase complexity. Two

well known χ(3) non-linear optical processes are self- and cross- phase modulation

(SPM, XPM). Both of these processes have been studied extensively in optical

fibres [125, 126]. In self-phase modulation, a frequency of light passing through

a medium will change the refractive index experienced by itself. When a second

frequency is present, the phase for both frequencies of light will change, this is

cross-phase modulation.

Using two optical beams to observe changes in the level of single photons is

a necessary stepping stone toward all-optical quantum information processing.

This approach underpins many proposed applications in quantum optics[127]

and information processing[128]. An obvious problem here is the weakness of the

photon-photon interaction, making it hard to see changes at the single-photon

level. Therefore, photons must be made to interact stronger with each other.

Approaches such as; electromagnetic induced transparency (EIT) and slow light

[129], Rydberg blockades[130] and single atom strongly coupled to a micro-resonator

cavity [131]. These approaches can produce very strong interactions, with this

platform still debated due to phase noise not allowing for high fidelity operations

to be performed [132, 133].

Intermediate or weak strength nonlinearity approaches have been put forward

for two modes interacting in a nonlinear medium, allowing for the implementa-

tion of a near-deterministic controlled-phase gate [134, 135]. The process involves

imparting a phase shift by a few photons or single-photon onto a coherent light

source, resulting in small phase shifts. The ability to impart a phase shift of this
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kind was demonstrated by A.Feizpour et al. [136] using laser-cooled 85Rb atoms

in an EIT configuration, reporting a phase shift of 18 µrad per photon. The

table below shows the current leading phase shift values reported from different

approaches involving XPM:

System φ per particle (mrad)

Rydberg atoms in EIT [129] 500

Single Cs atom [137] 280

Strongly coupled quantum dot [131] 220

Rb vapour in hollow core fibre [138] 0.3

Metastable Xe [139] 0.0003

Photonic crystal fibre [140] 0.0001

Table 4.1: Phase shift values in platforms reported in literature.

The table contains different approaches ranging from experimentally challenging

preparation of EIT with significant phase shifts to forward and backwards running

photons in an optical fibre Sagnat interferometer. In the latter, a small phase is

imprinted per photon. In the case of quantum dots (QDs), strong interaction and

phase shifts are reported. Although the size of the phase shifts is attractive using

QDs, there are scalability challenges such as deterministic growth and frequency

tuning for their implementation in optical circuits.

Polariton micropillars can offer a compromise to the approaches listed, provid-

ing intermediate phase shifts while circumventing scalability challenges. As the

methods section describes, a microcavity can be etched into various shapes and

sized pillars. This parameter allows freedom to choose the energy spacing and

the polariton confinement potential, as discussed in chapter 3. The Polaritons’

excitonic interactions are at least 1000 times larger than in the weak coupling

or bulk semiconductor devices [141]. As discussed in the introduction, polariton

micropillars are used in many research areas. Nevertheless, the resonant transmis-

sion through two polariton modes and the phase shift’s size attributed to XPM
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have not been quantified.

This chapter presents the experimental demonstration of a 3mrad per polariton

phase rotation. Resonant transmission through two polariton modes in a square

micropillar results in phase shift imparted on one by the other. A collection

of different platforms that mediate photon-photon interaction to produce phase

shifts are shown in figure 4.1. The device details used for this experiment will be

discussed next.
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Figure 4.1: Collection of Kerr-effect phase shift platforms. a) 85Rb cloud
in EIT, taken from ref. [136]. b) Cs atom coupled to resonator, taken from ref.
[137]. c) RB vapour confined to hollow-core photonic bandgap fibre, taken from
ref. [138]. d) Optical fibre Sagnac interferometer, taken from ref. [140]. e) QD
coupled to a phononic crystal, taken from ref. [131]. f) Polariton micropillar,
taken from ref. [2].
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4.2 Square Micropillar Devices

The micropillar energy structure for the two pillars used in this experiment is

shown in figures 4.2 and 4.3, revealed through non-resonant excitation and near-

field imaging PL. The pillars used are labelled A and B, with the significant

difference between the two being the excitonic and photonic fraction of the po-

lariton modes. The mode separations are also different.

The mode linewidths can either be extracted from non-resonant PL or, more

accurately, by resonant transmission in small wavelength steps through the mode

of interest. This characterisation is shown for pillar B E12 mode in figure 4.4.

Measurements of this kind establish the mode energy and linewidth for theoret-

ical estimations of the phase shift value. The E11 linewidth for pillar A (B) was

measured to be 90µeV (83µeV ), E12 in pillar B was found to be 87µeV . The E12

linewidth was not measured in pillar A, but it is safe to assume a similar value

to pillar B. The measured linewidths are larger than the planar cavity linewidths

predicted by the transfer matrix method (20-30 µeV), which is most likely due to

absorptive losses associated with elevated sample temperature.
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Figure 4.2: Characterisation of pillar A, non-resonantly exciting the pillar
at 1550meV. E11=1446 meV a) Polariton modes resolved in energy and x position
at y=0. b) Integrated counts along the y direction of (a) with modes E11, E12 and
E21 labelled. c) Tomographic scans revealing the x and y intensities for modes;
i) E12, ii) E21, iii) E11.
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Figure 4.3: Characterisation of pillar B, non-resonantly exciting the pillar
at 1550meV. E11=1447 meV a) Polariton modes resolved in energy and y position
at x=0. b) Integrated counts along the y direction of (a) with modes E11, E12

and E21 labelled.

Figure 4.4: Resonant transmission linewidth measurement of pillar B
E12 mode, with a Lorentzian fit to data points.
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4.3 Experiment Design

In this chapter two experiments are presented, in both we identify the phase im-

parted from one polariton mode onto another. The only difference between the

two experiments is that the first was done with a pulsed and continuous-wave

laser, while in the second, two pulsed lasers were used. The former establishes a

relationship between polariton number and the size of the nonlinear phase shift

and how the control’s polarisation affects the size of the phase shift. The latter

shows how the size of the phase shift depends on the time between the two lasers

arriving. There will be some minor experimental apparatus changes and analysis

changes, but the core of the experiments remains the same.

As mentioned in the previous section, polaritons in micropillar devices will be

the system used. The micropillar sample is the same as described in chapter

3. Two square micropillars are chosen with different excitonic fractions in each

mode, see table 2.1. This will change the predicted and realised phase shift val-

ues. The ground E11 mode excitation will be referred to as the control, while

the E12 excitation is referred to as the signal.

4.3.1 Pulsed signal and continuous wave control

Two lasers excite a square micropillar, each with a beam waist of 3µm. The con-

trol laser is resonant with the E11 mode, while the signal laser is resonant with

the E12 mode.

As discussed in chapter 3, tomographic scans reveal a Gaussian profile for the

E11 mode while E21 and E12 have a two-lobed spatial profile. In order to achieve

better coupling to the signal mode, a phase mask is included in its optical path.

The mask introduces a π phase jump in the centre of the laser spot. This laser

spatial profile matches E12 but not E21 as it has the wrong spatial symmetry.

The control laser is sent to the E11 mode with a Gaussian spatial profile. The
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signal mode will be excited with horizontal polarisation |H〉, while the control

mode excitation will have its polarisation and intensity modified. The polarisa-

tion and intensity in the E11 mode will affect the output polarisation from the

E12 mode, as shown in figure 4.1f. This polarisation change will allow the phase

shift imparted on the signal to be measured.

Looking at the electro-optic modulator, figure 2.6, a Glan-Thompson linear po-

lariser is mounted at the exit port of the modulator. This polariser will reject one

of the linearly polarised components. A QWP is placed after the LP, allowing

right- to left-handed circular polarisation in the control laser. An illustration of

the modified output is shown in figure 4.5. The laser is modulated into an ON

and OFF intensity, with the rate set to 10kHz by a square wave control signal.

Figure 4.5: A schematic of using the EOM, LP and QWP to produce an
ON and OFF light intensity. (1) EOM. (2) Glan-Thompson Linear polarizer.
(3) QWP. (4) Circularly polarized light. (5) no light signal.

The control laser is exciting in this ON/OFF configuration, while the signal laser

is resonant with the E12 mode. A HWP is used to change the signal to be |H〉

polarised. The lasers are combined onto the same optical axis to couple directly
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into the micropillar, a schematic of the excitation is shown in figure 4.6.

Figure 4.6: A schematic for the pump-probe measurement.

The light emitted is imaged on the CCD to establish the mode positions and

adjust for the best coupling to the mode. The signal is then transmitted through

the side panel spectrometer, as shown in figure 2.3. An output slit selects a small

region of interest in wavelength, which corresponds to the E12 mode.

Figure 4.7 shows how the light is collected from the side panel of the spectrome-

ter. A HWP rotates the linearly polarised signal into two equal components upon

meeting the PBS. The signal focuses on two avalanche photodiodes (APDs) on

each arm. The spectrometer output slit is moved to a narrow exit slit (0.5 mm),

this blocks out the contribution of the control laser.

The following subsection shows how the photons are recorded and the experi-

mental calculation of the phase shift.
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Figure 4.7: A schematic for the collection scheme for time-resolved
photon detection. 1) The spectrometer. 2) A HWP. 3) A mirror. 4) Focusing
lens. 5) A PBS. 6,7) APD.

4.3.2 Phase shift and photon counting

The signal laser excites the E12 mode. This laser has a pulse length of 100ps

and a repetition rate of 80MHz (12.5ns). The polariton mode output is collected

inside the photon counting box, where the signal polarisation is rotated such that

the two arms of the APDs will have a balanced intensity. Both APDs register

the maximum possible photon counts.

The photons recorded on each APD are counted by a Becker and Hickl SPC-630

photon counting card (time-correlated single-photon counting TCSPC). They are

sorted by a router that encodes arrival time information relative to the incident

laser pulses, with channels accumulating based on the EOM status. Four-channel

outputs are displayed; |AON〉, |AOFF 〉, |DON〉 and |DOFF 〉. The ON subscript

refers to the photon counts recorded by an APD when both the control and sig-

nal excite the device. The OFF subscript refers to when only the signal laser

excites the system. The labels A and D label the polarisation basis, which are
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anti-diagonal and diagonal.

Starting with a balanced number of photons in each channel for a signal only

measurement, then introducing the control laser, the count rate between the ON

and OFF channels will change. The count rate change caused by leakage from

the control beam can be minimised from spectrometer filtering and robustly sub-

tracted for the continuous wave background in each channel. The signal was

modulated at 80 MHz, while the control was 10 kHz. Allowing the separation of

the signal and control, similar to lock-in detection.

The S2 parameter is calculated in the |A〉 and |D〉 polarisation basis. Taking

the cos−1(S2) gives the direction of the diagonal polarisation, now by calculating

these parameters:

SON =
DON − AON
DON + AON

, SOFF =
DOFF − AOFF
DOFF + AOFF

(4.1)

φON = cos−1(SON), φOFF = cos−1(SOFF ). (4.2)

Where φ gives the angle of the diagonal polarisation, by taking the difference, we

obtain the relative phase shift between the signal-control and signal only condition

φ.

φ = φON − φOFF (4.3)
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4.3.3 Circular polarisation dependence CW control

To see what effect the control polarisation has on the signal phase shift value.

The QWP in figure 4.5 is initialized with σ+ polarisation and rotated in steps

towards σ− polarisation. At the midpoint, the control laser will be linearly po-

larised, with the results from pillar A shown in figure 4.8.

For pillar A, signal peak polariton numbers ranged from 5, while the control

with 42, 4.2, 1.3 and 0.13 polaritons.

Clear trends emerge from figure 4.8ai-iv:

� The size of the phase shift is strongest at the lowest and highest QWP

angles, σ+ = 46◦ and σ− = 136◦.

� The phase shift value changes sign between these circular polarisations,

with the linearly polarised control laser phase value showing the lowest

phase value.

� The magnitude of the phase shift value increases with the number of control

polaritons.

The raw counts detected on the photon counting software and the signal-to-noise

ratio (SNR(w)) metric are displayed in 4.8bi-iii. The window size (w) refers to

the time range selected concerning the peak of each channel. The range of phase

values is shown for all time window sizes.

The first and second trends are repeated in pillar B, figure 4.9a shows the re-

sult of signal peak polariton number of 5, with 2.5 polaritons set as the control

polariton number. Figure 4.9a suggests that the size of the phase shift is corre-

lated with the number of control polaritons.
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The polarisation of the control laser affects the size and sign of the phase im-

parted on the signal. The following subsection will look at the phase shift as a

function of the control polariton number.
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Figure 4.8: Pillar A phase shift in signal mode, NS ∼5 polaritons, with CW
control laser polarisation dependence. σ+ =46◦, σ− =136◦ ai) Control polariton
number NC = 42, aii) NC = 4.2, aiii) NC = 1.3, aiv) NC = 0.13. bi) The raw
channel output is seen in one acquisition of a phase shift measurement, with an
insert showing the optimal SNR(w) window size. bii) SNR(w) for each window
size. biii) The phase shift value for all window sizes is taken from the centre of
the peak of the raw data, showing there is a small variation over the window
integration.
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Figure 4.9: Pillar B phase shift in signal mode, NS ∼5 polaritons, with
CW, control laser polarisation dependence. σ+ =46◦, σ− =136◦ a) Control po-
lariton number NC = 2.5. b) SNR(w) for each window size. c) The phase shift
value for all window sizes is taken from the centre of the peak of the raw data,
showing there is a small variation over the window integration.
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4.3.4 Power dependence CW control

To investigate how the size of the phase shift changes with the control polariton

number, NC , we again look at pillars A and B. We chose σ+ polarisation for the

control beam. The results of the control power dependence for the same signal

polariton number NS ∼ 5 can be seen for pillar A in figure 4.10 and B in 4.11.

Looking first at pillar A for NC=0.13-43 polaritons. Starting from figure 4.10a go-

ing from 0.13 to 5.3, the phaseshift φ increases gradually with a slope of 0.5mrad

per polariton. Around NC =2.5, the phase shift begins to saturate gradually, and

beyond NC = 5, the values fall within the 95% confidence interval error. The

phase shift value saturation was reproduced on the following day’s measurement

under the same experimental conditions. The absolute values change nominally

upon repetition day-to-day. Small temperature fluctuations, sample drift and

small discrepancies in power are reasons for these differences.

A similar situation is seen in pillar B. Figure 4.11a shows the full range of NC

used. There is a linear increase up until NC = 5, with a slope of 3mrad per

control polariton. The same saturation of the phase shift occurs, which happens

at a larger phase shift value than in pillar A. Figure 4.11b plots a linear regression

fit up to NC = 6, with the smaller sample size considered in the fit. On pillar A

at Npol =0.13 a phase shift of φ = 0.13± 0.07mrad was observed.
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Figure 4.10: Pillar A control power dependence for NS ∼ 5. a) The phase
shift on the signal as a function of control polariton number, measured over two
days. b) Linear regression fits up to the saturation of the phase shift value.
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Figure 4.11: Pillar B control power dependence for NS ∼ 5. a) The phase
shift on the signal as a function of control polariton number. b) Linear regression
fits up to the saturation of the phase shift value.
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4.3.5 Errors and phase shift value

Figures 4.8 and 4.9 displayed a signal-to-noise (SNR) function and a phase shift

integration window dependence. The phase shift value calculated in accordance

with equation 4.3. However, how does the integration window size on the channel

affect the phase value extracted?

We use a metric that optimally selects the phase shift value based on the sig-

nal to the background level across the photon channels. The metric:

SNR(w) =

∑j=+w
j=−w Sj√∑j=+w

j=−w Sj + (2w + 1)SD

(4.4)

Where Sj is the sum of the signal in a channel, w is the window size, and SD is

the baseline count rate far away from the signal region. The optimum window

size w is then taken from the maximum SNR(w), an example of the SNR(w)

dependence shown in figure 4.8bii.

Each data point plotted in 4.8ai-iv is the mean value of the phase shift, calculated

from a sample size of 500 to 8000 files. The files are recorded sequentially, with

the dynamics of the polariton system resetting before each successive file.

The distribution of the phase shift values recorded from a sample of 5800 files

in figure 4.12. The average phase shift is centred, with the standard error and

2∗(standard error) plotted for the normally distributed data set.

The mean and standard deviation is found for each data set. The standard error

is calculated using a 95% probability interval of a t-distribution. A 95% confi-

dence interval is applied to each mean phase value. The number of files measured

for the very low polariton numbers is the upper limit for file collection. In most

cases, the phase shift value is greater than the error.
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Figure 4.12: Histogram showing the distribution for all phase shift
values.

The phase shift value was checked when no control beam was incident on the

device, giving φ = 0mrad. The signal and control were transmitted through the

GaAs substrate, and we see no phase shift in the signal. A concern is a leakage

from the control laser in the ON channels filtering into data processing. The

slope of the background regions in the channels is checked to ensure there is no

systematic background change across the integration window and subtracted.

Calibrating the 10kHz control beam by tuning the spectrometer grating allowed

the laser wavelength to pass through the exit slit of the spectrometer. The counts

in the ON and OFF channels are compared to ensure that the OFF channels are

suppressed. When looking at the phase shift in the signal region, the spectrome-

ter grating is tuned to allow the E12 mode through the exit slit. The APDs are

balanced such that counts are approximately equal on each channel. A block is

placed on the path of the control bream so that ON and OFF channels can be

checked to ensure no difference between them.

So far, the data presented has shown that the CW control has imparted a phase

shift on a signal state. The E11 mode population has changed the polarisation

output from E12 mode. The control imparts the largest phase shift when the laser
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is circularly polarised.
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4.4 Model for phase rotation in polariton mi-

cropillar

Dr. Paul Walker did the modelling and theoretical estimates for the phase shift in

this system. The size of the nonlinear exciton and polariton frequency shifts with

the system’s energy scale. The transmission linewidth measurements are used for

estimates. The signal laser has a pulse length longer than the decay rates of the

E12 mode. The optical field inside the pillar approximately follows the incident

pulses’ temporal envelope. The signal laser has sufficient energy separation from

the control (E11) such that there is negligible coupling, so the two linewidths

of the E11 and E12 do not overlap. E21 is ignored in the model since it is not

excited due to having the wrong symmetry. The E12 state can be written as two

orthogonal linear polarisation components, with the evolution given by:

i
∂u

∂t
= Hu+ Pe−i∆pt, (4.5a)

P =

Px
Py

 , (4.5b)

u =

ux
uy

 , (4.5c)

H =

wBS + ws
2
− iγ

2
−iwZ

2

iwZ
2

wBS − ws
2
− iγ

2

 . (4.5d)

Here, ux and uy are complex field amplitudes of the lower polariton states in

two orthogonal polarisations. Since E12 has finite momentum in the y-direction,

there will be TE-TM linear polarisation splitting parallel and perpendicular to

the momentum, with ws being the size of this splitting. γ is the linewidth of

the E12 mode and ∆p the signal detuning from the midpoint between the E12

polarisation splitting. In the case of pillars A and B, the splitting was not visible.

Px and Py are the complex amplitudes of the signal laser polarisation.

The overall blueshift of both polarisation components and a frequency splitting
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in the E12 mode is given by wZ , interpreted as an effective nonlinear magnetic

field introduced by the number of circularly polarised control polaritons. wBS is

a frequency blueshift on all the states. The size of the blueshift and frequency

splitting:

wBS = 2|X11|2|X12|2
(g1 + g2)

2Aeff
(n+ + n−), (4.6a)

wZ = 2|X11|2|X12|2
(g1 − g2)

Aeff
(n+ − n−), (4.6b)

1

Aeff
=

∫ ∫∞
∞ I11I12 · dxdy∫ ∫∞

−∞ I11 · dxdy ·
∫ ∫∞
−∞ I12 · dxdy

. (4.6c)

Where |X11|2 and |X12|2 are the exciton fractions of the E11 and E12 state. Aeff is

the effective nonlinear area giving a measure of how much the two modes overlap

each other in field intensity. The factor of 2 in the energy shifts is due to cross-

modulation between modes of different frequencies [142]. Equation 4.5a can be

solved to give the polarisation vectors and eigenvalues of the frequencies of H:

ux =
Px(wBS −∆p − iγ/2− ws/2) + iPywZ/2

(w1 −∆p)(w2 −∆p)
, (4.7a)

uy =
Py(wBS −∆p − iγ/2 + ws/2) + iPxwZ/2

(w1 −∆p)(w2 −∆p)
, (4.7b)

w1 = wBS − iγ/2 + ws sec(θ)/2, (4.7c)

w2 = wBS − iγ/2− ws sec(θ)/2, (4.7d)

tan(θ) = wZ/ws. (4.7e)

Where w1 and w2 are eigenvalues of H giving the frequency of the modes split

in polarisation. θ is a parameter that characterises the strength of the interac-

tion induced by the circular polarisation splitting and the intrinsic pillar linear

polarisation splitting. The nonlinear interaction changes the frequency and po-

larisation, making them slightly elliptical.

The light escaping from the pillar has the same polarisation as the internal mi-
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cropillar polariton field. Therefore (ux, uy)
T describes the polarisation state:

S1 =
ρ− 1

ρ+ 1
, (4.8a)

S2 =
2
√
ρ cos(φx − φy)
ρ+ 1

, (4.8b)

S3 =
2
√
ρ sin(φx − φy)
ρ+ 1

, (4.8c)

ux = |ux|eiφx , (4.8d)

uy = |uy|eiφy , (4.8e)

ρ = |ux|2/|uy|2. (4.8f)

With the detectors measured in the |D〉 and |A〉 basis:

S2 =
|uD|2 − |uA|2

|uD|2 + |uA|2
(4.9)

The experimentally measured polarisation degree in terms of the state of the

polariton is:

Sexpt =
2(wZ)(γ/2)

(wBS −∆p + wS/2)2 + (γ/2)2 + (wZ/2)2
(4.10)

Expressing the field in a circular polarisation basis, the relative phase between

left and fight components is given by tan(θ) = −S2/S1:

tan(φ) =
2(wZ)(γ/2))

(wBS −∆p + wS/2)2 + (γ/2)2 − (wZ/2)2
. (4.11)

Writing the control polaritons as n+ = n(1 + cos(2θc)) and n− = n(1− cos(2θc))

for 0 ≤ θc ≤ π/2, then expanding Sexpt and tan(φ) to the first order in the total

number of control polaritons n and considering small angles of φ we get:

∆φ ≈ Sexpt ≈ Smaxf(∆c, θp), (4.12a)

Smax =
2|X11|2|X12|2(g1 − g2)n

Aeff (γ/2)
, (4.12b)

f(∆p, θc) =
(γ/2)2

∆2
eff + (γ/2)2

cos(2θc), (4.12c)

∆eff = ∆p − wS/2. (4.12d)
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The nonlinear phase shifts ∆φ accumulated between circular components are

given by the signal laser detuning from resonance, with a maximum value of

Smax. It is proportional to the blueshift of one circularly polarised component of

the E12 mode due to the circularly polarised E11 state. For more details of this

derivation see the supplementary of Kuriakose et al. [2]

The trend in figure 4.8 and 4.9 going from negative to positive phase shift val-

ues, is explained by the θc, which physically represents the QWP angle. When

θc = [0, π/4, π/2] are inserted f(∆p, θp) takes a positive (σ+) to negative (σ−)

value. With the phase shift value going to zero for linearly polarised control

states.

The phase value saturates for pillars A and B remain constant over an exten-

sive range of control polariton numbers. Further study is needed to identify the

origin of this effect, but it could be due to thermal effects or exciton reservoir

effects. Despite different excitonic fractions, the saturation in phase shift occurs

at approximately the same NC .

Finally, looking at equation 4.12b where we note that Smax is the maximum

phase value φ. φ is measured in the power and circular dependence figures. When

plotting the slope of φ(Npol) the g1 − g2 factor is found to be 11±4µeV µm2 and

10±4µeV µm2 for pillars A and B respectively [2]. These values are in agreement

with established estimates in literature [35, 98].
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4.5 Pulsed signal pulsed control measurement

In the previous set of phase shift measurements, a pulsed laser was used in the

E12 mode (signal) while a CW laser excited the E11 mode (control). Under these

conditions, the E11 mode is filled with NC polaritons across the whole time of the

ON condition. Using a pulsed laser as the control allowed us to measure the onset

of the phase shift as a function of relative time between signal and control. φ(τ)

where τ is the signal time minus the control arrival time. To do this, we convert

our CW laser into a pulsed laser by using the methods discussed in section 2.3.2.

We set the pulse length of the control to be 360ps, while the signal remains

∼100ps, though there is day-to-day fluctuation in signal pulse length. We test

the pulse length of the control on a Streak camera, see figure 2.7, while an auto-

correlator is used to check the signal pulse length.

In this study, the data acquisition is different to the previous experiment. The

control laser takes the same form as discussed previously, the only difference be-

ing the removal of the linear polariser after the EOM. In this configuration, as

shown in figure 4.13, a linearly polarised input it modulated between σ+ and σ−.

We obtain the maximum phase rotation imparted on the signal state using this

new configuration.

Mounting a retro-reflector on a stage where the optical path length can be in-

creased or decreased, giving 1.1 ns of range. The lasers were transmitted through

the GaAs substrate and filtered through the zero-order diffraction grating of the

spectrometer. Measuring the arrival time difference between the control and sig-

nal. The 1.1ns range is insufficient to measure the behaviour before and after the

signal arrives.

We use four different electronic cable delays between the laser reference signal
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Figure 4.13: A schematic of the EOM and QWP. The control beam is
modulated between σ+ and σ− light. (1) EOM. (2) QWP. (3) σ+ light. (4) σ−

light.

and the EOM. The control laser is locked to the 80MHz repetition rate of the

signal laser. By increasing the delay from this reference, the control laser arrival

time gets closer or further from the signal arrival time. Pillar B is used for this

study because the phase shift values were five times larger than pillar A.

4.5.1 Results

Using a peak control polariton number NC ∼5.7, the control to signal arrival time

is tested between -1.4ns and +1.5ns. The signal mode is filtered through the spec-

trometer and collected on the two APDs with the |D〉 and |A〉 polarisation basis,

with the signal excited with |H〉 polarisation. The measurements were done over

two days with four different electronic delays used. Different colour indicates

each set on figure 4.14. This data shows that when the control and signal beam

arrive far away from each other ±800 ps, the phase shift value decreases. The

most substantial phase shift value is within the central region, peaking between

-100 ps to 350 ps. Each set of measurement configurations overlaps relative time
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between old and new measurements. The phase shift value should be approxi-

mately twice as strong as in these measurements since we modulate between right

and left circular polarisation.

Taking the maximum absolute value of |φ(τ)| gives a value of ∼6mrad. Com-

pared to the CW measurement done in pillar B, figure 4.11b, the straight-line fit

predicts a phase shift of ∼15.6mrad. When factoring in that we expect this phase

shift to be double in size, the pulsed measurements have a phase shift 1/5th of

the strength of the CW case.

There is more variance in the phase value point-to-point, where some values

contradict the trend of rising to about τ ∼ 0 ns. This inconsistency may be due

to the signal laser phase instability. This is caused by the change in the relative

arrival time between the signal and control laser. Minor energy frequency drift-

ing of the signal laser exacerbates the relative time and the actual phase value

observed. If the signal laser red or blue detunes from the centre of the Zeeman

splitting of the E12 mode, then we expect the value to reduce. With the exper-

imental setup used, it is not possible to monitor the energy of the control laser

while measuring on the APDs.
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Figure 4.14: Control arrival time relative to the signal.
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4.5.2 Analysis for delay signal-control result

Obtaining the phase value takes same form as the CW control measurement,

we calculate the relative change in polarisation using the S2 parameter. φ =

arccos(Sσ−) − arccos(Sσ+) is the new calculation. The quantities Sσ− and Sσ+

are found by looking at the channel outputs for |Dσ+〉, |Dσ−〉, |Aσ+〉 and |Aσ−〉

are the new channels recorded, using equation:

Sσ+,− =
Dσ+,− − Aσ+,−

Dσ+,− + Aσ+,−
. (4.13)

To calculate the error on each phase shift value, we use the same method as before

in section 4.3.5. We are using a sample size of ∼ 500. The main difference is in

the background subtraction for each collection channel. There is no longer a flat

background contribution to each channel from the control on the APDs. Since

this contribution is not equal across all the collection time bins, we can not do a

simple straight line fit background subtraction.

Instead, we collect the control beam using the same collection time but with

a block placed in the signal excitation path, collecting a sample size of ∼20. An

average background for each time bin is then subtracted from the signal-control

measurement to suppress the control contribution. The grating is tuned to zero-

order with the control and signal measured and fitted with Gaussian functions to

obtain the time difference.
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4.6 Discussion

We have shown that even at less than one average polariton number in the con-

trol beam, NC = 0.13 that φ = 0.13 ± 0.07mrad is possible. We demonstrated

that the CW control could impart a phase shift on the signal on two separate

devices. The polarisation of the control strongly affects the strength of the phase

shift onto the linearly polarised signal. This result was explained in the model

for XPM in our device.

Pillar A has a slope of 0.5mrad per polariton before the saturation occurs, while

pillar B had a phase shift of 3mrad per polariton. Pillar B has 7.2x larger

|X11|2|X12|2, which is why we see a larger phase shift imparted on the signal.

The phase shift value saturation occurs in CW power dependences on both pil-

lars. Further experiments are required to identify the mechanism behind this

saturation. Even when the saturation of the phase has occurred, the polarisation

dependence in figure 4.8ai is maintained. Updating table 4.1:

System φ per particle (mrad)

Rydberg atoms in EIT [129] 500

Single Cs atom [137] 280

Strongly coupled quantum dot [131] 220

Single polariton micropillar[2] 3

Rb vapour in hollow core fibre [138] 0.3

Metastable Xe [139] 0.0003

Photonic crystal fibre [140] 0.0001

Table 4.2: Updated phase shift values in platforms reported in litera-

ture.

Our phase shift of 3mrad per polariton is an order of magnitude larger than

the nearest competing system that does not use atom-like emitters. QDs grown

by spontaneous nucleation have a random spatial and frequency distribution.

Therefore, face scalability challenges for multiple identical phase shift sites at
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predetermined locations. Similar arguments could be made for energy tuning on

devices shown in the micropillar system, as can be seen in the energy differences

in the E11 and E12 modes in chapter 3.

Our result can be a stepping stone for other systems to attempt better phase

shift values. Dipolar- [143] and trion-[21] polaritons have more considerable in-

teraction strength, which make them an exciting platform for further research.

The second experiment shown in this chapter involved a pulsed signal and control

laser; these are an initial set of measurements. More measurements are required

to obtain a clear relationship between the phase shift onset and the temporal

overlap between the signal and control, see figure 4 in Matsuda et al. [140].

Pulsed measurements avoid CW heating related effects and would allow further

investigation into the saturation of the phase shift value at a higher control po-

lariton number [144].

In the final chapter of this thesis, the outlook of our work is discussed, the

CPHASE gate is introduced and an existing polariton platform that could im-

prove on the results presented in this thesis. This is the fibre cavity system that

produced weak anti-bunched light in an exciton-polariton system[31].
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5.1 Introduction

Spin-orbit (SO) interactions of electrons in a semiconductors are determined by

their crystalline structure. In atomic physics, SO interaction leads to the splitting

of atomic energy levels. In semiconductors SO interactions are felt by electrons

within a lattice, it generates an effective magnetic field that is created by the

electrons motion.

In semiconductors such as GaAs there are two types of SO interactions, called,

Rashba and Dresselhaus. Rashba SO interactions occur when there is structural

inversion asymmetry which is related to the growth process, while Dresselhaus SO

interactions arise from inversion asymmetry that is present in the crystal lattice,

related to the fact that there is no inversion centre in a cell. Both of these SO

interactions give a different effective magnetic field experienced for electrons in a

material such as GaAs, with the field textures shown in figure 5.1. By tuning the

strengths of these interactions, persistent spin helix’s have been observed [145],

effects that look to manipulate the strengths of SO interactions in solids have

applications in spintronics [146].

In suitably designed structures, the Hamiltonian of the system is engineered [147]

to give particles without a magnetic moment the experience of a SO interaction,

or an effective SO coupling. Photons were a primary candidate for this area of

study, with an effective magnetic field produced by coupling a two-dimensional

array of optical-ring resonators in a waveguide geometry [148]. In another pro-

posal, introducing inhomogeneous strain on graphene produced similar effects

to that of an external magnetic field [149]. The photonic analogue realised by

Rechtsman et al. [150] and demonstrated highly degenerate levels of transverse

optical confinement in photonic Landau levels.

Throughout this thesis, experiments have been concentrated on the study of
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Figure 5.1: SO interactions experienced by an electron in GaAs. a) The
direction of the effective magnetic field experienced by an electron for a given mo-
mentum for Rashba SO coupling. b) The direction of the effective magnetic field
experienced by an electron for a given momentum for Dresselhaus SO coupling.

light leaving a single micropillar structure. Many different research groups have

etched planar microcavities into single, dimerised [81], Kagome [83], Lieb [82] and

honeycomb lattices [84] - figure 5.2.

Creating coupling between the photons’ intrinsic spin (pseudospin) and strong

spin-dependent polaritons interactions makes the simulation of many-body effects

a potential [151]. This chapter presents the formation of polarisation patterns

resulting from the coupling between the photon’s spin and in-plane momentum.

The polarisation pattern takes the form of an optical analogue of Dresselhaus SO

coupling. This Dresselhaus-type field occurs at the Dirac points in the honey-

comb lattice Brillouin zones. Pillars are joined together and partially overlapped

to create the honeycomb lattice geometry.

In this chapter, the rich polarisation texture of the honeycomb lattice Brillouin

zone is presented. Using the experimental techniques such as, tomographic scans,

resolving in polarisation, non-resonant and resonant excitation the TE-TM field
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texture is analysed at the high symmetry points of the lattice. By resonantly

exciting the lattice at the Γ point, we see the conventional TE-TM field texture

for a planar microcavity. In planar cavity systems, the TE-TM effective field

has a k2 scaling and a double azimuthal dependence, as shown in section 1.5.2.

At the K-K′ points of the Dirac cone dispersion, we observe a clear two domain

splitting in circular polarisation for an initially linearly polarised state, which is

a signature of the Dresselhaus symmetry predicted in Nalitov et al. [3].

The chapter is presented in a paper format, refer to reference [4] and its sup-

plementary material for the version inserted in this thesis, Reproduced with

permission from Springer Nature.

Figure 5.2: Honeycomb lattice.

5.2 Optical analogue of Dresselhaus spin-orbit

interaction in photonic graphene
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Chapter 6

Summary and Outlook

6.1 Summary

This thesis has explored effects in single and coupled micropillar devices.

In chapter 3 stimulated scattering into the idler mode was observed in a square

micropillar device, when a seeding pulse was used in the signal mode. A Hanbury-

Brown and Twiss interferometer was used to analyse the central pump mode (E12)

emission. Several improvements can be made; firstly, using a circularly polarised

pump laser on the E12 mode will increase the interaction strength compared to

a linear input, second, better temperature control on the sample would allow

for larger mode spacings to be used, meaning a stronger signal (E11) excitation

could be used, finally, using a device with more QWs which has been shown in

literature to produce more efficient parametric scattering.

In chapter 4, a nonlinear polarisation rotation on the E12 mode was observed

on two square micropillar devices. The mechanism responsible for this is XPM

between the E12 signal and E11 control mode. Two experiments showed how the

control population can modify the polarisation of the signal, with the size of the

polarisation rotation influenced by the; polariton exciton fractions, linewidths
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and control polariton number. The fibre cavity system has the potential to pro-

duce phase shifts two orders of magnitude larger, given the parameters discussed.

For polaritonic devices the ability to inject a nonlinearity at the single polariton

level is a crucial element for many QIP protocols. The QW polariton scheme

balances scalability and interaction strength for many applications.

In chapter 5 using polariton graphene, we were able to demonstrate the emer-

gence of a TE-TM field that resembles Dresselhaus spin-orbit coupling. The

pseudospin of linearly polarised polaritons injected at the K-K′ points, point in

opposite directions and is revealed through the real-space images of the OSHE.

A future goal of this work is to reproduce the topological insulator in two dimen-

sions, introducing a strong magnetic field to open a topologically protected edge

mode in the Dirac points. Another direction could be to use a similar experiment

to study nonlinear effects in the lattice. To do this, a sample with a smaller

negative detuning and using stronger excitation to see condensation in the S or

P band Dirac points and record the polarisation patterns.
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6.2 Outlook

6.2.1 Polariton anti-bunched light

In chapter 3 the goal was to exploit the weak nonlinearity present in polari-

ton micropillars to generate anti-bunched light. Other platforms platforms look

to use polaritons as a single-photon source. The fibre-cavity system [152] used

by Imamoğlu and Volz have produced the best polariton anti-bunching results.

These experiments involved red-detuning a laser with respect to the polariton

resonance. Both are resonant excitation measurements. As discussed before,

QDs have a strong nonlinearity which produces a strong splitting between the

bi-exciton and neutral exciton transition. The photons produce anti-bunched

light when filtering the PL to allow the neutral exciton only. Using non-resonant

excitation, anti-bunched light can be produced in this manner. In the case of

polaritons in fibre cavities, the nonlinear energy shift is less than the linewidth.

Perhaps a narrow band filter insert in the collection path could allow for correla-

tions to be observed, similar to the resonant excitation case.

6.2.2 CPHASE Gate using exciton-polaritons

In chapter 4, an all-optical phase rotation of a control mode onto a signal mode

was demonstrated in a single polariton micropillar. The experimental results

show a phase shift in the E12 mode due to a cross-Kerr effect introduced by

the presence of the E11 mode. This kind of result is analogous is a conditional

quantum operation in quantum information processing. It was shown that cas-

caded systems where the nonlinearity is distributed between several cavities could

overcome mode entanglement in the frequency domain[132, 153]. The controlled

phase (CPHASE) gate operates in a 2 (or greater) qubit system where a control

qubit acts on a target qubit introducing a rotation of π. A basic schematic is

shown below in figure 6.1 with the transformation matrix S.
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Figure 6.1: Schematic of a two qubit CPHASE gate. a) ’C’ is the control
qubit, ’T’ the target qubit and S the transformation matrix. b) The transforma-
tion matrix S.

Polariton micropillars can be arranged in geometries with high precision [4]. With

the demonstration of a single micropillar phase shift, the natural progression is

to move to coupled devices. The details for cascading several emitters can be

found in the supplementary of Kuriakose et al. [2]. Achieving conditional phase

shift at a single photon level in a scalable micropillar system is a stepping stone

to quantum phase gates.

6.2.3 Phase Shift in fiber cavity

In chapter 4, the phase shift in our system is limited by the linewidth of E12 and

exciton fractions |X11|2 × |X12|2. Another factor is the micropillar’s transverse

mode area. We anticipate that in a system such as in reference [31], a high-

quality fiber microcavity will produce much larger phase shifts of ∼320mrad.

They observed weak photon anti-bunching using polaritons, yielding a value of

g2
exp(0) =0.95. The ratio of single polariton interaction energy compared to the

linewidth Upp/γ =0.088. With some minor adaptations made, using interactions

between co-circularly polarised polaritons instead of linear states, the relative

interaction strength is given by:

gXX,circ
gXX,lin

= 2
g1 − g2

g1 + g2

(6.1)

where g1 is the co-circular and g2 is the cross-circular polariton interaction strengths.

Using the assumption of g2 = −0.1g1 [32],
gXX,circ
gXX,lin

∼ 2.44. Using the quoted
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linewidth and exciton fraction of 60µeV and 0.6 respectively for the signal mode.

Next given that we require ∼1meV separation between signal and control mode,

the control mode will have an estimated 0.34 exciton fraction. We can expect

a XPM phase shift 2Upp/(γ/2) = 320mrad, two orders of magnitude larger than

our 3mrad per particle phase shift. With the differences being a smaller modal

area, higher exciton fractions and smaller linewidths [2].
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