
Self-Assembled Nanostructures in
Organic Electronics

Rachel Catherine Kilbride

The University of Sheffield

Faculty of Science

Department of Physics and Astronomy

December 2021
A thesis submitted in partial fulfilment of the requirements for the degree of

Doctor of Philosophy





Acknowledgements

When deciding to take on the difficult task of a PhD in experimental physics, I could never
have predicted that I would be part of the select few doing a PhD in the middle of global
pandemic. The Covid-19 pandemic has changed the world we live in and trust in science
is more important than ever. It is for this reason that I would first like to offer a heartfelt
thank you to all frontline and essential workers, volunteers and all of those responsible for
the successful development and roll out of the vaccine. All of your hard work has made it
possible for me to submit this thesis during a pandemic.

A sincere thank you goes to my supervisor Andy Parnell for his constant support and
enthusiasm about science. You go above and beyond to help your students and there
is no better example of that than the support you provided during the pandemic and
all your hard work getting the labs back open. Thank you for making research fun, for
always striving to do good science and for always having time for your students. I am
also immensely grateful to Richard Jones for his supervision, for introducing me to the
wonderful world of X-ray and neutron scattering and for being a calming influence in
stressful situations. I am grateful to both of you for your wonderful supervision, expertise
and support.

I thank all of my group members in the Soft Matter and Biophysics group at Sheffield.
When I began my PhD, we were a group of 6 but have since more than doubled in size,
growing to become an inter-departmental research group, covering a diverse range of ex-
tremely exciting research. Thanks to all of you for your extraordinary science and for
making Sheffield a great place to work. Special thanks to Stephanie Burg, Tom Sexton,
Tom Catley and honorary group member Mike Weir for all your support and friendship
over the past few years.

I thank David Lidzey for persuading me to do a PhD, for all of his advice on publishing
and for welcoming me into the Electronic and Photonic Molecular Materials (EPMM)
group at Sheffield. I thank all of the current EPMM members and alumni. In particular,
I thank Emma Spooner for all of the sleep-deprived hours spent assisting with beamtime
experiments, for her device expertise and for all of the helpful discussions. I also thank Joel
Smith, Mary O’Kane, Kirsty McGhee, Claire Greenland, Tom Routledge, Onkar Game,
James Bishop, Rahul Jayaprakash, Kyriakos Georgiou and more recently Tim Thornber
and Peter Claronino for being great colleagues and for all of the Friday evenings at Uni
Arms.

i



I thank all of the wonderful researchers outside of Sheffield that I have been fortunate to
collaborate with at Imperial College London, The University of Surrey, Trinity College
Dublin, Porto University, Wuhan University, Minnesota University and Oxford University.
In particular, I thank Matt Bidwell for his expertise in synthesising so many, exciting
deuterated materials to characterise. I am also hugely grateful to Jess Wade for intro-
ducing me to the fascinating world of chiral materials and for her support of early career
researchers.

Next, I must acknowledge all of the beamline scientists at ISIS and ILL who I have had
the pleasure to work with. These are Rob Dalgliesh, Steve King, Jos Cooper, Adam Wash-
ington, Nina Juliane-Steinke, Philipp Gutfreund and Thomas Saerbeck. Being a beamline
scientist is often a thankless task but I am extremely grateful for your invaluable help on
beamline experiments, particularly those that were adapted and performed remotely be-
cause of the pandemic. I also thank all of the friends I made on the ISIS neutron training
course and for making the neutron scattering community such an enjoyable community to
be a part of.

A huge thank you goes to my housemates JP and Michael for putting up with me during
thesis writing and for making our home a welcoming place to relax after a tough day. A
special thank you goes to Michael for making so many delicious meals and for all of his
LATEX wizardry.

Finally, I thank all of my friends and wonderful family back home in Liverpool. To my
parents Lorraine and Kevin, Sister Sarah and Brother Paul, I am not sure if you will ever
read this but know that I am indebted to all of the support you have provided, particularly
after what has been a truly difficult few years. Thank you for all the video calls, trips
back home, “survival treat boxes” and visits to Sheffield. You have always supported my
curiosity and love of science, and this work would not have been possible without it.



Abstract

Conjugated organic materials have the remarkable ability to absorb and emit light and
transport electrical charge. Over the past century, this phenomenon has fascinated physi-
cists, chemists, materials scientists and more as it allows the semiconducting properties
of inorganic materials like silicon to be combined with the material properties of organic
materials like polymers. By controlling the chemical properties of these organic materi-
als, we can tune the wavelengths or colour of light that they emit and absorb, and we
can use scalable printing technologies to fabricate ultra-thin, organic semiconducting films
at low-cost and high throughput. These concepts have led to developments in a broad
range of optoelectronic applications such as the organic light emitting diodes (OLEDs)
we use in display technologies to the organic solar cells (OSCs) we use to power electrical
devices. A common theme underpinning the performance of each of these technologies is
the morphological optimisation of soft-matter systems, which self-assemble into complex,
intricate structures at length scales intermediate between atomic and macroscopic scales.
This leads to a rich hierarchical phase behaviour that strongly influences the performance
and stability of the device.

In this thesis, I investigate the relationships between organic thin film nanostructure, op-
toelectronic performance and stability with the aim of developing a better understanding
of the characteristics required to fabricate highly efficient, stable technologies. The major-
ity of the research focuses on understanding these relationships in high performing OSC
systems, which rely on the fabrication of a photoactive blend film of conjugated polymer
semiconductors and small molecule electron acceptors. Over the past decade the power
conversion efficiency (PCE) of OSCs has more than doubled with PCEs > 20% now in
reach. Such a rapid rise in efficiency is largely due to the development of a new class of
electron acceptor material; non-fullerene electron acceptors (NFAs). In this work, I ex-
plore how factors such as the choice of casting solvent, solvent additive processing and
NFA molecular design influence the structure-performance-stability relationships of poly-
mer : NFA based systems. To do this, I use a broad range of structural characterisation
techniques such as grazing incidence X-ray scattering, small angle neutron scattering and
neutron reflectivity to probe the entire three-dimensional morphology of the film. In the
final chapter, I expand these techniques to characterise the molecular self-assembly of novel
chiral small molecules in thin films for chiro-optoelectronic applications.
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Nomenclature

Fundamental Physics Constants
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2θ Scattering angle
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βn Neutron scattering length density

βx X-ray scattering length density

δ Chemical shift

δD Dispersive HSP

δHSP Hildebrand solubility parameter

δH Hydrogen-bonding HSP

δP Dipolar HSP
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dΩ Differential cross-section

λ Wavelength
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ν velocity
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Ω Solid angle

Φ Incident flux
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ϕD Donor volume fraction

ψ Wavefunction
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σ Cross-section
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σRMS RMS roughness
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kf Scattered Wavevector
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Q Scattering vector
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DMT Deviation Metric

E Energy

f Frequency

I Intensity

J Current density

J0 Dark current density

JSC Short-circuit current density

L Thickness

l Azimuthal quantum number

ld Exciton diffusion length
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ml Magnetic quantum number

ms Spin quantum number

n Refractive index

np Principal quantum number

Pv Vapour pressure

R(2θ, ϕ) Scattering rate

R(Q) Reflectivity

RS Series Resistance
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T Temperature

t Time

Tc Crystallisation temperature

Tg Glass transition temperature



Tm Melt temperature

V Voltage

Vm Mass density

Vp Potential Energy

VOC Open-circuit voltage

Abbreviations

AFM Atomic force microscopy

AM Air mass

BHJ Bulk heterojunction

CD Circular dichroism

CIF Crystallographic information file

CTL Charge transport layer

DSC Differential scanning calorimetry

EQE External Quantum Efficiency

ETL Electron Transport Layer

FF Fill factor

GISAXS Grazing Incidence Small Angle X-ray Scattering

GIWAXS Grazing Incidence Wide Angle X-ray Scattering

HOMO Highest occupied molecular orbital

HSP Hansen solubility parameter

HTL Hole transport layer

IQE Internal Quantum Efficiency

LED Light emitting diode

LHCP Left-handed circularly polarised light



LUMO Lowest occupied molecular orbital

NFA Non-fullerene acceptor

NMR Nuclear magnetic resonance spectroscopy

NR Neutron Reflectivity

NREL National renewable energy laboratory

OLED Organic light emitting diode(s)

OPV Organic Photovoltaic(s)

PCE Power conversion efficiency

PL Photoluminescence

PV Photovoltaic

PXRD Powder X-ray Diffraction

RED Relative energy difference

RHCP Right-handed circularly polarised light

SANS Small Angle Neutron Scattering

SE Spectroscopic ellipsometry

SLD Scattering length density
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Chapter 1

Introduction

1.1 A Changing Climate
Anthropogenic global, warming primarily from the burning of fossil fuels is unequivocally
the greatest challenge of our time and indeed all human history. The latest Intergov-
ernmental Panel on Climate Change (IPCC) report published earlier this year paints an
ominous picture of record atmospheric CO2 emissions, the highest global temperature in at
least the past 2000 years and average annual Arctic sea ice area at its lowest since at least
1850 [1]. The scale of recent changes in the climate are unprecedented and are destabilising
both the natural environment and all aspects of human society in a myriad of ways through
habitat and agricultural loss, pollution and increased frequency of extreme weather events
[1, 2]. The IPCC report sends a clear message that global warming past the 2°C limit
set by the Paris Agreement [3] will be exceeded by the end of the century leading to an
irreversible domino effect of catastrophic climate events, unless there is a drastic reduc-
tion in anthropogenic emissions over the coming decades [1, 2]. Given that global energy
consumption is expected to increase 60% by 2050 [4], and the international commitment
to net-zero emissions by the same year [3], there is an urgent societal demand to radically
reduce CO2 emissions and develop new low carbon, sustainable energy technologies.

Figure 1.1: Global electricity generation contributions in 2020 [5].
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Currently, renewable energy sources are primarily used for electricity generation. However,
their contribution still falls behind that of fossil fuels (oil, coal and natural gas) which
contributed 61.3% to the total global electricity generation share in 2020 (Figure 1.1) (and
83.1% to primary global energy consumption)[5]. Although the contribution of renewables
will need to be increased significantly to achieve net-zero emissions, there are signs that
the energy landscape is moving in the right direction. For example, annual global solar
photovoltaic (PV) generating capacity increased by a record 21.5% in 2020, making solar
PV the fastest growing renewable energy source worldwide [5]. Solar energy is estimated
to deliver a yearly potential planetary resource of 23,000 TWy, far eclipsing the reserves of
both finite non-renewable sources and the yearly potential of all other renewable sources
[6, 7]. Despite obvious limitations such as changes in solar irradiance, cloud coverage,
seasonal variances etc., harnessing just a fraction of the available solar resource could
provide energy vastly exceeding annual global energy consumption (18.5 TWy in 2019)
[7]. A combined effort, to increase renewable energy generating capacity whilst drastically
reducing the global consumption of finite fossil fuels is critical to achieving the targets set
out by the Paris Agreement [3]. Whilst solar PV currently only contributes a small fraction
to global energy demands, it is clear that there is an enormous potential yet to be fully
exploited for a diverse range of PV device applications.

1.2 The Commercialisation of Solar Photovoltaics
Solar PV devices were first made commercially in the 1970s [8]. Since then the cost of solar
PV has plummeted roughly according to the historical experience curve; a log-log plot of
cost versus cumulative volume, which predicts a 20% reduction in module cost for every
doubling of cumulative volume [8]. This learning rate (LR) was estimated to be 23.8%
in 2020 for utility scale solar PV [9] and in the last decade (between 2010 and 2020) the
levelized cost of electricity (LCOE) has fallen by 85%, with current estimates predicting
costs will be significantly lower than all other fossil-fuel alternatives in the next few years
[10].

PV devices based on crystalline silicon (c-Si) currently dominate the solar energy market
due to their impressively high power conversion efficiencies (PCEs) (>25% [11]) and excep-
tional operational lifetimes (>30 years [12, 13, 14]). Furthermore, they are durable in harsh
weather conditions and only require a relatively small area for efficient power conversion.
The combination of each of these factors along with the plummeting PV LCOE make it
increasingly more difficult for other PV technologies to compete with c-Si. Despite this,
there are several significant disadvantages to c-Si PV currently driving research focused on
alternative PV materials. For example, c-Si is an indirect bandgap semiconductor suffer-
ing from weak absorption of the solar spectrum. Consequently, they perform poorly in low
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light conditions and thick layers of material (∼ 100 − 200µm) are required for sufficient
absorption. What’s more, the low bandgap energy (1.1eV) results in a large proportion of
the absorbed energy being lost through thermalisation mechanisms. Lastly and perhaps
the most critical drawback, is the high temperature, energy-intensive fabrication required
to produce large c-Si ingots through the Czochralski process [15, 16]. This process is com-
monly used to fabricate a number of different crystalline inorganic semiconductors but it
requires the raw materials to be melted at high temperatures (1400 - 1500°C for Si) which
increases the cost, speed and complexity of manufacturing. It is also important to con-
sider the energy payback time (EPBT)- the estimated time for a PV system to produce
an electrical energy equivalent to its input energy used in production. For c-Si, although
production costs have fallen recently its EPBT is still estimated to be in the range of 1-2
years [17].

A number of alternative thin-film technologies have emerged with the aim of improving
upon several of the pitfalls of c-Si. The current record cell efficiencies of various PV
technologies is updated regularly by NREL and can be viewed elsewhere [11]. The primary
motivation of thin-film technologies is to reduce the complexity and cost of manufacturing
through low material consumption and more simplified processing methods. The first
of these thin film technologies to emerge were based upon inorganic materials such as
copper indium gallium diselenide (CIGS), cadmium telluride (CdTe) and amorphous silicon
(a-Si) [18]. Over the past few decades, an increasing amount of research interest has
shifted to focus on third-generation PV technologies such as dye-sensitized solar cells,
perovskite solar cells, quantum dot solar cells and organic solar cells. These technologies
have the potential to surpass the efficiency limit of a single-junction cell but current device
efficiencies and stability remain inferior to c-Si PV technologies. Nevertheless, the rapid
rise in efficiencies over the past two decades, particularly for organic and perovskite-based
solar cells [11], combined with their ease of processing and significantly lower manufacturing
costs, highlights the potential of these technologies as cheap, low-carbon renewable energy
sources.

1.3 Organic Photovoltaics
The ability of carbon-based π-conjugated (organic) materials to absorb and emit light and
transport charge make them an attractive material for a range of thin film optoelectronic
applications such as light-emitting diodes, photovoltaics, photodetectors and thin film tran-
sistors [19]. Despite their potential and continuous advancement, the commercialisation of
organic materials in electronics is a story of both great success and failure [20]. On the side
of commercial success, organic light-emitting diodes (OLEDs) are the stand out example
with their outstanding optical properties having revolutionised the display industry par-
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ticularly for high contrast television and smartphone devices. Unfortunately, despite the
similarities with OLED technologies, other organic electronic applications such as organic
photovoltaics (OPV) and organic thin film transistors (OFTS) have not shared the same
success making their impact outside of academic research so far, minimal.

OPV technologies are of particular interest because of their potential to contribute to the
solar energy landscape in a versatile number of ways. For example, their compatibility with
light-weight, flexible substrates and semi-transparent optical properties opens up a diverse
range of tailored for purpose applications such as those related to building installations,
transport and wearable technologies [21, 22, 23, 24]. Additionally, OPV devices are based
on abundant, non-toxic raw materials that are typically solution-processed as ultra-thin
(< 100nm) films at low-temperatures 25 − 200°C requiring only small amounts of mate-
rial (1g/m2 [25]). This means they can be fabricated much more easily and much faster
compared to c-Si technologies and over large-areas through roll-to-roll processes [26, 27].
Currently, the commercialisation of OPV is limited by two primary factors: efficiency and
stability.

The highest efficiency OPV devices are typically achieved through the fabrication of a
bulk heterojunction (BHJ) (discussed later in Chapter 2) composed of a light-harvesting
blend film of conjugated donor polymer and small molecule electron acceptor materials,
deposited between two electrodes [28]. During fabrication, the component materials of the
thin film self-assemble to form a three-dimensional, phase-separated network of polymer
and acceptor domains with characteristic length scales ranging from a few angstroms to
hundreds of nanometers. The size, shape, distribution and purity of these domains plays
an important role in the light-harvesting process through the generation of strongly bound
electron-hole pairs called excitons and their subsequent dissociation into free charge car-
riers. It is the formation of these strongly bound excitons which limits the efficiency of
OPV devices as the exciton must diffuse to a heterointerface (e.g. the interface between
donor and acceptor domains) in order to dissociate into free charge carriers which can
then be transported to the electrodes. Typical exciton diffusion lengths are of the order
∼ 10 − 50nm for most OPV materials [29]. It is therefore critical that the blend film
nanostructure is engineered in such a way that permits both efficient exciton dissociation
and free charge carrier transport. The steps involved with these processes are generally
inefficient for most OPV materials, leading to significant voltage and recombination losses
[30].

Despite this, the past 20 years has witnessed a rapid rise in the PCE of single-junction
OPV cells, increasing from 2.5% in 2001 [31] to as high as ∼19% earlier this year [32, 33]
(Figure 1.2). This boost in efficiency has been the result of a resilient research field devel-
oping processing techniques, device architectures, BHJ nanostructure optimisation routes
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and most significantly, new materials with improved light absorption and reduced voltage
losses [34, 35, 30]. In particular, a new class of electron acceptors called non-fullerene
acceptors (NFAs) now outperform traditional fullerene acceptor materials such as [6,6]-
phenyl-C61-butyric acid methyl ester (PC61BM) and [6,6]-phenyl-C71-butyric acid methyl
ester (PC71BM), presenting a new era for OPV research. Performance optimisation routes
of OPVs based on fullerene acceptors are restricted given their chemical modification limi-
tations, resulting in a PCE enhancement bottleneck. NFAs on the other hand exhibit sig-
nificantly greater chemical tunability as they are composed of conjugated chemical building
blocks, which can be changed and altered with ease. This has resulted in an explosion of
new material possibilities (>51,000 [36]), providing considerably greater control of optical,
structural, thermal and charge transport properties which has in turn opened up a wealth
of device performance optimisation routes. The material landscape is so vast that a new
field of computational OPV research has emerged focused on creating machine-learning
algorithms to estimate material properties and aid the design of new high-efficiency, stable
NFA molecules [37, 38, 39, 40].

Figure 1.2: A historic summary of the best single-junction organic solar cell
PCEs (data extracted from [11]) along with the annual total number of research
article publications referring to "organic solar cell". Database searches were
performed using Dimensions [41].
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The recent developments in OPV device efficiency over the past couple of decades have
coincided with a simultaneous surge in research interest with >7000 research articles re-
ferring to "Organic Solar Cell" published in 2020 compared to ∼ 30 in 1995 (Figure 1.2).
Despite such rapid advancements in the field, significant challenges remain. Most concern-
ing is the considerably inferior long-term operational stability of OPV devices compared to
c-Si technologies. The required operational lifetime of a PV device depends on the appli-
cation but it is generally considered to be >5 years for flexible technologies and >25 years
for building installations [20]. Whilst some accelerated ageing tests predict lifetimes >30
years for NFA based OPV systems [42], these studies are not representative of real-world
conditions which involve seasonal and daily variances in temperature, humidity and light
intensity. In general, OPV systems are vulnerable to a range of morphological, chemical,
and photo instabilities [20] which can be accelerated by numerous extrinsic degradation
factors.

At present, it is unclear if OPV technologies will offer a significant contribution to reducing
anthropogenic CO2 emissions. In 2018, only 13% of OPV studies which published PCE data
also provided operational stability in 2018 [43].The majority of academic OPV research
is focused on efficiency rather than stability with only 13% of studies which published
PCE data also providing operational stability in 2018 [43]. This is unsuprising given that
most stability measurements require research efforts over a long time period and usually
rely on specialsit equipment to simulate solar irradiation in atmospheres with controlled
temperature, humidity and oxygen levels. However, to avoid being consigned to history,
further research into the underlying relationships between processing, film nanomorphology,
device performance and stability is crucial.

1.4 Thesis Motivation
To improve the commercialisation of OPV, the PV scientific community must develop
materials and fabrication processes capable of producing low-cost, scalable PV devices
that exhibit both high efficiency and long-term operational stability. The key to this is
to fabricate a bulk heterojunction with an optimised, stable morphology that is resistant
to chemical and morphological degradation. It is therefore essential that the underlying
factors determining device efficiency are well understood along with potential degradation
mechanisms. This thesis has the following primary aims:

1. Characterise the self-assembly of nanostructures in conjugated organic thin films
incorporating novel electron acceptors.

2. Understand how the findings from aim (1) link to film processing conditions and the
resultant optoelectronic functionality of the organic thin films.
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3. Correlate findings from aim (1) and (2) to the operational stability of films and
devices.

Combined these aims will help develop the understanding that is critical to achieving stable,
high-efficiency organic electronics.

1.5 Thesis Overview
This thesis is composed of the following chapters:

Chapter 2 provides the relevant background theory relating to the materials and concepts
discussed in this thesis. An overview of organic semiconducting materials is first provided
followed by a brief background of OPVs including a brief history, materials, device operation
and bulk heterojunctions. The chapter continues with an introduction to the morphological
characterisation of self-assembled nanostructures in organic thin films and concludes with
an overview of the relationships between structure, optoelectronic properties and device
stability, including a summary of the relevant literature and current knowledge gaps in the
field.

Chapter 3 details the experimental methodology used throughout this thesis covering
materials, film processing conditions, device fabrication and characterisation techniques.
Each characterisation technique is introduced with relevant theory followed by more spe-
cific experimental details and its relation to the work presented in this thesis. Particular
attention is paid to the use of neutron and X-ray scattering techniques to characterise
organic thin films as they are used extensively throughout Chapters 4 - 7.

Chapter 4 is an investigation into the correlation between the choice of casting solvent
and the morphology, optical properties and device performance of PBDB-T : ITIC based
organic photovoltaics. Specifically, the research addresses the potential use of more indus-
trial friendly non-halogenated solvents such as o-xylene and a carbon disulphide : acetone
blend as alternatives to pernicious halogenated processing solvents such as chlorobenzene
and chloroform which are typically used to fabricate high-efficiency devices. Processing
thin films from non-halogenated solvents is more favourable for large-scale device fabri-
cation, essential for the commercialisation of OPV, but such devices typically suffer from
inferior performance. In this chapter, grazing incidence X-ray scattering measurements
are combined with optical and PV characterisation to further understand the impact of
processing solvent on structure-performance relationships.

Chapter 5 probes the impact of a high boiling point solvent additive (1,8-diiodooctane,
DIO) on the morphology, performance and stability of PBDB-T : ITIC and PBDB-T :
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PC71BM organic photovoltaics using a range of structural and optoelectronic characteri-
sation techniques. The inclusion of solvent additives in the casting solution is a common
approach used to control the morphology of bulk heterojunction films. However, there is
an increasing amount of research demonstrating the detrimental impact of DIO to the sta-
bility of devices through various degradation mechanisms such as photo-degradation and
morphological instabilities. For the commercialisation of OPV it is essential that devices
exhibit both high efficiency and long-term operational stability. It is therefore critical that
the complex relationships between film processing conditions and the resulting film mor-
phology, PV performance and stability are well understood. The work in this chapter aims
to address one aspect of this, specifically the inclusion of small concentrations of DIO in
the casting solution.

Chapter 6 focuses on exploring the effect of chemical design on the morphology, perfor-
mance and stability of NFA-based organic photovoltaics using a range of structural and
optoelectronic characterisation techniques. Since the breakthrough of NFA-based OPVs, a
broad range of π conjugated core-groups, terminal groups and solubilising side-chain chemi-
cal moieties have been trialled as synthesis building blocks. Whereas fullerene-based blends
typically require optimisation through film processing methods, NFAs can undergo signif-
icant device optimisation through chemical design alone as they posses a greater degree
of chemical tunability. This study focuses specifically on characterising high-performing
indacenothiophene (IDT) based NFAs (EH-IDTBR, O-IDTBR and O-IDTBCN) in binary
blend films with the conjugated polymer PTB7-Th. Comparison is also made to a bench-
mark fullerene-based blend, PTB7-Th : PC71BM. Given the diverse range of NFA chemical
structures now available, it is essential that the choice of chemical moieties and the result-
ing structure-performance-stability relationships are well understood to inform the design
of new, more efficient, more stable molecules suitable for commercialisation. The findings
presented in this chapter aim to do this with particular focus on understanding the link
between nanostructure self-assembly and stability.

Chapter 7 presents a novel approach to control the molecular orientation of organic chi-
ral small molecules in thin films using both inorganic and organic structural templating
layers. The properties of chiral π-conjugated molecules such as the absorption and emis-
sion of circularly polarised light are highly anisotropic and consequently their molecular
orientation in the solid-state has a significant impact on the performance and efficiency
of chiral optoelectronic devices. In this work, the impact of structural templating lay-
ers on the molecular packing of a chiral small molecule (2,2’-dicyano[6]helicene, CN6H)
is characterised in detail using grazing incidence X-ray scattering measurements and 2D
simulations. The observed changes in molecular self-assembly and orientation are then cor-
related to chiroptical functionality. Such templating methodologies offer a simple approach
to engineering orientational control and consequently the anisotropic functional properties
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of chiral molecular systems, essential for a range of emerging, next-generation technologies.

Chapter 8 concludes this thesis with summaries of the contributions of each experimen-
tal results chapter and their relation to the wider field of research. The limitations of
key investigations are discussed concluding with future research directions to develop and
progress the results presented in this work.

Appendix A includes additional neutron scattering modelling information related to the
results presented in Chapter 5 and Chapter 6.

Appendix B includes the UV-Vis spectra from the photo-stability studies discussed in
Chapter 5.
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Background Theory of Organic Semiconductors

2.1 Introduction
In this chapter, a brief background of the overarching theory necessary to understand the
experimental contributions presented in this thesis is provided. The topics discussed are
adapted from more comprehensive discussions from Hook and Hall [44], Kittle [45], Nelson
[46], Geoghegan and Hadziioannou [19], Jones and Richards [47] and Jones [48]. The
chapter begins by introducing organic semiconducting materials from both an electronic
and structural point of view. This is then expanded to an overview of the operating
principles and theory of organic photovoltaic materials and devices. Here a brief summary
of the history of the field, bulk heterojunctions and related materials is covered. The later
sections focus on outlining the key morphological characteristics of organic thin films and
their relation to the optoelectronic properties and stability of organic electronic devices.

2.2 Organic Semiconducting Materials
The characteristics that define metals, insulators and semiconductors is most easily visu-
alised by considering the available energies for electrons in each material. In a solid, the
available energy states form energy bands rather than the discrete energy levels in the case
of free atoms. The two most important of these bands are those closest to the Fermi level;
the conduction band and valence band. The valence band is the highest electron energy
range and the conduction band is the lowest electron energy range. The conductivity of the
solid is crucially determined by the susceptibility of electrons to be excited from the valence
band to the conduction band which is defined by the energy gap between the them; the
band gap energy (Eg). An illustration of the energy band gap in metals, semiconductors
and insulators is displayed in Figure 2.1. In an insulator, all of the energy levels are either
completely filled or empty and the band gap is sufficiently large that electrons are unable
to be excited to the conduction band at ordinary temperatures. Electrons are immobilised
in the solid and cannot conduct electric charge. In a metal, energy bands overlap and the
concept of a band gap is meaningless as electrons are free to move without any applied
electromotive force. In a semiconductor, the energy band gap is sufficiently small that
thermal energy permits the promotion of a small fraction of electrons to the valence band
at temperatures above absolute zero (0K). At 0K, thermal energy is nullified and elec-
trons are confined to the valence band so the semiconductor behaves like an insulator. The
population of electrons in the conduction band is governed by the Fermi-Dirac distribution:
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f(E) = 1

e
E−EF

kBT + 1
(2.1)

where kB is the Boltzmann constant, T is temperature, E is the energy of a given electron
state and EF is the Fermi energy level. From Equation 2.1, at E = EF , the exponential
term reduces to 1 and f(E) = 0.5 so EF can be considered as the electron energy level
with a 50% probability of being occupied. For semiconductors, the Fermi level lies within
the band gap and at ordinary temperatures most energy levels up to the Fermi level EF

are filled with a small population with energy E > EF in the conduction band. It is these
electrons that determine the semiconducting properties of the material.

Figure 2.1: An illustration of the energy bands in metals, semiconductors and
insulators that determine their electrical conductivity.

An organic semiconductor is a semiconductor made from carbon-based materials such as
polymers and other carbon-based small molecules. At first, this may seem somewhat of an
oxymoron given the prevalence of insulating plastics in our everyday lives. However, some
organic materials have the remarkable ability to undergo a specific type of carbon bonding
which gives rise to a band gap that permits the transport of charge. To understand
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how band gaps are formed in organic semiconducting materials, it is first necessary to
understand the properties of organic solids. In this section, the construction of an organic
solid is built up starting with individual atoms to the formation of molecules, polymer
chains and the larger phases they form in the bulk. For more detailed discussions concerning
band theory of typical inorganic semiconducting materials, the reader is directed to more
comprehensive overviews elsewhere [44, 45, 46].

2.2.1 Atomic Orbitals
The development of the quantum mechanical description of the atom in the early 20th cen-
tury overturned J. J. Thompson’s classical picture consisting of a positively charged nucleus
surrounded by circular electron orbits. In 1913, Niels Bohr proposed the semi-classical
theory which instead described electron orbitals as discrete energy levels surrounding the
nucleus. The occupancy of these orbitals is determined by the Pauli Exclusion Principle,
which states that two or more electrons cannot occupy the same quantum state, as defined
by the quantum numbers n (principal quantum number), l (azimuthal quantum number),
ml (magnetic quantum number) and ms (spin quantum number). Here, electrons can move
instantaneously between energy levels through the absorption or emission of discretized en-
ergy. Later in the 20th century, Erwin Schrödinger took Bohr’s model a step further and
described the permitted energy levels of an atomic electron using probabilistic quantum
mechanical wavefunctions. These wavefunctions describe the positions of electrons in per-
mitted states as probability distributions that are typically solutions to the non-relativistic
time-independent Schrödinger equation:

[
−ℏ2

2me

∇2 + V (r)
]
ψ(r) = Eψ(r) (2.2)

where ℏ is the reduced Planck constant (ℏ = 2π/h), me is the rest mass of an electron,
∇2 is the Laplace operator (∇2 = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 ), V is the potential and E is energy.
Using this description of an atom, the formation of electron orbitals can be rationalised by
considering the allowed values of each quantum number. The principal quantum number
n describes the size of the orbital and can be any positive integer (n = 1, 2, 3...). The
azimuthal quantum number l describes the orbital angular momentum of the electron
0 ≤ l ≤ n − 1. The magnetic quantum number ml describes the magnetic moment of the
electron −l ≤ ml ≤ +l and the spin quantum number ms describes the spin of the electron
(spin up or spin down) (ms ± 1

2). Using these quantum numbers, electron orbitals are then
divided into s, p and d orbitals according to their occupancy limits. As an example, the
electron orbitals corresponding to the n = 1 and n = 2 states are summarised in Table 2.1
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Quantum Number Orbital Name Number of Electrons
n l ml ms

0 0 0 +1/2 1s 2-1/2

2

0 0 +1/2 2s

8

-1/2

1

-1 +1/2

2p

-1/2

0 +1/2
-1/2

1 +1/2
-1/2

Table 2.1: Quantum numbers n, l, ml and ms and corresponding orbital names
that describe the permitted energy states of atomic electrons.

and the shape of the s, p and d orbitals surrounding a hydrogenic nucleus are displayed in
Figure 2.2. The n = 1 energy level is referred to as the ground state and is made up of
a single 1s orbital containing two electrons. The n = 2 energy level consists of 2s and 2p
(2px, 2py and 2pz) orbitals with an occupancy of 2 and 6 electrons respectively. It is these 2p
electron orbitals which contribute to the formation of hybridised carbon bonds (discussed
below), central to the conductive properties of organic semiconductors. For larger atoms,
electrons continue to fill energy states according to the Pauli Exclusion Principle. E.g.
the n = 3 comprises 3s, 3p and 3d electron orbitals with an occupancy of 2, 6 and 10
respectively. It should be noted that there are exceptions to the general order of orbital
filling due to energy minimisation of the atom (e.g. the 4s orbital is at a lower energy than
the 3d orbital and so is filled first). Electrons in the outermost energy level are termed the
valence electrons and it is these electrons that are typically responsible for an element’s
chemical behaviour.
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Figure 2.2: An illustration of the shape of the s, p and d atomic orbitals.

If the outer electron energy level of an atom is unfilled, it can bond together with another
atom to form a molecule by either sharing, receiving or donating electrons such that the
overall energy is minimised. In organic electronics, bonding between carbon atoms and the
origin of a band gap can be understood by considering the principle of linear combination of
atomic orbitals. For simplicity, first consider two hydrogen atoms each with a single electron
with wavefunctions ϕA and ϕB respectively. When bonded together as a diatomic molecule
(H2), there are two possible energy states: a higher, unstable state (the anti-bonding
orbital) which leads to molecular dissociation and a lower, stable state (the bonding orbital)
corresponding to the most probable positions of the electrons (Figure 2.3a). These new
energy states are formed from the linear combination of the two electron wavefunctions,
ψ = ϕA + ϕB for the stable molecule and ψ = ϕA − ϕB for the unstable molecule, both of
which are solutions to the Schrodinger equation (Equation 2.2). In the stable configuration,
the two electrons are shared between the two atoms with the most probable position centred
between the two nuclei. In the unstable configuration, the most probable position for the
two electrons is on opposite sides of each nuclei.

Applying this principle to a diatomic helium molecule (He2), each He atom contributes its
first 1s electron to the lowest energy (bonding) orbital and the remaining two electrons fill
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the anti-bonding orbital (Figure 2.3b). The anti-bonding orbitals have a larger influence
on the overall stability of the molecule compared to the bonding orbitals and so in the case
of a diatomic helium molecule, the filling of the anti-bonding orbital explains why it is less
stable compared to the two individual He atoms. In the following section, these principles
are applied to carbon atoms to understand the electrical conductivity capabilities of organic
semiconductor materials.

Figure 2.3: Energy states of (a) H2 and (b) He2.

2.2.2 Hybridised Carbon Bonds
A neutral carbon atom has 6 electrons arranged in a 1s22s22p2 electronic structure (Fig-
ure 2.4a). This leads to three types of molecular carbon bonds through the phenomenon of
orbital hybridisation. These are: sp3 hybridisation, sp2 hybridisation and sp hybridisation.
In all cases, a 2s electron is promoted to the vacant 2pz state (Figure 2.4b). For molecules
that undergo sp3 hybridisation, the remaining 2s and three 2p orbitals hybridise to form
four hybrid sp3 orbitals. This type of carbon bonding results in end-to-end bonds called
sigma (σ)- bonds in a tetrahedral structure and occurs in alkanes such as methane. In the
case of sp2 hybridisation, the 2s orbital hybridises with two of the available 2p orbitals
forming three sp2 orbitals and leaving behind a single pz orbital that does not undergo
hybridisation. The three sp2 hybridised orbitals form σ-bonds in a planar structure sep-
arated by an angle of 120°. When two sp2-hybridised carbon atoms bond together (e.g.
ethylene, Figure 2.4c), an sp2 orbital from each atom is used to form a covalent C−−C bond
and the four remaining sp2 orbitals form σ bond with hydrogen atoms. The two leftover
pz electronic wavefunctions overlap to form delocalised π-bonds situated above and below
the molecule (perpendicular to the plane of σ-bonds). π-bonds are much weaker compared
to σ-bonds and are responsible for the semiconducting properties of many of the materials
used in organic electronics. Finally, for completeness in the case of sp hybridisation (e.g.
acetylene), the 2s orbital hybridises with one of the available 2p orbitals forming two sp2

orbitals and two pz orbitals.
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Figure 2.4: Electronic structure of (a) a neutral carbon atom and (b) a hy-
bridised carbon atom where an electron from the 2s shell is promoted to the
vacant 2pz orbital. (c) A diagram of the π bond and σ bonds for ethylene.

2.2.3 Molecular Orbitals
As a consequence of the quantum mechanical nature of the atom, for every σ-bond and
π-bond that forms when carbon atoms bond together, corresponding anti-bonding orbitals
are also created (denoted as σ∗ and π∗). The σ∗ and π∗ anti-bonding orbitals are at a
higher energy level than the σ and π bonding orbitals and it is the difference between these
frontier orbitals which gives rise to an energy gap (analogous to the band gap in inorganic
semiconductors). The band gap in an organic semiconductor is equal to the difference in
the lowest unoccupied (π-bond) molecular orbital (LUMO) and the highest occupied (π∗-
bond) molecular orbital (HOMO). A HOMO-LUMO energy gap alone does not guarantee
semiconducting properties (e.g. the energy gap of ethylene is 7.6eV which is too large to be
a considered a semiconductor). It is only when considering more complex molecules does
the semiconducting capabilities of organic materials become apparent. For example, as the
number of sp2-hybridised carbon bonds increases in a molecule, the increasing number of
π-bonds and π∗-anti-bonds creates an additional energy level in the HOMO and LUMO
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respectively. These additional bonds have the effect of gradually decreasing the HOMO-
LUMO energy gap until it is sufficient for semiconducting properties.

Another important characteristic of organic semiconductors is conjugation. A conjugated
molecule contains alternating single and double carbon bonds (-C=C-C=C-). This results
in extended π orbitals of delocalised electrons along the carbon backbone of the molecule.
Whilst σ-σ∗ transitions are permitted in conjugated molecules, they lead to molecular
instabilities. The extended π-system maintains structural integrity, permitting π-π∗ tran-
sitions which are lower in energy compared to σ-σ∗ transitions. The size of this extended
π-system along the carbon backbone is often termed the conjugation length, which is the
length over which charge transport is applicable. In reality, semiconducting behaviour in
organic materials is much more complex than this given their generally disordered nature
that leads to a poorly defined electronic band structure. Understanding the disordered
morphology of organic semiconducting materials in the solid-state is therefore crucial to
understanding their optoelectronic properties.

2.3 Organic Photovoltaics: An Overview
The concepts discussed in the previous section give rise to electrical conductivity in organic
materials, forming the basis of a broad range of optoelectronic applications such as OLEDs,
OFETS, OPV, organic photodetectors, organic lasers, biosensors and more [49, 50, 51]. In
this section, focus is paid to organic photovoltaic applications to provide the necessary
theory relating the majority of the experimental contributions in this thesis.

2.3.1 The Photovoltaic Effect
Light is made up of particle-like packets of energy called photons. The energy E of these
photons is inversely proportional to the wavelength λ of the light:

E = hc

λ
= hf = pc (2.3)

where h is Planck’s constant, c is the speed of light, f is the frequency of the light (f = c/λ)
and p is the momentum of the photon (p = h/λ). When light with sufficient energy is
incident on a solid, photons can be absorbed, exciting electrons to higher energy levels. In
the extreme case of the photoelectric effect discovered by Einstein in 1905 [52], the electron
absorbs an excessive amount of energy such that it is removed entirely from a metallic
surface. The PV effect is closely related to the photoelectric effect but is much less extreme
and considerably more useful for the generation of electrical energy. In a PV device, when
an electron absorbs incident light, rather than being entirely removed, it is instead excited
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to a higher energy level and drawn away by some intrinsic material asymmetry before it
can relax back to the ground state. The extraction of charge associated with the excited
state is fed into an external circuit, generating a voltage that drives electrons through a
load in the circuit.

2.3.2 Absorbing Solar Radiation - The Shockley-Queisser Limit
The formation of an energy band gap in semiconductors between the valence and conduc-
tion bands is essential for the absorption of light. The optimum value of the band gap
is related to the solar irradiance spectrum (Figure 2.5). The extra-terrestrial solar spec-
tral irradiance is characteristic of a blackbody with a temperature of 5760K. This solar
irradiance spectrum is termed air mass 0 (AM0). As solar irradiance passes through the
Earth’s atmosphere, it is attenuated and a portion is absorbed at certain wavelengths from
atmospheric molecules such as water and CO2 (Figure 2.5).
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Figure 2.5: The standardised extra-terrestrial (AM0) and standard terrestrial
(AM1.5) spectral irradiances measured by NREL [53] compared with the 5760K
blackbody spectrum. (The blackbody spectrum is reduced in intensity for clar-
ity)
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To account for the attenuation in PV applications, a standardised solar spectral irradiance
know as air mass 1.5 (AM1.5) is typically used to quantify the solar radiation available at
mid-latitudes. The 1.5 factor corresponds to an incident angle of sunlight of 48°, which
attenuates solar irradiance by a atmospheric thickness ×1.5 the thickness of global at-
mosphere. It is typically normalised such that the integrated solar irradiance is equal to
1000Wm−1. In reality, solar irradiance varies depending on location, season, cloud cov-
erage etc. The ratio of generated power to the incident power on the solar cell is called
the power conversion efficiency (PCE) and is the primary performance metric of a device
(PCE will be described in further detail in the following sections).

In a semiconducting material, a photon with energy hf > Eg is absorbed. If the band
gap is small, a large portion of the AM1.5 spectrum in Figure 2.5 can be absorbed. If the
band gap is too large, only a small portion of the AM1.5 spectrum can contribute to the
photocurrent of a PV device. Naturally, the obvious choice of band gap might appear to be
one that was sufficiently small to absorb the entire solar spectrum. Unfortunately, this is
not the case as any photons absorbed with hf > Eg release their excess energy as thermal
energy in the device as excited electrons thermalise back to the edge of the conduction band.
The competing goals to reduce this thermalisation process whist absorbing as much solar
irradiance as possible determines the optimal band gap of a PV device. This detailed balance
combined with other loss mechanisms (discussed later) allow the theoretical maximum
PCE of a single-junction solar cell to be calculated as a function of band gap energy
[54, 55]. This is known as the Shockley-Quessier (S-Q) limit. From this, the optimum
band gap to achieve the maximum theoretical PCE of ∼33% is 1.34eV. For c-Si, the
maximum theoretical PCE achievable for single-junction devices is around 29.4% [56].

The S-Q model is often applied to organic solar cells but the actual efficiency limit is
predicted to be much lower due to further loss mechanisms such as the additional energy
required for exciton dissociation (discussed later) which reduces the maximum achievable
voltage of the solar cell and losses related to the photocurrent due to incomplete absorp-
tion [57]. Nevertheless, with the advent of NFAs some OSCs systems have demonstrated
negligible voltage losses and the reduced band gap of NFA based systems (1.4 - 1.6 eV),
increases the higher achievable theoretical PCE [55].

2.3.3 Characteristics of a Solar Cell
The operation of a solar cell is most easily described by the Shockley ideal diode equation
(Equation 2.4) derived elsewhere [46]:

J(V ) = JSC − JD = JSC − J0(eqV/kBT − 1) (2.4)
Where JSC is the short-circuit current density, JD is the dark diode current density, J0 is
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the reverse diode current density and q is the elementary electron charge. As the applied
bias V increases, the diode current increases exponentially. Equation 2.4 describes ideal
diode behaviour. When non-ideal diode behaviour and parasitic losses are considered,
Equation 2.4 is modified to:

J(V ) = JSC − J0(e
q(V +JRS)

nkBT − 1) − VJRS

RSH

(2.5)

Where n is the ideality factor related to recombination in the solar cell [46], RS is series
resistance and RSH is shunt resistance. RS and RSH are classed as parasitic resistances
and will be discussed in further detail below. The performance of a solar cell is typically
assessed by its current-voltage (J-V ) characteristics (Figure 2.6).

Figure 2.6: Current density - voltage (J-V ) characteristics and power density
output (P = JV ) of a solar cell. Data is taken from a (J-V ) sweep of a typical
OPV device. The ratio of the red and blue shaded areas can be used to calculate
the fill factor FF of the solar cell. The positions of the maximum power point,
JSC , VOC , JMP and VMP are labelled.
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By performing a J-V sweep, the characteristic performance metrics labelled in Figure 2.6
are extracted for the device. These are:

• Short Circuit Current Density (JSC): is the photocurrent provided by the solar
cell when the voltage is zero (i.e. short-circuit conditions). The current in a PV device
is due to the built-in internal electric field established between the electrodes. JSC is
proportional to the number of incoming photons that are absorbed by the photoactive
material. A short-circuit current density is used rather than just current ISC as the
photocurrent depends on the illuminated area A of the solar cell (JSC = ISC/A). It
is typically given in units of mA/cm2.

• Open Circuit Voltage (VOC): is the voltage across the device when then current
is zero. It is effectively the voltage required to counteract the built-in field due to
accumulation of electrons and holes at each contact (i.e. no charges are extracted).
In a solar cell VOC is given by [46]:

VOC = nkB

q
ln(JSC

J0
+ 1) (2.6)

Generally in a PV device, the maximum voltage is dependent on the band gap of the
light-harvesting photoactive layer (VOC decreases with Eg).

• Fill Factor (FF ): is the ratio of the red and blue areas shown in Figure 2.6 defined
as:

FF = Pmax

VOCJSC

= JMPVMP

JSCVOC

(2.7)

The red area corresponds to the product of JSC and VOC , whereas the blue area
corresponds to the maximum power point Pmax (JMP , VMP ) where the product of
J and V is maximised. The FF of a solar cell is maximised by reducing RS and
increasing RSH .

• Power Conversion Efficiency (PCE): is the ratio of power generated to the
incident power on the solar cell. It is defined as:

PCE = Pout

Pin

= JSCVOCFF

Pin

(2.8)

Where Pout = JSCVOCFF is the generated power and Pin is the power of the incident
light. As can be seen from Equation 2.8, the PCE of a solar cell is dependent on a
number of PV metrics (JSC , VOC and FF ).
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In addition to the device metrics outline above, solar cells are also vulnerable to parasitic
resistances (RS and RSH). The series resistance of a PV device concerns all processes
that restrict charge extraction (i.e. current flow). To maximise RS, the photon-absorbing
layer and charge transport layers in the device should efficiently transport charge to the
electrodes. They should therefore be free of defects, have good charge mobility and be an
appropriate thickness. In a J-V sweep, a large series resistance primarily manifests as a
reduction in VOC and can be approximated by calculating the gradient of the curve at V =
VOC . Shunt resistance is related to leakage current in the device. A larger RSH corresponds
to less leakage current in the device and this value should therefore be maximised by
ensuring good electrical contact between device layers and the electrodes. In a J-V sweep,
shunt resistance can be approximated by calculating the inverse gradient of the curve at
V = 0.

A solar cell is also limited by its quantum efficiencies. The internal quantum efficiency
(IQE) of a solar cell is the fraction of photo-generated charges extracted from the solar
cell compared to the total number of photons absorbed. IQE is therefore dependent on all
processes related to charge generation, charge transport and charge extraction in a solar
cell. The external quantum efficiency (EQE) of a solar cell is the fraction of extracted
charges compared to the number of incident photons of a given energy. It is calculated via:

EQE(λ) = Jhc

P (λ)λq (2.9)

Where J is the photocurrent density and P (λ) is the incident photon power at a given
wavelength. The JSC of a solar cell can be calculated from an EQE measurement by
integrating the EQE spectra:

JSC = q
∫ λ2

λ1
EQE(λ)ΦAM1.5

ph dλ (2.10)

Where ΦAM1.5
ph is the spectral photon flux.

2.3.4 Operation of an Organic Photovoltaic Device
Now that the basics of PV energy conversion and device metrics have been covered, the
operation of organic-based PV devices are discussed next. For simplicity, the impact of
film nanostructure is ignored here until following sections and the process of photocurrent
generation is described purely from an optoelectronic point of view. The most effective
way to describe the operation of an OPV device is with a simplified energy level diagram
as illustrated in Figure 2.7. Here OPV device operation is divided into the following key
steps:
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1. Light absorption and photo-excitation

A photon with E ≥ Eg is absorbed by a molecule in the active layer (donor or acceptor)
which excites an electron to a higher energy state leaving behind a positively charged
vacancy or hole. In an organic molecule, this is typically a transition from the singlet
ground state (S0) in the HOMO to the first higher energy singlet state (S1) in the LUMO.
If the absorbed photon energy exceeds the energy difference between these two states, the
electron can rapidly relax towards the lowest vibrational energy level in the LUMO. The
excited electron and hole created through photo-excitation create a bound electron-hole
pair called an exciton. Excitons are typically short-lived and will recombine on timescales
of ∼1ns. The relaxation of the electron back to the ground state results in the emission of
a photon with E ̸= Eg through the process of fluorescence.

2. Charge transfer state generation

To generate a photocurrent in the solar cell, the exciton must be dissociated into its con-
stituent free charge carriers before the electron and hole recombine. For this to happen,
the Coulomb interaction or binding energy EB of the exciton must be overcome. For tra-
ditional organic semiconducting materials (e.g. fullerenes), EB has been measured to be of
the order ∼0.3 eV [58]. This is much higher than the thermal energy kBT (∼ 25meV ) of a
PV device operating at ambient temperatures (300K). This means that the highly localised
excitons in organic semiconductors cannot be dissociated by thermal energy alone and are
typically termed Frenkel excitons. The origin of the high binding energies of Frenkel exci-
tons are due to the strong coupling of the exciton to the atomic lattice and the relatively
low dielectric constant of organic materials (ϵr ∼ 3 − 4 [59]). For OPV device operation,
it is therefore crucial to have a method for dissociating the exciton so that free charge
carriers can be transported to the electrical contacts. This is achieved at heterointerfaces
in the device where the energy offset is sufficient to overcome the exciton binding en-
ergy. Heterointerfaces include the organic/metal interface at the electrical contacts or the
donor/acceptor interfaces provided there is a sufficient HOMO-HOMO or LUMO-LUMO
energy offset. In comparison to organic semiconducting materials, excitons in inorganic
materials are highly delocalised, have considerably lower binding energies (a few meV [60])
and dielectric constants are much higher (∼12 for silicon [61]). Excitons with these char-
acteristics are termed Wannier-Mott excitons but the operation of inorganic PV devices is
typically explained by treating the photo-excited states as free carriers with little attention
paid to excitons [46].

If a Frenkel exciton in an organic semiconducting material is to dissociate it must undergo
a process of diffusion to a heterointerface. For polymers, exciton diffusion occurs via a
hopping mechanism either along the molecular chain (intrachain) or towards sites with
lower energy (interchain). The two primary mechanisms of exciton diffusion in organic

23



Chapter 2

semiconducting materials are Förster resonance energy transfer (FRET) and Dexter trans-
fer. FRET is due to dipole-dipole interactions when the acceptor absorption spectrum
overlaps the emission spectrum of the donor and typically occurs over a few nanometers
[62]. Dexter transfer occurs over much smaller distances (<2nm) and is the result of direct
carrier exchange between neighbouring moieties [62]. Further details of these processes
are discussed in detail elsewhere [63] but are generally determined by the exciton diffusion
length ld. This is the average distance an exciton travels before it recombines. It is defined
as:

ld =
√
nDτe (2.11)

Where n is a dimension factor determining if diffusion is in 1, 2 or 3 dimensions, D is
the diffusion constant and τe is the exciton lifetime (the average time that the exciton
exists before recombining). Values of ld are typically of the order ∼5-10nm for most
conjugated organic materials [64]. However, recently some studies have reported ld values
as high as 30-50nm for some NFAs [29, 65]. This length scale is critical in determining the
optimum distance between donor and acceptor phases in the photoactive layer film, as will
be discussed in further detail below.

If an exciton manages to successfully reach a heterointerface before recombination occurs,
it can then undergo charge transfer provided the energy offset between the two materials is
greater than the exciton binding energy. At donor/acceptor interfaces this corresponds to
the LUMO-LUMO offset for electron transfer and the HOMO-HOMO offset for hole trans-
fer. The minimum LUMO energy offset (∆ELUMO) (or HOMO energy offset ∆EHOMO) is
widely considered to be ∼0.3V [58]. However, in some systems much smaller offsets as low
as 0.1eV are sufficient [30, 66] suggesting it is largely dependent on the choice of material.
The VOC of device is determined by the energy difference between the HOMO of the donor
and the LUMO of the acceptor EHOMO−LUMO as shown in Figure 2.7. To achieve optimum
device performance it is therefore necessary to maximise EHOMO−LUMO whilst maintaining
a sufficiently larger ∆ELUMO (and ∆EHOMO) to drive photo-induced charge transfer at the
interface. The process of charge transfer leads to the formation of a charge-transfer (CT)
state where the electron is situated on the LUMO level of the acceptor and the remaining
hole is on the HOMO level of the donor. For charge carriers to be consider "free" and
be available for charge transport to the electrical contacts, the electron and hole must
escape their mutual Coulomb interaction. Unless the electron and hole are separated by
a distance that overcomes this Coulomb interaction, they will undergo geminate recombi-
nation. Geminate recombination of charge carriers is recombination from the same initial
state (i.e. the exciton). Non-geminate recombination can also occur when charge carriers
from different initial states recombine.
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3. Charge transport and extraction

After separation of the CT state, free carriers are transported to the electrical contacts
and extracted into the external circuit of the device. The driving force of this process is
an electric field, either built-in or applied externally. Here, charge transport is dependent
on charge carrier mobility µ defined as:

µ = νF (2.12)

Where ν is the speed of the carrier and F is the applied electric field. In organic semi-
conducting materials, charge carrier mobility is also dependent on a number of other pa-
rameters such as temperature, molecular order and light intensity [67]. In general, charge
mobilities of organic semiconducting materials are significantly lower than charge mobilities
of inorganic materials.

For charge extraction, a free carrier must percolate through the bulk film to the electrical
interface of the device. This requires donor and acceptor phases with high purity such that
there is an appropriate extraction pathway for hole transport in the donor material and
electron transport in the acceptor material. Another important factor is the free carrier
drift length ldrift defined as:

ldrift = µτcF (2.13)

Where τc is the charge carrier lifetime (the average time that the carrier exists before
recombining). ldrift along with the morphological composition of the film determine the
efficiency of free carrier transport to the electrodes. ldrift additionally limits the thickness
of the photoactive layer film for efficient device performance. If film thickness is much
greater than ldrift, then the majority of carriers will recombine before reaching the electrical
contacts for extraction. If a free charge carrier is successful in reaching an electrical contact,
the charge can be extracted provided the provided the work function of the metal electrode
or TCO is equal to or less than the donor HOMO and acceptor LUMO levels. If the
difference between the work function of the cathode contact and the donor HOMO (or the
anode contact and the acceptor LUMO) are large then this will result in additional voltage
losses, affecting the maximum achievable VOC of the device.
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Figure 2.7: An energy diagram illustrating the key steps during the operation of
an organic solar cell. In this example, an electron in the donor material is excited
but the same concepts apply to photo-excitation in the acceptor material.
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2.3.5 A Brief History of Organic Photovoltaics

Research into the PV effect in organic materials has a long history covered in more de-
tailed reviews elsewhere [30, 68]. Much of the early development in the first half of the
20th Century focused on studying organic dyes and related materials [68]. The first or-
ganic compound to exhibit photoconductivity was anthracene [69, 70] followed by similar
discoveries in a number of other organic materials such as methylene blue [71], chlorophylls
[72, 73] and phthalocyanines [74, 75]. Many of these materials were also among the first
organic compounds to demonstrate the PV effect by placing the organic material between
two different metal contacts. However, the efficiency of these devices was significantly
inferior to inorganic-based devices with PCEs remaining below 0.1% [73, 68].

Initial investigations into the photoconductivity of polymers focused on poly(vinyl car-
bazole) (PVK) [76] and later it was discovered that the conductivity of other polymers
such as polyacetylene and poly(sulphur nitride) could be increased in the presence of par-
ticular dopants [77]. PV devices made from these polymers suffered from low open-circuit
voltages that severely limited PCE values. In the early 1990s, attention shifted to the
poly(p-phenylene vinylene) (PPV) and derivative polymers such as MEH-PPV and HO-
PPV [78, 79]. These polymers demonstrated reduced voltage losses but power conversion
efficiencies were still limited to around 0.1% [80, 81, 82]. An important observation was
the sensitivity of PPV to atmospheric oxygen, which acts as a dopant due to its electron-
accepting properties, analogous to a heterojunction in PV devices.

As mentioned previously, excitons require a heterointerface for dissociation (i.e. two dif-
ferent materials with different HOMO and LUMO levels). This concept was first realised
by Tang in 1986 with the development of the Tang Cell; a bilayer PV device consisting of
copper phthalocyanine and a perylene derivative [83]. The enhanced exciton dissociation
efficiency at the donor-acceptor increased device PCE to around 1%. Following this break-
through, numerous bilayer material systems were studied with the most successful devices
based on polymer/C60 architectures using polymers such as MEH-PPV [84] and PPV [85].
C60 is a member of the fullerene family of electron acceptors and will be discussed in further
detail below.

One of the primary factors determining PV device efficiency is the abundance of heteroint-
erfaces in the device for exciton dissociation. Due to the tightly bound, short-lived nature
of excitons, the limited diffusion length provides an upper limit to the distance excitons
should be formed from a donor-acceptor interface in the photoactive film. Although the
bilayer architecture permits efficient exciton dissociation at the donor/acceptor interface,
the thickness of these layers is restricted to the exciton diffusion length of each material as
only the 10nm or so closest to the electrical contacts will contribute to the photocurrent.
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This severely limits the optical depth of the photoactive layer, limiting the light-harvesting
capabilities of the device. A successful solution to this was to use a distributed interface
where the acceptor and donor materials are combined in a blend thin film creating a bulk
heterojunction (BHJ) (Figure 2.8). In this configuration, interfacial area is significantly
increased and films with considerably greater optical depth (∼ 100nm) can be fabricated.
To prepare such architectures, the donor and acceptor materials are typically deposited
from a blend solution or are co-evaporated to form a phase-separated film composed of an
interpenetrating network of donor and acceptor domains.

Figure 2.8: An illustration of a two-phase bulk heterojunction organic solar cell
composed of donor and acceptor domains.

The first demonstration of a mixed donor and acceptor layer in an organic solar cell involved
the addition of third mixed dye/dye blend layer, placed between the phthalocyanine and
perylene layers of a Tang cell and resulted in a two-fold increase in device photocurrent [86].
This concept was then extended to polymer/C60 systems [87, 88] but the poor solubility
of C60 in most solvents limited the approach. To overcome this, a number of fullerene
derivatives with solubilising side-chains were synthesised [89] allowing polymer/fullerene
devices to reach PCEs as high as ∼2-3% [31, 90].

After the initial demonstrations of bulk heterojunction organic solar cells, much of the
research in the 2000s focused on developing materials, processing conditions and device
architectures to increase device efficiency. The largest increases in PCE have been due to
the synthesis of a new class of electron acceptor materials called non-fullerene acceptors
(NFAs) which now greatly outperform fullerene-based acceptors. In the following section,
an overview of electron acceptor materials and conjugated donor polymers used in organic
photovoltaics is provided.

28



Section 2.3

2.3.6 Electron Acceptors in Organic Photovoltaics

Traditionally, fullerene acceptors have been the electron acceptor of choice in organic pho-
tovoltaics because of their exceptional electronic properties [91]. Fullerenes are composed
of a large conjugated carbon-cage in a ball-like structure. Although much of the early
developments of OPV focused on C60 and C70 molecules, soluble fullerene derivatives such
as PC61BM and PC71BM, dominated the majority of research focus in the early 2000s due
to their increased compatibility with solution-processing. Although this led to a steady rise
in power conversion efficiencies during the early parts of the century [11], fullerenes have
a number of limitations that resulted in a PCE enhancement bottleneck. The primary
limitations of fullerenes include weak absorption of the solar spectrum, limited molecular
tunability, expensive synthesis costs, poor miscibility with some conjugated polymers and
poor stability [92].

In 2015, 3,9-bis(2-methylene-(3-(1,1-dicyanomethylene)-indanone))-5,5,11,11-tetrakis(4-hex
ylphenyl) -dithieno[2,3-d:2’,3’-d’]-s-indaceno[1,2-b:5,6-b’]dithiophene (ITIC), an NFA based
on an acceptor-donor-acceptor (A-D-A) structure was synthesised producing devices capa-
ble of PCEs as high as 6.80% in a blend with a common conjugated polymer (poly[4,8-bis(5-
(2-ethylhexyl)thiophen-2-yl)benzo[1,2-b;4,5-b’]dithiophene-2,6-diyl-alt-(4-(2-ethylhexyl)-3-
fluorothieno[3,4-b]thiophene-)-2-carboxylate-2-6-diyl)], PTB7-Th) [93]. Typically NFAs
are composed of long conjugated backbones with solubilising side-chains and electron with-
drawing end-groups. Shortly after the emergence of ITIC, optimisation processing condi-
tions and blending with a new conjugated polymer (poly[(2,6-(4,8-bis(5-(2-ethylhexyl)thio-
phen-2-yl)-benzo[1,2-b:4,5-b’]dithiophene))-alt-(5,5-(1’,3’-di-2-thienyl-5’,7’-bis(2-ethylhexy-

l)benzo[1’,2’-c:4’,5’-c’]dithiophene-4,8-dione)], PBDB-T) pushed efficiencies beyond 11%
[94]. NFAs offer a wealth of chemical tunability possibilities allowing the absorption win-
dow and energy levels of the molecule to be controlled. For example, since the synthesis
of ITIC, a number of ITIC-based derivatives have been synthesised pushing efficiencies
beyond 12% [95, 96]. Several NFAs such as those based on the IDTBR family of acceptors
have also demonstrated impressive stabilities compared to fullerene-based systems [97, 98].

When work began on this thesis, ITIC-based systems were considered the state-of-the-art
materials for OPV applications. However, over the past few years this has quickly been re-
placed by more efficient families of acceptors. Most notably the 2,2’-((2Z,2’Z)-((12,13-bis(2-
ethylhexyl)-3,9-diundecyl-12,13-dihydro-[1,2,5]thiadiazolo[3,4-e]thieno[2", 3’:4’,5’]thieno[2’,
3’:4,5]pyrrolo[3,2-g]thieno[2’,3’:4,5]thieno[3,2-b]indole-2,10-diyl)bis(methanylylidene))bis(5,
6-difluoro-3-oxo-2,3-dihydro-1H-indene-2,1-diylidene))dimalononitrile (Y6) family of NFAs
has demonstrated PCEs as high as 19% [32, 33].
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2.3.7 Polymers
A common group of materials used in organic electronics are polymers. Polymers are
large molecules, composed of many repeat units called monomers which are covalently
bonded together to form a long chain [48]. The number of monomers in the chain N
is termed the degree of polymerisation. Generally, the synthesis of polymers results in a
distribution of values for N characterised by a weight average (molecular weight, Mw) and
a number average (molecular number, MN). The ratio of Mw and MN gives a measure of
the distribution of N and is termed the polydispersity index PDI.

Ideal Random Walks

The overall dimensions of a polymer chain and their relation to the degree of polymerisation
can be described in the framework of an ideal random walk for a freely jointed chain. In
this simple model, it is assumed that a polymer is composed of N links of length a and
that bonds between links are freely rotating with independent rotations. This means that
the path of the polymer chain in space is a random walk where the end-to-end vector r
is the sum of N step vectors ai (i.e. the direction and size of each individual link in the
polymer chain):

r = a1 + a2 + . . .+ aN =
N∑

i=1
ai (2.14)

Which means the mean end-to-end distance of the polymer chain is:

⟨r · r⟩ = ⟨r2⟩ =
〈(

N∑
i=1

ai

)
·

 N∑
j=1

aj

〉 =
〈∑

i=1

∑
j=1

ai · aj

〉 (2.15)

and for the N cases where i = j:

⟨r2⟩ = Na2 +
〈∑

i ̸=j

ai · aj

〉 (2.16)

For a freely jointed polymer chain, there is no correlation between the directions of each step
as they are random. As a result, the cross-terms in Equation 2.16 cancel when averaging
giving the well-known relationship for a random walk:

⟨r2⟩ = Na2 (2.17)
In terms of polymers, this means that the overall size of the polymer chain is proportional
to the square root of the number of steps (i.e. monomers) in the chain. In reality, the
bonds connecting monomers in a polymer chain have a bond angle associated with them
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and cannot rotate freely. In this scenario, the cross-terms in Equation 2.16 do not cancel
out and instead are equal to a2cosθ where θ is the bond angle between successive links in
the polymer chain. However, as cosθ is always less than 1, this means that short-range
correlations die away along the chain and the familiar random walk result in Equation 2.17
is recovered.

Polymer Crystallisation

Polymers used in OPV technologies are typically categorised as amorphous (glassy) or
semi-crystalline [99]. Amorphous polymers are disordered in the solid-state, and tend to
be glassy materials at room temperature. They are characterised by a glass transition
temperature Tg, defined by a discontinuous change in thermodynamic quantities that are
second derivatives of free energy [48]. At temperatures below Tg, the polymer is vitrified
and chains are immobile. At temperatures above Tg, the amorphous polymer transitions
from a glass to a liquid and polymer chains have a greater degree of mobility.

In contrast to elemental solids and small molecules, very few polymers can attain a fully
crystalline state with full three-dimensional positional order. As a result, most polymers
are semi-crystalline with very small crystals dispersed throughout an amorphous matrix.
This behaviour is driven by the intrinsically slow kinetics associated with polymers be-
cause of their entangled state and built-in molecular disorder. The main driving forces
determining polymer crystallisation are related to polymer architecture. Crystallisation is
often hindered because of quenched disorder where the energy barrier for the polymer to
reassemble into a more ordered arrangement is so large that the architecture is locked in
place, even at absolute zero. Examples of factors, which can lead to quenched disorder in
polymers include:

• Tacticity: the stereochemistry randomness or tacticity of a polymer with more than
one type of chemical group attached to each carbon atom influences the resulting crys-
tallisation behaviour of the polymer. As illustrated in (Figure 2.9), Isotactic polymers
have the same side groups on the same side of the chain, syndiotactic polymers have
an alternate arrangement and atactic polymers have a random arrangement. Atactic
polymers exhibit quenched disorder as there is a large energy barrier to rotate the
chemical groups into a more ordered isotactic or syndiotactic arrangement. For this
reason, atactic polymers rarely crystallise and instead form amorphous glasses.

• Branched side-chains: the presence of branched side-chains hinder crystallisation
as it is considerably harder for the polymer chains to pack into a regular crystal. In
contrast, polymers that contain linear side-chains can pack much more easily into an
ordered arrangement.
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Figure 2.9: An illustration of three different polymer stereochemistries: isotatic,
syndiotactic and atactic. X and Y are different chemical groups attached to each
main chain carbon atoms.

• Copolymers: Copolymers are polymers composed of more than one type of repeat
unit. Repeat units can organise in an alternate arrangement such as in the case of
block copolymers or in a strictly prescribed but not periodic arrangement such as for
sequenced copolymers. Random copolymers, composed of a random arrangement of
repeat units can lead to quenched disorder, hindering crystallisation.

• Regioregularity: Polymer repeat units can also display isomerism. Regioregular
polymers are composed of repeat units derived from the same isomer of the monomer.
For example, regioregular poly(3-hexylthiophene) (P3HT) which has a regular end-
to-end side-chain arrangement and is therefore semi-crystalline.
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The basic unit of most polymer crystals is the chain-folded lamellae where the lamellar
thickness L is independent of molecular weight and is typically ∼10nm [?]Jones2002).
Ordered, chain-folded lamellae are separated by amorphous regions and individual polymer
chains can be involved in multiple lamella and amorphous regions. At larger length scales,
chain-folded lamellae crystallites can self-assemble into spherulites [100]. Here, sheaves
of lamellar crystallites connected to amorphous segments, grow radially from a central
nucleus forming structures up to micrometres in size. Such semi-crystalline systems are
characterised by both a glass transition and a melting temperature Tm.

Conjugated Polymers

Polymers that possess conjugation (alternating single and double carbon bonds) are bene-
ficial to a range of optoelectronic applications because their extended π-systems can absorb
and emit light, and transport electrical charge. In OPV BHJ devices, conjugated polymers
are often used as the donor material with small-molecule electron acceptors (SMAs). The
highest efficiency devices are typically fabricated from semi-crystalline polymers due to
their enhanced molecular ordering which aids charge transport in the device. Common
examples include P3HT [97], PffBT4T-2OD (PCE11) [101], PTB7-Th [93] and PBDB-T
(PCE12) [94].

2.4 The Thermodynamics of Phase Separation
To understand phase-separation in OPV blend films it is necessary to consider the ther-
modynamics of mixing. Generally speaking, two species will mix together if the mixture is
more energetically favourable than the two separate components. Mathematically, this is
described in terms of the free energy change of the mixture Fmix. The free energy of the
mixture is related to the change in entropy Smix and change in interaction energy Umix of
the mixture through the well know thermodynamic relation Fmix = Umix −TSmix where T
is temperature.

For a two-phase mixture containing a species A with volume fraction ϕA and a species
B with volume fraction (ϕB ϕA + ϕB = 1), the change in entropy can be calculated by
considering each molecule of A and B arranged on a lattice where each lattice site has
z nearest neighbours. The entropy per site can then be calculated using the Boltzmann
formula:

S = −kB

∑
i

pi ln pi (2.18)

Where entropy is the sum over all states in the system i, each with probability pi. For the
simple two-phase mixture of A and B, Smix is therefore given as:
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Smix = −kB(ϕA lnϕA + ϕB lnϕA) (2.19)
Here it is assumed neighbouring sites are independent of each other (mean field assump-
tion). To find the energy of mixing Umix it is assumed that molecules interact only with their
nearest neighbours in a way that it is pairwise additive. The energy of interaction between
two neighbouring A molecule sites is ϵAA, between two neighbouring B molecule sites is ϵBB

and neighbouring A and B sites is ϵAB. Assuming each lattice site has zϕA A neighbours and
zϕB B neighbours, the interaction energy per site is then (z/2)(ϕ2

AϵAA+ϕ2
BϵBB+2ϕAϕBϵAB).

Substracting this from the energy of the unmixed state ((z/2)(ϕAϵAA + ϕBϵBB)) gives the
energy of mixing as

Umix = z

2[(ϕ2
A − ϕ2

A)ϵAA + (ϕ2
B − ϕ2

B)ϵBB + 2ϕAϕBϵAB] (2.20)

The strength of the energetic interaction between molecules A and B can be characterised
by a single dimensional parameter - the interaction parameter χ defined as:

χ = z

kBT
(2ϵAB − ϵAA − ϵBB) (2.21)

Assuming ϕA + ϕB = 1, Equation 2.20 can be written as:

Umix = χϕAϕB (2.22)
Finally, using the thermodynamic relation Fmix = Umix −TSmix, the free energy of mixing
can be written as:

Fmix

kBT
= ϕA lnϕA + ϕB lnϕB + χϕAϕB (2.23)

Equation 2.23 is a relatively simple equation but allows the phase behaviour of a mixture
to be explored as a function of composition, depending only on temperature and the value
of a single dimensionless parameter χ. In Figure 2.10, the free energy of mixing is plotted
as a function of the volume fraction of polymer A, ϕA for different values of χ. At χ values
> 2 the free energy curve has two minima and a maximum at ϕA = ϕB = 0.5. Here,
it is energetically unfavourable for the polymers to mix and at ϕA = 0.5 the mixture is
unstable because the free energy can be minimised if the mixtures phase separates into
two components with concentrations depending on the position of the two minima. These
compositions are termed the coexisting compositions and share a common tangent line (i.e.
their derivatives are the same). The locus of these two points as temperature and the
interaction parameter are changed gives the coexistence curve or binodal. For χ values < 2
the free energy curve has a single minimum at ϕA = ϕB = 0.5. Here, the minimum free
energy of the system occurs when the polymers are mixed in a 50:50 mixture. A critical
value of the interaction parameter can therefore be defined as:
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χ > χc = 2 for phase separation
χ < χc = 2 single phase at all compositions

Figure 2.10: Free energy of mixing Fmix for a system of two species A and B
for different values of the interaction parameter χ.

Another interesting characteristic of the free energy curves shown in Figure 2.10 is that their
curvature (d2F/dϕ2) may be positive or negative. A change in curvature from negative to
positive defines a change from an unstable mixture to a stable one. The boundary between
these two conditions therefore occurs when d2F/dϕ2 = 0. The values of temperature
and the interaction values for which this condition is satisfied is termed the spinodal. In
Figure 2.11, the phase diagram for a mixture of two species A and B is plotted showing the
binodal and spinodal curves. At conditions below the binodal curve, the mixture is stable
and will exist as a single phase. At conditions above the spinodal, the mixture is unstable
and will spontaneously phase separate. The intersection of the binodal and spinodal curves
is known as the critical point. At conditions in-between the spinodal and binodal curves,
the mixture is metastable. In the metastable region, the mixture is phase-separated but
the two compositions are not coexisting compositions and are stable with respect to small
fluctuations in composition. The system is locally stable but globally unstable with respect
to separation into two coexisting phases and there is therefore an energy barrier required
to reach the global free energy minimum.
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Figure 2.11: A phase diagram of a system of two species A and B showing the
stable, metastable and unstable regions separated by the binodal and spinodal,
as well as the critical point.

There are two primary phase-separation mechanisms: spinodal decomposition and nucle-
ation. Spinodal decomposition occurs in the unstable part of the phase diagram and results
in a continuous change in composition. The process occurs spontaneously as it is sensi-
tive to the small concentration fluctuations present in any mixture at thermal equilibrium.
Nucleation can occur in the metastable part of the phase diagram. As there is an energy
barrier to reach the global free energy minimum, the system cannot phase separate via
a continuous change in composition. Instead, a large composition fluctuation must take
place forming a nucleus that can then grow in size (homogenous nucleation). Phase sep-
aration via nucleation can also occur as a result of impurities in the system, which lower
the activation energy (heterogeneous nucleation).

2.4.1 Polymer : Polymer Interfaces

For two-phase polymer : polymer mixtures, the entropy of mixing is now also dependent
on the degree of polymerisation N . This is because if the number of monomer units of a
molecule increases from 1 to N , the entropy of mixing per molecule stays the same but the
energy of mixing increases by a factor of N . Equation 2.23 can therefore be rewritten as:
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Fmix

kBT
= ϕA

N
lnϕA + ϕB

N
lnϕB + χϕAϕB (2.24)

Where Fmix represents the free energy of mixing per monomer unit and the interaction
parameter χ is the energy of interaction per monomer which is independent of N . This
approximation is the well-known Flory-Huggins free energy. The phase diagrams discussed
earlier can be recalculated by substituting χ for χN . This means the critical value of the
interaction parameter for polymer mixtures becomes:

χ > χc = 2
N

for phase separation

χ < χc = 2
N

single phase at all compositions

As N is often a very large number for polymers, the unfavourable enthalpathic interaction
that can be tolerated before phase separation occurs is usually much smaller for polymers
compared to small molecules. As a result, polymer mixtures tend to phase separate if they
have a suffiently large degree of polymerisation (i.e. large Mw). In these mixtures, the two
polymer phases are essentially pure but the interfaces between them are not atomically
sharp. For an atomically sharp interface would minimise unfavourable contacts between
the two different polymers but would restrict the number of possible polymer configurations
and therefore have a very large entropy cost. Instead, the interface must be diffuse and
permit the protrusion of polymer chains into the opposite phase. There is therefore an
associated equilibrium interfacial width w that balances the entropy cost of unfavourable
interactions at the interface.

The interfacial width of a polymer : polymer interface can be approximated by again
considering a polymer chain as a random walk. For a polymer mixture containing a polymer
A and a polymer B, loops of polymer A will protrude into the polymer B phase as illustrated
in Figure 2.12. Using the random walk result described above (Equation 2.17), the degree
of polymerisation of protruding loops Nloops is given as:

w ∼ a
√
Nloop (2.25)

Where a is the size of the monomer. The loop has an associated unfavourable energy Uint

due to the unfavourable contacts between segments of polymer A and segments of polymer
B. There are Nloops contacts so Uint can be expressed as:

Uint ∼ χNloopkBT (2.26)
At equilibrium, Uint is of the order kBT so 1 ∼ χNloop. Using Equation 2.25, the interfacial
width w can therefore be expressed as:
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w ∼ a
√
χ

(2.27)

Values of w are typically of the order 1-3nm [48].

Figure 2.12: An illustration of the interface between two polymer phases (A
and B). At the interface there is a mixed region characterised by an interfacial
width w where loops of polymer A protrude into polymer B and vice versa.

2.4.2 Donor : Acceptor : Solvent Systems
The above treatment of two-phase polymer : polymer systems provides insight into the
relationships between the degree of polymerisation, the interfacial width and the interaction
parameter. For many OPV systems, active-layer films are solution-processed and so the
system is in fact a three-phase system composed of donor, acceptor and solvent components.
For such donor : acceptor : solvent mixtures, the Flory-Huggins free energy described
previously (Equation 2.24) is given by:

Fmix

kBT
= ϕS lnϕS + ϕD

ND

lnϕD + ϕA

NA

lnϕA + χSDϕSϕD + χSAϕSϕA + χDAϕDϕA (2.28)

Where ϕS, ϕD and ϕA are the volume fractions of the solvent, donor and acceptor com-
ponents respectively. χSD, χSA and χDA are the Flory-Huggins interaction parameters
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between the solvent:donor, solvent:acceptor and donor:acceptor respectively. ND and NA

are the degree of polymerisation for the donor and acceptor components respectively.

During thin film fabrication, donor and acceptor components dissolved in a mutual solvent
are deposited onto a substrate via methods such as spin-coating (discussed in further detail
in Chapter 3). The driving forces behind blend film formation and the resulting structural
characteristics are governed by kinetic and thermodynamic parameters. Kinetic factors
include the processing conditions that determine the film drying kinetics (e.g. solvent
vapour pressure, film deposition technique). Thermodynamic factors concern the properties
of the material such as the solubilities and interactions of the blend components in the
casting solvents and their crystallisation behaviour [102]. In terms of phase separation,
there are two competing processes during solvent evaporation. These are liquid-liquid
(L-L) and solid-liquid (S-L) phase separation. L-L phase separation occurs via spinodal
decomposition. S-L phase separation occurs when either the donor or the acceptor material
reaches its solubility limit in the solvent. These processes can happen simultaneously or
sequentially depending on the system. If neither happens, the dry film will consist of a
finely mixed blend morphology.

In Figure 2.13, a schematic representation of a ternary phase diagram is shown for a
solvent:donor:acceptor system. The binodal and spinodal curves are shown for different
values of the donor:acceptor Flory-Huggins interaction parameter and the dashed black
line represents the change in composition during solvent evaporation. Initially, the system
consists of a single homogenous phase but during solvent evaporation the system crosses
to the one-phase region to the two-phase region via L-L phase separation. The onset of
this change is strongly linked to χDA, (i.e. low compatibility donor and acceptor with
high χDA leads to a large two-phase region, Figure 2.13). For high χDA cases (blue curves
in Figure 2.13), L-L phase separation leads to domain over-coarsening as a result of the
unfavourable interactions between the donor and acceptor components and high solvent
content during the early stages of evaporation.

In addition to χDA, the depth to which the blend enters the two-phase region (the quench
depth) also influences the extent of L-L phase separation. Large-scale phase-separation
typically occurs for fast solvent evaporation rates with a deep quench depth whilst slow
evaporation rates reduce the extent of L-L phase separation. For systems with small χDA

values, the one-phase region is large and the system reaches the unstable region during
a later stage of solvent evaporation (red curves in Figure 2.13). L-L phase separation is
therefore limited due to the more favourable interactions between the donor and acceptor
components and low solvent content. At this stage, the donor and acceptor components
may have also reached their solubility limits in favour of S-L phase separation instead
of L-L phase separation, resulting in aggregation. S-L phase separation is driven by the
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thermodynamic and kinetic factors discussed previously which determine the nucleation
and growth processes. Materials which tend to crystallise easily (e.g. small molecules),
are more likely to undergo S-L at this stage due to the low activation barrier. These
processes can be controlled by changing the solvent drying dynamics and optimising the
compatibility of the solutes.

Figure 2.13: An illustration of a ternary phase diagram for a system composed
of solvent (S), donor (D) and acceptor (A) components showing the binodal
(dashed) and spinodal (solid) compositions for different donor:acceptor Flory-
Huggins interaction parameters (χDA). The dashed black line represents the
evolution of a blend film composition during solvent evaporation.

2.5 Correlating Self-Assembled Nanostructures with
Optoelectronic Performance and Stability

The self-assembly of donor and acceptor domains in a BHJ organic solar cell plays an
important role in the light-harvesting process through the generation and dissociation of
excitons and proceeding transport and extraction of free charge carriers at the electrodes.
In this section, the characterisation of self-assembled nanostructures is discussed and cor-
related with OPV performance and stability metrics.

There are a number of factors such as chemical design, film morphology and processing
conditions that contribute to the fabrication of a stable, high efficiency OPV device. A

40



Section 2.5

number of these are illustrated in Figure 2.14. A primary aim of this thesis concerns the
characterisation of self-assembled structures in organic electronics. This covers a broad
range of structural properties and requires a diverse range of characterisation techniques.
In this section, an overview of the key structural properties of organic thin films is provided
followed by their relation to OPV device performance and stability.

Figure 2.14: A diagram illustrating the key factors that contribute to a stable,
high-efficiency OPV device. Factors are split into five categories: Chemical
design, processing conditions, device performance, morphology and stability.
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2.5.1 Characterising Self-Assembled Nanostructures in Organic
Thin Films

To fully characterise the three-dimensional, hierarchical structure prevalent in many or-
ganic semiconducting thin films, a combination of structural characterisation techniques
are typically required to probe a broad range of length scales. In Figure 2.15, the typical
length scales probed by common scattering and microscopy based techniques is displayed,
along with the structural properties they can probe in organic thin films. A common
theme throughout this thesis is to divide structural characterisation up into three cate-
gories: small-scale structures, large-scale structures and vertical chemical composition.

Figure 2.15: An illustration of some of the characteristic length scales present
in organic thin films and examples of suitable scattering and microscopy char-
acterisation techniques to probe them.

Small-scale structures concern those ∼0.1 - 1nm in size such as the molecular self-assembly
and orientation of donor and acceptor components in the film. These types of structures
can be characterised using transmission electron microscopy (TEM) [103] and wide angle
scattering methods such as wide angle X-ray scattering (WAXS) and grazing incidence wide
angle X-ray scattering (GIWAXS) [104]. On the larger scale (∼10nm - 1µm), structural
properties of interest include the size and purity of phase-separated domains and crystal-
lites. These structures can be characterised using scanning electron microscopy (SEM),
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atomic force microscopy (AFM) and small angle scattering techniques such as small an-
gle neutron scattering (SANS) [105] and grazing incidence small angle X-ray scattering
(GISAXS) [106]. The vertical chemical composition of the film concerns the distribution of
donor and acceptor domains in the plane perpendicular to the substrate and the composi-
tion of interfaces at the electrodes. It can be characterised using depth-profiling techniques
such as neutron reflectivity (NR) and X-ray reflectivity (XRR) [101, 107, 108]. Key struc-
tural properties relating to each of the three categories are described below. Descriptions
of all structural characterisation techniques used in this thesis are provided in Chapter 3.

Small Scale Structures

The molecular arrangement and orientation of the constituent organic molecules in a thin
film can significantly affect the direction and efficiency of charge transport. In an OPV
device, efficient charge transport is required in the direction perpendicular to the substrate.
Typically, conjugated organic molecules either adopt a face-on or edge-on molecular orien-
tation with respect to the substrate. This is illustrated in Figure 2.16 for a prototypical
NFA (ITIC) [109]. Here, NFA molecular structure has been simplified to represent planar
sheets. In reality, NFAs typically have planar backbones but the end-group and side-
chain moeities can exhibit rotation away from the backbone plane. In Figure 2.16, three
characteristic scattering length scales are labelled: the π-π stacking distance, the lamellar
stacking distance and the alkyl stacking distance. For conjugated materials, charge trans-
port occurs along the π-π stacking distance [110] due to the extended π-electron system.
A face-on molecular orientation with aromatic groups aligned parallel to the substrate is
therefore ideal for OPV systems.

The π-π stacking distance corresponds to the distance between neighbouring aromatic
groups (∼ 3 − 5Å for most organic materials). For NFAs such as ITIC, molecular packing
is dominated by π-π stacking of the terminal end-groups leading to a variety of larger
chain-like and cluster-like aggregated structures [111]. The bulky phenyl-hexyl side-chains
inhibit π-π of the aromatic backbone to avoid the formation of large aggregates. More
generally, conjugated organic molecules can undergo J- and H- type aggregation through
various slipped and columnar π-π stacking motifs respectively [110]. The lamellar stacking
distance corresponds to the backbone-backbone distance or width of the molecule and the
alkyl stacking distance corresponds to the distance between neighbouring side-chains.

In reality, the molecular packing of organic materials in a thin film can be considerably
more complex, particularly for materials that exhibit polymorphism [112]. In such cases,
the thin film structure is often different to the bulk crystal structure of the material due
to the formation of non-equilibrium phases from rapid film deposition techniques such as
spin-coating. Whilst this increases the difficulty of structural characterisation, it is these
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intermediate states of order and the rich phase behaviour of organic molecules which offer
novel processing routes to optimise device performance.

Figure 2.16: An illustration of typical edge-on and face-on molecular orienta-
tions of ITIC, a non-fullerene acceptor. Characteristic stacking directions are
labelled for each orientation.

Large Scale Structures

In Section 2.4 the thermodynamics of phase separation was discussed above with respect
to polymer:polymer blends. During fabrication of a polymer: SMA BHJ blend film, the
constituent components typically phase-separate by the same means to form an interpen-
etrating network of acceptor and donor domains. The exciton diffusion length ld of each
material provides an upper limit of the characteristic phase separation length scale Lp

of the system. If Lp << ld, excitons will reach a heterointerface and dissociate but the
percolation pathway will be insufficient for efficient charge transport and extraction. If
Lp >> ld, most excitons will recombine before they diffuse to a heterointerface for dis-
sociation to occur. If Lp ∼ ld, excitons will diffuse to a heterointerface for dissociation
and there will be a sufficient extraction pathway for free charges to be extracted from the
device.

Historically the optimum morphology of a device was considered to be a two-phase system
of donor and acceptor domains with sharp interfaces (i.e. small interfacial widths w).
More recently, it has been shown that a third, mixed phase of donor and acceptor material
is beneficial for device performance due to an increase in donor/acceptor interfacial area
and a more favourable percolation pathway [105, 113]. The impact of intermixing on
the donor/acceptor interfaces in a BHJ solar cell is demonstrated in Figure 2.17. For
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systems which are too finely intermixed (large interfacial width), there is an insufficient
percolation pathway to the electrodes and free charge carriers recombine. For systems
with diffuse interfaces, the large donor/acceptor interfacial area enhances the efficiency
of exciton dissociation. Systems with sharp interfaces (small interfacial width) have a
significantly reduced interfacial area, limiting sites for exciton dissociation.

The optimal degree of this intermixing termed the percolation threshold has been extracted
for some OPV systems by measuring the amorphous-amorphous phase diagram [113]. In
these studies, device performance can be correlated to the purity of domains and the
Flory-Huggins interaction parameter χ [113, 114, 115].

Figure 2.17: An illustration of different degrees of intermixing in a BHJ blend
film for a finely intermixed system (left), a system with diffuse interfaces (centre)
and a system with sharp interface (right).

Vertical Chemical Composition

In addition to molecular-scale packing and domain self-assembly, the distribution of accep-
tor and donor components in the plane perpendicular to the substrate also has a significant
impact on the extraction of charges at the electrodes. For example, in a device which ex-
tracts holes at the bottom electrode and electrons at the top electrode, an accumulation
of donor material at the film surface could act as a barrier, inhibiting electron extraction.
This is illustrated in Figure 2.18. Here, an acceptor-rich layer has also formed at the
bottom electrode restricting the extraction of holes. Interfacial segregation of this kind
is often driven by differences in miscibility and surface energy of the donor and acceptor
components [108, 116, 117].
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Figure 2.18: An illustration of a BHJ blend film where the top and bottom
electrodes are enriched in donor and acceptor materials respectively.

2.5.2 Photovoltaic Performance
Earlier in this chapter, the characteristic PV device metrics (VOC , JSC , FF and PCE) of a
solar cell were described. In a BHJ OPV device these metrics are related to the morphology
of the photoactive blend film in the following ways [102]:

• Short-circuit current density JSC: Is proportional to the number of incoming
photons that are absorbed by the photoactive BHJ layer and the efficiency of pro-
cesses determining exciton separation and charge transport through the device. It is
therefore related to the absorption profiles and extinction coefficients of the compo-
nent donor and acceptor materials and can be enhanced by increasing the molecular
order of domains and percolation pathway through the device.

• Open-circuit voltage VOC: The VOC of a BHJ OPV device is related to the HOMO-
LUMO energy offset between the donor and acceptor component materials and the
efficiency of charge extraction in the device. Morphological optimisation can lead to a
reduction in voltage losses through improved charge extraction but VOC is ultimately
limited by the HOMO-LUMO offset. A build of donor or acceptor material at an
electrode interface in the device can affect charge extraction and consequently VOC .

• Fill-factor FF : The FF of an organic solar cell is a measure of the efficiency of
generated charge extraction in the device. In a similar way to JSC , it therefore
depends on the efficiency of processes relating to charge generation and transport
in the device and is closely linked to the intermixing of domains and percolation
pathway in the device.
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• Power Conversion Efficiency PCE: The PCE of an OPV device combines the
contributions from JSC , VOC and FF discussed above.

• External Quantum Efficiency EQE: The EQE of an organic solar cell is related
to the generated photocurrent. It is therefore dependent on the absorption profiles
of the donor and acceptor components. From a morphological point of view, it is
impacted by the structural properties as JSC .

2.5.3 Stability

In addition to high-efficiencies, OPV devices must also demonstrate long-term operational
stability to be commercially viable. Whilst some OPV systems have demonstrated lifetimes
as long as 30 years through accelerated ageing tests [42], these tests are not representative
of real-world conditions where temperature, humidity and light intensity undergo daily,
seasonal and annual variances. Some studies have investigated real-world conditions [118,
119]. However, these tests are usually restricted to durations of a year or less and it
is difficult to extrapolate actual operational lifetimes. It is therefore important that the
degradation routes of OPV systems are well understood to extend operational lifetimes for
commercially viable products.

In general, an OPV device will exhibit a burn-in period during the initial stage of stability
testing, corresponding to an exponential PCE loss. This is then followed by linear PCE
loss. Whilst the origin of this burn-in period is not fully understood, numerous potential
causes have been suggested, such as component demixing [120], fullerene dimerization [121]
and trapped energy states [122]. In this section, key degradation factors of organic solar
cells are discussed. Factors are divided into extrinsic factors and intrinsic factors [28].

Extrinsic Factors

Extrinsic stability factors are related to environmental factors such as oxygen, humidity,
temperature and light. Oxygen and water diffusion into the photoactive film can result
in chemical degradation through photo-oxidation of the active layer components [123] and
oxidation of low work function metal contacts resulting in the formation of insulating metal
oxide layers [28]. These processes reduce the efficiency of charge transport and extraction
in the device. Additionally, degradation via light irradiation can occur due to UV-induced
chemical instabilities and photo-oxidation when combined with oxygen [124, 125]. Extrinsic
factors can largely be overcome by encapsulating devices to prevent the ingress of oxygen
and moisture.
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Intrinsic Factors

Intrinsic stability factors are related to the stability of the device materials and compo-
nents. They include morphological and chemical instabilities. A primary cause of in-
trinsic degradation is the use of solvent additives during processing that can increase the
rate of oxygen diffusion into the film and accelerate detrimental photo-chemical reactions
[123, 126, 127]. Morphological instabilities are also linked to component demixing and
formation of large crystallites due to poor thermal stability and large diffusion coefficients
[128]. Whilst relationships between blend nanomorphology and stability are still emerging,
a number of recent studies have aimed to quantify differences in miscibility, crystallisation
behaviour and glass transition temperature with device performance metrics and stability
[114, 128, 115].
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Experimental Methods, Techniques and Theory

3.1 Introduction
This chapter details the experimental methodology used throughout this thesis with par-
ticular focus on neutron and X-ray scattering. The chapter begins with an introduction to
the materials used in this thesis followed by thin film preparation and OPV device fabrica-
tion details. The remainder of the chapter is focused on describing the underlying physics
and apparatus for all experimental characterisation techniques used throughout Chapters
4-7. Unless stated, all work was performed in the Department of Physics and Astronomy,
Hicks Building Sheffield, United Kingdom.

3.2 Materials
The energy levels of all transparent conductive oxides (TCOs), hole transport layers (HTLs),
donor polymers, electron acceptors, electron transport layers (ETLs) and metal contacts
used in this thesis are displayed in Figure 3.1 along with the direction of holes and elec-
trons during charge transfer. For conjugated donor polymers and small molecule electron
acceptors, the highest occupied molecular orbital (HOMO) and lowest occupied molec-
ular orbital (LUMO) energies are listed in Table 3.1. These values have been averaged
from those found in literature as reported values often vary depending on processing con-
ditions and measurement technique (e.g. cyclic voltammetry, ultraviolet photoelectron
spectroscopy).

Material HOMO (eV) LUMO (eV)
PBDB-T -5.30 -3.37
PTB7-Th -5.18 -3.57
PC71BM -6.02 -4.16

ITIC -5.51 -3.86
EH-IDTBR -5.71 -3.90
O-IDTBR -5.53 -3.82

O-IDTBCN -5.75 -3.99

Table 3.1: Table of HOMO and LUMO energies of all OPV materials used in
this thesis. Values averaged from aggregated literature results [129, 95, 130, 94,
131, 132, 133, 134, 93, 135, 136, 137, 97, 138, 139].
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Figure 3.1: The conduction band (CB), valence band (VB), HOMO and LUMO
energies from vacuum for all photovoltaic materials used in this thesis. Values
are averaged from aggregated literature results [129, 95, 130, 94, 131, 132, 133,
134, 93, 135, 136, 137, 97, 138, 139]

All materials and solvents were used as received and stored in a nitrogen-filled glovebox.
Oxygen and moisture levels were kept at <0.1ppm inside gloveboxes for all sample prepa-
ration and measurements. Further information and chemical structures of all materials
and solvents used in this thesis are provided below.

3.2.1 Conjugated Donor Polymers
The chemical structures of conjugated polymers used as donor materials in bulk hetero-
junction blends is shown in Figure 3.2. These include the medium bandgap polymer,
PBDB-T and low bandgap polymer, PTB7-Th. PBDB-T is composed of 2-alkylthiophene-
substituted benzo [1,2-b:4,5-b’] dithiophene (BDT) unit and 1,3-bis(thiophen-2-yl)-5,7-
bis(2-ethylhexyl)benzo-[1,2-c:4,5-c’]dithiophene-4,8-dione (BDD) unit with 2-ethylhexyl side
chains. PTB7-Th is composed of the same BDT unit attached to a thieno[3,4-b]thiophene
(TT) unit. PBDB-T was purchased from Ossila in (batches M1002 or M1001A2). PTB7-
Th was purchased from Ossila (batch M0261A3). The molecular weight, molecular number
and polydispersity index of each batch of polymer are provided in Table 3.2.
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Figure 3.2: Chemical structures of conjugated donor polymers PTB7-Th and
PBDB-T.

Polymer Batch MW MN PDI

PBDB-T M1002 70,532 33,138 2.1
M1001A2 142,718 60.189 2.37

PTB7-Th M0261A3 57,183 29,285 1.95

Table 3.2: Batch details for PBDB-T and PTB7-Th polymers purchased from
Ossila.(MW = molecular weight, MN = molecular number and PDI = polydis-
persity index).
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3.2.2 Small Molecule Electron Acceptors
The chemical structures of all small molecules used as electron acceptors in BHJ blends are
shown in Figure 3.3. These include PC71BM, ITIC, 5,5’[[-4,9,9-tetrakis(2-ethylhexyl)-4,9-
dihydro-s-indaceno[1,2-b:5,6-b’]dithiophene-2,7-diyl]bis(2,1,3-ben- zothiadiazole-7,4-diylm-
ethylidyne)]bis[3-ethyl-2-thioxo-4-thiazolidinone] (EH-IDTBR), 5,5’-[[4,4,9,9-Tetraoctyl-4,
9-dihydro-s-indaceno[1,2-b:5,6-b’]dithiophene-2,7-diyl]bis(2,1,3-benzo- thiadiazole-7,44-diy-
lmethylidyne)]bis[3-ethyl-2-thioxo-4-thiazolidinone] (O-IDTBR), and 2,2’-(((4,4,9,9-tetra-
octyl-4,9-dihydro-s-indaceno[1,2-b:5,6-b’] dithiophene-2,7-diyl)bis(benzo[c][1, 2,5]thiadiaz-
ole-7,4-diyl))bis(methaneylylidene))dimalononitrile (O-IDTBCN). ITIC, EH-IDTBR, O-
IDTBR and O-IDTBCN are part of the acceptor-donor-acceptor (A-D-A) class of NFAs.
In the case of ITIC, an indacenodithieno[3,2-b]thiophene (IT) central donor unit with
phenylhexyl side-chains is flanked by 2-(3-oxo-2,3-dihydroinden-1-ylidene) malononitrile
(IC) acceptor end groups. EH-IDTBR and O-IDTBR acceptors consist of an indacen-
odithiophene (IDT) core with either branched 2-ethylhexyl (EH-IDTBR) or linear n-octyl
(O-IDTBR) side-chains flanked on either side by electron-deficient benzothiadiazole (BT)
and 2-ethylrhodanine moieties. O-IDTBCN has an identical IDT core and n-octyl side-
chains as O-IDTBR but the rhodanine terminal groups are substituted with a dicyanovinyl
(DCV) electron withdrawing unit. ITIC (>99.0%) and PC71BM (95%) were purchased
from Ossila. EH-IDTBR, O-IDTBR and O-IDTBCN were purchased from 1-Material.

3.2.3 Deuterated Non-Fullerene Acceptors
For neutron scattering experiments, NFAs with deuterium-labelled end-groups or side-
groups were synthesised by collaborators to increase the neutron scattering length density
contrast between the acceptor and conjugated donor polymer (discussed later). The chem-
ical structures of all deuterated NFAs are shown in Figure 3.4. These include end-group
deuterated ITIC (d8-ITIC) and side-chain deuterated ITIC (d52-ITIC), O-IDTBR (d-O-
IDTBR), EH-IDTBR (d-EH-IDTBR) and O-IDTBCN (d-O-IDTBCN).

3.2.4 Solvents and Solvent Additives
All solvents and solvent additives used in this thesis were purchased from Sigma Aldrich
(99.8%, anhydrous). The chemical structures of casting solvents used to make solutions
for OPV thin films are shown in Figure 3.5. These include chlorobenzene (CB), chloroform
(CF), o-xylene, carbon disulphide (CS2) and acetone. Additionally, the chemical structure
of 1,8-diiodooctane (DIO), a high boiling point solvent additive is displayed as it was used
for the preparation of samples throughout Chapter 5. The properties of all solvents and
additives used in this thesis are summarised in Table 3.3.
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Figure 3.3: Chemical structures of fullerene acceptor PC71BM and non-fullerene
acceptors ITIC, EH-IDTBR, O-IDTBR and O-IDTBCN.
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Figure 3.4: Chemical structures of deuterated NFAs d8-ITIC, d52-ITIC, d-O-
IDTBR, d-O-IDTBCN and d-EH-IDTBR.

54



Section 3.2

Figure 3.5: Chemical structures of casting solvents (chlorobenzene, chloro-
form, o-xylene, carbon disulphide and acetone) and solvent additives (1,8-
diiodooctane and diphenyl ether).

Solvent Formula Bp ρ
κa vp Polar/

(°C) (g/cm3) (mmHg)a Non-Polar
Chlorobenzene C6H5Cl 132 1.11 6 12 Non-Polar

Chloroform CHCl3 61 1.48 5 158 Non-Polar
O-Xylene C8H10 144 0.90 2.57 6 Non-Polar

Carbon disulfide CS2 46 1.26 3 400 Non-Polar
Acetone C3H6O 56 0.79 21 240 Polar

Methanol CH4O 65 0.79 33 128 Polar
Isopropyl alcohol C3H8O 83 0.79 19 44 Polar
Dichloromethane CH2Cl2 40 1.33 9 475 Polar
1,8-diiodooctane C8H16I2 168 1.84 − 0.003 Non-Polar

2-methoxyethanol C3H8O2 124 0.97 16.93 6 Polar
Ethanolamine C2H7NO 171 1.01 38 0.5 Polar

Table 3.3: Table of solvent properties for all solvents used in this thesis. Bp

= boiling point, ρ = mass density, κ = dielectric constant and vp = vapour
pressure, − = unknown or not documented. Data was accumulated from various
sources [140, 141, 142, 143].aMeasured at T = 20°C.
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3.2.5 Charge Transport Layers
The choice of charge transport layers (CTLs) in OPV devices generally depends on the de-
vice architecture in use. Materials with high electron affinity such as zinc oxide (ZnO) and
poly(9,9-bis(3’-(N,N-dimethyl)-N-ethylammonium-propyl-2,7-fluorene)-alt-2,7-(9,9-dioctyl
fluorene))dibromide (PFN-Br) are used as electron transport layers (ETLs) and materials
with low electron affinity such as poly(3,4-ethylenedioxythiphene):polystyrene sulfonate
(PEDOT:PSS) and molybdenum oxide (MoO3) are used as hole transport layers (HTLs).
The chemical structures of PFN-Br and PEDOT:PSS are displayed in Figure 3.6. In ad-
dition to good charge transport abilities, there are several other properties that should
be considered when selecting a CTL such as scalability, toxicity, chemical stability and
transparency [144, 145]. For scalability, solution-processable CTLs such as ZnO and PE-
DOT:PSS are desirable for high throughput printing processes, however the materials must
be soluble in an appropriate orthogonal solvent which does not dissolve other materials in
the device (e.g. the photoactive layer). Additionally, materials which are toxic or harmful
to human health such as carcinogenic NiOx and VOx should be avoided for better com-
patibility with large-scale manufacturing. In terms of stability, CTLs should be resistant
to photodegradation and avoid unwanted chemical reactions with active layer materials.
In this thesis, sol-gel-derived ZnO CTLs were prepared via a hydrolysis reaction using a
precursor solution of 219.5mg zinc acetate dihydrate (Sigma Aldrich) in 2mL 2-ME with
60.4µL ethanolamine acting as a stabilizer [146]. Precursor solutions were left stirring vig-
orously for 12h and filtered through a 0.45µm PTFE microdisc filter before use. PFN-Br
(Ossila batch M2230A1 or Lumtec) solutions were prepared in methanol at a concentration
of 0.5mg/mL and left stirring overnight at room temperature. PEDOT:PSS in de-ionised
(DI) water solution was purchased from Ossila (Al 4083). Before thin-film deposition,
PEDOT:PSS solution was filtered through a 0.45µm PVDF microdisc filter. MoO3 was
purchased from Sigma Aldrich and used as received.

Figure 3.6: Chemical structures of hole charge transport layers PEDOT:PSS
and electron charge transport layer PFN-Br.
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3.3 OPV Solution Preparation and Thin Film Depo-
sition

The majority of experiments in this thesis were performed on pure or blend thin films.
Here a general overview of the solution preparation and thin film fabrication protocols are
provided. These steps were used for all samples of interest in Chapter 4, Chapter 5 and
Chapter 6 to ensure consistency and reproducibility.

3.3.1 Making OPV Solutions
The first step to prepare organic thin film samples or devices is to make the solution. In this
thesis, all dry materials were weighed out in a fumehood in amber glass vials and solvents
were added inside a nitrogen-filled glovebox. For blend solutions, the donor polymer was
weighed out first followed by the acceptor material in the required weight ratio. After
solvents were decanted, vials were wrapped in parafilm to prevent solvent evaporation
and magnetic stirrer bars were added before leaving to stir overnight in the glovebox to
dissolve. Solutions made from high boiling solvents (e.g. chlorobenzene and o-xylene) were
left stirring at 60°C and those made from lower boiling point solvents (e.g. chloroform,
carbon disulphide and acetone) were left stirring at room temperature.

3.3.2 Substrate Cleaning Procedure
All transparent substrates in this thesis were cleaned in the same way before thin film
deposition using the following procedure:

1. Sonication Step 1: Substrates are first placed in a glass beaker and immersed in a
mix of boiling DI water and Hellmanex (Z805939, 5 vol%) solution at a volume ratio
of approximately 3:1 (DI water:Hellmanex) and then sonicated for 10 minutes in an
ultrasonic water bath.

2. Sonication Step 2: Substrates are then rinsed with DI water and transferred to a
separate glass beaker containing boiling DI water and again sonicated for 10 minutes
to remove any residual Hellmanex.

3. Sonication Step 3: Substrates are transferred to a third glass beaker containing
isopropyl alcohol (IPA) and sonicated for a final 10 minutes.

4. UV-ozone Treatment: Substrates are dried using a nitrogen gun and placed in an
ultra-violet ozone (UVO) cleaner for 15 minutes.

Silicon substrates used were RCA cleaned following the reported procedure [147].
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3.3.3 Spin-Coating
All thin films in this thesis were deposited via spin-coating. The desired material is dis-
solved in an appropriate solvents and a small amount is cast onto a spinning substrate.
The combination of centrifugal forces and surface tension spread the solution across the
substrate whilst the solvent evaporates to leave behind a uniform layer, a few nm to a few
µm thick. Figure 3.7 displays this process which is typically divided into four main steps
[148]:

1. Deposition: A substrate is secured onto a chuck either by vacuum or indentation
and a small amount of solution, (typically 10-200µL is deposited via a pipette onto
the substrate either before rotation (static deposition) or during rotation (dynamic
deposition).

2. Spin-Up: The chuck is accelerated rapidly to reach the desired spin speed (typically
1000-6000 rotations per minute (rpm)). The centrifugal motion of the rotating chuck
spreads the solution across the substrate.

3. Spin-Off: The majority of the solution is spun off the substrate to the edges of the
spin coater and the remaining solute concentrates into a thin film.

4. Evaporation: The thin film continues to thin as more solution is expelled and
evaporated. The rate of solvent evaporation is dependent on a number of factors such
as solvent volatility, vapour pressure and the spin-coating environment (in ambient
or in a glovebox).

Figure 3.7: An illustration of the key steps in the spin-coating process.
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Spin-coating is a low cost, relatively easy technique which outputs uniform, reproducible
thin films with a high degree of thickness control. As such, its use is widespread both
in research environments and across a diverse range of industrial sectors. For organic
electronics, spin-coating is used extensively as it is capable of achieving the uniform thin
films essential for high performing devices as well as the fast film drying times typically
required for optimum nanostructure self-assembly [149, 150]. Despite such attributes, spin-
coating is an inherently single-substrate process and it is therefore not capable of the
high throughput achieved in roll-to-roll processes [27]. It is also only applicable to small
substrates approximately a few centimetres wide and the majority of solution (95-98%)
is wasted as it is expelled from the substrate [148]. This is not an issue for research
environments but limits its applicability for large-scale manufacturing.

There are a number of theories that have been developed to describe the spin-coating
process [148, 151, 152]. In general, the relationship between the spin-coated film thickness
(L) and the rotational speed of the spin coater (ω) is approximated by the following relation:

L ∝ 1√
ω

(3.1)

The exact film thickness is not only dependent on spin speed but also on a number of
other parameters such as solid concentration, solvent boiling point, vapour pressure, sol-
vent viscosity etc. Typically, the spin speed curve for a particular solution is calculated by
measuring the thickness of one or more spin-coated films using techniques such as spec-
troscopic ellipsometry or Dektak profilometry. This allows a proportionality constant to
be calculated from Equation 3.1 and a spin speed for a particular desired thickness can be
determined.

3.3.4 Post-Deposition Treatments

After thin film deposition, it is common for the film to be treated by steps such as thermal
annealing or solvent annealing to remove additional solvent and to optimise the nanomor-
phology of the blend film [153, 101, 154]. In this thesis, thermal annealing is used frequently
to remove residual high boiling point solvents such as DIO and to control the crystallisa-
tion and phase separation of the component materials. All thermal annealing of organic
layers in this thesis was performed in a nitrogen-filled glovebox at temperatures between
40-200°C for 10 minutes. Typically, thermal annealing was performed directly after film
fabrication and samples were left to cool before further manipulation or characterisation.
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3.4 Organic Photovoltaic Devices
The device performance metrics of a solar cell were described earlier in Subsection 2.3.3.
Here the typical protocols for fabricating OPV devices are described along with the exper-
imental setups used to characterise device performance and stability.

3.4.1 Device Architecture
The highest efficiency OPV devices are comprised of a series of sequentially deposited pla-
nar layers where the light-harvesting active layer is sandwiched between charge transport
layers and electrodes. Typically, PV devices are described as having an inverted or con-
ventional architecture (Figure 3.8). Here the difference is simply the direction of charge in
the device, which in turn determines the choice of CTL and electrode materials.

Figure 3.8: An illustration of the inverted and conventional device stacks used
to fabricate the single junction organic solar cells described in this thesis. Below,
the direction of holes and electrons during device operation in an 8-pixel device
for each architecture are illustrated for side-view and top-view orientations.
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For inverted architecture devices, electrons are collected at the bottom electrode (anode)
and holes are collected at the top electrode (cathode). For conventional architecture de-
vices, the opposite is true (holes collected at the bottom electrode, electrons collected at
the top electrode). A combination of inverted and conventional device architectures were
used throughout this thesis using 8-pixel indium tin oxide (ITO) substrates. In Chap-
ter 4 and Chapter 5, devices were fabricated in a conventional architecture in a stack of
glass/ITO/PEDOT:PSS/Active Layer/PFN-Br/Ag. In Chapter 6, devices were fabricated
in an inverted architecture in a stack of glass/ITO/ZnO/Active Layer/MoO3/Ag. In the
8-pixel configuration, devices are illuminated through bottom glass substrate and charges
are directed to the contacts at the edge of the device as illustrated in Figure 3.8. Further
information about device architectures and design can be found in more detailed reviews
reported elsewhere [155, 156, 144].

3.4.2 Device Fabrication
The steps followed for OPV device fabrication are illustrated below in Figure 3.9.

Figure 3.9: An illustration of the typical device fabrication protocol steps used
to make OPV devices.
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These are:

1. Substrate Cleaning: 8-pixel pre-patterned ITO substrates (Ossila - S211) were
cleaned following the procedure outlined above in section 1.3.2.

2. CTL deposition: For conventional architecture devices, PVDF-filtered PEDOT:PSS
solution was dynamically spin-coated at 6000rpm for 30s to form films approximately
30-40nm thick. For inverted devices, a ZnO precursor solution was statically spin-
coated at 3000rpm for 30s.

3. CTL patterning: To expose the ITO pixels at the edge of the substrate, the CTL
was patterned via swabbing with a cotton bud. PEDOT:PSS layers were swabbed
with DI water and ZnO precursor layers were swabbed with methanol.

4. CTL thermal annealing: PEDOT:PSS layers were thermally annealed at 110°C
for 15 minutes in air and then transferred to a nitrogen-filled glovebox and annealed
for a further 15 minutes at 110°C to remove any excess water. ZnO precursor layers
were thermally annealed at 150°C for 25 minutes in air forming ZnO via the sol-gel
process described previously (section ).

5. Active layer deposition: Active layer solutions consisting of a blend of donor
conjugated polymer and small molecule electron acceptor materials were dynamically
spin-coated to produce films approximately 80-100nm thick.

6. Active layer thermal annealing: If required, active layer films were thermally
annealed in a nitrogen-filled glovebox at temperatures between 80-200°C for 10 min-
utes.

7. PFN-Br deposition: For conventional architecture devices, the electron transport
layer PFN-Br was dynamically spin-coated at a spin speed of 3000rpm for 30s.

8. Active layer patterning: The active layer (and PFN-Br layer for conventional
architecture devices) are patterned via gentle scraping with a razor blade to expose
ITO pixels at the edge of the substrate.

9. Top electrode evaporation: For inverted devices, MoO3 (10nm) and Ag (100nm)
layers were thermally evaporated at a pressure of 2 × 10−6mbar through a shadow
mask with a pixel area of 4mm2. For conventional architecture devices, an Ag layer
deposited via the same method.

10. Epoxy deposition: If required, devices are encapsulated using a UV curable epoxy
(Ossila) which is dropped onto the centre of the substrate and covered with a glass
encapsulation slide.
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11. Epoxy UV curing: To cure the epoxy, devices are placed under a UV-lamp for 15
minutes.

12. Test device: Devices are illuminated through an aperture mask and J-V mea-
surements are performed using a Newport 92251A-1000 solar simulator (see Subsec-
tion 3.4.3 for more details).

3.4.3 J-V Characterisation
The final step of the device fabrication protocol outline previously (Step 12 in Figure 3.9)
is to test the device. Figure 3.10 shows the Newport 92251A-1000 solar simulator used to
perform J-V sweeps of OPV devices. Before measurement, light intensity was calibrated
to 100 mWcm−2 (1 SUN) using a NREL certified silicon reference cell. Devices were then
illuminated through an aperture mask with a pixel area of 0.0256cm2 and the applied bias
was typically swept from 0.0V to +1.2V (forward scan) and from +1.2V to 0V (reverse
scan) at a scan speed of 0.4V s−1 using a Keithley 237 source measure unit. The J-V sweeps
presented in this thesis were outputted by averaging forward and reverse scans for each
pixel.

Figure 3.10: The experimental setup for J-V characterisation of OPV devices.
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3.4.4 External Quantum Efficiency
The external quantum efficiency (EQE) of a solar cell was described previously in Chap-
ter 2. In addition to J-V measurements described above, measuring the EQE of an OPV
device provides a further method for comparing device performance. A white light source
(L.O.T.-Oriel GmbH & Co, 10-150W halogen source) is directed towards a monochromator
grating (Spectral Products, DK 240), producing a monochromatic light beam which is inci-
dent on the device. The generated photocurrent is measured using an Xtralien X100 source
measure unit (Ossila). Prior to measurement, the monochromator is calibrated using a sil-
icon photodiode (Newport 818-uv) which generates a known spectral response. Each EQE
spectrum was measured across two wavelength ranges (390-700nm and 700-900nm) which
were then collated into a single spectrum.

3.4.5 Stability Testing
In addition to device efficiency, device stability is also an important metric to consider for
PV commercialisation. In this thesis, the stability of OPV devices was tested under the
following conditions:

• Dark/ ambient conditions: Devices were wrapped in aluminium foil and stored
in a laboratory drawer. Temperature and relative humidity in the laboratory were
maintained at 17-22°C and 55-60% respectively.

• Dark/ inert conditions: Devices were wrapped in aluminium foil and stored in
a nitrogen-filled glovebox at 21-23°C. Devices were periodically tested in ambient
conditions and returned to the glovebox immediately after measurement.

• Light/ ambient conditions: Devices were irradiated in ambient conditions in an
Atlas Suntest CPS+ tester (Figure 3.11) which outputs a spectrum close to AM1.5
at 1 SUN intensity (100mWcm−2) as shown in Bovill et al. [157] . The system
is equipped with a 1500W Xenon lamp with a Temperature and relative humidity
maintained at 41-44°C and 23-27% respectively. Devices were mounted on an Ossila
test board and pixels were tested sequentially under open-circuit conditions approx-
imately every 20 minutes. Device metrics as a function of time were produced by
tracking the three pixels on each device with the highest initial PCE and averaging.

• Light/ inert conditions: Devices were irradiated at 21-23°C in a nitrogen-filled
glovebox by a class ABA LED-based solar simulator (Newport LSH-7320) (Fig-
ure 3.11). Although class ABA, this solar simulator has a lower UV component
than the Atlas light source used to age samples under ambient conditions. Devices
were tested periodically and the four pixels with the highest initial PCE for each
device were tracked and averaged to output device metrics as a function of time.
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Figure 3.11: Atlas Suntest CPS+ tester (left) an LED-based solar simulator
tester inside a glovebox for testing OPV devices (right).

3.5 Film Wetting Behaviour and Surface Energy Char-
acterisation

The term wetting describes the contact between a liquid and solid surface (e.g. a droplet on
a thin film surface) which results from intermolecular interactions. Measuring the contact
angle (θCA), defined here as the angle at which the liquid droplet interface meets the
solid film interface, can provide information about the wetting and physical properties of
a material. In Figure 3.12, the change in contact angle of a water droplet on a surface
is shown for different degrees of wettability. In the case of no wetting (e.g. water on
a super hydrophobic surface), θCA = 180°. For total wetting (e.g. water on a super
hydrophilic surface), θCA = 0°. Typically for most surfaces, a droplet partially wets and
0° < θCA < 180°.

3.5.1 Contact Angle Goniometry
Contact angle goniometry measurements are a quantitative way of measuring the ability
of a liquid to coat a surface (i.e. its wettability) and are often used to estimate the
surface energy of a material [117, 116]. In this thesis, all contact angle measurements were
performed using a goniometer (Ossila) (Figure 3.13). The experimental setup consists of a
monochromatic light source, a high-resolution camera and an adjustable sample stage. A
liquid droplet is deposited onto a level thin film surface and an image or video is recorded.
Contact angle values are extracted using the Ossila Contact Angle program that defines a
baseline and traces the shape of the droplet via edge detection. The curve of the droplet
is then modelled by a polynomial function and the gradient at the contact angle intercept
is calculated using simple geometry where θCA = tan−1(gradient).
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Figure 3.12: An illustration of the contact angle of a water droplet on a surface
for different degrees of surface wettability; no wetting, partial wetting and total
wetting.

Figure 3.13: The experimental setup for contact angle goniometry measure-
ments to measure the contact angle of a liquid droplet on a flat interface.
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3.5.2 Surface Energy Estimations
In this thesis, surface energies of various materials were estimated using contact goniometry
measurements. Surface energy is a measure of the incomplete bonding at the surface of a
substrate. A large contact angle due to poor wetting is the result of a substrate with low
surface energy. On the other hand, a small contact angle due to good surface wetting is
the result of a material with high surface energy.

A number of models have been derived to describe surface energy including the Oss-Good
model for polar surfaces [158], the Fowkes [159] and Owens-Wendt-Rabel and Kaelble
[160, 161] models for moderately polar surfaces and the Zisman model for non-polar surfaces
[162]. Each of these models is derived by balancing the forces at play when a liquid droplet
meets a thin film surface as shown in Figure 3.14.

Figure 3.14: Illustration of the forces present at the interface between a liquid
droplet on a solid substrate.

Forces arise from the surface tension due to the solid Interface γs, the solid-liquid interface
γsl and the liquid interface γl. Equating these forces gives Young’s equation [163]:

γs = γsl + γlcosθCA (3.2)
Dupré’s equation defines the work of adhesions Wsl (i.e. the work required to separate the
droplet from the surface):

γsl = γl + γs −Wsl (3.3)
Combining Equation 3.2 and Equation 3.3 gives the Young-Dupré equation:

Wsl = γl(1 + cosθCA) (3.4)
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The Young-Dupré equation is typically the starting point for each of the surface energy
models mentioned above. In this thesis, all surface energy estimates were performed using
the Fowkes model [159]. The Fowkes model is applicable for polar surfaces and assumes
the surface tension of the solid is equal to the sum of dispersive (Van der Waals) (γds) and
polar (γps) interactions between the solid film and liquid droplet:

γs = γds + γps (3.5)

In the Fowkes model, the work of adhesion is given by:

Wsl = 2
(√

γdl · γds + √
γpl · γps

)
(3.6)

where γdl and γpl are the dispersive and polar components of the liquid surface energy
respectively. Equating Equation 3.6 to Equation 3.4 gives the primary Fowkes equation:

√
γdl · γds + √

γpl · γps = γl(1 + cosθCA)
2 (3.7)

To estimate the surface energy of a solid thin film, the contact angle of a purely dispersive
liquid (e.g. hexadecane) is measured so that γpl = γps = 0 and γdl = γl. From this,
Equation 3.7 reduces to:

γds = γdl(1 + cosθCA)2

4 (3.8)

which allows the dispersive component of the surface energy γds to be calculated, provided
the surface tension of the liquid (γdl) is known. Once γds is known, the procedure can be
repeated to calculate γps by measuring the contact angle of another material with known
dispersive and polar components (e.g. water). Finally, the total surface energy of the solid
can be calculated using Equation 3.5. In Table 3.4, the dispersive and polar surface tension
components of water and hexadecane are provided. These values were used for all surface
energy estimates in this thesis.

Water Hexadecane
Surface Tension (mN/m) 72.8 27.5

Dispersive Component (mN/m) 21.8 27.5
Polar Component (mN/m) 51 0

Table 3.4: Table of dispersive and polar surface tension components for water
and hexadecane [164].
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3.6 Surface Profilometry and Microscopy

3.6.1 Dektak Profilometry
In this thesis, the thickness of films deposited on transparent substrates were measured
using Dektak profilometry. A simplified illustration of Dektak profilometry on a thin film
sample is displayed in Figure 3.15. A series of straight scratches is first made across the
width of the film using a razor blade. A Veeco Dektak surface profiler then measures the
vertical displacement of a stylus as it moves across the surface of the samples. Thickness
values are extracted from the outputted line profile by measuring the width of the valley at
the scratch position. For each sample, a minimum of 3 line profiles were typically measured
across the film and averaged.

Figure 3.15: An illustration of a thin film Dektak profilometry measurement.

3.6.2 Atomic Force Microscopy
Atomic force microscopy (AFM) is a scanning probe, real-space imaging technique that
maps the nanoscale surface topography of a sample. All AFM measurements in this thesis
were performed on thin film samples in tapping mode. Tapping mode AFM is ideal for
mapping organic BHJ films because it is non-destructive and higher resolution (1-5nm)
compared to other AFM modes (e.g. contact mode).

A typical experimental setup of an AFM instrument operating in tapping mode is displayed
in Figure 3.16. A small tip secured to an oscillating cantilever is scanned across the
film surface. The cantilever oscillates just below its resonance frequency and gently taps
the surface of the film. As the sample is scanned, a laser focused onto the back of the
tip is deflected due to the surface topography of the sample. Changes in amplitude are
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detected using a 4-quadrant photodiode detector. This is connected to a feedback loop
which maintains a constant oscillation amplitude. The AFM image is built by accumulating
the vertical positions of the scanner required to maintain a constant amplitude for each
(x, y) point.

AFM measurements in this thesis were performed using a Dimension 3100 (Veeco) scanning
probe microscope equipped with a Nanoscope 3A feedback controller (Veeco). Silicon AFM
tips with a spring constant of 37-42N/m and resonant frequency of 320-350kHz were pur-
chased from Bruker (TESPA V2) or NuNano (Scout350). All AFM images were processed
in Gwyddion 2.65 software and roughness values were extracted using the Statistical anal-
ysis tool. AFM date were processed following a three-step procedure: data were levelled
by mean subtraction, rows were aligned and horizontal scars were corrected.

Figure 3.16: An illustration of a typical AFM setup operating in tapping mode.
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3.7 Spectroscopy
In the simplest terms, spectroscopy is the study of the interaction between matter and
electromagnetic radiation as a function of wavelength or frequency. Various spectroscopic
techniques are used throughout this thesis, allowing a diverse range of optical and material
properties to be characterised. An overview of each technique is provided below but more
comprehensive reviews can be found elsewhere [165, 166].

3.7.1 Ultraviolet-Visible Spectroscopy
Ultraviolet-visible (UV-Vis) spectroscopy was used in this thesis to study the absorption of
light by thin film samples deposited onto quartz-coated glass substrates (Ossila). A white
light beam from a deuterium/tungsten-halogen lamp (Ocean Optics - DH-2000-BAL) is
directed through the thin film sample in transmission geometry and the transmitted light
is collected by optical fibre cables (Ocean Optics) connected in series with a spectrom-
eter (Ocean Optics - HR2000+ES) (Figure 3.17). The transmittance of the thin film is
determined by comparing the transmission signal of the entire sample I(L) with the trans-
mission signal of an uncoated substrate I(0). This allows the absorbance (A) or optical
density to be determined using:

A = −log(I(L)
I0

) (3.9)

where L is the thickness of the film.

3.7.2 Steady-State Photoluminescence Spectroscopy
Steady-state photoluminescence (PL) spectroscopy was used in this thesis to study the
emission of light from thin film samples deposited onto quartz-coated glass substrates
(Ossila). Measurements were performed using a Horiba Fluoromax 4 fluorometer using an
excitation wavelength of 400nm. A typical experimental setup for PL spectroscopy is shown
in Figure 3.17. The sample is probed with an excitation source with a sufficient wavelength
to probe the energy transitions of the sample. The resulting emission is collected and
directed to a spectrometer.

71



Chapter 3

Figure 3.17: Optical setups for UV-Vis absorption and photoluminescence mea-
surements

3.7.3 Exciton Diffusion Length Measurements
The exciton diffusion length (ld) and its role in OPV device operation were discussed pre-
viously in Chapter 2. In this thesis, the exciton diffusion length of PBDB-T and ITIC
pure films were measured by collaborators at The University of Minnesota (Russel J.
Holmes, Kaicheng Shi, Janet A. Christenson and Ronald L. Christenson) following pre-
viously reported protocols [167, 168]. These measurements involve fabricating a series of
exciton-quenched and exciton-unquenched samples composed of a number of stacked layers
as shown in Figure 3.18.

The 2.5-nm-thick HfO2 layer acts as an electron-blocking layer and was deposited via
atomic layer deposition at 200°C. Pure PBDB-T and ITIC films were spin-coated from
chlorobenzene solutions onto HfO2/quartz coated glass substrates using the processing
parameters provided in Table 3.5. All films were annealed at 160°C for 10 minutes in a
nitrogen-filled glovebox immediately after fabrication.
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Figure 3.18: Exciton unquenched and quenched sample architectures for mea-
suring the exciton diffusion length of ITIC and PBDB-T. Film thicknesses are
shown in parenthesis.

Material Solid Concentration Spin Speed Film Thickness
(mg/mL) (rpm) (nm)

PBDB-T 8 3000 33.4
10 2000 62.2

ITIC 10 1000 39.9
15 1000 52.2

Table 3.5: Table of pure ITIC and PBDB-T film processing conditions for
exciton diffusion measurements.

Capping layers were purchased from Luminescence Technology Corporation and deposited
by high vacuum thermal evaporation at a pressure < 7 × 10−7 Torr. These include 4,4’,4-
Tris(carbazol-9-yl)triphenylamine (TCTA, >99.5%), Dipyrazino[2,3-f :2’,3’-h]quinoxaline-
2,3,6,7,10,11-hexacarbonitrile (HAT-CN, >99%) and 2,3,6,7-Tetrahydro-1,1,7,7,-tetramethyl-
1H,5H,11H-10-(2-benzothiazolyl)quinolizino[9,9a,1gh]coumarin (C545T, >99%).
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The exciton diffusion length (ld) was measured using spectrally-resolved PL quenching.
(Note the term quenching is used here to describe exciton quenching and is different to
the morphological quenching described previously). In this measurement, PL excitation
spectra were collected in a nitrogen atmosphere using a Photon Technology International
QuantaMaster 400 Fluorimeter equipped with a photomultiplier detection system. Spec-
tra were collected at an emission wavelength of λ = 720nm for PBDB-T and λ = 820nm
for ITIC. Samples were excited at an incident angle of 70°to the sample normal using a
monochromatic Xenon lamp. Excitation spectra were collected for samples capped with
non-quenching and quenching layers. The exciton unquenched spectrum permits an assess-
ment of the exciton density under optical pumping, while the exciton quenching spectrum
permits a measure of the number of excitons that are mobile enough to reach the top
surface of the film. The ratio of these spectra (quenched/unquenched) is the PL ratio that
is fit as a function of wavelength for (ld) using a one-dimensional diffusion equation and a
transfer matrix simulation of the optical field. Error bars for the extracted (ld) represent
a 95% confidence interval extracted from fitting. Non-quenching and quenching layers are
selected based on the molecular orbital and exciton energies of each active material, while
also minimising absorption overlap. While TCTA is used as a non-quenching layer for both
PBDB-T and ITIC, HAT-CN is used as a quencher for PBDB-T while C545T is used as
a quencher for ITIC. HAT-CN and C545T do not absorb strongly above λ = 400nm and
λ = 550nm respectively. Fitting of photoluminescence ratios requires as input thin film
thickness and optical constants. These values were extracted for thin films deposited on
silicon substrates and glass respectively using spectroscopic ellipsometry (described below).

3.7.4 Spectroscopic Ellipsometry
Spectroscopic ellipsometry (SE) is a non-destructive, surface analysis technique used to
characterise the thickness and optical properties of thin films. Incident light of known
polarisation is either reflected from or transmitted through a thin film sample and the
resultant change in polarisation state is measured. In general, when light is incident at an
angle θi on a boundary between two materials with refractive indexes ni and nf respectively,
there is a component of the light that is reflected and a component that is transmitted
(Figure 3.19a). The transmitted component refracts at an angle θf defined by Snell’s law
[169]:

nisinθi = nfsinθf (3.10)

For visible light, nf > ni (if the medium is air or a vacuum) so θf > θi and there is a
real angle of refraction θf for all incident angles θi. For X-rays and neutrons, the situation
differs as typically nf < ni and there is a real angle of refraction only for incidence angles
larger than a critical angle θc. At the critical angle, Equation 3.10 reduces to:
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sinθc = nf

ni

(3.11)

When θi < θc, total external reflection occurs, and only an evanescent wave penetrates into
the material (this will be discussed further in Subsection 3.9.4).

Figure 3.19: An illustration of wave propagation in the (a) single boundary
scenario and (b) the double boundary scenario (e.g. for a thin film of thickness
L on a semi-infinite substrate).

In the single boundary scenario shown in Figure 3.19a, the amplitude reflection coefficients
(r) and amplitude transmitted coefficients t are each split into two components with the
electric field orientated parallel and perpendicular to the plane of reflection (s and p po-
larised light respectively). Continuity of the tangential components of the E-fields at the
interface give the Fresnel equations [169]:

rs = nicosθi − nfcosθf

nicosθi + nicosθf

(3.12)

rp = nfcosθi − nicosθf

nicosθf + nfcosθi

(3.13)

ts = 2nicosθi

nicosθi + nfcosθf

(3.14)

tp = 2nicosθi

nicosθf + nfcosθi

(3.15)

In the case of a single layer film with thickness L on a silicon substrate, the system is
now composed of three media (the ambient medium, the film medium and the substrate
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medium) with refractive indexes n1, n2 and n3 respectively (Figure 3.19b). In this scenario,
the addition of a second boundary permits multiple reflections as the transmitted wave
undergoes reflection and refraction at the boundary between mediums 2 and 3. This
reflected wave then reflects and refracts at the surface boundary and so on. The substrate
layer is considered to be semi-infinite such that waves transmitted through the substrate do
not experience any further reflections. The composite reflection coefficients Rp and Rs can
be calculated from a summation of each subsequent reflection in the film (derived elsewhere
[170]). The complexity of the system increases as more and more layers are added but the
total reflection coefficient can be calculated using numerical calculations. SE measures psi
(Ψ) and delta (∆) values that are related to the reflection coefficients according to:

ρ = Rp

Rs

= tanΨei∆ (3.16)

Measuring the ratio of the reflection coefficients makes SE a highly accurate and repro-
ducible technique. Equation 3.16 is also a complex number containing phase information
(∆) which means SE is very sensitive to changes in film thickness and optical constants
such that sub-monolayers can be detected.

The experimental setup for a typical SE measurement is displayed in Figure 3.20. Using
a polariser, a linearly polarised, collimated beam of white light is directed onto a thin
film sample. The reflected beam of light is passed through an analyser and a detector.
The analyser measures the polarisation state of the reflected beam of light. Using a
monochromator, a range of wavelengths are scanned so that Ψ and ∆ are measured as a
function of wavelength.

To measure the thickness of a thin film sample, it is necessary to have prior knowledge of the
dispersion relation n(λ). For many common materials, the dispersion relation is published
elsewhere [171]. If n(λ) of the material is unknown, an approximate mathematical model
can be used instead. For transparent materials, a common model is the Cauchy model
[172]:

n(λ) = An + Bn

λ2 + Cn

λ4 (3.17)

where An represents the dimensionless refractive index of the material and Bn and Cn

are constants which describe the curvature of the dispersion relation. For materials which
absorb some wavelengths of the incident light, the Cauchy model can be used by restricting
the wavelength range of the fit to wavelengths outside the absorption region (i.e. the
transparent region). All SE measurements in this thesis were performed on single thin film
layers spin coated onto silicon substrates using a M2000 ellipsometer (J.A. Woollam). For
each measurement, the thickness of a native oxide layer of an uncoated silicon substrate
was first measured (typically 1-2nm thick).
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Figure 3.20: Spectroscopic ellipsometry setup for static sample measurements.

Figure 3.21: Spectroscopic ellipsometry setup for isothermal measurements.
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In Chapter 5, SE measurements were performed during isothermal heating of thin film
samples. For these measurements, the sample was mounted onto a linkam heating stage
and enclosed in a nitrogen flow cell as shown in Figure 3.21. A heating rate of 90°C/min
was used to rapidly heat the film to the appropriate temperature and measurements were
performed every 10s for a duration of 10 minutes.

3.7.5 Nuclear Magnetic Resonance Spectroscopy
Proton nuclear magnetic resonance (NMR) measurements were used in Chapter 5 to iden-
tify chemical environments in solution with respect to 1H. NMR spectroscopy relies on
isotopes of certain elements having a different magnetic moment with different spin relax-
ation times after perturbation by a magnetic field [173].

In this thesis, NMR samples were prepared from thin films dissolved in deuterated chlo-
roform (CDCl3). Films were first fabricated following the same protocols used for device
fabrication and subsequently dissolved in hydrogenated chloroform by dipping the films into
solvent-filled vials. Vials were then stored in the glovebox with their lids removed for a
few days so that the hydrogenated solvent evaporated. Once dried, the remaining solvent
was dissolved in CDCl3 and 600µL was decanted into standard NMR tubes (supplier).
1H NMR spectra were recorded on Bruker Avance AVIII 400 MHz NMR spectrometers
equipped with a 5mm solution state BBO probe with Z-gradient at ambient temperature.
Standard 1H experiments were measured at 400.2MHz using a 30°pulse for excitation, 64
k acquisition points over a spectral width of 20ppm with 128 transients and a relaxation
delay of 1s. Chemical shifts δ are given in ppm with respect to tetramethylsilane using
the NMR solvent used as internal standards. All NMR data were analysed using TopSpin
software (Bruker).

3.8 Thermal Characterisation of Bulk Samples
Differential scanning calorimetry (DSC) and thermogravimetric analysis (TGA) are ther-
moanalytical techniques used to characterise the thermal properties of bulk samples. De-
tails regarding each technique is provided below.

3.8.1 Differential Scanning Calorimetry
DSC measures the difference in heat flow between a sample of interest and a reference
sample as a function of time and temperature. Measurements are performed in a closed,
inert atmosphere system isolated by a boundary that only permits the flow of heat and
energy. It is useful or characterising a range of thermal properties such as melting points,
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glass transitions, crystallisation, phase transitions, oxidation and specific heat capacity
[174]. The DSC measurements in this thesis were performed on a Mettler Toledo DSC822
machine with a heating rate of 5°C/min or 10°C/min in a nitrogen-filled atmosphere. DSC
samples were prepared by placing the neat solid directly into hermetic DSC pans prior to
measurement.

3.8.2 Thermogravimetric Analysis
TGA measures the mass of a sample over a broad temperature range (typically 25°C
to 900°C) in an inert atmosphere. It is useful for measuring the thermal stability of
materials and determining decomposition temperatures. For example, the mass of an
organic/ polymer sample will typically experience a sharp decline at the decomposition
temperature as molecules begins to fragment and evaporate off. The TGA measurements
in this thesis were performed using the thermal analysis services at the Department of
Chemistry at The University of Sheffield.

3.9 Neutron and X-ray Scattering
The non-destructive, highly penetrating, isotope-specific nature of neutron-based scattering
techniques make them an ideal probe for characterising organic thin films. X-ray scattering
techniques on the other hand are often impeded by a lack of scattering contrast between the
weakly scattering organic components and there is a much higher risk of beam damage to
the sample. Nevertheless, the advancement of laboratory-based X-ray sources has increased
the accessibility and quality of X-ray data achievable in the laboratory. Consequently,
both neutron and X-ray scattering techniques are used frequently throughout this thesis
to characterise self-assembled nanostructures in organic thin films. In this section, an
overview of basic elastic scattering and diffraction theory is provided along with more
specific details regarding the experimental setups and procedures. The theory discussed
here is an overview of the more comprehensive treatments by Sivia [175] and Roe [176].

3.9.1 Basic Theory of Elastic Scattering
In an elastic scattering experiment a scattering probe is incident on a sample and the
amount that is scattered in a particular direction defined by angles 2θ and ϕ is ascertained
(Figure 3.22a). The factor of 2 is convention and algebraically convenient as discussed
below. The incident probe with wavevector ki undergoes a change in momentum, scattering
with a final wavevector kf as depicted in Figure 3.22b. This transfer of momentum can be
expressed as:
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P = ℏki − ℏkf = ℏQ (3.18)

Where

Q = ki − kf (3.19)

In an elastic scattering experiment there is no exchange of energy (Ei = Ef ) which means
the wavevector and hence the wavelength of the scattering probe is unchanged upon scat-
tering (|ki| = |kf | = 2π

λ
). For a probe which is scattered by a sample through an angle 2θ,

the addition of vectors according to the vector diagram or "scattering triangle" depicted in
Figure 3.22b allows Equation 3.20 to be rewritten as:

|Q| = 2 × |ki|sinθ = 2 × |2π
λ

|sinθ (3.20)

Q = 4π sin θ
λ

(3.21)

Figure 3.22: (a) The basic scattering principle. An incident probe interacts
with the sample and is deflected at an angle 2θ). (b) The scattering vector
triangle for an incident probe with wavevector ki and scattered wavevector kf .
The difference ki = kf is equal to the momentum transfer vector Q.

Equation 3.21 describes two-dimensional scattering in the yz-plane with the incident beam
direction oriented parallel to the z-axis. To describe the scattering of the probe completely,
it is necessary to add a second angle ϕ which defines the scattering in the xy-plane (illus-
trated in Figure 3.23). Here, the incident wavevector is equal to ki = (2π

λ
, 0, 0) and the final

wavevector is equal to kf = 2π
λ

(sin2θcosϕ, sin2θsinϕ, cos2θ). The momentum transfer of
a scattered probe is then given by:
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Q = 4π sin θ
λ

(−cosθcosϕ,−cosθsinϕ, sinθ) (3.22)

Figure 3.23: Scattering geometry in spherical (2θ, ϕ) and Cartesian (x, y, z)
coordinates.

Differential Cross-section

The aim of most scattering experiments is to measure the differential cross-section. This
quantity is equal to the fraction of incident particles deflected by the sample in a direction
defined by 2θ and ϕ per unit area of the beam:

dσ

dΩ = R(2θ, ϕ)
NΦ∆Ω (3.23)

Where Φ is the incident flux and R(2θ, ϕ) is the rate of deflected particles in the direction
defined by 2θ and ϕ into a solid angle ∆Ω. It is typically normalised by the number of
scattering entities of interest N (e.g. N atoms or N molecules). To relate this quantity
to the structure of the sample, first consider the scattering of a probe from a single atom,
which can be expressed as:

ψf = ψ0f(λ, θ)e
ikr

r
(3.24)
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Where Φ = |ψ0|2, r is the radial distance from the origin of scattering and f(λ, θ) is a
function describing the probability that the sample will deflect the scattering probe in a
particular direction. As the origin of scattering for X-rays and neutrons is different, f(λ, θ)
has different properties for each probe (discussed later). From Equation 3.24, the number
of particles deflected per unit time and area in the direction defined by 2θ and ϕ is given
by the modulus squared of ψf :

|ψf |2 = Φ
r2

∣∣∣f(λ, θ)eiQ·Rj

∣∣∣2 (3.25)

Following on from this, the scattering rate R taken of over angles is therefore given by:

R =
∫ π

2θ=0

∫ 2π

ϕ=0
|ψf |2 dA (3.26)

Where dA = r2sin2θdϕd2θ is the area element generated in the direction of (2θ, ϕ). Using
Equation 3.26, the scattering cross-section σ, defined by R

Φ can be expressed as:

σ(λ) = 2π
∫ π

2θ=0
|f(λ, θ)|2sin2θ d2θ (3.27)

The connection between the scattering cross-section and the structure of the sample will
be discussed later. Before that, Equation 3.24 is first expanded to an assembly of atoms
rather than a single fixed atom to represent a physical sample. Here, the scattered signal
is characterised by the summation of the jth deflection from a sample containing a total of
N scattering entities located at Rj:

|ψf |2 = Φ
r2

∣∣∣∣∣∣
N∑

j=1
fj(λ, θ)eiQ·Rj

∣∣∣∣∣∣
2

(3.28)

Where the scattering is assumed to be weak such that scattered probe has a negligible effect
on the incident beam (The Born or kinematical approximation). Additionally, multiple
scattering events are assumed to be negligible and the distance between the sample and
the detector is assumed to be much larger than the sample size such that |r−Rj| = r (The
Fraunhofer or far-field limit). This therefore provides a relation between the differential
cross-section for scattering from an assembly of atoms and the structure of the sample:

dσ

dΩ ∝

∣∣∣∣∣∣
N∑

j=1
fj(λ, θ)eiQ·Rj

∣∣∣∣∣∣
2

(3.29)

In principle, the differential cross-section has contributions from both inelastic and elastic
neutron scattering. In most experiments, the inelastic scattering contribution is negligible
and can be ignored. In this thesis, reference to the differential cross-section is taken to be
equal to the elastic differential cross-section. To further understand the relation between
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the structural properties of the sample and the differential cross-section, it is necessary to
detail the characteristics of f(λ, θ) for neutrons and X-rays as discussed below.

Scattering Lengths

As mentioned previously, the scattering factor is different for X-ray and neutron scattering.
For neutron scattering, f(λ, θ) is independent of both wavelength (except at resonances)
and the scattering angle and so is typically written as:

f(λ, θ) = −b (3.30)

Where the nuclear scattering length b determines the strength of the scattering. In prin-
ciple, scattering lengths are complex numbers but the imaginary part is typically negligi-
ble (except for nuclei with high neutron absorption cross-sections). Neutron scattering
occurs as a result of the interaction between the incident neutron beam and the nu-
clei of the sample via the strong nuclear force. This scattering interaction is not well
understood but it is clear that it depends on the composition of the nucleus and the
orientation of its spin relative to the incident neutron. It is therefore isotope specific,
spin-dependent and does not vary across the periodic table in a simple way. For exam-
ple the scattering lengths between hydrogen and its isotope deuterium differ significantly.
Following the rules of angular momentum addition from quantum mechanics, the aver-
age scattering length of hydrogen is equal to ⟨b⟩H = −0.374 × 10−14m with a standard
deviation of ∆bH = 2.527 × 10−14m (∆b =

√
⟨b2⟩ − ⟨b⟩2). In the case of deuterium,

⟨b⟩D = 0.668 × 10−14m and ∆bD = 0.403 × 10−14m. The differing scattering lengths of
hydrogen and deuterium are frequently exploited in neutron scattering through a method
known as deuterium-labelling (discussed later in this Section). In contrast to neutron scat-
tering, X-ray scattering is the result of the long-range electromagnetic interaction between
an incident X-ray and the orbital electrons of the scattering entity. Here, the scattering
factor f(λ, θ) is more complicated in comparison to neutrons and is expressed as:

f(λ, θ) = Zg(Q)re (3.31)

Where Z is the atomic number of the scattering entity, re is the radius of an electron
(the Thomson scattering length) and g(Q) describes the decay of the scattering factor for
increasing Q. The magnitude of the scattering is therefore proportional to atomic number
Z and the size of an atom but also decreases with increasing scattering angle.

Coherent and Incoherent Neutron Scattering

Returning to Equation 3.27, the cross-section for a neutron scattering experiment with
f(λ, θ) = −b is given as:
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σ = 4π|b|2 (3.32)

As described previously, the scattering length b is equal to ⟨b⟩ ± ∆b, which allows the
average neutron scattering cross-section to be written as:

⟨σ⟩ = 4π(⟨b⟩2 + ∆b2) = ⟨σcoh⟩ + ⟨σincoh⟩ (3.33)

Where ⟨σcoh⟩ and ⟨σincoh⟩ are the coherent and incoherent cross-sections respectively. The
coherent component of the scattering cross-section contains the structural information of
the sample of interest whilst the incoherent component contributes a featureless back-
ground. Earlier in this section, the scattering lengths of hydrogen and deuterium were
calculated. The much larger ∆b of the hydrogen atom indicates that samples contain-
ing large concentrations of hydrogen suffer from a larger incoherent scattering background
compared to samples containing high levels of deuterium. However, provided ⟨σcoh⟩ is still
sufficiently large, this is not an issue for most experiments and the background can be
fitted appropriately during data fitting.

Scattering Length Density

The scattering length density (SLD) of material is essentially a measure of the scattering
power per unit volume of a scattering entity. Mathematically, the SLD βn of a material is
given by the sum of scattering length contributions (⟨b⟩i) from the N atoms within a unit
cell divided by the volume V of the unit cell:

βn =
∑N

i=1⟨b⟩i

V
(3.34)

For example, the SLD of a molecule with N atoms and molecular volume Vm is the sum-
mation of atomic scattering lengths given by βn =

∑N

i=1⟨b⟩i

Vm
. The molecular volume Vm is

usually unknown but can be calculated if the mass density ρ and molecular weight Mw of
the material is known. Mw is equal to the summation of the atomic molar mass mi for
each element. Combining all of the above, the SLD for a molecule can be written as:

βn =
∑N

i=1⟨b⟩i

Vm

= ρNA

Mw

N∑
i=1

⟨b⟩i = ρNA

N∑
i=1

⟨b⟩i

mi

(3.35)

This is a trivial calculation for small molecules but for larger molecules containing many
atoms of different elements, there are a number of useful online SLD calculators available.
The X-ray and neutron SLD of materials studied in this thesis are presented in Table 3.6.
Some values were determined from experimental data and others were estimated using the
NIST online SLD calculator [177].
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Material Chemical Formula ρ (g/cm3) βn

(×10−6Å−2)
βx

(×10−6Å−2)
PBDB-T (C68H78O2S8)n 1.16 1.15 10.54
PTB7-Th (C49H57FO2S6)n 1.15 1.14 10.43
PC71BM C82H14O2 1.58 4.65 13.62
ITIC C94H82N4O2S4 1.11 1.77 9.99
d8-ITIC C94H74D8N4O2S4 1.11 2.15 9.94
d52-ITIC C94H30D52N4O2S4 1.11 4.16 9.64
EH-IDTBR C72H88N6O2S8 1.23 1.34 11.18
d-EH-IDTBR C72H20D68N6O2S8 1.23 5.03 10.63
O-IDTBR C72H88N6O2S8 1.20 1.31 10.91
d-O-IDTBR C72H20D68N6O2S8 1.20 4.91 10.37
O-IDTBCN C68H78N8S4 1.16 1.52 10.56
d-O-IDTBCN C68H10D68N8S4 1.16 5.53 9.96

Table 3.6: Table of mass density (ρ), neutron scattering length density (βn)
and X-ray scattering length density (βx) values for materials used in this thesis.
βn values for deuterated materials were extracted from the neutron reflectiv-
ity measurements presented in Chapter 5 and Chapter 6. Using these values,
ρ values for each material were calculated by working backwards using Equa-
tion 3.35. It was assumed that the mass density of hydrogenated materials and
their deuterated analogues is the same. βn values for hydrogenated materials
and βx values were therefore estimated with the calculated ρ values using the
NIST SLD calculator [177].

Deuterium Labelling

In a scattering experiment, it is important to have sufficient SLD contrast between the
scattering entities of interest. For example, to characterise a binary organic BHJ blend film,
it is essential that the SLD of the conjugated donor polymer and small molecule acceptor
are sufficiently different so that each component can be identified and the scattering signal
is measurable. For X-ray scattering, SLD contrast originates from differences in electron
density and so the X-ray SLD of a material cannot be changed without significantly altering
the chemistry of the molecule. In contrast, neutron scattering lengths are isotope specific.
This means that the hydrogen atoms of a molecule can be substituted with deuterium atoms
without altering the chemistry or structure of the molecule. As discussed previously, the
scattering lengths of hydrogen and deuterium are very different (see Equation 3.9.1) and
so altering the degree of deuterium-substitution in a molecule provides a method to control
the neutron SLD of a molecule. This allows the neutron SLD contrast between scattering
entities in a sample to be increased (or decreased in the case of contrast-matching). The
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ability to deuterium-label parts or all of a molecule underpins the basis of most soft-
matter neutron scattering experiments and has revolutionised a wide range of experimental
research fields.

Neutron scattering techniques have been and still are used frequently to characterise
fullerene-based OPV blends. The large C:H ratio of fullerene acceptors such as PC71BM
provides a significant natural neutron SLD contrast with most conjugated polymers (see
Table 3.6). The rise of NFAs in OPV has presented a structural characterisation chal-
lenge. Unlike most hydrogenated polymer:fullerene blends, in polymer:NFA blends the
natural neutron SLD contrast is insufficient because the neutron SLD of the donor poly-
mer is typically very similar to that of the NFA (Table 3.6). To use the same neutron
scattering techniques as have been used to characterise fullerene-based blends, it is nec-
essary to increase the neutron SLD contrast in polymer:NFA samples. In this thesis, this
is achieved by substituting the hydrogen atoms on side-chain or end-group moieties with
deuterium atoms to form partially deuterated NFAs (d-NFAs). For example, deuteration
of the linear n-octyl side chains of O-IDTBR increases the neutron SLD contrast from
∆βn = 0.16 × 10−6Å−2 in the PTB7-Th : O-IDTBR blend to ∆βn = 3.76 × 10−6Å−2 for
the PTB7-Th : d-O-IDTBR blend.

Fourier Transforms

The characteristics of f(λ, θ) are related to the size and shape of the scattering entity
which can be quantified though the three-dimensional SLD function β(R) = β(x, y, x).
Using Equation 3.29, this allows the differential cross-section to be written as:

dσ

dΩ =
∣∣∣∣∫∫∫

V
β(R)eiQ·R d3R

∣∣∣∣2 (3.36)

Where it becomes clear that the elastic differential cross-section is related to the structure
of the sample through the Fourier transform of its SLD distribution. It therefore provides
a more physical insight into the relationship between real and reciprocal space, forming
the basis of all scattering techniques detailed below.

3.9.2 Basic Principles of Diffraction
The majority of studies presented in this thesis focus on characterising amorphous or semi-
crystalline films where it is more useful to apply the elastic scattering concepts discussed
in section previously. However, in Chapter 7, the samples of interest are highly crystalline
and crystallographic information is gained using basic principles of diffraction. Diffraction
is a subset of scattering and typically refers to the constructive interference of a scattering
probe in a crystalline solid with long-range periodicity. The SLD function of a crystalline
solid with long-range periodicity can be expressed as:
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β(r) = β(r + n1a + n2b + n3c) (3.37)

Where n1, n2 and n3 are integers. Equation 3.37 shows that the SLD at any location r
is the same as the SLD at any point translated by integer multiples of the lattice vectors
a, b and c. This gives rise to the crystallographic unit cell with axial lengths (a, b, c) and
axial angles (α, β, γ) as shown in Figure 3.24.

Figure 3.24: The crystal unit cell with lattice constants a, b, c, α, β and γ.

Using Equation 3.36, the differential cross-section is given as:

dσ

dΩ =
∣∣∣∣LR(Q)

∫∫∫
Vcell

β(R)eiQ·R d3R
∣∣∣∣2 (3.38)

Where Vcell is the volume of the unit cell and LR(Q) is equal to:

LR(Q) =
∑
n1

∑
n2

∑
n3

e[iQ·(n1a+n2b+n3c)] (3.39)

Here, the properties of constructive interference are enforced as the summation in Equa-
tion 3.39 will cancel out to zero unless:

Q · (n1a + n2b + n3c) = ϕ0 + 2πn (3.40)

Where ϕ0 is a constant and n is an integer. The condition in Equation 3.40 can only be
satisfied when

Q = ha∗ + kb∗ + lc∗ (3.41)
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Where hkl are the miller indices and a∗, b∗ and c∗ are the reciprocal lattice vectors defined
as:

a∗ = 2πb × c

a · (b × c) , b∗ = 2πc × a

a · (b × c) , c∗ = 2πa × b

a · (b × c)

a∗, b∗ and c∗ obey the following vector product rules:

a · a∗ = b · b∗ = c · c∗ = 2π
a · b∗ = a · c∗ = b · a∗ = b · c∗ = c · a∗ = c · b∗ = 0

This means that for constructive interference, the integer n must be equal to n = n1h +
n2k + n3l such that the array of non-zero points of LR(Q) form a periodic lattice in Q
space known as the reciprocal lattice:

LR(Q) =
∑

h

∑
k

∑
l

δ(Q − (ha∗ + kb∗ + lc∗)) (3.42)

The consequence of this reciprocal lattice results in non-zero scattering at well-defined Q
values called Bragg spots.

Diffraction can also be considered by treating the assembly of crystallographic planes as
a diffraction grating such that an incident probe with a wavelength comparable to the
interatomic spacings of the crystal, constructively interferes producing a diffraction pattern.
If the wavelength of the incident probe is known, the interatomic spacings of the crystal
can be determined from the resultant diffraction pattern [175]. This can be demonstrated
by considering a coherent beam of X-rays with wavelength λ impinging at an angle θ onto
a series of crystal lattice planes separated by a distance d (Figure 3.25). Here, the scalar
product between the unit vector normal n̂ and position vector r is given as:

r · n̂ = nd+ ∆ (3.43)
Where n = 0,±1,±2,±3... and ∆ is an offset. This produces diffraction features as a
result of constructive interference at scattering vectors equal to:

Q = 2πn
d

n̂ (3.44)

The modulus of the scattering vector in Equation 3.44 can be equated to Equation 3.21 to
give:

Q = 4πsinθ
λ

= 2πn
d

(3.45)
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Simplifying Equation 3.45 leads to:

nλ = 2dsinθ (3.46)
Which is known as the Bragg condition or Bragg’s law after Lawrence Bragg and his father
William Henry Bragg who first discovered it in 1913 [178]. Here the path difference between
the incident beam and reflected beam from successive planes is equal to 2dsinθ as shown in
Figure 3.25. Constructive interference therefore occurs when this path difference is equal
to an integer multiple of wavelengths nλ. Fourier analysis also shows that the d-spacing of
the crystallographic planes is reciprocally related to the scattering vector through:

d = 2π
Q

(3.47)

Figure 3.25: Diffraction of an incident wave front from a series of parallel crystal
lattice planes. Constructive interference occurs according to the Bragg condition
(Equation 3.46).

This means that the direction of Q is orthogonal to the periodic lattice planes such that
the observed Bragg spots correspond to lattice planes with a unit normal vector defined
by:

n̂hkl = λ

4πsinθhkl

(ha∗ + kb∗ + lc∗) (3.48)

Which when substituted into Equation 3.43 gives [175]:

r = ua + vb + wc (3.49)
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Where u, v and w are integers which describe a translation or direction through a crystal
[u, v, w].

In crystallography, there are seven crystal systems based on rotational symmetry: triclinic,
monoclinic, orthorhombic, tetragonal, trigonal, hexagonal and cubic [175]. Within each
system, translational symmetry is described using four different atomic centre positions
[179]: primitive (P), base-centred (C), body-centred (I) and face-centred (F). Together
these configurations form the conventional Bravais lattices that are the building blocks for
all three-dimensional crystal structures. Considering all possible symmetries of a crystal
unit cell gives the possible point symmetry groups, which combined with the Bravais lattices,
permit a total of 230 crystallographic space groups (summarised in Table 3.7).

Crystal System Unit Cell Geometry Space Groups
Triclinic a ̸= b ̸= c; α ̸= β ̸= γ 1 - 2

Monoclinic a ̸= b ̸= c; α = γ = 90° ̸= β 3 - 15
Orthorhombic a ̸= b ̸= c; α = β = γ = 90° 16 - 74

Tetragonal a = b ̸= c; α = β = γ = 90° 75 - 142
Trigonal a = b = c; α = β = γ ̸= 90° 143 - 167

Hexagonal a = b ̸= c; α = β = 90°, γ = 120° 168 - 194
Cubic a = b = c; α = β = γ = 90° 195 - 230

Table 3.7: A summary of the unit cell lattice parameters for the seven possible
crystal systems for the 230 space groups as defined by the International Tables
of Crystallography [180]

Ewald Sphere

For elastic scattering (|ki| = |kf |), the observed diffraction reflections are often considered
in terms of the Ewald sphere configuration (Figure 3.26). Here, a sphere is defined in real
space centred at the origin of scattering with a radius equal to 2π/λ. In this configuration,
the incident wavevector ki starts at the origin of scattering and ends at the edge of the
Ewald sphere where a reciprocal lattice point is located. All of the reciprocal lattice points
located on the surface of the Ewald sphere satisfy the Bragg condition (Equation 3.46)
resulting in constructive interference with scattering vector Q = ki − kf .
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Figure 3.26: Ewald sphere configuration of elastic scattering. The centre of
the sphere is defined as the origin of scattering and the radius is equal to the
incident wavevector ki.

3.9.3 Neutron and X-ray Sources
For a neutron or X-ray scattering experiment, it is necessary to have a source of neutrons
or X-rays. The method used to generate these probes determines the experimental setup
and variables such as the counting time necessary for sufficient statistics. Neutrons are
produced using either a spallation source (e.g. ISIS neutron spallation source) or from
nuclear fission reactors (e.g. Institut-Laue-Langevin (ILL)). X-rays can be produced at
synchrotron facilities (e.g. Diamond Light Source and European Synchrotron Radiation
Facility (ESRF)) or using laboratory setups with solid-state targets (typically copper) or
more recently, liquid-metal jet targets (e.g. liquid gallium). The underlying principles to
generate Neutrons or X-rays for each of these sources is detailed below.

Neutron Sources

Neutron reactor sources rely on the fission reaction of enriched uranium-235 (U235) in the
fuel rods. A U235 atom absorbs a neutron forming an unstable U236 atom that decays via
several possible mechanisms. One possible decay route is:
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n + U235 −−→ U236* −−→ Xe134 + Sr100 + 2 n

The decay of U236 produces more neutrons (typically 2.5 neutrons per event) which can
then be absorbed by more U235 atoms producing more unstable U236 atoms which sub-
sequently decay to produce more neutrons and so on leading to a self-sustained chain
reaction. This chain reaction yields a constant neutron flux of approximately 1015s−1cm−2

at research reactor facilities. The energies of these neutrons are controlled through the
use of moderators (typically D2O or graphite) which decreases (or increases) the speed
of the neutrons through the loss (or gain) of kinetic energy via collisions. The resulting
neutron energy distribution is determined by the temperature of the moderator according
to a Maxwell-Boltzmann distribution. This allows neutron energies to be tuned by con-
trolling the temperature of the moderator. For example, a moderator at 330K produces
neutrons with an average wavelength of 1.7Å, whereas a cold source using a moderator at
25K generates neutrons with an average wavelength of 6Å. Reactor-based sources produce
a high flux of neutrons but typically require the beam to be monochromated so much of
the potential flux is lost.

In a neutron spallation source, bunches of high energy protons are periodically accelerated
by a synchrotron towards a heavy metal solid target. The protons violently interact with
the target nuclei producing a variety of nuclear fragments along with high-energy neutrons
which are then slowed down by a moderator. At the ISIS spallation source, the world’s
most intense pulsed neutron source, accelerated protons have an energy of 800MeV and
bunches are fired at a tungsten target 50 times every second producing a 50Hz pulsed
neutron beam.

Accelerator-based sources are well suited to the time-of-flight (TOF) technique. Here, the
time t taken for a neutron to travel the total flight path L from the moderator to the
detector via the sample is given by:

t = L

v
= mnLλ

h
(3.50)

Where the speed of the neutron v with mass mn is related to the de Broglie wavelength
λ via λ = h/mnv. The TOF technique removes the need to monochromate the beam
increasing the amount of usable neutron flux. Although the raw flux produced from a
spallation source is much lower than a reactor source, using the TOF technique means
the final flux available for scattering experiments is of a comparable order of magnitude.
For many neutron instruments, the distribution of neutron velocities and consequently
the observable wavelength range is controlled using high-frequency rotating discs with
two transparent windows called choppers. As their name suggests, choppers ’chop up’ the
neutron beam, by blocking the incident beam in short, well-defined intervals. This prevents
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faster neutrons from damaging the sample and also mitigates the problem of frame overlap
where a neutron in one pulse catches up will the lower energy tail of the previous pulse.
Choppers also allow the TOF technique to be used at reactor sources where the continuous,
moderated neutron beam is broken up into shorter pulses.

X-ray Sources

All objects emit electromagnetic radiation called blackbody radiation. The wavelength
of the emitted radiation is inversely proportional to the temperature of the object T (K)
according to Wien’s law:

λmax = 2.90 × 10−3(m∗K)
T (K) (3.51)

Where λmax (m) is the peak emission wavelength of the blackbody curve. This means, that
for an object to emit X-rays with a wavelength λ = 1.34Å, would require a temperature
of around 22 million degrees. Fortunately, rather than generating X-rays using thermal
energy, there is another way. The generation of X-rays in most laboratory sources relies
on accelerating an electron with charge −e through a voltage V onto a metal target. Any
X-rays that are emitted have an energy limited to:

hf ⩾ eV (3.52)

This approach produces X-rays via two different mechanisms. The first is the emission of
Bremsstrahlung or ’braking’ radiation when the electron is deflected or stopped by atomic
nuclei in the target resulting in rapid deceleration. This produces a continuous distribution
of X-ray energies limited by the equality in Equation 3.53. The second mechanism is
an indirect process producing a discrete set of X-ray wavelengths. Here, the accelerated
electron knocks off an inner shell electron from an atom in the metal target. To minimise
the energy of the atom, an electron from an outer shell with energy Ej relaxes to the lower
shell vacancy with energy Ei emitting a photon with an energy equal to the difference
between the two energy levels:

hfij = Ej − Ei (3.53)

The dominant energy level transition is typically the relaxation of an electron from the
second energy level (n = 2) to the ground state n = 1 often referred to as the Kα spectral
line. For a typical solid-state copper laboratory X-ray source, this corresponds to a wave-
length of 1.5406Å. The X-ray flux in laboratory-based X-ray sources is proportional to the
electron flux. However, the majority of the input kinetic energy is converted into thermal
energy rather than X-rays so an increase in electron flux also leads to a rise in the tem-
perature of the target. For solid-state laboratory-based sources, this limits the achievable
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X-ray flux to the melting point of the target. This can be mitigated by replacing the solid-
state target with a rapid flow of liquid metal (typically indium or gallium alloys). This
method prevents the target from melting as the source is constantly replenished, allowing
much higher X-ray fluxes to be achieved. Liquid metal jet systems are a relatively new
development and have opened up a wealth of laboratory-based materials experiments that
were once only possible at synchrotron sources.

The work in this thesis benefitted greatly from the liquid gallium MetalJet source (Excil-
lum) as part of the Xeuss 2.0 system (Xenocs) in the Department of Chemistry at The
University of Sheffield. The Xeuss 2.0 instrument is capable of much faster acquisition
times (1-3 minutes) compared to traditional solid-state laboratory sources. It is also the
ideal X-ray instrument for measuring delicate organic/ polymer samples because the low
X-ray flux (compared to synchrotrons) does not damage the sample and the entire beam
path can be held under vacuum, reducing air scatter that would otherwise saturate the
weak scattering signal from the sample.

For experiments requiring much faster acquisition times on the order of seconds, a syn-
chrotron source is necessary. When a charged particle is accelerated, it emits electromag-
netic radiation. Acceleration is defined as a change in velocity so a change in acceleration
can be either a change in speed or direction. At synchrotrons, electrons orbit in a cir-
cular motion at relativistic speeds in response to a magnetic field. Here, the X-ray flux
is several orders of magnitude higher than laboratory-based sources and instruments are
typically equipped with advanced X-ray optics to produce an extremely monochromatic,
well-collimated, low divergence beam concentrated in a small area at the sample. Although
this allows rapid kinetic processes to be measured in-situ, there is also a much higher risk
of beam damage for organic/ polymer samples and so it is often necessary to significantly
attenuate the beam.

3.9.4 Neutron Reflectivity
Neutron reflectivity (NR) is a non-destructive, high-resolution depth profiling technique,
capable of characterising the chemical composition of thin films and interfaces in the plane
perpendicular to the substrate. In reflectivity experiments, the z direction (Qz direction in
real and reciprocal space) is conventionally defined differently to the scattering geometries
described previously (it is now normal to the substrate). In a NR experiment, neutrons
with wavevector ki impinge the thin film surface at an angle θi and the amount that is
reflected with the same attributes is ascertained (Figure 3.27). Specular NR probes the
reflection of neutrons for which the angle of reflection (θf ) is equivalent to the incident
angle (θi = θf ). If the surface of the sample is not completely flat or if there are some
lateral, in-plane SLD inhomogeneities, the sample will also exhibit off-specular or diffuse
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scattering (θi ̸= θf ). The NR studies in this thesis concern the measurement of specular
reflectivity only. The reflectivity R is equal to the ratio of the reflected beam and the
incident beam:

R = Rate of specular scattering

Rate of incidence
(3.54)

In an NR experiment, this rate is calculated as a function of Q (R(Q)) by repeating the
measurement at multiple incident angles at a fixed wavelength or using a range of neutron
wavelengths at a fixed angle (in practice, a combination of the two is typically performed to
generate a large Q range according to Equation 3.21). The wavelength-dependent refractive
index of neutrons is approximated by the following equation:

n(λ) ≈ 1 − βnλ
2

2π (3.55)

As the majority of elements have positive scattering lengths, this means that n(λ) < 1.
From Snell’s law (Equation 3.10), neutrons are therefore only refracted at incident angles
larger than the critical angle of the film (θi > θc) where the reflectivity falls with increasing
incident angle (R < 1). At incident angles below the critical angle of the thin film (θi < θc)
neutrons undergo total external reflection (R = 1) and only an evanescent wave penetrates
into the material. In a reflectivity experiment, the transition point between these two
behaviours is called the critical edge and is located at Qc. Due to the very small deviation
in the ratio nf/ni from 1, total external reflection is typically only observed at very small
incident angles (θi < 1°).

There are two mathematical theories that describe NR: Kinematic theory and Dynamic
theory. Dynamic theory offers an exact method for determining reflectivity curves and is
derived from geometrical optics using Snell’s and Fresnel’s laws (Equation 3.10 to Equa-
tion 3.15). Although the Dynamic theory approach offers an exact solution, the method is
entirely numerical and offers no physical insight into the connection between the scattering
length density profile of a sample and the measured reflectivity curve. Kinematic theory on
the other hand originates from the basic elastic scattering theory discussed previously. It
is not an exact solution as it relies on the Born approximation and becomes invalid below
the critical edge in the regime of total external reflection. However, the kinematic approxi-
mation is valid for incident angles much greater than the critical angle, when the scattering
interactions are weak and interactions between the incident and reflected waves are negli-
gible. Kinematic theory also has the advantage of offering a more physical interpretation
of the link between the observed reflectivity curve and the interior structure of the sample.
Detailed derivations of both Kinematic and Dynamic theories of reflectivity can be found
elsewhere [175, 176]. Here, the key equations of Kinematic theory are provided to aid with
interpretation of the NR presented in this thesis.
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Figure 3.27: Specular neutron reflectivity geometry. A neutron incident on a
thin film sample at an angle

In Kinematic theory, the measured specular reflectivity R(Q) is approximated as:

R(Q) ≈ 16π2

Q4

∣∣∣∣∣
∫ ∞

−∞

dβ

dz
eizQdz

∣∣∣∣∣
2

(3.56)

Equation 3.56 shows that the measured reflectivity R(Q) can be interpreted as the Fourier
transform of the SLD gradient (dβ

dz
) in the plane normal to the surface of the sample.

In Figure 3.28 a series of simulated NR curves are presented where each layer is simulated
as a slab with a sharp interface. For a smooth substrate layer (Figure 3.28a), the reflectivity
curve exhibits a distinct R(Q) ∝ Q−4 relation at Q > Qc. The position of the critical edge
Qc of the reflectivity curve is related to the SLD of the substrate βs by:

Qc = 4
√
πβs (3.57)

For a single uniform slab on a silicon substrate, the reflectivity curve consists of a sinusoidal
Q variation superimposed onto the expectedQ−4 decay. TheQ spacing (∆Q) between these
kiesseg fringes follows a reciprocal relationship with the thickness of the film L:

∆Q = 2π
L

(3.58)

Simulations show how the NR curve changes depending on the SLD β1 and thickness L of
the slab. The amplitude of the kiesseg fringes increases as the difference between β1 and
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βs increases (Figure 3.28b). As L increases, ∆Q decreases (Figure 3.28c).

Figure 3.28: Specular neutron reflectivity simulations of (a) a substrate with
various SLD values (βs). (b) A 15nm single layer film on a silicon substrate
(βs = 2.07 × 10−6Å−2) with various SLD values (β1). (c) A single layer film
with β1 = 4 × 10−6Å−2 on a silicon substrate with various film thicknesses (L).
In (c), data has been offset by two decades for clarity.

For rough or diffuse interfaces in thin film samples, the SLD gradient dβ
dz

is modelled as a
Gaussian function with width σ. For a rough substrate, this corresponds to:

dβ

dz
= − βs

σ
√

2π
e− z2

2σ2 (3.59)

Increasing the roughness of a substrate results in a more rapid reflectivity decay with
increasing Q such that the reflectivity curve is modelled as:
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R(Q) ≈ 16π2β2
s

Q4 × e−σ2Q2 (3.60)

Neutron Reflectivity Modelling

In an NR experiment, a R(Q) vs Q curve is produced. Although this reflectivity curve can
give some initial indications about the properties of the sample such as approximate film
thicknesses (Equation 3.58), it is necessary to fit the reflectivity data using a mathematical
model to gain detailed structural information about the sample. This is especially true for
complex multilayer samples for which the reflectivity curve is calculated from the summa-
tion of reflected and transmitted waves as discussed previously. Reflectivity is therefore
model-dependent and R(Q) data is typically presented alongside the corresponding SLD
profile simulated from the mathematical model. For a composite layer film, the effective
SLD is calculated from the volume fraction of each material. For example, consider a two-
phase OPV blend film composed of donor polymer and small molecule acceptor phases
with SLDs βD and βA and volume fractions ϕD and ϕA respectively (ϕA + ϕD = 1). The
effective SLD of the blend layer simulated from the reflectivity model is equal to:

βn = ϕAβA + ϕDβD (3.61)

where the volume fraction of each phase is given by:

ϕA = βn − βD

βA − βD

(3.62)

NR fitting in this thesis was evaluated based on the χ2/Npts value which is related to the
difference between observed and expected reflectivity values according to:

χ2 = (observed− expected)2

Npts× expected
(3.63)

where Npts is the number of points in the data set.

Neutron Reflectivity Measurements at Institut-Laue-Langevin

All NR measurements in this thesis were performed using the D17 reflectometer at ILL in
TOF, non-polarised mode (Figure 3.29a). The double chopper system at D17 selectively
controls the neutron wavelengths from 2 to 27Å, enabling an order of magnitude in Q
to be measured in less than a minute. Samples were mounted vertically onto a sample
stage (Figure 3.29b) and scattered neutrons were measured using a 2D detector capable
of detecting both specular and off-specular scattering. Measurements were performed in
air on solid thin film samples deposited onto circular silicon substrates (5cm in diameter,
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Figure 3.29c). Incident angles of 1° and 4° were measured for 30 minutes and 100 minutes
respectively providing a total measurable Q range of 0.008 < Q(Å−13.4. The TOF wave-
length distribution of a collimated, pulsed beam without the sample present (i.e. the direct
beam) is first measured. The neutron intensity reflected from a sample is then measured
using the TOF wavelength distribution and the reflectivity R(Q) is ascertained as the ratio
of the reflected and incident neutron intensities. The partial reflectivity curves measured at
different angles are stitched together and scaled according to the instrumental scale factor
(I0).

Figure 3.29: (a) The D17 reflectometer at Institut-Laue-Langevin. (b) A thin
film sample mounted for measurement on D17. (c) A typical silicon substrate
used for neutron reflectivity measurements. The sample measures 5mm in di-
ameter and is approximately 0.5cm thick.

NR data fitting was performed using the open-software package GenX version 2.4 [181].
Samples were modelled by treating each layer as a single slab defined by three fit parame-
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ters: SLD (βn), roughness (σ), and thickness (L). The instrumental resolution (dQ/Q) was
kept constant at 2%. In practice, resolution varies with wavelength but changes between
varying (dQ/Q) resolution and a fixed value produced insignificant changes in the fit pa-
rameters. Specific fit parameters are provided in the experimental chapters. The NR mea-
surements in this thesis benefitted from beamtime awarded at the ILL under experiment
numbers 9-11-1975 (DOI:10.5291/ILL-DATA.9-11-1927) and 9-11-1957 (DOI:10.5291/ILL-
DATA.9-11-1957).

3.9.5 Small Angle Neutron Scattering
Small angle X-ray scattering (SAXS) and small angle neutron scattering (SANS) are char-
acterisation techniques that probe the size, shape and number of scattering entities in a
sample in transmission geometry. They have a broad range of applications for accessing
the interior structure of samples from a few nanometers to a few microns [182]. X-rays
or neutrons scattered by the sample are recorded with a 2D detector. The 2D scattering
pattern is then radially averaged to produce a 1D I(Q) vs Q intensity profile. In general,
all small angle scattering studies concerns the analysis of this 1D intensity profile, which is
usually modelled with a mathematical function to gain insight about the structure of the
sample.

In this thesis, SANS was used to probe the two-phase system of BHJ blend films. The
Lorentz-corrected scattering intensity (IQ2 versus Q, also termed a Kratky plot) was used
to identify a characteristic phase-separation length scale or long period Lp [183, 184]. For
example, it has previously been used to characterise the long period of P3HT lamellae crys-
tals, which corresponds to the mean average distance between lamellae domains, including
the length of the P3HT crystals and the amorphous domains between them [105]. Here,
the Q position of a correlation peak in the Lorentz-corrected intensity is related to Lp via:

Q = 2π
Lp

(3.64)

Changes in the Lorentz-corrected scattering intensity are most easily understood by con-
sidering the integral of IQ2, known as the invariant [185, 186]. The invariant Q∗ is linearly
related to the electron density variance ∆β2

x in the system:

Q∗ =
∫ ∞

0
IQ2dQ ∝< ∆β2

x > (3.65)

In the case of a two-phase OPV blend film, < ∆β2
x >= ϕAϕD(βA − βD)2 where ϕA and

ϕD are the volume fractions of the donor and acceptor components and βA and βD are
the corresponding SLDs. Given that, the measured scattering intensity is the result of

100



Section 3.9

differences in SLD, a larger invariant corresponds to a higher degree of phase separation
and domain purity.

To fit the 1D SANS intensity profiles of two-phase blend thin films, three, shape-independent
models were used as outlined below. These models were chosen because they are relatively
simple models with few parameters. Using such oversimplified models was necessary for the
samples in this thesis as there was often limited or no a-priori structural knowledge of the
blend films. Additionally, SANS measurements were performed on a stack of 15 samples
which means the resultant scattering is an average representation of the thin film morphol-
ogy. It should therefore be noted that the fit parameters extracted are characteristic of the
average morphology but in reality, there is likely a distribution of these values.

1. Power Law Model

A power law model was used to extract the scattering exponent (α) values from the SANS
curves. The scattering exponent contains information related to the interfaces of scattering
entities. The model has the form [187]:

I(Q) = scale×Q−α +B (3.66)

where B is a flat background intensity and scale is simply a multiplication factor, not
related to volume fraction. In a log-log I(Q) vs Q plot, α is equivalent to the gradient
of the SANS curve at high Q. α is related to the surface fractal dimension of the system
Ds through α = 6 −Ds [105]. Systems characterised by sharp interfaces have a scattering
exponent of α = 4 and are said to exhibit Porod behaviour.

2. Debye-Anderson-Beuche (DAB) Model

The DAB model, a development of the earlier Debye-Bueche (DB) model, calculates the
scattering from an ideal, random, non-particulate, two-phase system characterised by a
correlation length ξ [188, 189, 190]. ξ is a measure of the average spacing between regions
of two phases (1 and 2). The scattering intensity is expressed as:

I(Q) = scale× ξ3

(1 + (Qξ)2)2 +B (3.67)

where B is the background intensity and scale is dependent on the SLD contrast or scat-
tering power of the sample ∆β2 characterised by two phases with volume fractions ϕ1 and
ϕ2 respectively:

scale = 8ϕ1ϕ2∆β2 (3.68)
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The DAB model assumes a two-phase system containing only two regions of constant
SLD with sharp phase boundaries of no measurable thickness. It therefore exhibits Porod
behaviour (I(Q) ∼ Q−4) at large Q (Qξ >> 1). The DAB model was used in this thesis to
characterise highly phase-separated, two-phase blend thin films for which the phases 1 and 2
represent the phases of the conjugated donor polymer and small molecule electron acceptor.
However, caution should be taken as in reality no real material systems fulfils the criteria
of an ideal two-phase system. For example, the assumption of sharp phase boundaries does
not hold for systems that demonstrate diffuse interfaces or a high degree of intermixing so
there will likely be deviations from the DAB model. In these cases, alternative models are
used to characterise interfacial sharpness (e.g. Power Law, Guinier-Porod, Mass-Fractal
and Unified Fit models). In addition, the DAB model, models two-phase systems using a
single length scale and is therefore not suitable for systems that are composed of multiple
characteristic length scales (e.g. hierarchical morphologies). Nevertheless, the simplicity of
the DAB model is an attractive approach for modelling small angle scattering of two-phase
OPV blend thin films as it relies only on three parameters and divergences from the model
often manifest as systematic deviations [101, 191, 192, 193, 194].

To understand how ξ relates to the morphology of an irregular two-phase blend film,
consider a two-phase random (non-particulate) system as shown in Figure 3.30. Here,
transversal chords of alternating length L1 and L2 are defined as the distance that a line
crossing the system in any arbitrary direction travels inside domains of phase 1 and 2 re-
spectively [185, 191, 101]. Given the irregular shape of domains, there will be a distribution
of chord length values. The average of these values (⟨L1⟩ and ⟨L2⟩) and termed the average
chord length (sometimes referred to as a Porod length or transversal length) can be calcu-
lated if the volume fraction of the phases is known by dividing the three-dimensional value
of the correlation length ξ by the volume fraction of the opposite phase. This calculation
makes several assumptions and should only be considered as a first-order estimation (e.g.
the blend ratio of components in solution is often assumed to be the same as the volume
fraction in the blend film). The summation of the average chord length of each phase is
approximately equal to the Porod length of inhomogeneity) [176]:

1
lp

= 1
⟨L1⟩

+ 1
⟨L2⟩

(3.69)
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Figure 3.30: A two-phase random (non-particulate) system characterised by
transversal chords of alternating length L1 and L2 between phase boundaries.

3. Guinier-Porod Model

The Guinier-Porod model is an empirical model that calculates the scattering for a gener-
alised Guinier/power law object [195, 196, 197]. It can be used to determine the size and
dimensionality of scattering entities and has the general form:

I(Q) =


G
Qs e

(
−Q2R2

g
3−s

) Q ≤ Q1
D

Qα Q ≥ Q1
(3.70)

where Q1, D and G are defined as:

Q1 = 1
Rg

√
(α− s)(3 − s)

2 (3.71)

D = Ge(
−Q2

1R2
g

3−s
)Qα−s

1 = G

Rα−s
g

e(− α−s
2 )((α− s)(3 − s)

2 )
α−s

2 (3.72)

α is the scattering exponent described above and Rg is the radius of gyration. Rg describes
the SLD distribution from the scattering entity’s SLD centre of mass [198]:

R2
g =

∑
i βi(ri − r0)2∑

i βi

(3.73)
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where βi is the SLD at point i and ri is the distance of point i from the centre of mass r0.
Rg is well-known for common shapes such as solid sphere of radius R (Rg =

√
3
5R), a thin

rod of length L (Rg =
√

1
12L) or a thin disk of radius R (Rg =

√
1
2R). The s parameter in

Equation 3.70 is a dimensionality factor where s = 0 recovers the standard Guinier formula
for 3D globular objects [198]:

I(Q) = scale× e

(
−Q2R2

g
3

)
+B (3.74)

s = 1 is for 2D symmetry and s = 2 for 1D symmetry.

The Guinier-Porod model was used in Chapter 5 to model 1D GISAXS data of OPV blends.
For systems where the DAB model fails (e.g. intermixed systems with α < 4), models such
as the Guinier-Porod which fit a scattering exponent in addition to a characteristic length
scale should be used. Given no a-priori information was known concerning the shape of
scattering entities, only radii of gyration are provided.

Small Angle Neutron Scattering at ISIS

To provide a sufficient scattering volume, the majority of SANS measurements on solid
films as reported in the literature have been performed on films that are much thicker
(1 − 2µm) than those used in OPV devices (∼ 80 − 100nm) [183, 192, 105]. Although
this is a relatively facile approach to enhancing the scattering volume, the processing
conditions used to produce micron-thick films are often different to those used for device-
relevant thicknesses (80-100nm). Such changes in processing conditions (e.g. deposition
method, solid concentration etc.) can drastically affect the blend film nanostructure and
any conclusions which relate back to device performance may be unreliable.

In this thesis the same method used by others is implemented [194, 101, 199], whereby
a vertical stack of 15 device-relevant thick films are mounted in a holder. Assuming a
beam diameter of 10mm and film thickness of 100nm gives a total active layer thickness
of ∼ 1.5µm (15 × 100nm) and a total sample volume of approximately ∼ 1.2 × 108µm3

(1.5µm × π × 5mm2) which is much greater than the sample volume probed in grazing
incidence and surface microscopy techniques and indeed that of SANS on a single micron-
thick film (∼ 7.9 × 107µm3). This approach whilst providing a sufficient scattering volume
also crucially uses films that are processed in the same way as OPV device active layers
allowing film nanostructure to be correlated with device performance more reliably. In this
thesis, all OPV blend films prepared for SANS measurements were spin-coated onto either
PEDOT:PSS or ZnO coated, 0.5mm thick, 15mm diameter quartz discs (Knight Optical
WHQ 1500-C) (Figure 3.31b) following the same processing conditions as for OPV device
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fabrication. 15 samples were then stacked vertically and mounted in an aluminium holder
(Figure 3.31a) to generate a good signal to noise statistics in the SANS signal.

Figure 3.31: (a) Aluminium SANS sample holder for mounting quartz disc
sample stacks. (b) An illustration of a single sample used in a sample stack.
The blend film is deposited onto an ETL/HTL coated quartz disc. (c) SANS
samples ready to be measured on Larmor. (d) The Larmor diffractometer at
the ISIS neutron and muon spallation source.

All SANS measurements in this thesis were performed using the Larmor time-of-flight
diffractometer at the ISIS neutron and muon spallation source (Figure 3.31) in Oxfordshire.
Larmor utilises neutrons with a wavelength between 0.9 and 13.0Å and is capable of probing
a Q-range of 0.003 ≤ Q (Å−1) ≤ 0.7. For all measurements, the beam diameter was
collimated to 10mm at the sample. Each sample was measured for approximately 4 hours
to provide high statistical precision. The background sample consisted of a stack of 15
PEDOT:PSS or ZnO coated quartz discs without active layer films.

105



Chapter 3

Each raw scattering data set was radially averaged and corrected for sample transmission,
background scattering and detector efficiency. Corrected data was converted to scattering
cross-sectional (∂σ/∂Ω) data using Mantid software [200] and plotted on an absolute scale
(cm−1). Initially, the data was reduced by the total thickness of the quartz (15 × 0.5mm)
and so it was necessary to scale the SANS signal to account for the total active layer film
thickness. To do this, the thickness of a few films from each sample were measured using
Dektak profilometry and averaged. SANS intensities were then multiplied by a factor of
(15 × 0.5mm)/(15 × L) where L is the average film thickness for each sample (see [201]
for more details about data reduction at ISIS). Finally, the corrected, scaled data was
fitted with appropriate models using SasView software (Version 4.1.2) [202] and evalu-
ated based on the χ2/Npts value (Equation 3.63). The SANS measurements in this thesis
were made possible through beamtime awarded under experiment numbers RB1920285
(DOI:10.5286/ISIS.E.RB1920285) and RB201389 (DOI:10.5286/ISIS.E.RB201389) at the
ISIS neutron and muon spallation source.

3.9.6 Grazing Incidence X-Ray Scattering
The same diffraction and scattering principles discussed previously can be applied to thin
film samples in grazing-incidence geometry. The experimental geometry for grazing inci-
dence X-ray wide angle scattering (GIWAXS) and grazing incidence small angle scattering
(GISAXS) measurements is shown in Figure 3.32. The translation of transmission SAXS
to a grazing incidence geometry measurement emerged in the late 1980s as a method for
studying nanoparticle self-assembly in weakly scattering organic thin films [203]. This has
since been extended to studying a diverse range of material systems and thin film morpholo-
gies [204]. The ability to capture a large area of reciprocal space in a single measurement
has improved diffraction studies, with the development of GIWAXS [104, 205]. In a typ-
ical experiment, X-rays impinge a thin film sample at a grazing angle θi (∼0.1 - 0.2°for
organic films), and the scattering is defined by an out-of-plane angle θf and in-plane angle
ϕ. The scattered X-rays are detected by a 2D detector positioned ∼300mm and ∼1200mm
from the sample for GIWAXS and GISAXS respectively allowing a broad range of length
scales to be probed (∼ 0.1 − 10nm for GIWAXS and ∼ 10 − 200nm for GISAXS). In this
geometry, the scattering vector Q is defined as Q = (Qx, Qy, Qz) where the components
are equal to:

Qx = 2π
λ

(cos(ϕ)cos(θf ) − cos(θi)) (3.75)

Qy = 2π
λ

(sin(ϕ)cos(θf )) (3.76)

Qz = 2π
λ

(sin(θi) + sin(θf )) (3.77)
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Figure 3.32: The scattering geometry for grazing incidence X-ray scattering
measurements. The sample is inclined at an angle θi with respect to the inci-
dent beam with wave vector ki. X-rays are scattered with wavevector kf in a
direction defined by angles 2θ and ϕ and are detected by a detector positioned
∼ 300mm and ∼ 1200mm from the sample for GIWAXS and GISAXS respec-
tively.

In addition to probing a broad range of characteristic length scales in a sample, grazing
incidence X-ray scattering measurements also allow depth-dependent information to be
collected. The incident X-ray beam can be strongly refracted at the film/vacuum interface
and can be reflected at the film-vacuum and/or film/substrate interfaces. These effects
give rise to waveguiding or standing wave effects. For example, consider the following
cases concerning the incident X-ray angle (θi) and critical angle of the material (θc):

• θi < θc : The X-ray beam is totally reflected but the transmitted beam travels in
the plane of the film, trapped at the film/vacuum interface. X-rays do not penetrate
into the film except for a short-range evanescent wave that travels through the top
few nanometers of the film. Scattering intensity arises only from surface structures.

• θi ∼ θc : The X-ray beam is refracted such that it travels within the plane of the film
leading to a strong increase in scattering intensity. A waveguiding effect is produced
due to strong reflection from the film/vacuum and film/substrate interfaces.

• θi > θc : The X-ray beam is refracted penetrating the film. Depending on the
refractive index of the substrate and the incident angle, the X-ray beam will likely
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be completely reflected at the film/substrate interface and partially reflected at the
film/vacuum interface as it exits the film. The high probability of multiple-reflection
events between the top and bottom interfaces results in interference giving rise to
a standing wave within the film. Scattering intensity therefore arises from the bulk
structure of the film.

This is demonstrated by considering the penetration depth of an X-ray into a typical
OPV film such as pure ITIC (Figure 3.33). At incident angles below the critical angle
θc ∼ 0.14°, X-rays only penetrate the top ∼5nm of the film and so the measurement is
surface-sensitive. At incident angles greater than the critical angle, X-rays can penetrate
∼ 10 − 100µm into the film, probing the entire film thickness and so the measurement is
bulk-sensitive. For most grazing incidence X-ray scattering measurements in this thesis,
incident angles approximately equal to the critical angle of the sample were chosen to probe
the entire film thickness and maximise scattering intensity.
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Figure 3.33: X-ray attenuation length as a function of grazing angle for pure
ITIC with ρ = 1.11g/cm3 and an X-ray energy of 9.24keV. Data was calculated
using an online tool [206].

Grazing incidence X-ray scattering is a particularly useful technique for probing the de-
gree of order and orientation of scattering entities within a film. This is demonstrated in
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Figure 3.34 where the relationship between real and reciprocal space is considered for a
face-on arrangement of lattice planes with various degrees of orientational order. A film
consisting or randomly aligned planes (i.e. unoriented) does not exhibit any dependence
on the azimuthal angle (χ) away from the normal, out-of-plane direction and the 2D scat-
tering pattern is composed of isotropic Debye-Scherrer rings. A film which is composed of
predominantly face-on oriented planes will scatter more strongly out-of-plane (Qz direction
in reciprocal space) and the scattering will appear as broad arcs. For a highly oriented film
with a high degree of face-on orientational order, the scattering is centred out-of-plane,
appearing as well-defined Bragg spots. This concept can be extended to planes aligned in
other orientations. For example, a highly oriented edge-on assembly of planes will scatter
in-plane (the Qy direction in reciprocal space).

Figure 3.34: An illustration of the relationship between lattice plane orienta-
tion in real space (top row) and the resulting angular distribution of scattering
in reciprocal space (bottom row) for a random orientation of planes (left), a
predominantly face-on orientation (centre) and a highly ordered face-on orien-
tation (right).

3.9.7 Grazing Incidence X-ray Scattering at Sheffield
All GIWAXS and GISAXS measurements in this thesis were performed in The Department
of Chemistry at The University of Sheffield using a Xenocs Xeuss 2.0 SAXS/WAXS beam-
line. The layout of the instrument is displayed in Figure 3.35. This instrument is equipped
with a liquid gallium MetalJet source (Excillum) capable of producing 9.24keV (λ = 1.34Å)
X-rays. X-rays were collimated onto the sample at an incident angle of θi = 0.16° for all
measurements in Chapter 4, Chapter 5 and Chapter 6 and θi = 0.15° for measurements in
Chapter 7.
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Scattered X-rays were detected using a Pilatus 1M (Dectris) detector positioned approxi-
mately 300mm and 1200mm from the sample position for GIWAXS and GISAXS measure-
ments respectively. Sample to detector distances were calibrated using a silver behenate
(AgBe) standard and all measurements were performed with the sample chamber and flight
path under vacuum to reduce background air scatter. Typically, samples were deposited
onto quartz coated glass substrates (Ossila - S211) or unpatterned ITO glass substrates
(Ossila).

Figure 3.35: Layout of the Xeuss 2.0 SAXS/WAXS instrument.

Data Processing

Data processing for GIWAXS and GISAXS measurements can be divided into two parts:
(1) 2D image correcting and reshaping and (2) extracting 1D intensity profiles. All grazing
incidence X-ray scattering data in this thesis were processed using the GIXSGUI Matlab
toolbox [207].

A typical corrected, reshaped 2D GIWAXS pattern is shown in Figure 3.36a. In a GIWAXS
experiment, the intensity measured by the detector is the projection of the reciprocal lattice
intercepted by the Ewald sphere onto the detector plane. To represent the 2D GIWAXS
pattern using orthogonal reciprocal space axes (e.g. Qz vs Qr), it is necessary to reshape
the image. This leads to a blank space or missing wedge on the 2D image which represents
the Q region which cannot be probed at a fixed incident angle [207] (Figure 3.36a). Other
image corrections account for the detector efficiency, path attenuation and pixel-to-pixel
sensitivity.
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After the 2D GIWAXS pattern has been corrected and reshaped, the image is typically
azimuthally integrated in some way to generate 1D intensity profiles. Common integra-
tion areas are shown in Figure 3.36a along with the corresponding 1D intensity profiles
in Figure 3.36b and Figure 3.36c. For Q-dependent intensity profiles, integrations are
often performed across out-of-plane and in-plane sectors to probe scattering from planes
aligned parallel and perpendicular to the substrate respectively (i.e. face-on and edge-on)
(Figure 3.36b). For samples that exhibit preferential orientation, χ-dependent profiles are
useful for probing the orientation of scattering entities with the same Q value such as
those from equivalent lattice planes in a unit cell or from samples which contain multiple
orientations (Figure 3.36c).

Figure 3.36: (a) A diagram showing typical integration areas of a 2D GIWAXS
pattern. (b) Azimuthally integrated Q-dependent intensity profiles correspond-
ing to the out-of-plane and in-plane sectors in (a). (c) Azimuthally integrated
χ-dependent intensity profile corresponding to the azimuthal sector in (a).
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Crystalline coherence lengths CCL were estimated from peaks in the 1D GIWAXS Q-
dependent intensity profiles using Scherrer analysis [208]. CCL is an estimate of the
average size of coherently scattering regions within the film calculated using the Scherrer
equation:

CCL = κλ

Wcosθ
(3.78)

where W is the full width half maximum (FWHM) of the peak, θ is the scattering angle
associated with the peak, λ is the X-ray wavelength and κ is a dimensionless shape factor
equal to 0.94 for most organic materials [209]. Values for W and θ were extracted from
fitting the GIWAXS peak with either a Gaussian or a Lorentzian function.

For GISAXS, 2D patterns were corrected in the same way as 2D GIWAXS patterns. A
typical processed 2D GISAXS pattern is shown in Figure 3.37a. At smaller scattering
angles (i.e. smaller Q values), the missing wedge correction discussed above becomes less
important. The scattering enhancement highlighted in the red shaded box is the Yoneda
region [210, 106]. This enhancement arises when θi = θc because the incident and reflected
standing waves reach a maximum [106].

Figure 3.37: (a) A typical 2D GISAXS image with the Yoneda region shaded in
red. (b) A 1D GISAXS horizontal linecut performed by integrating across the
Yoneda region shown in (a).
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Analysis of GISAXS typically involves taking a horizontal linecut at the Yoneda region,
generating a 1D intensity profile (Figure 3.37b). For two-phase blend systems, the 1D
intensity profile is then typically modelled using similar functions as for small angle scat-
tering data (see Subsection 3.9.5). For thin films with well-defined nanoparticle assemblies,
the 2D GIWAXS data can be modelled using various software (e.g. BornAgain [211], Is-
GISAXS [212], SimDiffraction [213]). It should be noted that in this thesis, GISAXS and
GIWAXS profiles are the scattering intensities after applying standard corrections to the
2D image (detector efficiency, path attenuation, polarization etc. [207]). They have not
been corrected for background and are therefore displayed in arbitrary unites (a.u.). This
is in contrast to SANS measurements which are shown in absolute units (cm−1) as it was
possible to correct the SANS intensities for background, transmission and film thickness.

Peak Indexing

The majority of GIWAXS data presented in this thesis was collected on amorphous or semi-
crystalline organic thin films that often do not exhibit the same molecular arrangement as
their reported bulk crystal structures. This can make peak indexing difficult. For these
samples, peak indexing was performed by comparing with literature results and previously
indexed molecular structures. In Chapter 7, the samples of interest are considerably more
crystalline and peaks could be indexed using the crystallographic information file (CIF) of
the reported bulk crystal structure. This was done using the three-dimensional nanostruc-
ture indexing application in GIXSGUI [207]. This program allows the expected scattering
reflections to be simulated for any of the unit cells in the 230 crystallographic space groups
described previously. In comparison to standard crystallographic indexing, the refraction
and reflection effects at interfaces in thin film samples are considered. This is done using
the Diffraction analysis tool (Figure 3.38a) where the unit cell parameters (a, b, c, α, β,
and γ) can be inputted along with a unit cell orientation vector [uvw]. After inputting
suitable parameters, the expected reflection positions in reciprocal space are calculated
(i.e. Qxy and Qz values) and can be overlaid onto an experimental 2D scattering pattern
(Figure 3.38b).

2D Simulations

In addition to 2D peak indexing in GIXSGUI, 2D diffraction patterns can be simulated
using WAXS mode in SimDiffraction, a Matlab toolbox created and maintained by Dag
Breiby [213]. This software was particularly useful for understanding the experimental
GIWAXS data presented in Chapter 7. For the 2D simulations performed in Chapter 7, all
samples were simulated using a uniaxial model with a pseudo-Voight (PSV) distribution in
the out-of-plane direction. The following corrections were applied: specular Lorentz cor-
rection, isotropic polarisation correction, Yoneda correction and structure factor correction
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determined from relative atomic positions. Additionally, the following SimDiffraction pa-
rameters were kept constant for each simulation: the instrumental peak width (0.03Å−1),
peak shape (0.2). See the SimDiffraction software manual for further details [213]. Key
simulation parameters relating to the molecular order and orientation of the sample are
discussed in Chapter 7.

Figure 3.38: (a) The 2D nanostructure indexing application using the Diffrac-
tion analysis tool in GIXSGUI [207]. (b) An example of reflections simulated
using a hexagonal crystal structure, which are overlaid on an experimental 2D
GIWAXS pattern.

The general workflow for SimDiffraction consists of the following steps:

1. Load the 2D GIWAXS image and configure the image in the correct rotation and
beam centre (Figure 3.39a).

2. Input instrument settings such as the sample-to-detector distance, beam centre, in-
cidence angle, pixel size and X-ray wavelength (Figure 3.39c).

3. Input image settings such as the image size, Qxy range and Qz range (Figure 3.39c).

4. Apply any necessary corrections such as Lorentz correction, polarisation, Yoneda
correction etc. (Figure 3.39c).
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5. Read in CIF file and input appropriate hkl ranges and axis oriented along Qz (Fig-
ure 3.39b).

6. Input simulation settings such as the preferred orientation model and out-of-plane
parameters (Figure 3.39d).

7. Simulate 2D GIWAXS pattern using the polycrystalline film function (Figure 3.39e).

Figure 3.39: Screenshots of the simDiffraction Matlab package used to simu-
lated 2D GIWAXS patterns.
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Correlating Nanostructure with Optoelectronic
Functionality in PBDB-T : ITIC Organic

Photovoltaics with Non-Halogenated Solvents

4.1 Foreword

The fabrication of high efficiency polymer : NFA OPV devices typically relies on the
use of halogenated processing solvents which have health and cost related concerns. To
ensure large-area solution processing is practically viable, the environmental and health-
related impact of halogenated solvents must be addressed. However, finding safer, more
environmentally-benign processing solvents that deliver the same PV performance and
operational lifetime remains one of the greatest challenges to industrial scale OPV manu-
facture.

In this chapter, I investigate the impact of processing solvent on the morphology and
optoelectronic functionality of PBDB-T : ITIC based OPV devices. Specifically, two non-
halogenated processing solvent systems (o-xylene and a carbon disulfide : acetone co-
solvent blend) are compared to two halogenated processing solvents (chlorobenzene and
chloroform). The findings demonstrate the feasibility of non-halogenated solvents for rapid,
large throughput manufacturing, necessary for the commercialisation of OPV.

4.2 Author Contributions

In this chapter, all structural characterisation measurements (GIWAXS, GISAXS and
AFM) were performed and analysed by myself. OPV devices were fabricated and tested
by Emma L. K. Spooner. Samples for PL and UV-Vis absorption studies were made by
myself and measurements were performed by Emma L. K. Spooner. The analysis and
interpretation of PL and absorption measurements was performed by myself. Exciton
diffusion measurements and modelling were performed by collaborators at Minnesota Uni-
versity (Kaicheng Shi, Janet A. Christenson, Ronald L. Christenson and Russel J. Holmes).
DSC and TGA measurements were collected through the Thermal Analysis Service at The
Department of Chemistry, University of Sheffield. The interpretation and write-up of all
results detailed in this chapter was performed by myself under the supervision of Andrew
J. Parnell.
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4.3 Introduction
The highest efficiency organic solar cells typically rely on the use of pernicious halogenated
processing solvents and solvent additives [32, 214, 215, 216, 217, 33]. To be commercially
viable, it is critical that the fabrication of devices can be made rapid, scalable and inexpen-
sive. Each of these requirements are made more complex through the use of halogenated
processing solvents. As a result, there is currently a large research effort focused on sourc-
ing OPV processing solvents which do not contain halogen atoms (F, Cl, Br and I) (i.e.
non-halogenated) that deliver a comparable (or improved) PV performance and operational
stability to halogenated alternatives. In the literature, non-halogenated solvents are often
labelled as green or eco-friendly [218, 219, 220] but this can be misleading given that they
also possess their own potential health, cost and environmental risks.

OPV processing solvents can be separated into four groups: (1) Halogenated solvents, (2)
Aromatic non-halogenated solvents, (3) Non-aromatic non-halogenated solvents and (4)
Linear polar solvents (alcohols and water). Halogenated solvents can be both aromatic
(e.g. chlorobenzene) and non-aromatic (e.g. chloroform) but they are grouped together
here for simplicity. The highest efficiency organic solar cells typically rely on the use of
pernicious aromatic Group 1 solvents and solvent additives [32, 214, 215, 216, 217, 33]
because they are compatible with the extended aromatic structures of most active layer
components. However, the harmful, health-related impact of these solvents is an increasing
concern as OPV technologies push towards commercialisation [221].

Chloroform, for example is regarded as a human carcinogenic substance [222] and other nox-
ious halogenated solvents such as chlorobenzene, o-dichlorobenzene and dichloromethane
can be harmful to specific vital organs in animals and humans [223, 224, 225, 226]. The
toxicity of a solvent is often described using a median lethal dose (LD50) value. This is
defined as the dose of a substance (per kilogram of body weight) required to kill half of
the tested animal population (usually rats) within a certain time period. The LD50 values
for a range of solvents from each of the four groups described above is presented in Fig-
ure 4.1. Here a low LD50 value corresponds to a smaller dose required to kill 50% of the
population (i.e. more toxic). As can been seen halogenation generally leads to solvents
with a higher toxicity, however lack of halogenation alone does not ensure less toxicity.
For example, tetrahydrofuran (THF) is a Group 3 solvent but has a lower LD50 value
than dichloromethane (DCM), a Group 1 solvent. Other health-related risks should also
be considered such as the potential damage to the reproductive system associated with
N-methyl-2-pyrrodidone (NMP) and CS2 [227, 228] or the risk of blindness from methanol
inhalation [229].
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Figure 4.1: LD50 values for halogenated solvents (Group 1), aromatic non-
halogenated solvents (Group 2), non-aromatic non-halogenated solvents (Group
3) and linear polar solvents (Group 4). Data was compiled from various sources
[218, 230, 231].
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In addition to negative health effects and toxicity, it has recently been reported that rises
in global chloroform emissions are detrimental to the recovery of the stratospheric ozone
layer [232, 233]. The management of such hazardous substances at the quantities required
for large-scale production will therefore require strict industrial regulations and waste han-
dling protocols to avoid severe eco-toxicological effects. Whilst there are safe ways to
use dangerous solvents in industrial processes, they add significant cost and complexity.
[221, 234, 235].

The economic impact of halogenated processing solvents should also be considered. It
has been estimated that the cumulative thermal energy required to produce 16 million
litres of chlorobenzene for 1GW of power through the Process one method [27] is 880TJ
compared to 17TJ if water is used instead [26]. Such differences in embedded energy
impact the EPBT of the solar cell with chlorobenzene contributing an additional 10 days
and water adding only 4h [26]. It is therefore of industrial importance to phase-out the use
of halogenated processing solvents to improve the cost, scalability and practical viability
of OPV technologies.

The PV performance of OPV devices processed from non-halogenated solvents is typically
inferior to those processed from halogenated solvents. However, both solvent groups have
shared similar surges in PCE over the last decade as discussed in several review articles
[218, 236, 237, 220, 219]. The selection of processing solvent must be carefully considered as
there are a number of properties which can impact the film drying kinetics and morphology
(e.g. boiling point, vapour pressure, polarity, miscibility, solubility and surface tension).
The primary consideration is the solubility of the solute in the solvent. This is often
determined through a trial and error approach [238] but a more empirical evaluation is
to use Hansen Solubility Parameters (HSPs) [239, 240]. The HSPs of a material are δD,
δD and δD, which correspond to the dispersive, permanent dipole-dipole and hydrogen
bonding intermolecular forces respectively. The three parameters define coordinates in
three-dimensional Hansen space. The distance between two points 1 and 2 in Hansen
space (e.g. for a solute and solvent) is termed the radius of interaction Ra and is expressed
as:

Ra =
√

4(δD1 − δD2)2 + (δP 1 − δP 2)2 + (δH1 − δH2)2 (4.1)
where the subscripts 1 and 2 represent the two substances respectively [238]. A small Ra

value is representative of substances with similar chemical properties (e.g. a solute that
is soluble in an appropriate solvent). Each substance is also defined by its own radius of
solubility in Hansen space (R0). If the HSP coordinates of a solvent are located within the
Hansen sphere of the solute it is considered a good solvent whereas those located outside
are considered poor solvents. This is often quantified geometrically through the relative
energy difference (RED) value given by:
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RED = Ra

R0
(4.2)

RED > 1 indicates poor solubility whereas RED < 1 indicates good solubility. In general,
substances which have similar chemical properties to each other (e.g. an aromatic solvent
and aromatic solute or a non-polar solvent and non-polar solute) are considered compatible
due to strong molecular interactions.

Studies focusing on non-halogenated processing solvents have therefore primarily focused
on aromatic Group 2 solvents as they have similar chemical properties to most conjugated,
aromatic organic materials. For polymer : fullerene systems, >10% PCEs have been
achieved using Group 2 solvents such as o-xylene [241, 242, 243, 244], toluene [245] and
1,2,4-trimethylbenzene [246]. However, for some systems, the BHJ morphology is non-ideal
[247, 248] and high PCEs are often only achieved through the use of solvent additives which
are often halogenated [101] and detrimental to the long-term operational stability of the
device [126, 123]. There has also been some success using non-aromatic, non-halogenated
(Group 3) solvents such as CS2 [249] and a CS2 : acetone blend [239] in polymer : fullerene
systems. However, the poorer solubility of fullerenes in non-aromatic solvents and restricted
chemical modification has limited further advancements.

With the advent NFAs, there is a greater potential for chemical modification providing
strategies to improve the solubility and processability of NFA systems with both aromatic
and non-aromatic halogenated solvents. Polymer : NFA systems have achieved PCEs
>16% for devices processed using Group 2 solvents such as o-xylene [250, 251, 252] and
toluene [253, 254]. In addition to this, several systems processed from Group 3 solvents
such as THF [255, 256, 257, 258], anisole [259], 2-MTHF [260, 261] and limonene [262] have
demonstrated promising PCEs >10%. Further efforts to improve performance in Group 3
solvents focuses on the chemical design of NFAs and conjugated polymers to improve their
solubility in less harmful solvents whilst maintaining high PV performance. A key research
focus is the alteration of side-chain chemical moieties given their role in determining the
solubility, crystallinity and optoelectronic properties of a molecule [263].

The performance of OPVs processed from the ultimate eco-friendly, Group 4 polar sol-
vents such as water or alcohols remains largely inferior to devices processed from the other
solvent groups due to poor solubility. However, over the past decade there have been pio-
neering research efforts to improve this. For example, OPVs incorporating water-dispersible
nanoparticles (NPs) as the photoactive layer have recently demonstrated PCEs as high
as 7.50% for a polymer : NFA based system [264]. In a separate study, the substitution
of polymer side-chains with hydrophilic moieties achieved a PCE of 2.51% in a fullerene-
based system processed from a water : ethanol blend [265]. Although these achievements

120



Section 4.4

are promising, the PCE of water/alcohol processed devices remains significantly lower
than devices processed from Group 1-3 solvents.

The primary obstacle in finding compatible solvents appears to be the trade-off between sol-
ubility and morphology. As side-chains are extended or functionalised to increase solubility,
the molecular π-π stacking is often disrupted leading to an unfavourable nanomorphology
that is detrimental to device performance. On the other hand, solubility that is too high
can lead to nanomorphologies that are too finely intermixed and suffer from severe charge
carrier recombination [218]. In addition to solubility, the drying dynamics of the photoac-
tive film are strongly linked to the properties of the processing solvent. For example, high
boiling point solvents increase the film drying time, which can lead to excessive crystalli-
sation, domain over-purification and domain sizes that are much larger than the exciton
diffusion length [102, 123]. As a result, additional strategies such as solvent additives [101],
thermal annealing [153] and solvent annealing [154] are often employed to finely tune the
drying kinetics of the film and gain further control of the self-assembled morphology.

In this chapter, the impact of four different processing solvent systems (chlorobenzene,
chloroform, o-xylene and a CS2 : acetone solvent blend) on the nanostructure, PV perfor-
mance and optical properties of a prototypical polymer : NFA blend (PBDB-T : ITIC) are
investigated. The thermal properties of PBDB-T and ITIC solid materials are first charac-
terised to inform the choice of anneal temperature during thin film fabrication. Following
on from this, the optoelectronic performance of PBDB-T : ITIC blend films are compared
using spectroscopy and device-based measurements. Grazing incidence X-ray scattering
measurements was then performed to correlate differences in optoelectronic performance
with changes in the nanomorphology of the thin film. The findings presented here, further
the understanding of processing-structure-performance relationships for non-halogenated
polymer : NFA systems. This is critical to improving the eco-compatibility and ultimately
the commercialisation of high-efficiency OPV technologies.

4.4 Experimental
The samples of interest in this chapter concern pure and blend films of PBDB-T : ITIC
processed from various solvents (chlorobenzene, chloroform, o-xylene and CS2 : acetone).
In this chapter PBDB-T (batch M1001) from Ossila was used with Mw = 117,406, Mn =
58,737 and PDI = 2.0. The selected processing solvents allow a range of solvent prop-
erties to be compared between halogenated and non-halogenated systems. For example,
chlorobenzene and o-xylene have comparably high boiling points, (132°C and 144°C respec-
tively) and low vapour pressures (9mmHg and 7mmHg respectively). Similarly, chloroform,
acetone and CS2 are all low boiling point (bp = 61.2 °C, 46.3°C and 56.2°C respectively),
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highly volatile solvents (Pv = 194mmHg, 100mmHg and 230mmHg respectively). O-xylene
was selected as a suitable candidate to investigate given its compatibility with other poly-
mer : NFA systems [250, 251, 252] and its high boiling point makes it a promising candidate
for large-scale roll-to-roll processing [26]. A CS2 : acetone solvent blend was also selected
as previous work demonstrated its similar HSP parameters to chlorobenzene [239] suggest-
ing it will be a good solvent for polymer : NFA systems. The film processing conditions
used for pure and blend film samples are provided below in Table 4.1 and Table 4.2 re-
spectively. PBDB-T : ITIC solutions were prepared in a 1:1 blend ratio (by weight) at
the appropriate solid concentration. The CS2 : acetone co-solvent blend was prepared in
a 4:1 ratio by volume. Films processed from chloroform and CS2 : acetone were spin-
coated statically and films processed from chlorobenzene and o-xylene were spin-coated
dynamically to produce films that were ∼80-90nm thick. It should be noted that PBDB-T
showed a considerably poorer solubility in o-xylene solutions and films contained numerous
particulates as can be seen in the optical microscopy images shown in (Figure 4.20). All
films were thermally annealed immediately after fabrication at 160°C for 10 minutes in a
nitrogen-filled glovebox.

Solvent Material Solid Concentration Spin Speed
(mg/mL) (rpm)

Chlorobenzene PBDB-T 10 2000
ITIC 15 1000

Chloroform PBDB-T 10 2000
ITIC 15 3000

O-Xylene PBDB-T 7.5 2000
ITIC 15 1000

CS2 : Acetone PBDB-T 10 2000
ITIC 15 3000

Table 4.1: A summary of the processing conditions used to spin-coat pure
PBDB-T and ITIC thin films from various solvents.

Solvent Solid Concentration Spin Speed
(mg/mL) (rpm)

Chlorobenzene 18 2000
Chloroform 9 3000
O-Xylene 13 1000

CS2 : Acetone 8 2000

Table 4.2: A summary of the processing conditions used to spin-coat PBDB-T
: ITIC blend thin films from various solvents.
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4.5 Thermal Characterisation of PBDB-T and ITIC
An anneal temperature of 160°C was informed by DSC and TGA measurements of pure
PBDB-T and ITIC (Figure 4.2,Figure 4.3 and Figure 4.4) and has been used as an optimum
anneal temperature in other studies [94]. The glass transition temperature (Tg) of ITIC
has previously been measured to be ∼180°C [266] where it was hypothesised that diffusion-
limited crystallisation can occur at temperatures below Tg. This conclusion has been used
in other studies to justify the formation of multiple polymorphic phases in the temperature
range 150 < T (°C) < 350 [267, 112]. Similar thermal behaviour has been reported for a
number of pharmaceutical small-molecules [268, 269, 270] but given the large molecular
structure of ITIC (and other large conjugated materials), mobility in a vitrified state at
T < Tg seems unlikely. Upon further inspection, it should also be noted that previous
Tg measurements of ITIC were performed following isothermal heating of films at 450°C
[266]. My TGA measurements show that this temperature is considerably higher than
the decomposition temperature of ITIC with a transient mass loss of ∼15% at 450°C
(Figure 4.4a). Any Tg measurements performed after such intensive heating will likely
contain molecular fragments of decomposed ITIC and are therefore inaccurate.

In this study, the DSC thermogram from the first heating ramp exhibits a small endother-
mic peak with a maximum at 180°C, characteristic of a crystallisation temperature (Tc)
and a stronger exothermic peak at ∼210°C indicative of a melting temperature (Tm) (Fig-
ure 4.2a). Additionally, there appears to be a step-like feature visible in both the heating
and cooling ramps, characteristic of a glass transition in the range ∼100-120°C (Figure 4.2).
Combining this with the TGA thermogram in (Figure 4.4a), it is therefore concluded that
ITIC undergoes a glass transition at ∼100-120°C, crystallisation at ∼180°C, melting at
∼210°C and begins to decompose at ∼355°C. At T > Tg, the increased molecular mobility
leads to the formation of multiple polymorphic phases as reported elsewhere [267, 112].

For PBDB-T, there are fewer thermal transitions in the DSC thermograms compared to
ITIC and they are much less distinct in agreement with other studies [266, 128] (Figure 4.3).
There is a step-like feature characteristic of a glass transition visible at ∼80°C in the first
heating ramp (Figure 4.3a) but this is not visible in the cooling thermogram (Figure 4.3b)
which makes it difficult to discern if this a true glass transition. The only clear feature is
the broad peak at ∼252°C characteristic of a melting temperature. TGA measurements
also show that the onset of decomposition occurs at ∼437°C (Figure 4.4b).
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Figure 4.2: DSC thermogram of pure ITIC solid collected using a rate of
10°C/min for (a) the first heating ramp from 0°C to 325°C, and (b) the first
cooling ramp from 325°C to 0°C. Note the step-like transition at Tg = 121°C in
the cooling stage. 124
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Figure 4.3: DSC thermogram of pure PBDB-T solid collected using a rate of
10°C/min for (a) the first heating ramp from 0°C to 325°C, and (b) the first
cooling ramp from 325°C to 0°C.
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Figure 4.4: TGA thermogram of (a) pure ITIC solid and (b) pure PBDB-T solid.
Mass loss was measured during heating from room temperature to 800°C.
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4.6 Optoelectronic Properties
The normalised UV-Vis absorption of pure ITIC and pure PBDB-T thin films along with
blend thin films of PBDB-T : ITIC processed from various solvents are shown in Fig-
ure 4.5, Figure 4.6 and Figure 4.7 respectively . The absorption profile of ITIC consists of
two strong absorption bands in the 600-800nm wavelength range with maxima at ∼650nm
∼700nm, consistent with previous reports [93, 271] (Figure 4.5). The absorption peak at
700nm has previously been identified as a high-energy π-π∗ transition and intramolecular
charge transfer from the core IDTT unit to the flanking INCN moieties [271]. The op-
tical bandgap of ITIC calculated from the onset of absorption according to Equation 2.3
is equal to 1.60eV. The spectra of chlorobenzene and o-xylene-processed ITIC films ap-
pear to undergo a bathochromic shift relative to the absorption spectra of chloroform and
CS2 : acetone-processed films, which are potentially indicative of enhanced molecular π-π
stacking through the formation of J-aggregates [272].

In the case of pure PBDB-T films, the absorption spectrum of all solvent processed films
exhibit a maximum at ∼630nm along with a lower intensity band centred at ∼580nm in
agreement with previous reports [94, 95] and the optical band gap is calculated to be 1.83eV
(Figure 4.6). For the o-xylene-processed PBDB-T film, the intensity of the lower absorption
transition at ∼580nm is significantly lower relative to the ∼630nm peak. In the blend, the
absorption contributions of PBDB-T and ITIC combine to produce a spectra with strong
absorption in the 500-800nm wavelength range (Figure 4.7). The ITIC absorption peak
at ∼700nm for the o-xylene-processed blend film, is much more pronounced relative to
the PBDB-T peak at ∼630nm, which is again indicative of poor PBDB-T solubility and a
greater absorption contribution from the acceptor component.

In addition to changes in light absorption, the impact of processing solvent on light emis-
sion was investigated. The degree of PL quenching in an OPV blend film is related to
the efficiency of exciton dissociation at donor-acceptor interfaces. In an ideal OPV BHJ
device, excitons are separated into free charge carriers at heterointerfaces before radia-
tive recombination can occur (i.e. the potential emission of photons is quenched). In
Figure 4.8, the steady-PL of pure ITIC, pure PBDB-T and PBDB-T : ITIC blend thin
films processed from various solvents are presented. PL intensities have been corrected for
photon absorption by normalizing each dataset to the absorption coefficient at the exci-
tation wavelength. The PL intensities of the pure films are much higher compared to the
blend thin films because there are no donor-acceptor interfaces to pull away free charge
carriers during exciton dissociation. The PL signal of the chlorobenzene-processed blend
film is the most quenched relative to the emission of the pure component films processed
from the same solvent (Figure 4.8a). In comparison, there are clear emission peaks in the
blend PL at ∼760nm for chloroform, o-xylene and CS2 : acetone-processed blend films
(Figure 4.8b-d).
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Figure 4.5: Normalised UV-Vis absorption of pure ITIC films processed from
chlorobenzene, chloroform, o-xylene, and CS2 : acetone.

Figure 4.6: Normalised UV-Vis absorption of pure PBDB-T films processed
from chlorobenzene, chloroform, o-xylene, and CS2 : acetone. Note the PBDB-
T used here had MW =142,718, MN=60,189 and PDI=2.3 (batch M1001A2
from Ossila).
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Figure 4.7: Normalised UV-Vis absorption of PBDB-T : ITIC blend films pro-
cessed from chlorobenzene, chloroform, o-xylene, and CS2 : acetone.

The exciton diffusion length (ld) of PBDB-T and ITIC films processed from chlorobenzene
was measured using PL quenching measurements (Figure 4.22 and Figure 4.21), giving
values equal to 11.60 ± 0.60nm and 12.65 ± 0.35nm respectively. It should be noted that
ld values as high as 25-32nm have been reported for ITIC elsewhere [29] suggesting values
are dependent on measurement technique and film processing conditions. Nevertheless, it
provides a rough target for the optimisation of the blend nanostructure. The superior PL
quenching exhibited by the chlorobenzene-processed PBDB-T : ITIC blend is indicative
of a more favourable nanomorphology either due to a domain size comparable to ld or an
optimised donor-acceptor interfacial area permitting efficient exciton dissociation.

Next, the impact of processing solvent on the PV performance of PBDB-T : ITIC based
OPV devices was investigated. OPV devices were fabricated using a conventional device
architecture (glass/ ITO/ PEDOT:PSS/ PBDB-T : ITIC/ PFN-Br/ Ag) following the
protocols described in Chapter 2. The J-V curves of champion devices are displayed in
Figure 4.9 along with device statistics in Figure 4.10 and Table 4.3. The highest PCE of
8.84% was achieved for the chlorobenzene-processed device as a result of a superior JSC

and FF of 16.62mA/cm2 and 62.7% respectively. Followed behind this was the CS2 :
acetone-processed device achieving a maximum PCE of 7.30%.
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Figure 4.8: Steady-state PL spectra of neat PBDB-T and ITIC thin films and
PBDB-T : ITIC blend thin films processed from (a) chlorobenzene, (b) chloro-
form, (c) o-xylene, and (d) CS2 : acetone measured using an excitation wave-
length of 405nm. PL intensities have been corrected for photon absorption.

Despite suffering from a relatively lower JSC and FF , the overall PCE of the CS2 :
acetone-processed device is boosted by a remarkably high VOC of 0.92V, which is amongst
the highest open-circuit voltages achieved for PBDB-T : ITIC systems in the literature
[94, 273, 274, 275]. The PCE of o-xylene and chloroform-processed devices were com-
parable, achieving a maximum PCE of 5.81% and 6.10% respectively. In comparison to
the chlorobenzene and CS2 : acetone-processed devices, the main performance limitations
appear to originate in a reduced JSC for the o-xylene-processed device and a reduced FF
for the device processed from chloroform.
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Figure 4.9: J-V performance of champion PBDB-T : ITIC devices processed
from chlorobenzene, chloroform, o-xylene, and CS2 : acetone.

Solvent JSC VOC FF PCE
(mA/cm2) (V ) (%) (%)

Chlorobenzene 16.39 ± 0.31 0.82 ± 0.14 55.79 ± 9.96 7.73 ± 2.07
(16.62) (0.88) (62.72) (8.84)

Chloroform 14.56 ± 0.64 0.85 ± 0.01 43.13 ± 0.99 5.29 ± 0.31
(15.11) (0.86 50.15 ± 2.23 (5.81)

O-Xylene 12.05 ± 1.04 0.85 ± 0.01 (54.28) 4.90 ± 0.73
(13.45) (0.86) (54.28) (6.10)

CS2 : Acetone 14.32 ± 0.24 0.91 ± 0.01 49.84 ± 2.99 6.49 ± 0.49
(14.93) (0.92) (54.67) (7.30)

Table 4.3: Summary of device metrics presented in Figure 4.10, averaged across
10 devices ±1 standard deviation. Champion values are shown in parenthesis.
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Figure 4.10: Boxplot of device metrics for the 10 highest performing PBDB-T
: ITIC devices processed from chlorobenzene, chloroform, o-xylene, and CS2 :
acetone.

The EQE spectra of PBDB-T : ITIC films processed from various solvents is displayed
in Figure 4.11. Each device displays a broad photoelectric conversion efficiency in the
range 300-800nm, which is consistent with the UV-Vis absorption measurements discussed
previously (Figure 4.7). The suboptimal light absorption of both PBDB-T and ITIC in
the wavelength range 300-500nm results in a lower EQE across the same range. For the
chlorobenzene-processed device, the EQE is slightly higher as a result of enhanced light
absorption, in agreement with the superior JSC (Table 4.3). In comparison, o-xylene-
processed devices suffer from a decreased EQE due to relatively low light absorption,
indicative of a higher number of charge trap states or poor exciton dissociation efficiency
[276]. The integrated JSC values calculated from the EQE spectra in Figure 4.11 are
compared in Table 4.4 to the champion values extracted from the J-V curves shown in
Figure 4.9. The errors between calculated and measured JSC values are less than ∼10%.
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Figure 4.11: EQE spectra of PBDB-T : ITIC devices processed from chloroben-
zene, chloroform, o-xylene, and CS2 : acetone.

Solvent Device JSC (mA/cm2) Integrated JSC from EQE (mA/cm2)
Chlorobenzene 16.62 15.04

Chloroform 14.98 13.85
O-Xylene 13.20 13.06

CS2 : Acetone 14.93 13.87

Table 4.4: A summary of JSC values for PBDB-T : ITIC devices processed from
chlorobenzene, chloroform, o-xylene, and CS2 : acetone. Values were extracted
from the champion J-V curves (Figure 4.9) and from integrating the EQE
spectra (Figure 4.11).
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4.6.1 Small Scale Structures
To understand the apparent differences in PV performance and the optical properties
discussed above, the impact of processing solvent on the three-dimensional blend thin film
nanostructure was investigated using X-ray scattering and microscopy-based techniques.
Firstly, the crystallinity and molecular orientation of PBDB-T and ITIC in the blend
was characterised using GIWAXS measurements. The 2D GIWAXS scattering patterns
are displayed in Figure 4.12. Each scattering pattern consists of two noticeable features:
a high intensity feature at Q ∼ 0.3Å−1 (d ∼ 21Å) and a broad diffuse feature in the
out-of-plane direction at Q ∼ 1.7Å−1 (d ∼ 3.65Å). These features have previously been
attributed to lamellar stacking and π-π-stacking of both PBDB-T and ITIC [109, 277].
Unfortunately the lamellar and π-π-stacking length scales of PBDB-T and ITIC are too
similar to deconvolve the individual scattering contributions from each component.

To further understand the GIWAXS data, azimuthally integrated Q-dependent 1D profiles
were extracted from the 2D scattering patterns in the out-of-plane and in-plane directions
(Figure 4.13). For the chlorobenzene-processed blend film, the lamellar stacking and π-π-
stacking intensities are considerably higher in both the out-of-plane and in-plane directions
suggesting a greater degree of molecular order. The crystalline coherence length CCL
corresponding to lamellar stacking was estimated from the width and position of the out-
of-plane lamellar peak at Q ∼ 0.3Å−1 using the Scherrer equation Equation 3.78. These
values are summarised in Table 4.5. The chlorobenzene and o-xylene-processed films are
composed of the largest coherently scattering regions with CCL values of 4.31 and 5.49nm
respectively. In comparison, chloroform and CS2 : acetone-processed films exhibit smaller
coherence lengths of 3.65nm and 3.92nm respectively. The differences in CCL are likely
related to the boiling point of the processing solvent. Processing from high boiling solvents
such as chlorobenzene and o-xylene slows the drying kinetics of the film, allowing more
time for the components to aggregate. Films processed from low boiling point solvents dry
rapidly, resulting in a more disordered molecular packing.

Solvent Q (Å−1) d (Å) FWHM
(Å−1) CCL (nm)

Chlorobenzene 0.310 20.3 0.136 4.31
Chloroform 0.296 21.3 0.161 3.65
O-Xylene 0.306 20.6 0.107 5.49
CS2 : Acetone 0.313 20.1 0.150 3.92

Table 4.5: Table of Q-values, d-spacing, FWHM and crystallite size ex-
tracted from the out-of-plane GIWAXS Q-dependent 1D intensity profiles (Fig-
ure 4.13a).
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Figure 4.12: 2D GIWAXS patterns of PBDB-T : ITIC blend thin films processed
from (a) chlorobenzene, (b) chloroform, (c) o-xylene, and (d) CS2 : acetone.
Measurements were taken using an incident angle of θi=0.16°.
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Figure 4.13: Azimuthally integrated Q-dependent GIWAXS intensity profiles
in the (a) out-of-plane and (b) in-plane directions of PBDB-T : ITIC blend thin
films processed from chlorobenzene, chloroform, o-xylene, and CS2 : acetone.
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4.7 Large Scale Structures
Next, AFM and GISAXS measurements were performed to probe the impact of processing
solvent on the characteristics of large-scale structures in the blend thin films such as the
size, shape and intermixing of domains. As discussed in Chapter 2, these properties are
critical to understanding the efficiency of exciton dissociation and the percolation of free
charges to the electrodes in an OPV device. AFM topography images of PBDB-T : ITIC
films processed from halogenated and non-halogenated solvents are shown in Figure 4.14
and RMS surface roughness values (σRMS) are summarised in Table 4.6. The AFM images
of films processed from chlorobenzene and chloroform appear very similar with comparable
height scales (Figure 4.14a and Figure 4.14b) and both films exhibit a similar RMS surface
roughness of 2.01nm and 1.86nm respectively. In comparison, the surface of the o-xylene
film appears to be composed of more distinct domains and the height scale range is a
factor of ∼3 times greater than the other AFM images leading to an increased RMS surface
roughness of 5.12nm (Figure 4.14c). For the CS2 : acetone-processed film, the surface is
ultra-smooth with a RMS roughness of 1.29nm (Figure 4.14d).

Solvent σRMS (nm)
Chlorobenzene 2.01

Chloroform 1.86
O-Xylene 5.12

CS2 : Acetone 1.29

Table 4.6: Table of RMS film roughness σRMS values extracted from the AFM
data shown in Figure 4.14

Although AFM measurements give an initial indication of the blend morphology, it is only
the surface of the film that is probed and interpretation often relies on visual, qualitative
comparisons of the images. GISAXS measurements were consequently performed to probe
large-scale structures across the full three-dimensional morphology of the film. The 2D
GISAXS scattering patterns shown in Figure 4.15 exhibit intense scattering in the small
angle region with an in-plane Yoneda enhancement [210] at Qz ∼ 0.03Å−1 and weak inten-
sity scattering at Q ∼ 0.3Å−1 corresponding to the lamellar stacking peak identified previ-
ously in GIWAXS measurements. The higher surface roughness of the o-xylene-processed
film measured by AFM is also apparent from the broad, diffuse scattering visible in the
out-of-plane direction.
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Figure 4.14: AFM height topography images of PBDB-T : ITIC blend thin films
processed from (a) chlorobenzene, (b) chloroform, (c) o-xylene, and (d) CS2 :
acetone. The scale bar is 500nm. Note the variation in height scale particularly
for the o-xylene-processed film blend film (c).
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Figure 4.15: 2D GISAXS patterns of PBDB-T : ITIC blend thin films processed
from (a) chlorobenzene, (b) chloroform, (c) o-xylene, and (d) CS2 : acetone.
An incident angle of θi = 0.16° was chosen as it close to the critical angle of the
material.

To further analyse the 2D GISAXS patterns, horizontal linecuts were performed at the
Yoneda region corresponding to the critical angle of the thin film (Figure 4.16). This data
has also been plotted as IQ2 versus Q, termed the Lorentz scattered intensity (Figure 4.17).
Here, the appearance of a peak in the 1D GISAXS profiles is made clearer and the peak
position can be measured more easily without aberrations arising from the scattering ge-
ometry [186]. As discussed in Subsection 3.9.5, peaks in the Lorentz-corrected scattering
intensity for OPV systems have previously been identified as a phase-separation length
scale or long period Lp [183, 105]. Chloroform, o-xylene and CS2 : acetone-processed
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blend thin films have a peak in the Lorentz-corrected GISAXS intensity corresponding to
Lp values of 26.0nm, 27.0nm and 28.7nm respectively (see Table 4.7 for Q values). In the
case of the chlorobenzene-processed film, a peak is not observed suggesting the observable
Q-range is either too small to capture the characteristic length scale or there is insufficient
electron density contrast in the system resulting in a low scattering signal.

Changes in the Lorentz-corrected scattering intensity can be understood by considering
the integral of IQ2, known as the invariant (see Subsection 3.9.5 for further details). A
larger invariant corresponds to a greater electron density contrast in the sample, indicative
of phase-separated system with high domain purity. By comparing the area under the
Lorentz-corrected scattering curves in Figure 4.17 it is clearly seen that chloroform and
o-xylene-processed blend films have a larger invariant compared to chlorobenzene and CS2
: acetone-processed blend films. Given the superior PV performance of chlorobenzene
and CS2 : acetone-processed, this suggests that a more finely intermixed PBDB-T : ITIC
morphology with a large interfacial area is desirable for efficient PV performance.

To understand this further, the 1D horizontal linecuts in Figure 4.16 were fitted using
a Guinier-Porod model (see Figure 3.9.5) in the Q range 0.015 ≤ Q (Å−1) ≤ 0.25 (Fig-
ure 4.18). The Guinier-Porod model was chosen as it can be used to fit small angle scatter-
ing from systems which are more intermixed and therefore do not exhibit Porod behaviour
(scattering exponent = 4). Fit parameters are summarised in Table 4.8. Here a lower
scattering exponent (α) corresponds to a larger interfacial area with α ∼ 4 representative
of a system with sharp, phase-separated interfaces [196, 197]. Chlorobenzene and CS2
: acetone-processed blend thin films exhibit scattering exponent values of 2.35 and 2.64
respectively, characteristic of intermixed systems with large interfacial areas in agreement
with the reduced Lorentz invariant discussed above. In comparison, the scattering expo-
nent values of the chloroform and o-xylene-processed films are significantly higher (3.92
and 4.50 respectively) suggesting these systems have a higher degree of phase-separation
with sharp interfaces.

The radius of gyration (Rg) and dimensionality factor (s) parameters contain information
related to the size and shape of domains. For example, the Rg of spherical domains with
radius R is given by R2

g = 3
5R

2. s is related to the dimensionality of the scattering entity
(s = 0 for 3D symmetry, s = 1 for 2D symmetry etc.) [196, 197]. The chloroform and
o-xylene-processed films exhibit Rg values of 7.19 and 7.35nm respectively and s values
close to zero, indicative of globular, three-dimensional domains. In comparison, blend
films processed from chlorobenzene and CS2 : acetone exhibit larger Rg values of 9.15nm
and 8.06nm respectively and higher s values suggesting a more interpenetrating network-
like structure. The correlation between Rg and PV performance can be rationalised by
considering the exciton diffusion length (ld) of PBDB-T and ITIC (12.65 ± 0.35nm and
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11.60 ± 0.60nm respectively). For chlorobenzene and CS2 : acetone-processed films, Rg

is comparable to ld permitting more efficient exciton dissociation at the donor-acceptor
interfaces compared to chloroform, o-xylene-processed films.
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Figure 4.16: 1D GISAXS intensity of PBDB-T : ITIC blend thin films processed
from (a) chlorobenzene, (b) chloroform, (c) o-xylene, and (d) CS2 : acetone.
Data was extracted by taking horizontal linecuts at the Yoneda position in the
Qxy range 0.2Å−1 ≤ Q ≤ 1.0Å−1. Note the peak at Q ∼ 0.3Å−1 corresponds to
the lamellar scattering peak characterised in GIWAXS measurements above.
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Figure 4.17: Lorentz-corrected GISAXS intensity across the full Q-range for
PBDB-T : ITIC blend thin films processed from chlorobenzene, chloroform, o-
xylene, and CS2 : acetone. Data is repeated from Figure 4.16 but plotted as
IQ2 vs Q.

Solvent Qmax (Å−1) Lp (nm)
Chlorobenzene – –

Chloroform 0.0241 26.0
O-Xylene 0.0232 27.0

CS2 : Acetone 0.0219 28.7

Table 4.7: Table of Q-values and corresponding long period Lp calculated from
the correlation peaks in the Lorentz-corrected GISAXS patterns for PBDB-
T : ITIC blend films processed from various solvents (Figure 4.17). A value
could not be extracted for the chlorobenzene-processed film as a peak was not
observed. (Blue trace in Figure 4.17.)
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Figure 4.18: Guinier-porod GISAXS fits in the Q-range 0.015 ≤ Q (Å−1) ≤ 0.25
for PBDB-T : ITIC blend thin films processed from chlorobenzene, chloroform,
o-xylene, and CS2 : acetone. Data is repeated from Figure 4.16 but Guiner-
Porod fitting is overlaid.

Solvent Scale
B

Rg α
s

χ2/Npts(×102) (nm) (×10−2)
Chlorobenzene 0.54 ± 0.01 0.70 ± 0.06 9.15 ± 0.24 2.35 ± 0.05 8.0 ± 1.0 0.10

Chloroform 1.11 ± 0.01 0.83 ± 0.06 7.19 ± 0.03 3.92 ± 0.12 0.5 ± 0.2 0.44
O-Xylene 4.60 ± 0.01 0.90 ± 0.06 7.35 ± 0.01 4.50 ± 0.05 0.3 ± 0.1 2.56

CS2 : Acetone 0.46 ± 0.01 0.69 ± 0.06 8.06 ± 0.14 2.64 ± 0.09 3.5 ± 0.8 0.09

Table 4.8: Table of Guinier-Porod GISAXS fit parameters for the data shown
in Figure 4.18.
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4.8 Discussion
Taken together, the GIWAXS, GISAXS and AFM measurements reveal distinct solvent-
induced morphologies. Chlorobenzene and CS2 : acetone-processed PBDB-T : ITIC blend
films are characterised by a nanostructure that has a large interfacial area with length scales
comparable to the exciton diffusion length of PBDB-T and ITIC. This is beneficial for
efficient exciton dissociation and PL quenching. At the molecular level, the chlorobenzene
blend film exhibits a high degree of order, which is advantageous for good charge transport
and reduced non-geminate recombination. In comparison, PBDB-T : ITIC blend films
processed from chloroform and o-xylene, form highly phase-separated morphologies with
small interfacial areas. Although blend films processed from o-xylene demonstrate a high
degree of molecular order, the unfavourable nanomorphology combined with large surface
roughness due to poor PBDB-T solubility, ultimately leads to poor PV performance.

The impact of processing solvent on the relationship between film nanostructure and PV
performance is demonstrated more clearly in Figure 4.19. Here, Rg and α values extracted
from the GISAXS data (Table 4.8) are plotted alongside the average PCE of PBDB-T :
ITIC devices. The highest PCE is achieved for systems characterised by a large interfacial
area (small α) and a length scale close to the exciton diffusion length (Rg ∼ ld). For
highly phase-separated systems (large α) with small domains (Rg < ld), device PCE drops
significantly.

In addition to the size and purity of domains, their distribution in the plane perpendicular
to the substrate can also have a significant impact on PV performance [107, 278]. To
investigate the surface properties of the blend thin films, the contact angle of a water droplet
on the film surface was measured using contact angle goniometry (Figure 4.24). Reference
films of pure ITIC and pure PBDB-T films were first measured giving water contact angles
equal to 99°and 105°respectively (Figure 4.23). For PBDB-T : ITIC blend thin films
processed from chlorobenzene, chloroform, o-xylene and CS2 : acetone, the measured water
contact angles are 103°, 100°, 101°and 102°respectively. The more hydrophobic surface of
the chlorobenzene-processed film suggests the surface is enriched PBDB-T, in agreement
with other studies [117, 116, 279]. A PBDB-T enriched surface layer of significant interfacial
width would be detrimental to conventional architecture devices, acting as a blocking layer
to electrons diffusing to the PFN-Br ETL. This may contribute to the relatively low VOC

observed in J-V measurements for the chlorobenzene-processed device (Table 4.3), however
the effect seems to be minimal, implying the interfacial width is not thick enough to severely
impede device performance. Interestingly, the lack of substantial differences in the water
contact angle for the chloroform, o-xylene and CS2 : acetone-processed films does not
explain the high VOC achieved for the CS2 : acetone blend film and its exact origin remains
unclear.

144



Section 4.8

Figure 4.19: Comparison of the average PCE, radius of gyration and scattering
exponent values for PBDB-T : ITIC films processed from chlorobenzene, chlo-
roform, o-xylene, and CS2 : acetone.

Voltage losses in OPV materials occur due to radiative and non-radiative charge carrier
recombination at the donor-acceptor interface and at active layer/electrode contacts. A
reduction in voltage losses has previously been linked to a reduction in non-radiative and
radiative recombination through an optimised interfacial area [280, 281, 282] and beneficial
segregation of component materials to the electrical contacts [117, 116] (e.g. ITIC segre-
gation at the top contact). Although water contact angle measurements do not suggest
severe interfacial segregation at the surface, a more thorough characterisation of the full
vertical composition of the blend films in the plane perpendicular to the substrate by a
suitable depth-profiling technique such as neutron reflectivity [107, 278], XPS [129] or ion
beam analysis [101] would help clarify this. Additionally, other possible origins for reduced
voltage losses should not be discounted. For example, the significantly smoother surface
of the CS2 : acetone blend film measured by AFM (Table 4.6) could aid PFN-Br adhesion
to the blend film, enhancing carrier diffusion to the electrical contact.
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4.9 Summary
In this chapter, the impact of processing solvent on the BHJ nanomorphology and op-
toelectronic functionality of PBDB-T : ITIC OPV systems was investigated. The study
aimed to addressed the potential use of more environmentally benign, non-halogenated
solvents such as o-xylene and a CS2 : acetone blend as alternatives to the commonly used
pernicious, halogenated processing solvents such as chlorobenzene and chloroform. Al-
though chlorobenzene-processed PBDB-T : ITIC devices exhibited a superior PCE, it was
found that devices processed from CS2 : acetone resulted in efficiencies as high as 7.30%
and a surprisingly high VOC of 0.92V. Both systems demonstrated efficient PL quenching
and GISAXS measurements revealed a highly intermixed morphology with characteristic
length scales close to the exciton diffusion length of PBDB-T and ITIC. In comparison, the
PCE of PBDB-T : ITIC devices processed from o-xylene and chloroform was significantly
lower. In these systems, domains were over-purified leading to a reduction in interfacial
area and poor PL quenching. The results therefore demonstrate the significant role of the
processing solvent in determining the BHJ nanomorphology and resulting optoelectronic
properties of PBDB-T : ITIC blend systems. Additionally, they highlight the high level of
structural detail attainable from grazing incidence X-ray scattering measurements using a
laboratory-based X-ray system. However, it should be noted that for blend nanomorpholo-
gies which are finely intermixed, a higher degree of contrast would be beneficial to increase
the scattering intensity. Such contrast could be achieved in neutron scattering techniques
through deuterium labelling. The structure-performance relationships explored here will
be advantageous for developing fabrication routes compatible with large-scale manufacture,
essential for the commercialisation OPV.
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4.10 Supplementary Data

4.10.1 Optical Microscopy

Figure 4.20: Optical microscope images of PBDB-T : ITIC blend thin films
processed from (a) chlorobenzene, (b) chloroform, (c) o-xylene, and (d) CS2 :
acetone. The scale bar is 0.1mm.
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4.10.2 Exciton Diffusion Length of PBDB-T and ITIC

Figure 4.21: Steady-state photoluminescence measurements of quenched and
unquenched ITIC thin films processed from chlorobenzene with film thicknesses
of (a) 39.9nm and (b) 55.2nm. (c) The optical constants (n,k) of C545T, TCTA
and ITIC. (d) The PL ratio and corresponding fit for extracting the exciton
diffusion length from ITIC thin films. (ld = 11.60 ± 0.60nm).
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Figure 4.22: Steady-state photoluminescence measurements of quenched and
unquenched PBDB-T thin films processed from chlorobenzene with film thick-
nesses of (a) 33.3nm and (b) 62.2nm. (c) The optical constants (n,k) of HAT-
CN, TCTA and PBDB-T. (d) The PL ratio and corresponding fit for extracting
the exciton diffusion length from PBDB-T thin films. (ld = 12.65 ± 0.35nm).

149



Chapter 4

4.10.3 Contact Angle Measurements

Figure 4.23: Measured contact angles of a water droplet on the surface of (a)
pure ITIC and (b) pure PBDB-T thin films processed from chlorobenzene.

Figure 4.24: Measured contact angles of a water droplet on the surface of PBDB-
T : ITIC blend thin films processed from (a) chlorobenzene, (b) chloroform, (c)
o-xylene, and (d) CS2 : acetone.
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The Impact of 1,8-diiodooctane on the Morphology,
Performance and Stability of Organic Photovoltaics

5.1 Foreword
Over the past decade, small molecule solvent additives such as 1,8-diiodooctane (DIO)
have been used extensively to optimise the morphology and consequently the performance
of fullerene-based OPVs. This approach has naturally been translated to polymer : NFA
systems but with limited success. Additionally, there are growing concerns of the poten-
tially detrimental nature of DIO to the long-term operational stability of PV devices due
to degradation routes associated with residual DIO in the film after processing.

In this chapter, I evaluate the benefit of DIO as an OPV processing treatment by comparing
its impact between polymer : fullerene (PBDB-T : PC71BM) and polymer : NFA (PBDB-
T : ITIC) systems. Initially, the chapter focuses on understanding how DIO impacts the
morphology, PV performance and optical properties of fresh samples, comparing how this
differs between fullerene and NFA-based systems. A particular focus is paid to character-
ising the three-dimensional self-assembled blend nanostructure of each system using X-ray
and neutron scattering techniques. These results are then expanded to explore the stability
of each system under different conditions to probe both extrinsic and intrinsic degradation
factors. To understand the origin of device instabilities, the removal of DIO from the film
is tracked using spectroscopic ellipsometry and 1H NMR measurements. Taken together,
the results demonstrate the complex relationships between solvent-additive-induced mor-
phologies and the resulting optoelectronic functionality and stability. Furthermore, they
emphasise that the same methods used to optimise fullerene-based blends are not necessar-
ily applicable to NFA-based systems, prompting the need to source alternative optimisation
protocols that deliver both high-efficiency and long-term operational stability.

5.2 Author Contributions
The work in this chapter was performed in collaboration with Emma L. K. Spooner.
All structural characterisation measurements (GIWAXS, SANS, NR and AFM) were per-
formed, analysed and interpreted primarily by myself unless otherwise stated below. Emma
L. K. Spooner fabricated, tested and processed all devices and related data (EQE, stabil-
ity). SANS measurements were assisted by Robert M. Dalgliesh, Emma L. K. Spooner,
Stephanie L. Burg and Derick L. K. Liew. NR measurements were assisted by Phillip Gut-
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freund and performed through a remote access beamtime. Spectroscopic ellipsometry, UV-
Vis absorption, contact angle goniometry and film stability photographs were performed,
processed and analysed by myself. Emma L. K. Spooner assisted with sample preparation
for various measurements. NMR measurements were performed by Khalid A. Doudin and
analysis was assisted by Khalid A. Doudin and Mary O’Kane. The interpretation of all
data was performed primarily by myself with assistance from Emma L. K. Spooner for
device related data. Deuterated ITIC (d8-ITIC and d52-ITIC) were synthesised by collab-
orators at Wuhan University of Technology and The University of Porto. The project was
supervised by Andrew J. Parnell, Richard A. L. Jones and David G. Lidzey.

5.3 Introduction
The inclusion of low volume concentrations of high boiling point, small molecule solvent ad-
ditives in OPV casting solutions is a common processing method used to fine-tune the BHJ
film nanomorphology, providing an easy method to optimise device performance. Since
the first demonstration of this optimisation technique using alkane dithiols such as 1,8-
octanedithiol (ODT) [283], various alternatives such as 1-chloronapthalene [284, 285, 286],
N-methyl-2- pyrrolidone (NMP) [284, 287], diphenyl ether (DPE) [238, 250] and 1,8-
diiodooctane (DIO) [284, 94, 101] have emerged. DIO in particular has been the additive
of choice over the past decade, proving to be a successful morphological optimisation tool
for fullerene-based blends [101, 238]. With the emergence of high-efficiency NFAs, solvent
additive processing has naturally been translated to polymer : NFA systems but their
success has been limited, often leading to decreases in device performance rather than
enhancements [288]. In addition to this, there are a growing number of reports linking
the use of solvent additives to a number of degradation routes, limiting device stability
in both polymer : fullerene and polymer : NFA systems [123, 126]. With power conver-
sion efficiencies of organic solar cells now approaching 20% [32, 214, 215, 216, 217, 33],
the primary limitation to their commercialisation is the long-term operational stability
of devices. It is therefore essential that the impact of solvent additives on the intricate
processing-morphology-performance-stability relationships are well-understood and the key
differences of how these relationships manifest in both polymer : fullerene and polymer :
NFA systems are identified and addressed.

DIO has been used extensively in OPV systems with contrasting morphological effects
depending on the thermodynamic and kinetic factors at play during film formation. As
discussed in Subsection 2.4.2, kinetic factors include the processing conditions and solvent
vapour pressure which determine the film drying kinetics. Thermodynamic factors concern
the properties of the material such as the solubilities and interactions of the blend compo-
nents in the casting solvents and their crystallisation behaviour [102]. The phase-separation
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process of the three component system (solvent:donor:acceptor) has been modelled in pre-
vious studies using the homogenous Flory-Huggins free energy theory [289, 290, 291, 292].
Here, the morphology of the blend is determined by competing liquid-liquid (L-L) or solid-
liquid (S-L) phase separation processes and the quench depth of the system [102].

In OPV blend systems where L-L phase separation dominates, it is reported that solvent
additives reduce the extent of component demixing by inducing aggregation in solution in
favour of S-L demixing instead [102]. Additionally, the quench depth may also be reduced
into the unstable two-phase region of the phase diagram through extended solvent evapo-
ration. Both processes occur when using solvent additives that are poorer solvents for the
donor and acceptor components compared to the casting solvent. Solvent additives that are
good solvents for the donor and acceptor components mostly reduce demixing by reducing
the quench depth through slow solvent evaporation rate. Solvent additives may also hinder
L-L demxing by acting as compatibilizers and reducing unfavourable interactions between
donor and acceptor components. In the literature, it is reported that in some polymer :
fullerene blends such as PTB7-Th : PC71BM [293, 294] and PCDTBT : PC71BM [238],
the use of DIO reduces component demixing .

For blend systems where phase separation is governed predominantly by S-L phase demix-
ing, the nucleation and growth of the solid phase limits phase separation. Using solvent
additives in such systems therefore increases the degree of phase separation by prolong-
ing film drying and promoting crystal growth either by inducing early nucleation in the
case of poor solvents or by increasing the diffusion of solutes for enhanced crystallisation
in the case of good solvents [102]. Systems which demonstrate this type of behaviour
during DIO processing include P3HT : PC71BM [238] and PffBT4T-2OD : PC71BM [101]
where larger domains are formed and interfacial area is reduced. More recent studies have
demonstrated the same phase-separation enhancement occurs in polymer : NFA systems
such as PBDB-T-SF : IT-4F [295] and PBDB-T : ITIC [116]. Given the rich DIO-induced
phase-behaviour apparent in the literature, it is important to identify the driving forces
responsible for such effects and characterise how this affects the hierarchical morphological
length scales in different systems from molecular-scale packing to aggregate self-assembly
to device-scale phase segregation. This is key to improving device optimisation strategies
and the resultant optoelectronic functionality.

Although processing with DIO can lead to boosts in the initial performance of devices
through greater morphological control, it is important to also consider the impact on device
stability. Previous studies have demonstrated the detrimental impact of DIO processing to
the operational lifetime of numerous polymer : fullerene systems [296, 127]. The most no-
table concern is the potentially detrimental impact of residual DIO to the photo-stability of
the active layer organic materials during irradiation in ambient conditions [127, 297, 123].
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Residual DIO in the film can accelerate UV-induced degradation through the formation
of highly reactive iodine and iodooctane free radicals via photolysis [127, 126, 123]. These
radicals act as a photo-acid, attacking the conjugated active layer materials and the forma-
tion of hydroiodic (HI) acid can be detrimental to device interlayers such as PEDOT:PSS,
severely inhibiting charge collection at the electrical contacts [127, 298]. A potentially
more influential degradation factor is the risk of oxygen diffusion into the photoactive film
which is increased for films containing large amounts of residual DIO as the rate of oxygen
diffusion is higher in organic solvents [123].

In response to this, several studies have presented methods to remove DIO from the film
via additional processing steps such as thermal annealing [101, 126, 297], high-vacuum
exposure [297], methanol rinsing [297, 299], IPA rinsing [300] and light-soaking [301]. The
efficacy of these solvent removal methods has been debated in the literature and largely
depends on the method used to detect residual DIO. For example, X-ray fluorescence (XRF)
measurements have been used previously to show thermal annealing at temperatures of
175°C for 30 minutes and high-vacuum treatments are sufficient to completely remove DIO
from PTB7-Th : PC71BM blend films [297]. However, using 1H NMR measurements this
was recently shown to not necessarily be true as substantial amounts of DIO are retained
in P3HT : PC71BM films after high vacuum exposure and even after high temperature
treatments, sub-ppt concentrations can remain [126].

Even in the absence of oxygen and light, OPV degradation can still occur through mor-
phological and chemical degradation factors. For example, residual DIO in the film after
processing is a particular concern to morphological stability as it increases the mobility of
the active layer components in the film [302, 303] permitting molecular rearrangement and
phase evolution. Retained DIO solvent can also undergo undesirable chemical reactions
with device components even in the absence of light and oxygen [298]. To date, the ma-
jority of studies in the literature have focused on studying the impact of DIO processing
on the photo-stability of organic materials by ageing devices under illumination in inert
and/ or ambient conditions [296, 123, 127, 304]. In such experiments, it is difficult to
disentangle the primary degradation routes as there are potentially a number of extrinsic
factors (e.g. light, oxygen, heat) and intrinsic factors (e.g. morphological, chemical insta-
bilities) involved. Additionally, these studies have primarily focused on polymer : fullerene
systems and there is a lack of understanding of how degradation differs in polymer : NFA
systems. It is therefore important to explore the impact of DIO on the stability of both
polymer : fullerene and polymer : NFA systems under a range of stress conditions. This
is necessary to identify the primary degradation routes in both systems and to effectively
link degradation to processing conditions and film nanomorphology.

The work presented in this chapter aims to clarify the efficacy of DIO processing as a
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suitable optimisation methods for OPV systems by comparing its impact in polymer :
fullerene and polymer : NFA systems. This was done by firstly comparing the impact of
DIO on the optoelectronic properties of PBDB-T : ITIC and PBDB-T : PC71BM blends
processed with various DIO volume concentrations (0-3 Vol%). Using a range of characteri-
sation techniques (GIWAXS, SANS, AFM and NR) these results were then correlated with
DIO-induced changes to the full, three-dimensional nanostructure of each blend system.
Importantly, deuterated ITIC was synthesised for neutron scattering techniques to increase
the SLD contrast in the blend with PBDB-T. To the best of the authors knowledge, using
deuterium-labelled NFAs to characterise the thin film nanostructure of OPV systems has
not been reported elsewhere. Following on from this, the impact of DIO on the stability
of each system is investigated under different stress conditions. This firstly involved track-
ing the removal of DIO during thermal annealing using spectroscopic ellipsometry and 1H
NMR measurements. Primary degradation routes for each system were then explored by
ageing films and devices in various environments (e.g. in the dark and under illumination).
Taken together, the results presented in this chapter provide understanding of the relation-
ships between processing, morphology, performance and stability, and highlight the need
to develop alternative optimisation protocols to fabricate systems that are both efficient
and stable.

5.4 Experimental

Measurements in this chapter were performed on PBDB-T : ITIC and PBDB-T : PC71BM
blend films along with reference pure material films of ITIC, PC71BM and PBDB-T. PBDB-
T (batch M1001A2) from Ossila was used with Mw = 142,718, Mn = 60,189 and PDI =
2.37). Film processing conditions for pure and blend films are provided in Table 5.1 and
Table 5.2 respectively. All active layer solutions were prepared in a solvent mixture of
chlorobenzene with the addition of DIO in volume concentrations of 0, 0.5, 1 and 3 Vol%.
All films were spun dynamically and annealed in a nitrogen-filled glovebox at 160°C for 10
minutes, informed by the thermal measurements discussed in Chapter 4. Blend thin films
were ∼ 80 − 100nm thick.

Material Solid Concentration (mg/mL) Spin Speed (rpm)
ITIC 15 1000

PC71BM 15 1000
PBDB-T 10 2000

Table 5.1: Table of film processing conditions for pure ITIC, PC71BM and
PBDB-T films.
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Blend Solid Concentration (mg/mL) Spin Speed (rpm)
PBDB-T : ITIC 18 2050

PBDB-T : PC71BM 15 1000

Table 5.2: Table of film processing conditions for PBDB-T : ITIC and PBDB-T
: PC71BM blend films.

5.5 Optoelectronic Properties and Structural Char-
acterisation of Fresh Films

5.5.1 Optoelectronic Properties
The normalised UV-Vis absorption spectra of PBDB-T : ITIC and PBDB-T : PC71BM
blend thin films processed from 0, 0.5, 1 and 3 Vol% DIO are displayed in Figure 5.1 and
corresponding reference spectra of pure ITIC, PC71BM and PBDB-T films are provided
in the supplementary data (Figure 5.29, Figure 5.30 and Figure 5.31 respectively). In the
case of PBDB-T : ITIC, the UV-Vis absorption profiles of films processed from 0-1 Vol%
DIO are comparable, exhibiting an absorption maximum at ∼627nm and absorption edge
at ∼762nm (Figure 5.1a). Comparing with pure ITIC and PBDB-T reference films, the
contributions of each component can be identified (Subsection 5.10.1). The high-energy
shoulder at ∼580nm originates from PBDB-T absorption, the peak at ∼700nm is from an
ITIC absorption band and the peak at ∼627nm is a superposition of the transitions at
∼625nm and ∼650nm for PBDB-T and ITIC respectively (Figure 5.29 and Figure 5.31).
For the PBDB-T : ITIC film processed with 3 Vol% DIO, the absorption spectrum appears
to have undergone a bathochromic shift of ∼10nm relative to films processed with lower
DIO concentrations and the shifted ITIC peak at ∼710nm exhibits a considerably higher
intensity relative to the maximum absorption. Upon inspection of the pure reference films,
a similar bathochromic shift of ∼7nm occurs for the ITIC film processed from 3 Vol%
indicative of enhanced molecular packing through the formation of J-aggregates [272, 110].

In the case of PBDB-T : PC71BM blend films, stronger absorption is observed at wave-
lengths <500nm compared to PBDB-T : ITIC films. However, the significantly reduced ab-
sorption at wavelengths >700nm leads to a poorer spectral overlap with the solar spectrum
(Figure 5.1b). Comparing to the reference spectra of pure PC71BM and PBDB-T, absorp-
tion <500nm is dominated by PC71BM, whereas the low energy absorption contribution
(>500nm) is dominated by PBDB-T, exhibiting an absorption maximum at ∼580nm and
absorption edge at ∼695nm (Figure 5.30, Figure 5.31). With increasing DIO concentration,
the absorption profiles of PBDB-T : PC71BM blend films do not change significantly.
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Figure 5.1: Normalised UV-Vis absorption of (a) PBDB-T : ITIC and (b)
PBDB-T : PC71BM blend thin films processed with 0, 0.5, 1 and 3 Vol% DIO.
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Next, the impact of DIO concentration on the J-V characteristics of PBDB-T : ITIC
and PBDB-T : PC71BM OPV devices was investigated. Devices were fabricated in a con-
ventional device architecture (glass/ITO/PEDOT:PSS/active layer/PFN-Br/Ag) following
the fabrication protocols outlined in Chapter 3. Champion J-V curves are presented in
Figure 5.2 along with a box plot of device statistics in Figure 5.3 and summary in Table 5.3.
The performance of PBDB-T : ITIC solar cells processed without DIO is in agreement with
literature values [94], achieving a champion PCE of 10.62%, JSC of 17.76mA/cm2, VOC

of 0.91V and FF of 67.01%. With the addition of 0.5 Vol% DIO, there is a noticeable
increase in PCE from 10.63% to 11.05% primarily resulting from enhancements in FF
and JSC . Processing with higher concentrations of DIO (1 Vol% and 3 Vol%) appears to
be detrimental to the PV performance of PBDB-T : ITIC devices with champion PCEs
dropping to 9.94% and 5.08% respectively. The performance of the 3 Vol% DIO film in
particular seems to suffer from drastic losses across all device metrics and the appearance of
an inflection point near VOC giving the curve a prominent ’S-shape’. S-shaped J-V curves
have been reported in OPV systems elsewhere and are indicative of significantly reduced
charge carrier extraction at the electrical contacts [305, 306, 307].

In comparison, PBDB-T : PC71BM devices generally exhibit inferior PV performance to
PBDB-T : ITIC cells as the weaker absorption of the solar spectrum (demonstrated in the
UV-Vis measurements above Figure 5.1) severely limits device photocurrent (i.e. JSC).
PBDB-T : PC71BM devices processed without DIO exhibit a champion PCE of 7.33%,
JSC of 13.15mA/cm2, VOC of 0.86V and FF of 68.77%. With the addition of 0.5 Vol%
DIO, there is a significant boost in PV performance with the champion PCE increasing to
8.48% primarily due to enhancements in JSC and FF . As DIO concentration is increased
to 1 Vol%, further improvements in JSC and FF results in a slightly increased champion
PCE of 8.84% and an impressive FF of 71.40%. Similarly to PBDB-T : ITIC devices, at
larger DIO concentrations (3 Vol%) there is a decrease in VOC suggesting a reduction in
charge extraction. However, the effect is much less severe in PBDB-T : PC71BM devices,
achieving a champion PCE of 7.94%. Importantly, S-shaped J-V curves are only observed
in the 3 Vol% DIO PBDB-T : ITIC system with PBDB-T : PC71BM systems exhibiting
normal diode-like J-V characteristics for all DIO concentrations.
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Figure 5.2: Champion J-V curves of (a) PBDB-T : ITIC and PBDB-T :
PC71BM solar cells processed from chlorobenzene with 0-3 Vol% DIO.
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Figure 5.3: Boxplot of device metrics for (a) PBDB-T : ITIC and PBDB-T :
PC71BM solar cells processed from chlorobenzene with 0-3 Vol% DIO. Approx-
imately 25 devices are included for each split.
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System DIO JSC VOC FF PCE
(Vol%) (mA/cm2) (V ) (%) (%)

PBDB-T : ITIC

0 17.34 ± 0.26 0.88 ± 0.10 62.48 ± 8.50 9.67 ± 1.82
(17.76) (0.91) (67.01) (10.62)

0.5 17.52 ± 0.33 0.88 ± 0.05 65.52 ± 10.63 10.18 ± 1.88
(17.95) (0.90) (69.83) (11.05)

1 16.93 ± 0.38 0.89 ± 0.02 58.47 ± 5.09 8.84 ± 0.95
(17.45) (0.91) (63.10) (9.94)

3 13.65 ± 0.89 0.78 ± 0.89 35.21 ± 3.05 3.84 ± 0.98
(14.73) (0.86) (39.74) (5.08)

PBDB-T : PC71BM

0 12.61 ± 0.34 0.85 ± 0.01 60.60 ± 6.0 6.51 ± 0.76
(13.15) (0.86) (68.77) (7.33)

0.5 13.68 ± 0.48 0.80 ± 0.16 63.37 ± 13.9 7.24 ± 2.23
(14.44) (0.86) (70.22) (8.48)

1 14.06 ± 0.49 0.82 ± 0.07 64.07 ± 10.9 7.53 ± 1.71
(14.77) (0.86) (71.40) (8.84)

3 13.28 ± 0.74 0.74 ± 0.17 61.77 ± 15.01 6.43 ± 2.21
(14.28) (0.81) (70.24) (7.94)

Table 5.3: Summary of the average and champion OPV device metrics for
PBDB-T : ITIC and PBDB-T : PC71BM solar cells processed from chloroben-
zene with 0-3 Vol% DIO. Averages are given for ∼25 devices ± 1 standard
deviation, with metrics relating to the champion PCE shown in parenthesis.

The EQE spectra of PBDB-T : ITIC and PBDB-T : PC71BM devices processed from
various concentrations of DIO is displayed in Figure 5.4. Integrated JSC values from the
EQE spectra show <10% discrepancy between values extracted from J-V measurements
of the same devices (Table 5.4). PBDB-T : ITIC devices exhibit a broad photo conversion
response in the wavelength range 500-750nm in agreement with the UV-Vis absorption
measurements described above (Figure 5.1a). In this wavelength range, devices processed
from 0 and 0.5 Vol% DIO exhibit EQEs over 70% with maximum EQE values close to
80% (Figure 5.4a). For DIO concentrations >0.5 Vol%, EQE decreases particularly for
devices processed from 3 Vol% with EQE limited to a maximum of ∼55%. In comparison
to PBDB-T : ITIC systems, the EQE at wavelengths <500nm is much greater for PBDB-T
: PC71BM devices due to the low-wavelength absorption of PC71BM discussed previously
(Figure 5.1b). However, as a result of limited absorption at higher wavelengths, EQE falls
off sharply at wavelengths >700nm. In agreement with the J-V measurements described
above, devices processed from 1 Vol% DIO exhibit the highest integrated JSC with a
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maximum EQE of ∼80%. For devices processed with 0, 0.5 and 3 Vol% DIO, the lower
EQE in the region 500-700nm compared to the 1 Vol% device is in agreement with the
weaker absorption and lower JSC values discussed above. Interestingly, PBDB-T : PC71BM
devices processed from 3 Vol% DIO display an enhanced EQE at wavelengths <500nm. The
origin of this enhancement is unclear given that it does not relate to similar enhancements
in the UV-Vis absorption of either component of the blend film.

System DIO JSCJV JSCEQE

(Vol%) (mA/cm2) (mA/cm2)

PBDB-T : ITIC

0 17.10 16.50
0.5 17.15 16.00
1 16.22 15.40
3 12.46 12.30

PBDB-T : PC71BM

0 13.48 12.60
0.5 12.78 11.80
1 13.49 13.30
3 13.00 12.00

Table 5.4: A summary of JSC values for PBDB-T : ITIC and PBDB-T : PC71BM
devices processed from various concentrations of DIO (0-3 Vol%). Values were
extracted from J-V measurements (JSCJV ) and from integrating the EQE spec-
tra in Figure 5.4 (JSCEQE).
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Figure 5.4: EQE spectra from a representative run of (a) PBDB-T : ITIC and
(b) PBDB-T : PC71BM devices processed with various concentrations of DIO
(0-3 Vol%).
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5.5.2 Small-Scale Structures

The changes in optical properties and device performance discussed above provide an ini-
tial indication that the morphology and nanostructure of the blend films is also likely to be
influenced by the presence of DIO. To investigate this, GIWAXS measurements were per-
formed to characterise DIO-induced changes in the molecular self-assembly of both pure
reference films and corresponding blend thin films. To identify scattering peaks in the
blend data, GIWAXS of pure ITIC, PC71BM and PBDB-T reference films processed from
chlorobenzene with 0-3 Vol% DIO were collected. All pure reference film GIWAXS data are
provided in the supplementary information at the end of the chapter (Subsection 5.10.2).
2D GIWAXS patterns of PBDB-T : ITIC and PBDB-T : PC71BM films processed from
chlorobenzene with 0-3 Vol% DIO are displayed in Figure 5.5 and Figure 5.6 respectively.
In Figure 5.7, corresponding azimuthally integrated Q-dependent and χ-dependent 1D in-
tensity profiles are plotted. To generate Q-dependent intensity profiles, the 2D scattering
patterns were integrated in the Q range 0.2 < Q(Å−1) < 2.0 through various χ angles;
out-of-plane (in the Qz direction, −20 < χ(°) < 20 ) and in-plane (70 < χ(°) < 90 ).
For χ-dependent intensity profiles, the 2D scattering patterns were integrated across the
full χ range −90 < χ(°) < 90) in the Q range 0.25 < Q(Å−1) < 0.45. A summary of
peak positions, d-spacings and crystalline coherence lengths CCL for the most prominent
scattering features in the blend film data are provided in Table 5.5 where CCL values were
estimated using the Scherrer equation Equation 3.78.

For PBDB-T : ITIC blend films, it is evident from the 2D scattering patterns that DIO
concentration has a significant impact on molecular self-assembly (Figure 5.5). To under-
stand these changes, it is first necessary to compare the changes in molecular packing of
pure ITIC and PBDB-T reference films processed using the same DIO concentration series.
The 2D GIWAXS patterns of pure ITIC films processed from chlorobenzene with 0-3 Vol%
DIO are composed of a broad scattering feature at Q ∼ 1.7Å−1 in the out-of-plane direction
and a number of orientated features at low Q in the range 0.3 < Q (Å−1) < 0.55 (Fig-
ure 5.32). Currently two bulk ITIC crystal structures have been reported; an edge-to-face
crystal structure [111], and a face-to-face crystal structure [308]. Despite exhibiting well-
determined crystallographic phases in the bulk, the molecular self-assembly of ITIC in a
thin film geometry is complex and multiple processing-dependent polymorphs and packing
motifs that are different to the bulk crystal structures have been reported [267, 112].

In the thin film, molecular self-assembly is dominated by π-π stacking of the terminal
IC groups which have previously demonstrated a diverse range of chain-like and cluster-
like molecular structures [111] in coexisting face-on and edge-on orientations relative to
the substrate [109]. In this study, the previously reported bimodal lamellar stacking is
apparent in pure ITIC films processed without DIO from the appearance of two in-plane
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peaks at Q = 0.34Å−1 (d = 18.6Å) and Q = 0.44Å−1 (d = 14.2Å) in addition to two out-of-
plane peaks at Q = 0.54Å−1 (d = 11.6Å) and Q = 1.67Å−1 (d = 3.76Å) [109] (Figure 5.33,
and Table 5.11). The scattering feature at Q = 0.34Å−1 is consistent with the (001)
backbone stacking peak [109] and is close to the c-crystallographic lattice constant in one
of the reported bulk crystal structure (c = 17.5Å) [111]. The in-plane peak at Q = 0.44Å−1

originates from face-on lamellar stacking (100) whilst the out-of-plane peak at Q = 0.54Å−1

has been previously indexed as edge-on lamellar stacking (a = 11.5Å) [111, 109]. The broad
scattering feature in the out-of-plane direction at Q = 1.67Å−1 originates from π-π stacking
between the terminal aromatic groups.

With the inclusion of DIO, a number of additional scattering features appear and scattering
intensities increase, indicative of enhanced molecular order and crystallinity. For example,
the 1 Vol% DIO processed film shows an additional π-π stacking peak at Q = 1.54Å−1

(d = 4.08Å) which increases in intensity for films processed using higher DIO concentra-
tions (3 Vol%). The enhanced molecular packing of ITIC films processed from 3 Vol% DIO
is identifiable from the appearance of multiple higher order peaks in the in-plane direction
at Q = 0.63, 0.73 and 0.84Å−1 (Figure 5.33b) and large increases in intensity and CCL for
several characteristic length scales (e.g. CCL increases from 0.9nm to 18.8nm for the π-π
stacking peak at Q ∼ 1.67 − 1.69Å−1 Table 5.11). The enhanced intensity of the edge-on
lamellar stacking peak in the out-of-plane direction at Q = 0.54Å−1 and the backbone
and face-on lamellar stacking peaks at Q ∼ 0.34Å−1 and Q ∼ 0.44Å−1 respectively in the
in-plane direction suggest DIO induces preferential orientation of both face-on and edge-on
orientated ITIC (Figure 5.33). This is also evident in the angular distribution intensity
profiles where there is a higher intensity in the in-plane direction (χ ∼ 70°) due to preferen-
tial orientation of both the backbone and face-on lamellar stacking peaks, characteristic of
preferentially edge-on orientated and face-on orientated ITIC respectively (Figure 5.33c).
The GIWAXS data of pure ITIC films presented here is therefore not representative of ei-
ther reported bulk crystal structure in agreement with results reported elsewhere [111, 308]
and the inclusion of DIO in the casting solution enhances the crystallinity in both face-on
and edge-on molecular orientations.

The 2D scattering patterns of pure PBDB-T reference films processed with 0-3 Vol% are
similar to results reported elsewhere [109, 116] with all films exhibiting two prominent
scattering features; a ring-like feature at Q ∼ 0.3Å−1 from lamellar (100) stacking and a
diffuse broad arc in the out-of-plane direction at Q ∼ 1.7Å−1 resulting from π-π stack-
ing (Figure 5.34). For the film processed without DIO, the lamellar stacking and π-π
stacking peaks are positioned at Q = 0.29Å (in the in-plane direction) and Q = 1.69Å
respectively (Figure 5.35, Table 5.12). The lamellar peak in the out-of-plane direction is
considerably stronger than the in-plane contribution suggesting there is a greater number of
edge-on orientated crystallites. As DIO concentration increases, the simultaneous increase
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in intensity of the π-π stacking peak and decrease in lamellar stacking intensity in the out-
of-plane direction, combined with an increase in lamellar stacking intensity in the in-plane
direction is indicative of a change in molecular orientation from an edge-on orientation
to a predominantly face-on orientated system (Figure 5.35). This is also demonstrated in
the χ-dependent intensity profiles where the in-plane intensity (χ ∼ ±90°) increases with
increasing DIO concentration due to stronger in-plane scattering from lamellae aligned
face-on to the substrate (Figure 5.35c). In addition to a DIO-induced change in molecular
orientation, the CCL values relating to the in-plane lamellar peak and π-π stacking peak
increase from 6.24nm to 11.13nm and from 1.19nm to 2.01nm respectively for films pro-
cessed with 0 and 3 Vol% DIO (Table 5.12). Taken together, the observed differences in
GIWAXS intensities, angular distribution and crystallite sizes demonstrate that processing
with DIO enhances the molecular order of PBDB-T, increasing the relative proportion of
favourable face-on orientated crystallites and lateral grain size.

Using the GIWAXS data of pure ITIC and pure PBDB-T films discussed above, DIO-
induced changes observed in GIWAXS of PBDB-T : ITIC blend films are now more easily
identifiable. For PBDB-T : ITIC blend films processed without DIO (0 Vol%), two promi-
nent scattering features are visible; a ring-like feature at Q = 0.31Å−1 (d = 20.3Å) with
preferential orientation in the out-of-plane direction and a broad, diffuse arc also in the
out-of-plane direction at Q = 1.73Å−1 (d = 3.63Å) (Figure 5.5a, Table 5.5). The prefer-
ential orientation of the scattering feature at Q = 0.31Å−1 in the out-of-plane direction
is similar to the lamellar peak observed for pure PBDB-T films processed without DIO
suggesting PBDB-T adopts the same edge-on orientation at low DIO concentrations in
both the pure film and the blend film (Figure 5.7). With the inclusion of 0.5 Vol% DIO,
the same two characteristic scattering features observed for the blend film without DIO
are visible but intensities are stronger, indicating a higher degree of molecular order. Fur-
thermore, an additional weak intensity peak at Q = 0.36Å−1 (d = 17.4Å) in the in-plane
direction is observed which was previously indexed as backbone (001) stacking in pure ITIC
films (Figure 5.7b). As DIO concentration is increased to 1 Vol%, the lamellar stacking
peak associated with edge-on orientated ITIC emerges at Q = 0.49Å−1 (d = 13.0Å) in the
out-of-plane direction and PBDB-T appears to undergo the same transition in molecular
orientation as observed for the pure films, from a predominantly edge-on arrangement to
a more favourable face-on preferential orientation. This is demonstrated by the decrease
in lamellar stacking scattering intensity in the out-of-plane direction and simultaneous in-
crease in the in-plane direction at Q ∼ 0.3Å−1. For 3 Vol% DIO, the same DIO-induced
changes observed for pure ITIC films are also apparent in the blend film with the emergence
of a secondary π-π stacking peak at Q = 1.56Å−1 (d = 4.02Å) and a number of higher
order peaks in the in-plane direction. Additionally, the χ-dependent 1D intensity profile of
the blend film is representative of the combined increases in in-plane scattering observed
for the pure ITIC and pure PBDB-T films.
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In comparison to PBDB-T : ITIC, the lack of significant changes in the 2D GIWAXS pat-
terns of PBDB-T : PC71BM blend films processed from chlorobenzene with 0-3 Vol% DIO
suggests DIO concentration is less influential on the molecular self-assembly of PC71BM
(Figure 5.6). This is demonstrated in the 2D GIWAXS of pure PC71BM films, which each
consist of weakly scattering isotropic rings, indicative of an amorphous PC71BM molecular
arrangement (Figure 5.34). In general, pure PC71BM films exhibit GIWAXS features at
Q ∼ 0.38, 0.69, 1.30 and 1.87Å−1 (d = 16.5, 9.1, 4.8 and 3.4Å) (Figure 5.35, Table 5.13).
The most prominent of these is the isotropic ring at Q ∼ 1.3 which corresponds to the ap-
proximate spherical diameter of PC71BM molecules as reported elsewhere [309, 310]. With
the inclusion of DIO, the d-spacing and CCL of each characteristic pure PC71BM peak does
not change significantly. However, scattering intensities fluctuate the higher intensities ob-
served for films processed with 1 Vol%, indicative of enhanced molecular order. In PBDB-T
: PC71BM blend films, the 2D GIWAXS patterns show three distinct scattering features;
lamellar (100) PBDB-T stacking at Q ∼ 0.3Å−1, an amorphous PC71BM isotropic ring at
Q ∼ 1.3Å−1 and PBDB-T π-π stacking at Q ∼ 1.75Å−1 (Figure 5.6,Figure 5.7). In agree-
ment with GIWAXS of pure films, the CCL related to characteristic PC71BM length scales
does not change significantly with DIO concentration (Figure 5.7). For PBDB-T lamellar
stacking length scales, CCL increases from 7.5nm and 5.3nm to 14.4 and 7.9nm in the
in-plane and out-of-plane directions respectively, which is similar to the DIO-induced crys-
tallite growth observed in pure PBDB-T films. However, in contrast to both pure PBDB-T
and PBDB-T : ITIC films, the edge-on to face-on orientational rearrangement of PBDB-T
with increasing DIO concentration is not observed for PBDB-T : PC71BM blend films.
Instead, films processed with DIO show enhanced lamellar stacking intensities in both the
in-plane and out-of-plane direction and the lack of angular dependence in the χ-dependent
intensity profiles suggests the system contains a mixture of edge-on and face-on orientated
PBDB-T, which is largely unchanged with increasing DIO concentration.
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Figure 5.5: 2D GIWAXS patterns of PBDB-T : ITIC blend films processed with
(a) 0 (b) 0.5 (c) 1 and (d) 3 Vol% DIO.
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Figure 5.6: 2D GIWAXS patterns of PBDB-T : ITIC blend films processed with
(a) 0 (b) 0.5 (c) 1 and (d) 3 Vol% DIO.
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Figure 5.7: Azimuthally integrated 1D GIWAXS profiles of (a-c) PBDB-T :
ITIC and (d-f) PBDB-T : PC71BM films processed with various concentra-
tions of DIO. Q-dependent integrations were performed across the full Q range
through various χ angles; out-of-plane (in the Qz direction, −20 < χ(°) < 20)
and in-plane (70 < χ(°) < 90). χ-dependent integrations were performed across
the full χ range in the Q range 0.25 < Q(Å−1) < 0.45.
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System DIO (Vol%) Direction Q (Å−1) d (Å) CCL (nm)

PBDB-T : ITIC

0
In-plane 0.310 20.27 3.77

Out-of-plane 0.307 20.49 4.25
1.732 3.63 0.84

0.5
In-plane 0.298 21.11 6.99

0.416 15.12 6.06

Out-of-plane 0.303 20.8 5.30
1.717 3.72 1.00

1

In-plane
0.294 21.39 8.25
0.360 17.44 20.50
0.417 15.06 7.46

Out-of-plane
0.289 21.73 4.54
0.485 12.95 3.25
1.690 3.72 1.10

3

In-plane

0.294 21.38 8.74
0.363 17.29 14.85
0.430 14.61 10.76
0.634 9.91 16.64
0.726 8.66 23.92
0.844 7.44 15.58

Out-of-plane

0.241 21.73 2.96
0.516 12.95 7.24
1.563 4.02 8.56
1.688 3.72 1.25

PBDB-T : PC71BM

0

In-plane 0.306 20.53 7.51
1.320 4.76 2.17

Out-of-plane
0.299 20.99 5.29
1.313 4.79 2.63
1.748 3.59 0.77

0.5

In-plane 0.306 21.03 7.51
1.320 4.76 2.17

Out-of-plane
0.299 20.53 5.29
1.313 4.79 2.63
1.748 3.60 0.77

1

In-plane 0.298 21.06 10.80
1.314 4.78 2.33

Out-of-plane
0.303 20.74 6.95
1.310 4.80 2.49
1.743 3.59 0.89

3

In-plane 0.296 21.19 14.43
1.316 4.77 2.31

Out-of-plane
0.306 20.56 7.92
1.312 4.79 2.41
1.751 3.59 1.04

Table 5.5: GIWAXS peak positions, d-spacings and CCL values extracted from
the out-of-plane and in-planeQ-dependent intensity profiles shown in Figure 5.7.
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The GIWAXS measurements discussed above demonstrate that DIO has a greater impact
on the molecular self-assembly of PBDB-T : ITIC blend films compared to PBDB-T :
PC71BM. In PBDB-T : ITIC systems, DIO induces a favourable face-on PBDB-T orienta-
tion and enhanced π-π stacking and lamellar stacking of both PBDB-T and ITIC. This is in
agreement with the spectral UV-Vis absorption shifts discussed above, characteristic of ag-
gregation and a higher degree of molecular order. Although improvements in crystallinity
are beneficial for efficient charge transport and reduced recombination, given the reduced
JSC and FF of devices processed using larger DIO concentrations (3 Vol%) it is likely
that enhanced ITIC crystallinity leads to excessive aggregation and phase separation as
reported elsewhere [116]. For PBDB-T : PC71BM systems, DIO does not appear to impact
the molecular arrangement of PC71BM and changes are driven by PBDB-T aggregation
only.

5.5.3 Large-Scale Structures
Excessive crystallisation and aggregation of the organic components in BHJ thin films can
lead to a higher purity of domains, reduced interfacial area and the formation of structures
with length scales much larger than the exciton diffusion length [110]. Each of these factors
significantly limits exciton dissociation and charge separation at the interfaces with severe
consequences for the resulting PV performance of the device. The exciton diffusion length
for PBDB-T and ITIC was measured previously to be 12.65nm and 11.60nm respectively
(Chapter 4). For PC71BM, values of the order ∼5-10nm have been reported elsewhere [29].
To investigate the impact of DIO on large-scale structures in PBDB-T : ITIC and PBDB-T
: PC71BM systems in further detail, SANS and AFM measurements were performed.

AFM height topography images of PBDB-T : ITIC and PBDB-T : PC71BM blend films
processed from chlorobenzene with 0-3 Vol% DIO are displayed in Figure 5.8 and Figure 5.9
respectively and RMS roughness (σRMS) values are summarised in Table 5.6. For PBDB-T
: ITIC blend films, the lateral surface features of PBDB-T : ITIC blend films processed from
0, 0.5 and 1 Vol% DIO appear comparable, exhibiting a finely intermixed surface structure
with some small surface grains visible. Notably however, RMS surface roughness (σRMS)
increases with increasing DIO concentration from 1.60nm for the blend film without DIO
to 1.80nm and 4.27nm for films processed with 0.5 and 1 Vol% respectively (Table 5.6).
The 3 Vol% blend film appears drastically different to those processed from lower DIO
concentrations, with the vertical height scale increasing by a factor of 10, corresponding
to a significantly higher RMS surface roughness of 30.6nm (Figure 5.8d). Additionally,
the surface of the film appears to be composed of large aggregates, due to excessive ITIC
crystallisation as discussed in the GIWAXS measurements above. In comparison to PBDB-
T : ITIC systems, PBDB-T : PC71BM blend films appear considerably more tolerant to DIO
concentration exhibiting comparable finely intermixed surface morphologies (Figure 5.9).

172



Section 5.5

Similar to PBDB-T : ITIC systems, the RMS surface roughness of PBDB-T : PC71BM also
increases with increasing DIO concentration but the effect is much less severe, rising from
1.00nm for the film without DIO to a maximum of 2.44nm for the 3 Vol% DIO film. This
suggests the higher surface roughness of PBDB-T : ITIC films processed with 3 Vol% DIO
is the result of ITIC crystallisation. In comparison, small increases in surface roughness
with increasing DIO content for PBDB-T : PC71BM systems, are most likely the result of
enhanced PBDB-T molecular packing and aggregation.

Blend System DIO (Vol%) σRMS (nm)

PBDB-T : ITIC

0 1.60
0.5 1.80
1 4.27
3 30.6

PBDB-T : PC71BM

0 1.00
0.5 1.32
1 1.53
3 2.44

Table 5.6: Summary of RMS roughness (σRMS) values extracted from the AFM
data shown in Figure 5.8 and Figure 5.9 for PBDB-T : ITIC and PBDB-T :
PC71BM films processed with various concentrations of DIO respectively.

To confirm this, AFM measurements of pure ITIC, PC71BM and PBDB-T films were per-
formed (Subsection 5.10.3). The surface of pure ITIC films processed from chlorobenzene
with 0-3 Vol% DIO are composed of protruding, fibre-like strands which seem to aggregate
and increase in size as DIO concentration increases (Figure 5.38). This coincides with an
increase in RMS surface roughness from 13.2nm for the film processed without DIO to
20.7nm for the 3 Vol% DIO film (Table 5.14).

In contrast, DIO concentration does not appear to have a noticeable effect on the sur-
face topography of pure PC71BM films, with all surfaces displaying an ultra-smooth RMS
roughness of ∼3nm with few distinct surface features (Figure 5.39). For pure PBDB-T
films, there is a significant increase in lateral surface grain size as DIO concentration in-
creases and RMS surface roughness values rise from 2.04nm for the film processed without
DIO to 3.84nm for the film processed with 3 Vol% DIO (Figure 5.40). This is in agree-
ment with the increase in in-plane lamellar stacking CCL and enhanced face-on molecular
orientation with increasing DIO concentration measured previously with GIWAXS.
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It can therefore be concluded that in PBDB-T : ITIC systems the combined aggregation of
PBDB-T and excessive crystallisation of ITIC results in significantly rougher films when
processed with higher DIO concentrations. In PBDB-T : PC71BM systems, surface rough-
ness also increases with higher DIO concentrations but the effect is much less severe as
only PBDB-T aggregation contributes, with PC71BM remaining largely unaffected.

Figure 5.8: AFM height topography images of PBDB-T : ITIC films processed
with (a) 0, (b) 0.5, (c) 1 and (d) 3 3 Vol% DIO. The scale bar is 1µm. Note
the significantly increased height scale for the blend film processed with 3 Vol%
DIO (Image (d)).
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Figure 5.9: AFM height topography images of PBDB-T : PC71BM films pro-
cessed with (a) 0, (b) 0.5, (c) 1 and (d) 3 Vol% DIO. The scale bar is 1µm.

Next, SANS measurements were performed to probe the bulk, three-dimensional nanomor-
phology of the entire thickness of PBDB-T : ITIC and PBDB-T : PC71BM films processed
with DIO. A series of blend films were stacked together to generate an appropriate scat-
tering volume as described in Chapter 3 and deuterated ITIC (d52-ITIC) was used to
provide sufficient contrast with PBDB-T in the blend. Unfortunately only a small amount
of d52-ITIC was synthesised, limiting the sample series to PBDB-T : d52-ITIC blend films
processed from 0, 0.5 and 3 Vol% DIO. In the PBDB-T : PC71BM blend films there is
naturally sufficient neutron contrast due to the large C:H ratio of PC71BM such that
deuterium-labelling is not necessary. A full list of SLD values is provided in Table 3.6.

The absolute SANS intensities of PBDB-T : d52-ITIC and PBDB-T : PC71BM blend films
processed from chlorobenzene with 0-3 Vol% DIO are shown in Figure 5.10. A small peak
at Q ∼ 0.3Å−1 from PBDB-T lamellar stacking is visible in both blend systems. This data
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has also been plotted as the Lorentz-corrected SANS intensity (IQ2 versus Q), where a
peak is visible for each sample relating to a characteristic long-period (Lp) length scale
[183, 105] (Figure 5.11). In Table 5.7, peak positions and Lp values from the Lorentz-
corrected intensities are provided.

For PBDB-T : d52-ITIC, the characteristic length scale for blend films processed from 0,
0.5 and 3 Vol% DIO are 35.8nm, 54.5nm and 57.1nm respectively. For PBDB-T : PC71BM
systems, films processed without DIO exhibit the largest length scale of 62.8nm. This
decreases to 23.8nm with the inclusion of 0.5 Vol% DIO and steadily increases again to
32.3nm and 47.3nm for films processed from 1 and 3 Vol% DIO respectively. In Figure 5.12,
the SANS data is fitted with a DAB model (see Subsection 3.9.5) to extract values for the
correlation length (ξ) of each system. Full fit parameters are provided in Section A.1 and
ξ values are summarised in Table 5.7. For PBDB-T : d52-ITIC systems processed without
DIO, a correlation length of 5.05nm is extracted from the DAB model fit in agreement
with GISAXS measurements reported elsewhere [311]. Processing with 0.5 and 3 Vol%
DIO increases this value to 8.01 and 7.92nm respectively. This is in agreement with the
increase in Lp and the enhanced aggregation of PBDB-T and ITIC revealed by GIWAXS
measurements. For PBDB-T : PC71BM systems, a correlation length of 7.68nm is extracted
for films processed without DIO. With the inclusion of small concentrations of DIO (0.5
Vol%), ξ decreases considerably to 4.06nm and increases gradually to 4.56nm and 6.03nm
for DIO volume concentrations of 1 and 3 Vol% respectively.

In the DAB model, sharp interfaces between domains are characterised by a scattering
exponent of α = 4 are assumed. Deviations from the DAB model therefore arise due to
diffuse interfaces (α ̸= 4) or due to the existence of multiple characteristic length scales in
the system. To probe the interfacial area of domains, a power law was fitted to the SANS
data according to Equation 3.66 (Figure 5.13). Values for the power law exponents for
PBDB-T : d52-ITIC and PBDB-T : PC71BM blends processed from chlorobenzene with
0-3 Vol% DIO are summarised in Table 5.7. For PBDB-T : d52-ITIC, exponent values do
not change significantly as a result of DIO processing with values of α = 3.54, 3.55 and 3.48
extracted for films processed with 0, 0.5 and 3 Vol% DIO respectively. This suggests that
each sample exhibits a comparable degree of intermixing between phases and DIO mostly
influences the size of characteristic length scales. In comparison, PBDB-T : PC71BM films
generally exhibit smaller exponent values compared to PBDB-T : d52-ITIC systems. For
PBDB-T : PC71BM films processed without DIO, an exponent of 2.83 was extracted from
power law fitting, indicative of a highly intermixed system with large a interfacial area.
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Figure 5.10: Absolute SANS intensity of (a) PBDB-T : d52-ITIC and (b)
PBDB-T : PC71BM blend films processed from chlorobenzene with 0-3 Vol%
DIO in the full measurable Q range.
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Figure 5.11: Lorentz-corrected SANS intensity (I(Q) vs Q) of (a) PBDB-T :
d52-ITIC and (b) PBDB-T : PC71BM blend films processed from chlorobenzene
with 0-3 Vol% DIO.
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Figure 5.12: SANS DAB fits (Equation 3.67) in the interval 0.004 < Q
Å−1 < 0.2 for (a) PBDB-T : d52-ITIC and (b) PBDB-T : PC71BM blend films
processed from chlorobenzene with 0-3 Vol% DIO.
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Figure 5.13: SANS power law fits (Equation 3.66) in the interval 0.03 < Q
Å−1 < 0.2 for (a) PBDB-T : d52-ITIC and (b) PBDB-T : PC71BM blend films
processed from chlorobenzene with 0-3 Vol% DIO.
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Blend System DIO Lorentz Peak DAB Model Power Law
(Vol %) Q (Å−1) Lp (nm) ξ (nm) α

PBDB-T : d52-ITIC
0 0.0176 ± 0.0003 35.8 ± 0.6 5.05 ± 0.02 3.54 ± 0.04

0.5 0.0115 ± 0.0003 54.5 ± 0.3 8.01 ± 0.03 3.55 ± 0.05
3 0.0110 ± 0.0003 57.1 ± 1.6 7.92 ± 0.03 3.48 ± 0.06

PBDB-T : PC71BM

0 0.0100 ± 0.0002 62.8 ± 1.3 7.68 ± 0.04 2.83 ± 0.05
0.5 0.0264 ± 0.0006 23.8 ± 0.5 4.06 ± 0.02 3.03 ± 0.03
1 0.0195 ± 0.0005 32.3 ± 1.0 4.56 ± 0.02 3.22 ± 0.04
3 0.0133 ± 0.0004 47.3 ± 1.5 6.03 ± 0.02 3.18 ± 0.04

Table 5.7: A summary of SANS fit parameters relating to size and purity of
domains. Long-period (Lp) values were extracted from the Lorentz-corrected
scattering peaks in Figure 5.11 using Equation 3.64. Correlation lengths (ξ)
are from the DAB fits in Figure 5.12. scattering exponents (α) were extracted
from the power law fits in Figure 5.13. Full fit parameters are provided in
Section A.1.

Processing PBDB-T : PC71BM films with DIO increases exponent values to α = 3.03,
3.22 and 3.18 for DIO volume concentrations of 0.5, 1 and 3 Vol% respectively. This
demonstrates that processing with DIO increases the degree of phase separation in PBDB-
T : PC71BM systems, reducing the intermixing of domains.

The majority of samples have similar Guinier-like SANS profiles typical for two-phase bi-
nary blend films for which the DAB model works reasonably well. However, for PBDB-T
: d52-ITIC films processed from 0.5 Vol% DIO, there is a distinct increase in scattering
intensity at low Q (Q < 0.008Å−1) suggesting the existence of larger macroscopic aggre-
gates or some larger length scale. Fitting the interval 0.005 < Q Å−1 < 0.01 with a power
law model (Equation 3.66), gives an exponent value of α = 3.14 ± 0.15 (Figure 5.41). The
size of this structure is outside of the Q range of the SANS instrument and cannot be
fully characterised. However, similar DIO-induced scattering profiles have been observed
for other binary blend systems indicative of a multi-length-scale phase-separated morphol-
ogy [312, 313]. Such hierarchical morphologies can form mesh-like, continuous networks
of polymer fibrils and aggregated acceptor-rich domains, beneficial for efficient exciton
dissociation and charge transport in a PV device [312, 105].

Taken together the AFM and SANS results demonstrate the influence of DIO processing
on the characteristics of large scale structures in polymer : fullerene and polymer : NFA
blends. The results demonstrate that DIO can induce a rich, hierarchical phase behaviour
in OPV systems but morphological changes can be overlooked in surface microscopy tech-
niques such as AFM. Instead, SANS can be used to probe the intricate changes to the
three-dimensional nanomorphology. For PBDB-T : ITIC systems, processing with DIO in-
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creases the aggregation of PBDB-T and ITIC. However, the degree of intermixing does not
change significantly. For low DIO concentrations (0.5 Vol%) this results in a hierarchical
morphology which facilitates efficient charge transport and reduced recombination leading
to an enhanced JSC and FF . Processing with larger concentrations of DIO (3 Vol%) re-
sults in excessive ITIC crystallisation and characteristic length scales larger than ld of both
component materials, inhibiting efficient exciton dissociation at heterointerfaces. In com-
parison, although AFM measurements of PBDB-T : PC71BM systems revealed only slight
morphological changes with DIO processing, SANS measurements show that in reality
there are significant changes to interfacial area and characteristic length scales. PBDB-T :
PC71BM films processed without DIO are finely intermixed but when processed with DIO
the degree of phase separation is enhanced and domain size can be optimised by changing
the volume concentration of DIO in the casting solution.

5.5.4 Vertical Chemical Composition
The appearance of S-shaped J-V curves in PBDB-T : ITIC devices processed from 3 Vol%
DIO (Figure 5.2) suggests charge carrier recombination and extraction at the electrical
contacts is inhibited [305, 306, 307]. Such effects can occur due to vertical phase segregation
of donor and acceptor materials forming a charge transport blocking layer at an interface.
For example, an acceptor-rich layer at the bottom electrode interface in the conventional
architecture devices used in this work would restrict hole transport to the PEDOT:PSS
interface. Similarly, a donor-rich surface layer would inhibit electron transport to the
PFN-Br ETL. To investigate this, the vertical chemical composition of PBDB-T : ITIC
and PBDB-T : PC71BM blend films processed from various concentrations of DIO (0-3
Vol%) was characterised using neutron reflectivity (NR) and contact angle goniometry as
discussed below.

To estimate the surface energy of ITIC, PC71BM and PBDB-T, the contact angles of
water and hexadecane droplets on the surface of pure films were measured (Figure 5.42).
Using the Fowkes surface energy model, the dispersive (γsd), polar (γsp) and total surface
(γs) energies of each component material were then calculated following the methodology
described in Subsection 3.5.2. These values are summarised in Table 5.8. The surface
energy of PBDB-T is slightly lower than the surface energy of ITIC and PC71BM giving
an initial indication that it is more energetically favourable for PBDB-T to segregate to
the surface in a blend film.

To gain a preliminary insight into the impact of DIO on the vertical chemical composi-
tion of blend films, contact angles of water and hexadecane droplets on PBDB-T : ITIC
and PBDB-T : PC71BM surfaces processed from chlorobenzene with 0-3 Vol% DIO were
measured (Figure 5.43 and Figure 5.44 respectively). The corresponding surface energies
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estimated using the Fowkes model are provided in Table 5.9. The estimated total surface
energy of both blend systems appears to decrease with larger DIO concentrations sug-
gesting an increasing surface enrichment of PBDB-T in agreement with results reported
elsewhere [116, 117]. This is observed more clearly in the graphical representation shown
in Figure 5.14. In general, the surface energy of PBDB-T : ITIC blend films is lower
than PBDB-T : PC71BM films processed using the same DIO concentration suggesting the
surface enrichment of PBDB-T is greater for PBDB-T : ITIC system.

Material Surface Energy (mN/m)
γds γps γs

PBDB-T 26.81 0.16 26.97
ITIC 26.83 0.85 27.68

PC71BM 26.92 1.15 28.07

Table 5.8: Summary of surface energy values estimated using the Fowkes model
for pure PBDB-T, ITIC and PC71BM films from the water and hexadecane
contact angle measurements shown in Figure 5.42.

Blend System DIO Vol% Surface Energy (mN/m)
γds γps γs

PBDB-T : ITIC

0 26.94 0.34 27.16
0.5 26.89 0.17 27.06
1 26.87 0.06 26.93
3 26.87 0.03 26.91

PBDB-T : PC71BM

0 26.89 0.27 27.28
0.5 26.94 0.18 27.12
1 26.91 0.08 26.99
3 26.89 0.05 26.94

Table 5.9: Summary of surface energy values calculated using the Fowkes model
for PBDB-T : ITIC and PBDB-T : PC71BM blend thin films processed with
various volume concentrations of DIO (0-3 Vol%) using the contact angle mea-
surements shown in Figure 5.43 and Figure 5.44.
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Figure 5.14: Total surface energy γs of PBDB-T : ITIC and PBDB-T : PC71BM
blend films as a function of DIO concentration, estimated from contact angle
goniometry measurements using the Fowkes model.

To investigate this further, the entire depth of PBDB-T : ITIC and PBDB-T : PC71BM
blend films processed from chlorobenzene with 0-3 Vol% DIO was characterised in detail
using NR. Deuterated ITIC (d8-ITIC) was used to provide sufficient contrast with PBDB-
T in the blend. To characterise the SLD values of each component material, NR of pure
PEDOT:PSS, PBDB-T, d8-ITIC and PC71BM films were collected and modelled (Sec-
tion A.2). All samples were made fresh and stored in nitrogen sealed bags before transit
to D17 at ILL for measurement ∼1 week later.

NR of PBDB-T : ITIC and PBDB-T : PC71BM blend films processed from chlorobenzene
with 0-3 Vol% DIO are plotted as R(Q) versus Q in Figure 5.15. In Figure 5.16, the
SLD profiles corresponding to the modelled NR data are plotted as a function of OPV
blend thickness such that the midpoints of the air/film interface and the film/PEDOT:PSS
interface are positioned at 0 and 1 respectively. All blend film NR data was modelled as a
stack of Si/SiO2/PEDOT:PSS/OPV blend/Air where each layer in the sample represents
a slab characterised by a thickness L, roughness σ and SLD βn. For the OPV blend
film, a single homogenous slab layer was insufficient to appropriately model the data.
After trialling various models, an acceptor-rich layer at the film/PEDOT:PSS interface
was added to model all blend films. The fit parameters relating to the OPV blend layer
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are summarised in Table 5.10. Further information about the various trialled fitting models
and full fitting parameters can be found in Section A.2.

For PBDB-T : d8-ITIC blends, the NR data was modelled reasonably well for films pro-
cessed from 0, 0.5 and 1 Vol% DIO with χ2/Npts < 4 (Figure 5.15a). For the 3 Vol%, the
fit is slightly worse with χ2/Npts increasing to ∼ 7, most likely due to a considerably higher
surface roughness resulting from large aggregates on the film surface (Table 5.6). For each
PBDB-T : d8-ITIC sample, it was necessary to fix the upper-bound of the buried inter-
face SLD to the SLD of pure d8-ITIC (2.15 × 10−6Å−2) to ensure fits remained physical.
For each sample, the fitting program progressed to the upper SLD bound for each sample
suggesting the buried interface is composed entirely of pure d8-ITIC. The SLD profiles
of blend films processed from 0 an 0.5 Vol% DIO appear very similar with the OPV film
composed of a ∼ 60Å pure d8-ITIC buried interface layer and a ∼ 700Å mixed bulk layer
(Figure 5.16b).

To understand the observed changes in SLD as a function of film depth, the volume con-
centration of the acceptor ϕA as a function of OPV blend thickness was calculated for each
sample using Equation 3.62 (Figure 5.17). In the case of PBDB-T : ITIC films processed
from 0 and 0.5%, the buried interface is 100% d8-ITIC as expected and the bulk layer
is composed of ∼53% PBDB-T and ∼47% d8-ITIC by volume (Figure 5.17a), which is
close to the weight ratio of the materials in solution (1:1). For the blend film processed
from 1% DIO, the interfacial width of the buried interface appears to broaden and the
composition of the bulk layer changes to ∼59% PBDB-T and ∼41% d8-ITIC. As DIO
concentration is increased further to 3 Vol% DIO, the vertical segregation between compo-
nents becomes more severe, with the volume concentration of PBDB-T in the bulk layer
increasing to ∼93%. Additionally, there is a large increase in surface roughness compared
to films processed from lower concentrations of DIO, which is in agreement with the AFM
measurements discussed above (Table 5.6).

The formation of such a broad, pure d8-ITIC interfacial barrier and the low concentration of
d8-ITIC in the bulk of the film severely inhibits charge extraction at the electrical contacts,
resulting in S-shaped J-V characteristics as described above (Figure 5.2). For PBDB-T :
ITIC based devices processed from lower concentrations of DIO (0-1 Vol%), although the
buried interface is also composed of pure d8-ITIC it is perhaps not sufficiently thick or
the bulk layer has a sufficiently high d8-ITIC concentration that S-shaped J-V character-
istics are not observed. In comparison to literature results, ϕA of the buried interfacial
barrier reported here is much higher [116, 117]. For example, acceptor volume concentra-
tions at the buried interface of ∼ 70 − 80% have been reported elsewhere for PBDB-T :
ITIC devices processed with 1 Vol% DIO in an inverted architecture (ITO/ZnO/PBDB-T
: ITIC/MoO3/Ag) [117]. It should be noted however, that other studies did not use deuter-
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ated ITIC, limiting the contrast in the blend and samples were fabricated using different
processing conditions.

For NR data fitting of PBDB-T : d8-ITIC blend films, the vertical segregation was sufficient
to remove any ambiguity in the position of the acceptor-rich buried interface as other
models (e.g. an acceptor-rich surface layer or single uniform layer) were not capable of
appropriately fitting the data, producing high χ2/Npts values. In the case of PBDB-T
: PC71BM blend films, although it was clear that a single homogenous layer could not
effectively model the NR data, there was more ambiguity in the position of a second
interface compared to PBDB-T : ITIC samples (i.e. positioned on the surface of the film
or at the film/PEDOT:PSS interface). Despite offering high-resolution characterisation of
interfacial phenomena, this is a common issue when modelling NR of multi-layered samples
without prior knowledge of the vertical composition. Consequently, the OPV blend film
of all PBDB-T : PC71BM NR samples were modelled in three different ways; as a single
homogenous bulk slab, as a bulk slab with an acceptor-rich buried interface and as a bulk
slab with an acceptor-rich surface interface (Appendix A).

The ambiguity in interfacial position is most clearly demonstrated for the PBDB-T :
PC71BM film processed without DIO (Appendix A) where each model produces com-
parable fits. Given that contact angle measurements suggest a PBDB-T enrichment at
the surface for both PBDB-T : ITIC and PBDB-T :PC71BM systems (Figure 5.14) and
similar vertical segregation has been reported elsewhere [116, 117], a system composed of
an acceptor-rich buried interface and a mixed bulk layer was selected as the most physical
model (Figure 5.15b). From the corresponding SLD profiles presented in Figure 5.16b, the
concentration of PC71BM at the buried interface increases with increasing DIO concen-
tration. For the film processed without DIO, the bulk layer is ∼44% PC71BM by volume
and there is a small enriched layer at the film/PEDOT:PSS interface, which is composed
of ∼48% PC71BM. As DIO concentration is increased, the acceptor volume concentration
at the film/PEDOT:PSS interface rises to ∼61%, ∼64% and ∼68% for films processed
with 0.5, 1 and 3 Vol% DIO respectively. In comparison to PBDB-T : d8-ITIC systems,
vertical segregation of the active layer components in PBDB-T : PC71BM also increases
with increasing DIO concentration and the interfacial width of the acceptor-rich buried
interfaces are comparable. Despite this, the change in acceptor volume concentration in
the bulk layer of PBDB-T : PC71BM systems is much less severe and the acceptor volume
concentration of the buried-interface layer is much lower, only rising to a maximum of
∼68% (compared to 100% for PBDB-T : d8-ITIC).

The vertical segregation measured with NR explains the changes in J-V characteristics
described previously. As DIO volume concentration increases, the degree of vertical seg-
regation increases in both the polymer : fullerene and polymer : NFA systems, inhibiting
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hole transport at the PEDOT:PSS interface and reducing VOC values. In inverted archi-
tecture devices this effect has led to improvements in device performance as the increased
acceptor volume concentration at the bottom ETL facilitates efficient electron transport
and extraction [116, 117]. However, when processed with large concentrations of DIO (3
Vol%) interfacial segregation is so significant in polymer : NFA systems that devices exhibit
S-shaped J-V characteristics.

Figure 5.15: NR of (a) PBDB-T : d8-ITIC and (b) PBDB-T : PC71BM blend
thin films processed with various concentrations of DIO (0-3 Vol%) on PE-
DOT:PSS coated silicon substrates. Data has been offset by two decades for
clarity.

187



Chapter 5

Figure 5.16: SLD profiles corresponding to the NR modelling shown in Fig-
ure 5.15 for (a) PBDB-T : d8-ITIC (1:1 by wt) and (b) PBDB-T : PC71BM
(1:1 by wt) blend thin films processed with various concentrations of DIO (0-3
Vol%) on PEDOT:PSS coated silicon substrates. Thickness has been scaled to
the thickness of the OPV blend film where 0 is midpoint of the air/film interface
and 1 is the midpoint of the film/PEDOT:PSS interface.
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Figure 5.17: Acceptor concentration by volume as a function of film depth
calculated from the SLD profiles shown in Figure 5.16 using Equation 3.62 for
(a) PBDB-T : d8-ITIC (1:1 by wt) and (b) PBDB-T : PC71BM (1:1 by wt) blend
thin films processed with various concentrations of DIO (0-3 Vol%). Thickness
has been scaled to the thickness of the OPV blend film where 0 is midpoint of
the air/film interface and 1 is the midpoint of the film/PEDOT:PSS interface.
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Blend System DIO Bulk Layer Interface Layer
χ2/Npts(Vol%) L (Å) σ (Å) βn (×10−6Å−2) L (Å) σ (Å) βn (×10−6Å−2)

PBDB-T : d8-ITIC

0 376 15 1.62 60 19 2.15 2.88
0.5 723 59 1.62 59 11 2.15 3.73
1 692 86 1.56 86 34 2.15 2.19
3 462 70 1.22 62 12 2.15 6.15

PBDB-T : PC71BM

0 566 16 2.69 109 5 2.81 5.04
0.5 597 21 2.52 115 24 3.26 17.50
1 635 29 2.53 117 28 3.38 16.68
3 754 35 2.64 127 29 3.52 6.20

Table 5.10: Table of neutron reflectivity fit parameters corresponding to the
reflectivity data and SLD profiles shown in Figure 5.15 and Figure 5.16 respec-
tively. Here, the OPV blend layer has been modelled with an acceptor-rich
buried region at the film/PEDOT:PSS interface. Full fit parameters and addi-
tional modelling information are provided in Section A.2.

5.6 Tracking the Removal of DIO
The impact of DIO on the hierarchical morphology, vertical chemical composition and
optoelectronic performance of fresh PBDB-T : ITIC and PBDB-T : PC71BM blend systems
has been investigated in detail above. To investigate the impact of DIO on the stability of
the same systems, it is first necessary to confirm if DIO is fully removed from the film during
processing as numerous studies have shown that this can be a primary degradation route
as discussed previously. To test the efficacy of the thermal annealing protocols used in this
work, the removal of DIO from blend films was tracked using spectroscopic ellipsometry
(SE) and residual amounts were detected using 1H NMR measurements.

For SE measurements, films were isothermally annealed at 160°C in a nitrogen-filled at-
mosphere. To track the removal of DIO, the change in film thickness during annealing
was measured as a function of time (Figure 5.18). As-cast films processed from DIO-
containing solutions are considerably thicker than films processed without DIO because
they are swollen by the high boiling solvent. During thermal annealing, all DIO-processed
films undergo a rapid reduction in film thickness within the first 90 seconds as DIO evapo-
rates from the film. For films processed without DIO, film thickness increases slightly due
to thermal expansion. Interestingly the thickness of PBDB-T : PC71BM films processed
with DIO relative to the film thickness after 10 minutes of annealing is much greater than
PBDB-T : ITIC systems processed from the same volume concentrations of DIO. This is
either because PBDB-T : PC71BM films swell by a greater amount or because a greater
amount of DIO is removed from the film during thermal annealing. SE measurements
demonstrate that thermal annealing is capable of rapidly removing a large volume of DIO.
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Figure 5.18: The change in film thickness during the isothermal annealing at
160°C of (a) PBDB-T : ITIC and (b) PBDB-T : PC71BM blend films processed
with various amounts of DIO. The insets show the first 2 minutes of anneal-
ing. Film thickness values were extracted by fitting spectroscopic ellipsometry
measurements using a Cauchy model (Equation 3.17) in the transparent wave-
length range 850 - 1000nm. Data is normalised to the final film thickness after
10 minutes.
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Given that residual amounts will not significantly contribute to the final film thickness,
it is unclear if DIO is removed entirely from the film from SE measurements. 1H NMR
measurements were performed to further investigate the impact of thermal annealing on
DIO removal in PBDB-T :ITIC and PBDB-T : PC71BM blend films. Although it is difficult
to determine the exact amount of residual DIO from 1H NMR measurements without
internal calibrants, it is a useful method for firstly determining if there is any DIO trace
at all in a sample and secondly for comparing relative amounts between samples [126].

For the 1H NMR measurements in this work it was necessary to dissolve ∼15 films per sam-
ple in an appropriate deuterated solvent (deuterated chloroform, CDCl3). Three samples
were measured for each blend system; an annealed control film processed without DIO (0
Vol%), an as-cast film processed with 3 Vol% DIO and an annealed film processed with 3
Vol% DIO. To locate a characteristic DIO NMR peak, a reference sample of dilute DIO in
CDCl3 was measured (Figure 5.45a). The distinct triplet NMR peak centred at ∼3.19ppm
was selected as the characteristic peak for identifying trace amounts of DIO in the samples
(Figure 5.45b). In Figure 5.19a the 1H NMR signal corresponding to the DIO peak in the
blend samples of interest is displayed. As expected, the highest NMR signals are observed
for the as-cast PBDB-T : ITIC and PBDB-T : PC71BM samples processed from 3 Vol%.
The DIO NMR signal for annealed samples is significantly lower demonstrating the effec-
tiveness of thermal annealing for removing large amounts of DIO from thin films. However,
upon closer inspection of the annealed DIO NMR peak (Figure 5.19b), there is a clear DIO
signal from the annealed PBDB-T : ITIC sample processed using 3 Vol% and there also
appears to be a weak DIO signature in the analogous annealed PBDB-T : PC71BM sample
processed with 3 Vol%.

To compare relative quantities of DIO between samples, it was necessary to calibrate the
integrated peak area of the DIO NMR signal to another peak in the NMR spectra. This
was determined by measuring 1H NMR of dissolved films of pure ITIC, PC71BM and
PBDB-T (Figure 5.46a). The characteristic PBDB-T NMR signal centred at ∼7.055ppm
was chosen as it does not overlap with the NMR features of ITIC, PC71BM or DIO. The
relative concentration of DIO was then calculated by calibrating the peak area of the DIO
signal to the peak area of the PBDB-T peak through multiple Gaussian peak fitting. The
calculated peak area ratio was then normalised to the value of the as-cast sample processed
with 3 Vol% and compared to the values calculated for the annealed samples processed
with 0 and 3 Vol% DIO as shown in Figure 5.19c. For blend films processed with 3 Vol%
DIO, thermal annealing reduces the concentration of DIO relative to that of the as-cast
film by ∼95% and ∼99% for PBDB-T : ITIC and PBDB-T : PC71BM systems respectively.
This calculation makes several assumptions (e.g. that there is the same relative proportion
of PBDB-T in each sample) and so should only be considered as a rough estimation.
Nevertheless, the 1H NMR analysis suggests that ITIC-based systems trap more DIO
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compared to PC71BM-based systems. The origin of this effect is unclear but could be
related to either an increased chemical affinity or the molecular structure of each acceptor.
ITIC, like many other NFAs has an extended conjugated molecular structure which could
act as a thermodynamic or physical barrier to DIO evaporation. This would be especially
effective in highly crystalline blend films such as PBDB-T : ITIC films processed from
3 Vol% DIO which exhibit enhanced ITIC crystallinity and as described previously. In
contrast, the smaller, spherical fullerene structure of PC71BM in its amorphous molecular
arrangement could permit the evaporation of DIO more easily, reducing the amount of
retained DIO solvent.

Figure 5.19: (a) DIO 1H NMR signal for dissolved as-cast and annealed PBDB-
T : ITIC and PBDB-T : PC71BM films in CDCl3 processed with 0 and 3 Vol%
DIO. (b) A closer inspection of the weaker NMR signals highlighted in the
dotted box in (a). (c) The normalised, relative concentration of DIO, calculated
by calibrating the peak area of the DIO signal to the peak area of the PBDB-T
NMR peak centred at ∼7.055ppm (Figure 5.46b). Values were normalised to
the value of the as-cast sample processed with 3 Vol% DIO. The vertical axis
is plotted on a log scale due the large differences in values between as-cast and
annealed samples.
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5.7 Stability in Ambient Conditions
As discussed previously, residual DIO retained in films after processing has been shown to
be detrimental to device stability. Given that 1H NMR measurements indicate PBDB-T
: ITIC based systems trap more DIO compared to PBDB-T : PC71BM systems, it is im-
portant to understand how this influences the stability of devices under both extrinsic and
intrinsic factors. The primary risk of DIO-induced film degradation is through the forma-
tion of highly reactive radicals and increased rate of oxygen diffusion into the film when
aged under illumination in ambient conditions. Consequently, the impact of DIO process-
ing on the photo-stability of each material was first investigated using UV-Vis absorption
and device ageing measurements.

To compare rates of photo-degradation, UV-Vis absorption measurements of pure films and
blend thin films were performed at 4 hour intervals during irradiation at 1 Sun in ambient
conditions (i.e. in an ATLAS lifetime tester) for a total duration of 24h. Measurements of
films stored in the dark in ambient conditions were also performed at the same time intervals
to act as a control. Absorption spectra during ageing for pure ITIC, PC71BM and PBDB-
T films along with PBDB-T : ITIC and PBDB-T : PC71BM blend films processed from
chlorobenzene with 0-3 Vol% DIO are displayed in Appendix B). To compare the photo-
stability of each material, the maximum absorption normalised to the initial measurement
before ageing was plotted as a function of irradiation time for pure and blend thin films
(Figure 5.20, Figure 5.21).

Starting first with the pure films, it is apparent that there are drastically different rates
of photo-degradation between materials. In particular, ITIC films processed without DIO
degrade rapidly, appearing completely photo-bleached after 12-16h of irradiation (Fig-
ure 5.20a) whilst films aged in the dark show no signs of absorption loss (Figure 5.20b).
The intrinsic photo-instability of ITIC has been reported previously and linked to instabil-
ity of the vinylene linkage between the donor core and acceptor units [124]. Interestingly,
although all pure ITIC films appear equally photo-bleached after 24h, processing with DIO
significantly decreases the initial rate of photo-degradation. For example, the maximum
absorption of pure ITIC films processed without DIO after 12 hours of irradiation drops
to ∼10% of the initial value but for films processed with 3 Vol% DIO, absorption is ∼45%
of the initial value. This is surprising given the wealth of literature linking residual DIO
to accelerated UV-induced degradation [297, 126, 123]. However, a potential explanation
can be rationalised by considering DIO-induced changes to the nanostructure of pure ITIC
films.

As demonstrated in the GIWAXS measurements above, DIO processing enhances the crys-
tallinity of ITIC, offering a more densely packed crystalline nanostructure. This reduces
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the rate of oxygen diffusion into the film, preventing a number of potential UV-induced
degradation routes such as irreversible conjugation loss and photo-oxidation [314, 124].
Similar crystallinity-related photo-stability improvements have been observed in other sys-
tems [315, 316, 317, 318]. Interestingly, the results presented here suggest that enhanced
ITIC crystallinity has a much greater effect on reducing the rate of oxygen diffusion com-
pared to any opposing effect associated with residual DIO retained in the film. However,
ultimately the intrinsic photo-stability of ITIC is so poor that all films experience drastic
photobleaching within 24h.

In comparison to pure ITIC, pure PC71BM and PBDB-T films exhibit considerably superior
photo-stabilities, with the normalised maximum absorption of all films processed with and
without DIO remaining >80% of the initial value after 24h of irradiation (Figure 5.20c
and Figure 5.20e). For pure PC71BM films, there does not appear to be any significant
DIO-related dependence on the resultant photo-stability. Pure PBDB-T films appear to
exhibit slightly improved photo-stabilities as DIO volume concentration increases. While
this effect is much weaker compared to ITIC, it likely originates via a similar mechanism;
DIO-induced aggregation limits the rate of oxygen diffusion into the film reducing photo-
degradation. This is in agreement with the enhanced face-on PBDB-T molecular packing
and aggregation demonstrated in the GIWAXS measurements discussed above.

For PBDB-T : ITIC blend films, the presence of PBDB-T appears to suppress ITIC photo-
degradation with all films retaining a maximum absorption above ∼70% of the initial value
after 24h irradiation exposure (Figure 5.21a). The same DIO-dependent photo-stability ob-
served for pure PBDB-T and ITIC films is also apparent here with films processed without
DIO undergoing slightly faster rates of photo-degradation compared to films processed with
DIO. This is unsurprising given the DIO-induced molecular packing enhancement demon-
strated in the GIWAXS studies of both pure PBDB-T and ITIC films and PBDB-T : ITIC
blend films. Additionally, in PBDB-T : ITIC blends processed with higher concentrations
of DIO, photo-stability is also likely to be improved due the formation of a PBDB-T-rich
surface layer (discussed above) which could act as a protective barrier to the more intrinsi-
cally unstable ITIC molecules accumulated at the film/substrate interface. In comparison,
the superior photo-stability of pure PBDB-T and PC71BM relative to pure ITIC are re-
flected in UV-vis measurements of PBDB-T : PC71BM blend films (Figure 5.21b). Here,
the maximum absorption value of remains above 85% of the initial value after 24h and there
are no indications of any significant DIO-dependent photo-degradation. In the dark, both
blend systems exhibit good stability with only minimal changes in maximum absorption
observed after 24h (Figure 5.21c, Figure 5.21d).
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Figure 5.20: Normalised maximum absorption of pure (a,b) ITIC, (c,d) PC71BM
and (e,f) PBDB-T films processed from chlorobenzene with 0-3 Vol% DIO and
aged in ambient conditions during 1 Sun irradiation (Light/ Ambient condi-
tions) and in the dark (Dark/ Ambient conditions). Measurements were per-
formed at 4h intervals for a total duration of 24h. Values are normalised to the
initial maximum absorption of each film measured immediately after fabrica-
tion before ageing. The wavelengths at which absorption maxima occurred are
∼705nm and ∼711nm for pure ITIC films processed from 0-1 Vol% DIO and
3 Vol% respectively, ∼484nm for pure PC71BM films, and ∼581nm for pure
PBDB-T films. Full UV-Vis spectra are provided in Appendix B.
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Figure 5.21: Normalised maximum absorption of (a,b) PBDB-T : ITIC and (c,d)
PBDB-T : PC71BM blend films processed from chlorobenzene with 0-3 Vol%
DIO and aged in ambient conditions during 1 Sun irradiation (Light/ Ambient
conditions) and in the dark (Dark/ Ambient conditions). Measurements were
performed at 4h intervals for a total duration of 24h. Values are normalised to
the initial maximum absorption of each film measured immediately after fab-
rication before ageing. The wavelengths at which absorption maxima occurred
are ∼628nm and ∼639nm for PBDB-T : ITIC blend films processed from 0-1
Vol% DIO and 3 Vol% respectively, and 577nm for PBDB-T : PC71BM blend
films. Full UV-Vis spectra are provided in Appendix B.
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The differences in rates of photo-degradation for each sample can also be tracked visually,
simply by photographing films during ageing (Figure 5.22). For each sample, photographs
were taken every 12h for a duration of 96h (4 days) whilst exposed to 1 Sun irradiation
in ambient conditions. In agreement with the UV-Vis measurements described above, all
films appear to undergo some level of photobleaching but the rate of degradation differs
drastically across materials. For pure ITIC films, the same DIO dependence observed in
UV-Vis absorption measurements is also apparent in the film photographs. ITIC films
processed without DIO undergo rapid photobleaching within 12h of irradiation but DIO-
processed films take a further 12h before the distinctive blue films appear completely
photo-bleached. Signs of photobleaching are also observed in pure PBDB-T films after 48-
72h irradiation exposure. However, the DIO-dependent photo-degradation is less apparent
compared to UV-measurements. For pure PC71BM, all films retain their characteristic
orange colour after 96h irradiation exposure, regardless of DIO concentration.

In the blend films, the superior photo-stability of PBDB-T : PC71BM systems is clearly
visible with all films appearing visually unchanged after 4 days of irradiation exposure.
In comparison, all PBDB-T : ITIC blend films show signs of photobleaching after 24-48h
of irradiation exposure and films processed without DIO exhibit a faster rate of photo-
degradation. However, regardless of DIO concentration, the poor intrinsic stability of ITIC
results in all films appearing completely photo-bleached after 96h. Whilst photographing
films during irradiation exposure is a quick and easy method for gaining an initial compar-
ison of the photo-stability of each material, it is only a qualitative approach and does not
take into account differences in film thickness.

Next, the impact of DIO on the photo-stability of PBDB-T : ITIC and PBDB-T : PC71BM
blends was further investigated by tracking the J-V characteristics of OPV devices during
1 Sun irradiation in ambient conditions. These measurements were performed using an
ATLAS lifetime tester using unencapsulated devices. Device performance metrics (PCE,
JSC , VOC and FF ) normalised to their initial value are displayed as a function of hours
tested in Figure 5.23. All devices experience a substantial burn-in process primarily due
to JSC losses (Figure 5.23b).

For PBDB-T : ITIC devices processed with 0, 0.5 and 1 Vol% DIO, rapid burn-in drastically
reduces PCEs to <20% of their initial values after 10 hours of irradiation as the active
layer materials undergo significant photobleaching (Figure 5.23a). In agreement with the
UV-Vis measurements described above, the rate of photo-degradation of PBDB-T : ITIC
devices processed with 3 Vol% DIO is considerably slower with PCEs dropping to ∼40%
of their initial value after 10 hours of irradiation (Figure 5.23a). This is attributed to
reduced oxygen diffusion as a result of a more densely packed nanostructure and enhanced
accumulation of PBDB-T at the surface of the film.
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Figure 5.22: Photographs of pure material and blend films processed with vari-
ous amounts of DIO (0, 0.5, 1 and 3%) and aged by light irradiation for increas-
ing amounts of time in an ATLAS lifetime tester under ambient conditions.
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In comparison, PBDB-T : PC71BM devices display considerably better photo-stabilities
compared to PBDB-T : ITIC devices, due to reduced photobleaching in agreement with
previous studies [319, 314]. PBDB-T : PC71BM devices processed with 3 Vol% DIO are
particularly photo-stable, likely due to the combined effect of superior intrinsic photo-
stability and a reduced rate of oxygen diffusion facilitated by PBDB-T aggregation and
vertical segregation. Interestingly, higher concentrations of DIO seem to generally result in
larger FF losses for both blend systems during irradiation, suggesting other degradation
factors are at play (Figure 5.23c). However, in these ageing conditions, photobleaching is
so severe that JSC losses dominate the overall device stability.

To disentangle the primary degradation factors, devices were also aged in the dark in
ambient conditions to remove any light-induced ageing effects. Device metrics as a func-
tion of ageing time for PBDB-T : ITIC and PBDB-T : PC71BM devices processed from
chlorobenzene with 0-3 Vol% DIO are displayed in Figure 5.24. In the absence of solar
irradiation, DIO volume concentration has a significant impact on the stability of PBDB-T
: ITIC devices whereas the stability of PBDB-T : PC71BM devices is much less dependent.
PBDB-T : ITIC devices processed with 1 and 3 Vol% DIO undergo drastic burn-in losses
within the first 10 days of ageing, with PCE dropping to ∼80% and ∼50% of its initial
value respectively (Figure 5.24a). This is mostly attributed to changes in VOC and FF (and
JSC for 3 Vol% DIO) (Figure 5.24b-d). In comparison, PBDB-T : ITIC devices processed
with lower concentrations of DIO (0 and 0.5 Vol%) are considerably more stable with PCE
maintaining above ∼85% after 90 days of ageing (Figure 5.24a) and losses mostly originate
from changes in FF .

For PBDB-T : PC71BM devices, the superior stability is clear with PCEs only decreasing
to ∼90 - 95% of their initial values after 90 days of ageing, regardless of DIO volume
concentration (Figure 5.24a). Interestingly, the PCE of PBDB-T : PC71BM devices pro-
cessed with 3 Vol% DIO increases by ∼5% due to an initial boost in FF and remains
above the initial value after ∼40 days of ageing. Similar increases in device performance
during ageing has been reported for other OPV systems elsewhere [114, 128, 115] and they
have been attributed to an increase in domain purity as the film morphology evolves to its
thermal equilibrium and passes through the percolation threshold. These concepts will be
discussed in further detail in the following section where devices are aged in inert conditions
to remove oxygen related degradation effects.
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Figure 5.23: Normalised (a) PCE, (b) JSC , (c) VOC and (d) FF of PBDB-T
: ITIC and PBDB-T : PC71BM devices processed from chlorobenzene with 0-3
Vol% DIO and aged in an ATLAS lifetime tester (light/ambient conditions) for
70 hours. 202



Section 5.7

203



Chapter 5

Figure 5.24: Normalised (a) PCE, (b) JSC , (c) VOC and (d) FF of PBDB-T
: ITIC and PBDB-T : PC71BM devices processed from chlorobenzene with 0-3
Vol% DIO and aged in the dark in ambient conditions for 90 days.
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5.8 Stability in Inert Conditions
A primary DIO-induced OPV degradation route is the enhanced diffusion of oxygen into
the film as a result of retained DIO solvent in the film after processing [123]. To remove
any oxygen-related effects and explore other degradation pathways, the stability of devices
aged in inert conditions was investigated. Following the ageing protocols discussed in
Subsection 3.4.5, devices were aged during 1 Sun irradiation in a nitrogen-filled glovebox
(Figure 5.25).

For PBDB-T : ITIC devices, processing with 3 Vol% DIO results in a similar rapid burn-in
as observed for devices aged in ambient conditions with PCE plummeting to ∼55% of
the initial value after 3 days during 1 Sun irradiation in inert conditions (Figure 5.25a).
Degradation is observed for all PV metrics but JSC losses are the most significant (Fig-
ure 5.25b). This rapid decrease in performance in the absence of oxygen is likely linked
to UV-induced photo-degradation, accelerated by larger amounts of trapped DIO solvent
as previously indicated by 1H NMR measurements. Morphological instabilities should also
not be discounted but these will be considered later. For PBDB-T : ITIC devices pro-
cessed with 0-1% DIO, the lower volume of residual DIO in the films after processing,
results in reduced burn-in losses and significantly improved stability across all PV metrics
(Figure 5.25). In comparison, PBDB-T : PC71BM devices exhibit superior stability with all
devices processed with and without DIO retaining >80% of their initial PCE value after
10 days of 1 Sun irradiation in inert conditions (Figure 5.25a). Primary losses originate
from reductions in JSC with FF and VOC maintaining values >95% of the initial values.

To further understand the degradation routes linked to morphological instabilities, devices
were aged in the dark during storage in a nitrogen-filled glovebox for 90 days after fabri-
cation (Figure 5.26). PBDB-T : ITIC devices processed with 1 and 3 Vol% DIO degrade
rapidly within the first 5 days of storage with PCE values dropping to ∼70% of the ini-
tial value (Figure 5.26a). Devices processed with 0 and 0.5% DIO demonstrate improved
stability maintaining PCE values >85% of the initial value after 90 days of storage. In com-
parison, PBDB-T : PC71BM devices demonstrate superior stability and for some devices,
PCE increases during dark storage ((Figure 5.26a)). This is most significant for devices
processed with 0 and 3 Vol% with PCE increasing by ∼25% and ∼7.5% respectively. PCE
enhancements during ageing correspond to increases in JSC and FF , indicative of changes
in film nanomorphology [114, 128, 115] (Figure 5.26b,d).
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Figure 5.25: Normalised (a) PCE, (b) JSC , (c) VOC and (d) FF of PBDB-T
: ITIC and PBDB-T : PC71BM devices processed from chlorobenzene with 0-3
Vol% DIO and aged under illumination in a nitrogen-filled glovebox (light/ N2
conditions) for 10 days.
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Figure 5.26: Normalised (a) PCE , (b) JSC , (c) VOC and (d) FF of PBDB-
T : ITIC and PBDB-T : PC71BM devices processed from chlorobenzene with
0-3 Vol% DIO and aged in the dark in a nitrogen-filled glovebox (dark/ N2
conditions) for 90 days. 209
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To investigate the apparent morphological changes during ageing, indicated by device mea-
surements, AFM measurements of fresh PBDB-T : ITIC and PBDB-T : PC71BM films pro-
cessed from 0 and 3 Vol% DIO, were compared with films exposed to 1 Sun irradiation in
an inert atmosphere for 24h (Figure 5.27, Figure 5.28). For PBDB-T : ITIC films, surface
domains appear more well-defined after ageing, indicative of a higher degree of phase sep-
aration (Figure 5.27). This is most apparent for the surface topography of aged PBDB-T
: ITIC films processed with 3 Vol% DIO, which are composed of distinct, aggregated do-
mains (Figure 5.27d). For PBDB-T : PC71BM films, the surface nanomorphology is much
smaller making it difficult to discern morphological changes (Figure 5.28). Films processed
without DIO do not appear to have changed significantly after ageing (Figure 5.28a,b).
For PBDB-T : PC71BM films processed with 3 Vol% DIO, the surface of the fresh film
consists of a intermixed nanomorphology (Figure 5.28c). After ageing, domains appear
more distinct and globular in shape indicating the blend components have phase separated
(Figure 5.28d).

Figure 5.27: AFM height topography images of PBDB-T : ITIC films processed
with (a,b) 0 and (c,d) 3 Vol% DIO measured fresh immediately after fabrication
(a,c) and after 1 Sun irradiation in inert conditions for 24h (b.d). The scale bar
is 1µm. Parts (a) and (c) are repeated from Figure 5.8.
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To understand changes in the bulk film nanomorphology during ageing, further structural
characterisation using scattering methods (e.g. GIWAXS and SANS) of fresh and aged
films is required.

Figure 5.28: AFM height topography images of PBDB-T : PC71BM films pro-
cessed with (a,b) 0 and (c,d) 3 Vol% DIO measured fresh immediately after
fabrication (a,c) and after 1 Sun irradiation in inert conditions for 24h (b.d).
The scale bar is 1µm. Parts (a) and (c) are repeated from Figure 5.9.

During device ageing, it was noted that S-shaped J-V curves that were initially only visible
for freshly fabricated PBDB-T : ITIC devices processed with 3 Vol% DIO appeared in
devices processed with 1 Vol % DIO within 4 days of ageing in the dark in inert conditions
(Figure 5.47c) and within 3 days of ageing during 1 Sun irradiation in inert conditions
(Figure 5.48c). Additionally, the J-V curves for PBDB-T : ITIC devices processed with 3
Vol% becomes more S-shaped during ageing (Figure 5.47d, Figure 5.48d). In comparison,
PBDB-T : PC71BM devices retain normal diode-like J-V characteristics regardless of DIO
concentration or ageing environment (Figure 5.47e-h, Figure 5.48e-h).
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As previously discussed, the appearance of S-shaped J-V curves are indicative of a charge
extraction barrier at the electrodes. NR measurements revealed DIO induces severe ver-
tical segregation in PBDB-T : ITIC systems, with an ITIC-rich layer forming at the PE-
DOT:PSS/ film interface and a PBDB-T-rich layer at the film surface. The evolution of
S-shaped J-V curves in 1 and 3 Vol% DIO devices, therefore suggest that this vertical
segregation effect becomes more exaggerated during ageing with the active layer compo-
nents continuing to accumulate at interfaces after fabrication. This is in agreement with
the rapid degradation in VOC observed for PBDB-T : ITIC devices processed with 1 and 3
Vol% DIO, aged in the dark (Figure 5.24d, Figure 5.26d).

Although the films are expected to be vitrified at room temperature, residual DIO retained
in the film after processing, likely provides sufficient mobility for phase-segregation to
continue to evolve to thermodynamic equilibrium. To verify this, the vertical composition
of fresh and aged films should be compared using a suitable high-resolution depth-profiling
techniques such as NR.

5.9 Discussion and Summary
In summary, the impact of DIO on the morphology, performance and stability of PBDB-
T : ITIC and PBDB-T : PC71BM organic photovoltaic systems has been investigated in
detail, demonstrating that the same nanostructure optimisation protocols used extensively
for fullerene-based systems are not easily translated to NFA systems.

The chapter opened with a comparison of the optoelectronic properties of each blend
system after processing with 0, 0.5, 1 and 3 Vol% DIO. In general, ITIC-based systems
exhibit superior device performance due to a stronger absorption of the solar spectrum
compared to PC71BM. When processed with small amounts of DIO (0.5 Vol%) a maximum
PCE of 11.05% is achieved for PBDB-T : ITIC systems. However, processing with higher
concentrations of DIO severely impacts all device metrics with average PCEs dropping
to 3.84%. In comparison, the performance of PBDB-T : PC71BM devices is much more
tolerable to higher concentrations of DIO and a more significant boost in performance is
observed with a maximum PCE of 8.84% achieved for devices processed with 1 Vol% DIO.

Using a combination of GIWAXS, SANS, AFM and NR measurements, DIO-induced
changes in optoelectronic properties were then correlated to the self-assembled, hierar-
chical morphology of the blend films. Importantly, deuterated ITIC was synthesised for
neutron scattering measurements to improve the contrast in the blend film with PBDB-
T. For PBDB-T : ITIC systems, using small concentrations of DIO induces a favourable
face-on PBDB-T molecular orientation and enhances the crystallinity of both components,
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which is beneficial for efficient charge transport and reduced non-geminate recombination.
However, when larger amounts of DIO are added to the casting solvent, ITIC undergoes ex-
cessive crystallisation forming large, phase-separated aggregates. Additionally, the blend
films undergo catastrophic vertical segregation forming a thick ITIC-pure hole-blocking
barrier at the film/PEDOT:PSS interface and a bulk layer, which is severely depleted in
ITIC. Consequently, charge-extraction is significantly restricted at the electrical contacts,
resulting in S-shaped J-V curves.

In the case of PBDB-T : PC71BM, PC71BM molecular packing is not significantly impacted
by DIO and changes in morphology are driven by PBDB-T aggregation. From SANS mea-
surements, processing with DIO provides greater control of large-scale structural properties,
allowing the degree of domain coarsening and domain size to be optimised. Furthermore,
as DIO concentration is increased, vertical segregation occurs with PBDB-T-accumulating
at the film surface and PC71BM at the PEDOT:PSS/ film interface. However, in compar-
ison to ITIC-based systems, this vertical phase segregation effect is much less severe and
S-shaped J-V curves are not observed.

Next, the impact of DIO on the stability of PBDB-T : ITIC and PBDB-T : PC71BM
films was investigated under different environmental conditions. Spectroscopic ellipsome-
try and 1H NMR measurements revealed that whilst thermal annealing rapidly removes
the majority of DIO from the blend films, residual amounts remain and ITIC-based films
appear to trap a larger amount compared to PC71BM-based blends, possibly due to the
extended conjugated NFA molecular structure and enhanced crystallinity at larger DIO
concentrations. Despite this, when irradiated in ambient conditions, ITIC-based cells pro-
cessed from higher concentrations exhibit improved photo-stabilities. This is attributed
to reduced oxygen diffusion into the film as a result of a more densely packed, crystalline
nanostructure.

In inert conditions, processing with large volume concentrations (1 and 3 Vol%) DIO is
detrimental to the stability of PBDB-T : ITIC devices. On the other hand, the stability of
PBDB-T : PC71BM devices is significantly superior with device PCE even increasing for
systems processed without DIO. Differences in inert stability between polymer : NFA and
polymer : fullerene systems are most likely linked to morphological and chemical instabili-
ties which are accelerated by residual DIO. The larger amounts of trapped DIO solvent in
PBDB-T : ITIC systems potentially undergoes undesirable chemical reactions with device
components. Additionally, the increased mobility of the active layer components permits
extended lateral and vertical phase separation leading to a reduction in interfacial area and
the formation of component-rich interfaces which act as blocking layers.
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In conclusion, this chapter highlights the need to develop alternative structural optimisa-
tion protocols which provide a method to fine-tune the active-layer morphology of polymer
: NFA films whilst importantly maintaining the long-term operational stability of devices.
At present, there are considerable research efforts focused on pushing PCEs beyond current
records with stability often a secondary thought [43]. Whilst high-efficiency is important
for commercialisation and can often be achieved through the use of solvent additives, it is
essential that the impact of such processing methods on the long-term operational stability
of devices is considered. A boost in initial performance does not imply promising stability.

If optimisation protocols for high-efficiency devices insist on the use of solvent additives,
it is essential that more suitable methods for removing residual amounts from the film
are sourced or alternative solvent additives are used which are easier to remove from the
film and prevent rapid device degradation. At present, there are some studies investigating
alternative, lower boiling point additive materials which are iodine-free making them easier
to remove from the film and less susceptible to undesirable chemical reactions [320, 321, 123,
301, 322]. However, given that it is difficult to completely remove residual solvent additive
with 100% certainty [126] and that NFAs offer a wealth of chemical tunability possibilities
through the modification of side-chain and end-group chemical moieties, a potentially more
successful route is to optimise morphology though chemical design alone. This removes the
risk of detrimental chemical reactions between residual high-boiling solvents and materials
within the device entirely, and allows additional material properties such as energy levels,
absorption, solubility and thermal properties to be optimised.

Promisingly, the field appears to be gradually shifting away from solvent-additive pro-
cessing, with the focus centred on the design of new high performance, stable materials.
Additionally, there are a growing number of studies focused on improving device stability
through the design of more stable, high-performing NFAs. For example the IDTBR family
of molecules have demonstrated considerably better intrinsic photo-stabilities compared
to ITIC [125, 124, 314] and a number of solvent-additive-free polymer : NFA systems
based on the Y6 family of acceptors have recently reported PCEs>16% [250, 251]. Whilst
this is encouraging, the highest efficiency devices (PCE>19%) still rely on DIO processing
[32, 33]. The results presented in this chapter therefore highlight the need for more-detailed
studies correlating morphology to device performance and stability. This will inform the
design of new materials that are both high-performing and stable, critical aspects for the
commercialisation of OPV.
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5.10 Supplementary Data

5.10.1 Absorption of Fresh Pure Material Films
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Figure 5.29: Normalised UV-Vis absorption of pure ITIC films processed from
chlorobenzene with 0-3 Vol% DIO.
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Figure 5.30: Normalised UV-Vis absorption of pure PC71BM films processed
from chlorobenzene with 0-3 Vol% DIO.
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Figure 5.31: Normalised UV-Vis absorption of pure PBDB-T films processed
from chlorobenzene with 0-3 Vol% DIO. Note the PBDB-T used here had
MW =70,532, MN=33,138 and PDI=2.1 (batch M1002 from Ossila).
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5.10.2 GIWAXS of Pure Material Films
2D GIWAXS patterns, azimuthally integrated 1D line profiles and a summary of peak
positions, d-spacings and crystalline coherence lengths CCL for the most prominent scat-
tering features of pure ITIC, PC71BM and PBDB-T films processed from 0, 0.5, 1 and
3 Vol% are shown below. Q-dependent 1D intensity profiles are integrations in the Q
range 0.2 < Q(Å−1) < 2.0 through various χ angles; out-of-plane (in the Qz direc-
tion, −20 < χ(°) < 20 ) and in-plane (70 < χ(°) < 90 ). For χ-dependent 1D inten-
sity profiles are integrations across the full χ range −90 < χ(°) < 90) in the Q range
0.25 < Q(Å−1) < 0.45.

Figure 5.32: 2D GIWAXS patterns of pure ITIC films processed with various
concentrations of DIO (0-3 Vol%).
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Figure 5.33: 1D GIWAXS intensity profiles of pure ITIC films processed with
various concentrations of DIO (0-3 Vol%).
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DIO (Vol%) Direction Q (Å−1) d (Å) CCL (nm)

0
In-plane 0.339 18.55 7.21

0.441 14.24 8.87

Out-of-plane 0.534 11.77 7.90
1.694 3.70 0.91

0.5
In-plane 0.334 18.82 8.22

0.426 14.74 6.02

Out-of-plane 0.541 11.62 8.64
1.703 3.69 0.93

1

In-plane
0.321 19.58 12.21
0.364 14.24 19.74
0.427 14.72 6.95

Out-of-plane
0.500 12.57 4.70
1.541 4.08 6.11
1.693 3.71 1.21

3

In-plane

0.318 19.77 1.98
0.363 17.31 18.87
0.434 14.48 12.67
0.632 9.94 19.16
0.729 8.62 15.34
0.841 7.48 6.90

Out-of-plane

0.228 27.57 10.53
0.499 12.60 10.41
1.538 4.09 9.62
1.693 3.77 1.81

Table 5.11: Table of GIWAXS peak positions, d-spacings and crystalline coher-
ence lengths (CCL) extracted from the out-of-plane and in-plane Q-dependent
intensity profiles shown in Figure 5.33 for pure ITIC films processed from
chlorobenzene with 0-3 Vol% DIO. CCL values were estimated using Scher-
rer analysis (Equation 3.78).
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Figure 5.34: 2D GIWAXS patterns of pure PBDB-T films processed with vari-
ous concentrations of DIO (0-3 Vol%).
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Figure 5.35: 1D GIWAXS intensity profiles of pure PBDB-T films processed
with various concentrations of DIO (0-3 Vol%).
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DIO (Vol%) Direction Q (Å−1) d (Å) CCL (nm)

0
In-plane 0.291 21.6 6.24

Out-of-plane 0.278 22.6 4.90
1.693 3.71 1.19

0.5
In-plane 0.289 21.7 8.38

Out-of-plane 0.275 22.8 4.87
1.687 3.72 1.36

1
In-plane 0.289 21.8 9.34

Out-of-plane 0.274 22.9 5.29
1.696 3.71 1.83

3
In-plane 0.288 21.8 11.13

Out-of-plane 0.271 23.2 5.22
1.702 3.69 2.01

Table 5.12: Table of GIWAXS peak positions, d-spacings and crystalline coher-
ence lengths (CCL) extracted from the out-of-plane and in-plane Q-dependent
intensity profiles shown in Figure 5.35 for pure PBDB-T films processed from
chlorobenzene with 0-3 Vol% DIO. CCL values were estimated using Scherrer
analysis (Equation 3.78).
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Figure 5.36: 2D GIWAXS patterns of pure PC71BM films processed with various
concentrations of DIO (0-3 Vol%).
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Figure 5.37: 1D GIWAXS intensity profiles of pure PC71BM films processed
with various concentrations of DIO (0-3 Vol%).
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DIO (Vol%) Direction Q (Å−1) d (Å) CCL (nm)

0

In-plane
0.381 16.50 1.94
0.688 9.14 3.71
1.319 4.76 2.30

Out-of-plane
0.669 9.39 3.11
1.295 4.85 2.81
1.871 3.36 0.46

0.5

In-plane
0.384 16.38 1.93
0.691 9.10 3.65
1.321 4.75 2.30

Out-of-plane
0.645 9.74 2.08
1.299 4.84 2.81
1.866 3.37 0.48

1

In-plane
0.376 16.71 2.26
0.681 9.22 3.55
1.311 4.79 2.25

Out-of-plane
0.667 9.42 3.35
1.296 4.85 2.78
1.871 3.36 0.42

3

In-plane
0.371 16.92 1.28
0.691 9.09 3.71
1.323 4.75 2.32

Out-of-plane
0.651 9.65 2.55
1.301 4.83 2.91
1.861 3.38 0.51

Table 5.13: Table of GIWAXS peak positions, d-spacings and crystalline coher-
ence lengths (CCL) extracted from the out-of-plane and in-plane Q-dependent
intensity profiles shown in Figure 5.37 for pure PC71BM films processed from
chlorobenzene with 0-3 Vol% DIO. CCL values were estimated using Scherrer
analysis (Equation 3.78).
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5.10.3 AFM of Fresh Pure Material Films

Figure 5.38: AFM height topography images of pure ITIC thin films processed
with (a) 0, (b) 0.5, (c) 1 and (d) 3 Vol% DIO. The scale bar is 1µm.
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Figure 5.39: AFM height topography images of pure PC71BM thin films pro-
cessed with (a) 0, (b) 0.5, (c) 1 and (d) 3 Vol% DIO. The scale bar is 500nm.
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Figure 5.40: AFM height topography images of PBDB-T films processed with
(a) 0, (b) 0.5, (c) 1 and (d) 3 Vol% DIO. The scale bar is 1µm.

DIO σRMS (nm)
Vol% ITIC PCBM PBDB-T

0 13.2 0.32 2.04
0.5 14.7 0.34 2.80
1 21.7 0.35 3.50
3 20.7 0.31 3.84

Table 5.14: Summary of RMS roughness (σRMS) values extracted from the AFM
data shown in Figure 5.38, Figure 5.39 and Figure 5.40 for pure ITIC, PC71BM
and PBDB-T thin films processed with various concentrations of DIO.
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5.10.4 Additional SANS Data

��
&�

��
&�

���$−1�

��
�

��
�

��
�

��
	

��



���
���
��

−1
�

� #�!���#���"
����������������������� ������

Figure 5.41: SANS power law fitting in the Q range 0.005 < Q Å−1 < 0.01 for
PBDB-T : d52-ITIC films processed with 0.5 Vol% DIO. The fitting parameters
are: scale = (2.18 ± 1.73) × 10−4, B = 259 ± 58cm−1 and α = 3.14 ± 0.15 with
χ2/Npts = 1.51.
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5.10.5 Contact Angle Measurements

Figure 5.42: Measured contact angles of a water droplet (a-c) and a hexadecane
droplet (d-f) on the surface of pure PBDB-T, ITIC and PC71BM thin films
processed from various volume concentrations of DIO (0-3 Vol%).
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Figure 5.43: Measured contact angles of a water droplet (a-d) and a hexadecane
droplet (e-h) on the surface of PBDB-T : ITIC blend thin films processed from
various volume concentrations of DIO (0-3 Vol%).
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Figure 5.44: Measured contact angles of a water droplet (a-d) and a hexadecane
droplet (e-h) on the surface of PBDB-T : PC71BM blend thin films processed
from various volume concentrations of DIO (0-3 Vol%).

232



Section 5.10

5.10.6 1H NMR of Reference Materials

Figure 5.45: (a) 1H NMR of dilute DIO in CDCl3 where the position of the
most prominent DIO peak is enclosed in the dotted box. (b) The DIO 1H NMR
peak shown in (a) used for detecting residual amounts in PBDB-T : ITIC and
PBDB-T : PC71BM blend films.

Figure 5.46: (a) 1H NMR of dissolved reference films of ITIC, PC71BM and
PBDB-T in CDCl3. (b) The PBDB-T peak centred at ∼7.055ppm used for
comparing relative amounts of DIO in blend thin films.
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5.10.7 The Evolution of S-shaped J-V Curves During Ageing

Figure 5.47: J-V characteristics of (a-d) PBDB-T : ITIC and PBDB-T :
PC71BM devices processed from chlorobenzene with 0-3 Vol% DIO, measured
after ageing in the dark in an inert atmosphere for 0, 4, 8 and 14 days. Note
the appearance of S-shaped J-V curves for PBDB-T : ITIC devices processed
from 1 and 3 Vol% DIO.
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Figure 5.48: J-V characteristics of (a-d) PBDB-T : ITIC and PBDB-T :
PC71BM films processed from chlorobenzene with 0-3 Vol% DIO, measured
after ageing during 1 Sun irradiation in an inert atmosphere for 0 and 3 days.
Note the appearance of S-shaped J-V curves for PBDB-T : ITIC devices pro-
cessed from 1 and 3 Vol% DIO.
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Chapter 6

The Effect of Chemical Design on the Morphology,
Performance and Stability of Non-fullerene Acceptor

Organic Photovoltaics

6.1 Foreword
The advent of high-efficiency NFAs has resulted in an explosion of new molecular struc-
tures and synthesising strategies incorporating a diverse range of chemical moieties. This
has afforded a greater degree of molecular tunability, providing substantial control of nu-
merous material properties such as solubility, optical properties, thermal properties and
more. Despite this, there is a lack of understanding concerning the more fundamental
relationships between chemical structure, film nanomorphology, device performance and
stability. In this chapter, I explore these relationships for three IDT based NFA systems
(EH-IDTBR, O-IDTBR and O-IDTBCN) in blends with a high-performing conjugated
polymer (PTB7-Th). The thermal properties of each NFA are first investigated using
temperature-dependent UV-Vis spectroscopy and AFM measurements. This is followed by
a detailed characterisation of the three-dimensional nanomorphology of PTB7-Th : NFA
and PTB7-Th : PC71BM blend films using a broad range of structural characterisation
techniques (GIWAXS, SANS, AFM and NR). Importantly, deuterated analogues of the
three NFAs were synthesised for NR and SANS measurements to improve the neutron
SLD contrast in the blend with PTB7-Th. Structural characterisation is then correlated
with the optoelectronic functionality and stability of each system to explore the influence
of different NFA side-chain and terminal chemical groups. The work in this chapter will aid
with the design of more stable, high-performing materials, critical to the commercialisation
of OPVs.

6.2 Author Contributions
In this chapter, the bulk of characterisation measurements, data interpretation and anal-
ysis was performed by myself including UV-Vis, AFM, GIWAXS, NR analysis and SANS
analysis. Deuterated NFAs used for NR and SANS were synthesised by Matthew Bidwell
under the supervision of Iain McCulloch. Emma L. K. Spooner fabricated, tested and
processed all devices and related data. SANS and NR measurements were performed by
Robert Dalgliesh and Philip Gutfreund respectively via remote beamtimes. The project
was supervised by Andrew J. Parnell and Richard A. L. Jones.
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6.3 Introduction
For an OPV device to be considered optimised it is important to consider both the initial
performance and the long-term operational stability of devices. Many optimisation proto-
cols only focus on the prior of these objectives and the potentially detrimental impact to
device stability is often ignored. The importance of this concept was demonstrated previ-
ously in Chapter 5 where although a small boost in initial device PCE could be achieved
through solvent additive processing, it typically led to accelerated device degradation in
certain conditions. A potentially more successful optimisation method is to design ma-
terials that are both high-performing and intrinsically stable. NFAs based on an A-D-A
architecture with an IDT core are among some of the most successful OPVs in terms of
both efficiency and long-term operational stability [97, 323, 128, 114]. In this study, the
film nanomorphology, device performance and stability of a series of IDT based A-D-A
architecture NFAs (EH-IDTBR, O-IDTBR and O-IDTBCN, Figure 3.3) was investigated
to probe the impact of different side-chain (linear or branched), and terminal (rhodanine
or dicyanovinyl) chemical groups.

The IDT-based NFAs investigated in this study are relatively new molecules that are
still in the early stages of development with structure-performance-stability relationships
emerging. Initial studies have demonstrated both promising device performance and good
operational stability that is far superior to analogous fullerene-based systems. For example,
O-IDTBR and EH-IDTBR were first synthesised in 2016 and tested in P3HT OPV blend
systems demonstrating superior oxidative stability and significantly reduced burn-in losses
compared to P3HT : PC71BM systems [97, 98]. Since then, their superior robustness has
been demonstrated repeatedly in OPV systems with a wide variety of conjugated polymers
such as PffBT4T-20D [324, 124, 325], FTAZ [114], PBDB-T [128], PBDB-T-2F [128] and
PTB7-Th [326, 325, 124].

IDT-based NFAS have also demonstrated impressive intrinsic photostabilities, outper-
forming fullerene-based acceptors and many other NFAs such as ITIC and its derivatives
[314, 124]. This increased photostability has been attributed to the planarity of the con-
jugated backbone and enhanced crystallinity [125]. However, it is suspected that the BT
terminal group is a potential degradation route due to its intrinsic instability [125]. O-
IDTBCN is one of the newest additions to the IDT NFA family. It was first synthesised in
2019 by substituting the terminal rhodanine group of O-IDTBR with dicyanovinyl units
[139]. In OPV blend systems with PTB7-Th, impressive fill factors and short-circuit cur-
rent densities as high as 73% and 19.8mA/cm−1 respectively were achieved [139]. However,
the deeper lying LUMO level compared to O-IDTBR and EH-IDTBR resulted in a lower
open-circuit voltage (0.72V). Interestingly, the authors tentatively suggested device perfor-
mance enhancements were in part due to a more finely intermixed morphology, indicated
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by AFM measurements and more efficient PL quenching [139].

In this work, initial studies focus on characterising the thermal properties and crystalli-
sation behaviour of the three IDT-based NFAs (EH-IDTBR, O-IDTBR and O-IDTBCN).
This is followed by a detailed characterisation of the film nanostructure and optoelectronic
properties of four PTB7-Th based OPV systems: PTB7-Th : PC71BM, PTB7-Th : EH-
IDTBR, PTB7-Th : O-IDTBR and PTB7-Th : O-IDTBCN. Using a combination of struc-
tural characterisation techniques (GIWAXS, AFM, SANS, NR), the full three-dimensional
morphology is characterised both laterally and perpendicular to the substrate, covering
a broad range of characteristic length scales from molecular-scale packing to nanoscale
phase-separation. Importantly, deuterium labelled analogues of each NFA (d-EH-IDTBR,
d-O-IDTBR and d-O-IDTBCN, Figure 3.4 were synthesised to increase the neutron SLD
contrast in the blend with PTB7-Th (see Subsection 3.2.3). Following on from this, stabil-
ity of each system is explored in inert conditions. Taken together, the study aims to develop
understanding of the relationships between chemical structure, film nanomorphology, and
OPV device stability and operation.

6.4 Experimental
Measurements in this chapter were performed on both pure material films and blend films.
Film processing conditions for pure and blend samples are provided in Table 6.1 and Ta-
ble 6.2 respectively. All solutions were prepared in chlorobenzene and left stirring overnight
in a nitrogen-filled glovebox at 60°C. Films were spun statically in ambient conditions and
annealed in the glovebox. In Section 6.5 various annealing temperatures between 40-200°C
are used for temperature-dependent studies. In Section 6.6 and Section 6.7 all pure and
blend films were annealed at 80°C. All thermal annealing was performed for 10 minutes in a
nitrogen-filled glovebox. Device fabrication followed the same protocols reported elsewhere
[326].

Blend Solid Concentration Spin Speed
(mg/mL) (rpm)

PC71BM 15 1000
EH-IDTBR 15 2000
O-IDTBR 15 2000

O-IDTBCN 15 2000
PTB7-Th 10 2000

Table 6.1: Table of film processing conditions for pure films.
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Blend Donor : Acceptor Solid Concentration Spin Speed
Mass Ratio (mg/mL) (rpm)

PTB7-Th : PC71BM 1:1.5 24 1250
PTB7-Th : EH-IDTBR 1:2.5 24 2000
PTB7-Th : O-IDTBR 1:2.5 24 2000

PTB7-Th : O-IDTBCN 1:2.5 24 2000

Table 6.2: Table of film processing conditions for blend films.

6.5 Characterising the Thermal Behaviour of Non-
fullerene Acceptors

In this section, the thermal properties of pure EH-IDTBR, O-IDTBR and O-IDTBCN films
are characterised using temperature-dependent UV-Vis spectroscopy. These changes are
then linked to structural changes of the thin film nanostructure using AFM measurements.

6.5.1 Temperature-dependent UV-Vis
Temperature-dependent UV-Vis spectroscopy was used to measure changes in absorption
resulting from the molecular rearrangement of NFAs following protocols reported elsewhere
[327]. The typical absorption spectrum shift that occurs for many conjugated systems due
to enhanced molecular order and aggregation [97] is tracked as a function of annealing
temperature. Previous studies have shown that at annealing temperatures above the glass
transition temperature (Tg), there is an easily discernible change in the absorption spectrum
[327, 128]. To quantify this change, a deviation metric (DMT ) is defined as the sum of the
squared deviation in the absorption spectrum of the as-cast (IRT (λ)) and annealed samples
(IT (λ))[327]:

DMT =
λmax∑
λmin

[IRT (λ) − IT (λ)]2 (6.1)

Using Equation 6.1, DMT was calculated as a function of annealing temperature for each
NFA (Figure 6.1d-f). All films were spin-coated and annealed in a nitrogen-filled glove-
box to eliminate degradation effects, particularly at elevated temperatures. UV-Vis mea-
surements were performed ex-situ by thermally cycling NFA films at increased annealing
temperatures in a temperature range of 40 - 200°C at 5°C intervals. After each ther-
mal annealing step, films were left in the glovebox for 10 minutes to cool back to room
temperature.
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The absorption profile of as-cast films of EH-IDTBR, O-IDTBR and O-IDTBCN are all
similar in shape but with absorption maxima centred at 671nm, 688nm and 722nm respec-
tively in agreement with previous studies [97, 139] Figure 6.1a-c). As annealing tempera-
ture increases, each NFA experiences an overall bathochromic shift which has previously
been linked to enhanced molecular order and the formation of J-aggregates [272, 110]. For
EH-IDTBR, there is first a gradual hypochromic shift of ∼10nm as annealing temperature
increases from 40°C to 160°C. At T = 180°C, a competing bathochromic shift begins to
dominate, broadening the UV-Vis spectra. At T = 200°C, the UV-Vis spectrum is very
noisy and the total bathochromic shift of the maxima previously positioned at 671nm for
the as-cast sample is ∼36nm. The increased noise in the absorption profile at 200°C is at-
tributed to an increased level of diffuse scattering due to the formation of large crystallites
on the film surface (Figure 6.1g). Calculating DMT as a function of temperature reveals a
distinct thermal transition at ∼ 130°C and a broader transition in the temperature range
∼ 150 − 200°C (Figure 6.1d).

In comparison to EH-IDTBR, the bathochromic shifts of the linear chain analogues (O-
IDTBR and O-IDTBCN) is much more distinct and the magnitude of the change in DMT

is considerably larger indicating a greater degree of molecular mobility and a greater ten-
dency to crystallise (Figure 6.1e,f). The spectral shift is so significant that it is observed
visually as a change in film colour from blue to green as annealing temperature increases
(Figure 6.1g). For O-IDTBR, a distinct thermal transition is observed at ∼ 125°C orig-
inating from a large bathochromic shift of ∼40nm (Figure 6.1b,e). At T > 125°C, the
absorption profile continues to shift gradually until a total bathochromic shift of ∼44nm
is achieved (Figure 6.1b). For O-IDTBCN, there are two clear transitions at ∼ 80°C
and ∼ 150°C (Figure 6.1c,f). These originate from separate bathochromic shifts in the
absorption profiles of ∼50nm and ∼36nm respectively (Figure 6.1c).

Previous studies investigating the thermal properties of conjugated materials using tem-
perature-dependent UV-Vis spectroscopy have attributed sharp transitions in the DMT vs
temperature plots to the glass transition or cold crystallisation onset of the material [327,
128]. Ghasemi et al. suggested that exothermal cold crystallisation can obscure the weaker
glass transition signal in DSC measurements and that the two thermal transitions will occur
at similar temperatures [128]. For EH-IDTBR, the authors identified an exothermic peak
at 113°C in the DSC thermogram and a transition in their DMT vs temperature plot at
116°C as Tg or Tc. Despite this, there is a noticeable step-like feature at ∼80°C in their DSC
thermogram, characteristic of a glass transition. In other studies, DSC measurements have
revealed a crystallisation temperature TC at 115°C for O-IDTBR whilst no crystallisation
was observed for EH-IDTBR [97]. There is therefore a lack of clarity concerning the
identification of the thermal transitions of IDT-based NFA materials in the literature,
particularly from DSC and temperature-dependent UV-Vis spectroscopy.
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Figure 6.1: (a-c) Temperature-dependent UV-Vis spectra of as-cast and ther-
mally annealed thin films at annealing temperatures between 40-200°C. (d-f)
Deviation metric as a function of annealing temperature. (g) Photographs of
as-cast and thermally annealed films.
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From the temperature-dependent UV-Vis measurements presented in this chapter it is ten-
tatively suspected that the weaker transition at ∼80°C for O-IDTBCN is a glass transition
and the higher temperature transition at ∼ 150°C is crystallisation. For EH-IDTBR and
O-IDTBR the transitions at ∼130°C and ∼125°C are most likely the result of crystallisa-
tion. Additionally, it is suspected that the glass transition temperature of both materials
occurs in a similar temperature range to the potential Tg for O-IDTBCN at (∼80°C) but
the transitions are too weak to detect. Further temperature-dependent measurements such
as DSC, spectroscopic ellipsometry or X-ray reflectivity are necessary to fully characterise
the origin of the observed transitions.

6.5.2 Temperature-Dependent AFM Studies
To correlate the temperature-dependent changes observed in UV-Vis spectroscopy to struc-
tural changes, AFM measurements were performed on as-cast and thermally annealed films,
annealed in the temperature range 80-200°C (Figure 6.2). RMS roughness values (σRMS)
are summarised in Table 6.3.

As-cast films of EH-IDTBR, O-IDTBR and O-IDTBCN display significantly different sur-
face morphologies. For O-IDTBCN, as-cast films are ultra smooth (<0.5nm) and no dis-
tinct grains are visible suggesting films are largely amorphous (Figure 6.2k). In compar-
ison, the surface of O-IDTBR films are composed of distinct globular-like, domains and
films are considerably rougher than O-IDTBCN with σRMS=3.87nm (Figure 6.2f). For
as-cast EH-IDTBR films, the surface morphology seems to be intermediate between the
amorphous surface of O-IDTBCN and the aggregated surface of O-IDTBR (Figure 6.2a).
Although some structure is visible, domain interfaces are not well-defined, resulting in a
surface roughness of 1.06nm. For annealed films, there are distinct temperature-dependent
changes of the surface morphology for each NFA as discussed below.

Compared with as-cast films, EH-IDTBR and O-IDTBR films annealed at 80°C and 120°C,
do not exhibit significant changes in the surface morphology and surface roughness remains
largely unchanged (Figure 6.2a-c and Figure 6.2f-h). As annealing temperature is increased
to 160°C, there is a distinct change in surface morphology and a simultaneous increase in
surface roughness for both NFAs. For EH-IDTBR, long needle-like crystals or fibrils appear
on the surface and surface roughness increases to 5.77nm (Figure 6.2d). For O-IDTBR, the
surface is still composed of globular-like domains but the size of these features increases
dramatically and surface roughness rises to 16.19nm (Figure 6.2i). At 200°C, surface
roughness continues to increases significantly for both NFAs and the lateral morphology
becomes too large to appropriately image using the same scan size as films annealed at
lower annealing temperatures (Figure 6.2e and Figure 6.2j). AFM images across larger
scan sizes along with optical microscopy images of films annealed at 200°C are provided
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in the Supplementary Data (Figure 6.22 and Figure 6.23 respectively). The surface of
EH-IDTBR films annealed at 200°C are composed of macroscopic crystals that are of the
order ∼10 - 100µm in size (Figure 6.23b). For O-IDTBR, the surface of films annealed at
200°C are composed of large spherulite crystals but these are significantly smaller in size
(∼1 - 10µm) compared to the macroscopic crystals formed on the surface of EH-IDTBR
films.

For O-IDTBCN, as-cast films and films annealed at 80°C are comparable with both to-
pography images appearing featureless and exhibiting similar surface roughness values
(Figure 6.2k-l). As annealing temperature is increased to 120°C, small island-like domains
appear and surface roughness increases substantially to 3.74nm. This is in agreement with
the suspected glass transition observed in the UV-measurements discussed above at ∼80°C.
As annealing temperature increases these isolated domains seem to act as nucleation sites
for the formation of larger aggregates which increase in size as annealing temperature in-
creases. At 200°C the film is significantly rougher (15.02nm) compared to the as-cast film
and large crystalline domains are visible. Comparing the larger AFM scans (Figure 6.22)
and optical microscopy images (Figure 6.23) of films annealed at 200°C, O-IDTBCN crys-
tallites are considerably smaller than O-IDTBR and O-IDTBR. This can be attributed to
a higher crystallisation temperature as indicated in the UV-Vis measurements described
above. It should also be stressed that the onset temperatures for crystallisation are kinetic
in character for each NFA. At temperatures close to Tg (i.e. <120°C), the crystallisation
rate is slow as the kinetics are slow. As annealing temperature increases, the crystalli-
sation rate rises steeply, and crystal size increases rapidly. At temperatures approaches
the melting temperature, crystallisation rate slows as thermodynamic driving forces are
smaller closer to the melting temperature.

Annealing temperature RMS Roughness σRMS (nm)
(°C) EH-IDTBR O-IDTBR O-IDTBCN

As-cast 1.06 3.87 0.27
40 1.11 3.98 0.29
80 0.97 2.91 0.30

120 1.03 3.65 3.74
160 5.77 16.19 6.80
200 29.23 20.74 15.02

Table 6.3: Table of RMS film roughness values extracted from the AFM images
shown in Figure 6.2.
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Figure 6.2: AFM height topography images of (a-e) EH-IDTBR, (f-j) O-IDTBR
and (k-o) O-IDTBCN thin films measured as-cast and after thermal annealing
for 10 minutes at 80, 120, 160 and 200°C. The scale bar is 1µm. Note the AFM
images of films annealed at 40°C are not included here as they were very similar
to the as-cast and 80°C films for each NFA.
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The temperature-dependent AFM and UV-Vis measurements presented here demonstrate
the significant impact of chemical structure on the thermal properties and crystallisation
behaviour of each NFA. Both branched and linear side-chain IDTBR exhibit crystallisa-
tion behaviour at similar temperatures (TC ∼125-130°C) whilst O-IDTBCN crystallises
at a slightly higher temperature (TC ∼150°C). However, the linear alkyl side-chains of
O-IDTBR and O-IDTBCN result in a greater UV-Vis spectral shift in suggesting a greater
degree of crystallisation compared to EH-IDTBR suggesting the branched ethylhexyl side-
chains inhibit molecular mobility. To further understand the temperature-dependent struc-
tural changes in the films across the full depth of the film, further measurements such as
GIWAXS are required.

6.6 Initial Optoelectronic Properties and Morphology
In the previous section, the impact of chemical design on the thermal properties and
crystallisation of NFAs was investigated. Next, these concepts are applied to polymer :
NFA BHJ blends to explore the relationship between molecular structure, nanomorphology
and optoelectronic functionality.

6.6.1 Optoelectronic Properties
UV-Vis absorption spectra of pure PC71BM EH-IDTBR, O-IDTBR, O-IDTBCN and PTB7-
Th films are displayed in Figure 6.3. As discussed previously in Chapter 5 PC71BM is
weakly absorbing at wavelengths >550nm resulting in a poor spectral overlap with the
solar spectrum. In comparison, the absorption profile of the NFAs and PTB7-Th offers a
considerably greater spectral overlap with the solar spectrum and can therefore contribute
more significantly to the photocurrent of an OPV device compared to fullerene acceptors.
For EH-IDTBR, O-IDTBR, PTB7-Th and O-IDTBCN the absorption profiles between
550 and 900nm are composed of two primary contributions with a maximum at ∼669nm,
∼683nm, ∼699nm and ∼717nm respectively which is in agreement with results reported
elsewhere [97, 139]. It is also noted that the weaker intensity shoulder at (∼400nm)is more
pronounced for IDTBR based NFAs. This feature has previously been attributed to ag-
gregation in IDT-BT polymers [328]. For linear O-IDTBR and O-IDTBCN, the position
of the highest intensity absorption peak is red-shifted by 14nm and 66nm relative to the
branched EH-IDTBR respectively. The significant bathochromic shift of the absorption
profile of O-IDTBCN relative to EH-IDTBR would be preferable in affording a more com-
plementary absorption profile with most conjugated polymers, particularly high bandgap
polymers such as P3HT [97].
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The UV-Vis absorption profiles of PTB7-Th based blend films are representative of the su-
perposition of contributions from each individual component (Figure 6.4). For PTB7-Th :
PC71BM, absorption is strongest at wavelengths <550nm due to PC71BM and the addition
of PTB7-Th offers a more complementary spectrum, improving absorption capabilities in
the range 600-750nm. In comparison, the PTB7-Th : NFA blends display strong absorp-
tion in the wavelength range 550 - 800nm with maxima at ∼668nm, ∼683nm and ∼710m
for EH-IDTBR, O-IDTBR and O-IDTBCN based PTB7-Th blend films respectively. The
narrow band gap of O-IDTBCN is particularly effective at increasing the spectral overlap
of the blend absorption to the solar spectrum. For EH-IDTBR and O-IDTBR, although
both acceptors provide strong absorption in the region of the solar spectrum, they both ab-
sorb at similar wavelengths to PTB7-Th which could reduce the combined spectral overlap
compared to PTB7-Th : O-IDTBCN, limiting their contribution to the photocurrent.

Next, the PV performance of each blend system was evaluated by comparing their J-V char-
acteristics. Devices were fabricated with an inverted device architecture (glass/ITO/ZnO/
PTB7-Th : acceptor/MoO3/Ag) following the protocols outlined in Chapter 3. Champion
J-V curves are displayed in Figure 6.5 along with a boxplot of device metric statistics in
Figure 6.6. A full summary of average and champion device metrics is provided in Ta-
ble 6.4. PTB7-Th : EH-IDTBR devices achieved the highest champion PCE of 9.06%
due to a high VOC of 1.02V, JSC of 15.04mA/cm2 and FF of 69.52%. PTB7-Th : O-
IDTBCN devices exhibited marginally higher JSC and FF values compared to PTB7-Th
: EH-IDTBR systems but large VOC losses reduced the champion PCE to 8.05%. Fol-
lowing on from this, PTB7-Th : O-IDTBR devices achieved a champion PCE of 7.75%
but there is a strikingly large distribution in performance. Losses here originate from a
significantly reduced JSC and lower FF compared to EH-IDTBR and O-IDTBCN systems.
Finally, PTB7-Th : PC71BM devices achieved the lowest champion PCE of 6.55% with
the primary source of losses originating from a reduced JSC and VOC . JSC losses are ex-
pected here due to the weaker absorption and poor spectral overlap afforded by PC71BM
as demonstrated in the UV-Vis measurements above. Although morphological factors may
contribute, the primary origin of the reduced VOC in both PTB7-Th : O-IDTBCN and
PTB7-Th : PC71BM systems results from the deeper lying LUMO levels of O-IDTBCN
and PC71BM compared to O-IDTBR and EH-IDTBR (Table 3.1)[139].
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Figure 6.3: Normalised UV-Vis absorption spectra of pure materials.
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Figure 6.4: Normalised UV-Vis absorption spectra of PTB7-Th based blend
films.
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Figure 6.5: Champion J-V curves of PTB7-Th based solar cells.
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Figure 6.6: Boxplot of device metrics for PTB7-Th based solar cells. Data
includes the top 10 devices for each split.

Blend System JSC (mA/cm2) VOC (V ) FF (%) PCE (%)

PTB7-Th : PC71BM 14.85 ± 0.16 0.79 ± 0.01 53.43 ± 2.29 6.25 ± 0.30
(15.06) (0.81) (54.85) (6.55)

PTB7-Th : EH-IDTBR 14.49 ± 0.29 0.99 ± 0.06 55.44 ± 6.45 7.77 ± 1.31
(15.04) (1.02) (69.52) (9.06)

PTB7-Th : O-IDTBR 12.97 ± 0.29 0.92 ± 0.12 52.96 ± 10.32 5.85 ± 1.58
(13.61) (1.03) (69.62) (7.75)

PTB7-Th : O-IDTBCN 14.86 ± 0.11 0.77 ± 0.01 68.01 ± 1.69 7.73 ± 0.22
(15.09) (0.78) (69.70) (8.05)

Table 6.4: Summary of the average and champion OPV device metrics for
PTB7-Th based solar cells. Averages are given for the top 10 devices ± 1 stan-
dard deviation, with metrics relating to the champion PCE shown in paren-
thesis.
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The EQE spectra of PTB7-Th based systems is displayed in Figure 6.7. JSC values
extracted from integrating the EQE spectra are comparable to JSC values from J-V mea-
surements of devices with less than 15% discrepancy (Table 6.5). The EQE profiles of each
blend largely follow their UV-Vis profiles as discussed previously (Figure 6.4). The nar-
rower bandgap of O-IDTBCN allows PTB7-Th : O-IDTBCN devices to harvest a greater
fraction of the incident photon flux, displaying a broad EQE profile which extends past
800nm and exhibits a maximum photon conversion of ∼70%. This partially explains the
superior integrated JSC for PTB7-Th : O-IDTBCN devices. In comparison, PTB7-Th :
EH-IDTBR and PTB7-Th : O-IDTBR devices both display a broad photon conversion
response in the wavelength range 500 - 750nm but EQE values are limited to a maximum
of 67% and 61%. For PTB7-Th : PC71BM systems, EQE is slightly enhanced compared
to PTB7-Th : NFA systems in the region 450-550nm but maximum EQE is limited to
62%.
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Figure 6.7: EQE spectra of PTB7-Th based solar cells.
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Blend System Device JSC (mA/cm2) Integrated JSC from EQE (mA/cm2)
PTB7-Th : PC71BM 15.05 13.57

PTB7-Th : EH-IDTBR 15.00 13.17
PTB7-Th : O-IDTBR 13.48 11.71

PTB7-Th : O-IDTBCN 14.83 14.22

Table 6.5: JSC values for PTB7-Th based solar cells extracted from J-V mea-
surements and from integrating the EQE spectra (Figure 6.7).

6.6.2 Small-Scale Structures
Given the apparent differences in optical properties and device performance, GIWAXS
measurements were performed to probe the molecular packing and crystallinity of each pure
material and blend system. The 2D GIWAXS scattering patterns of the pure materials are
shown in Figure 6.8.

The 2D scattering pattern of pure PC71BM consists of weak intensity diffraction rings at
Q ∼ 0.7Å−1(d = 9.0Å) Q ∼ 1.3Å−1(d = 4.8Å) indicating an amorphous arrangement
of PC71BM molecules in agreement with previous measurements discussed in Chapter 5
(Figure 6.8a). The 2D GIWAXS patterns of EH-IDTBR, O-IDTBR, O-IDTBCN and
PTB7-Th each exhibit two distinctive scattering features arising from π-π stacking in the
out-of-plane direction at approximately Q = 1.6 − 1.8Å−1 and lamellar stacking in the in-
plane direction at approximately Q = 0.25 − 0.4Å−1. This molecular packing is indicative
of a face-on molecular orientation which is beneficial for OPV systems as charge transport
typically occurs along the π-π stacking direction (i.e. perpendicular to the substrate).
The scattering intensity of PTB7-Th and O-IDTBR in particular seem to be higher than
the other samples suggesting a higher degree of molecular order. Although single crystal
structures have been reported for EH-IDTBR and O-IDTBR [329], GIWAXS measurements
show the thin film packing is different to the bulk single crystal structure with films only
exhibiting lamellar and π-π stacking peaks, in agreement with other studies [97].

To further understand the differences in molecular packing between the pure films, 1D
profiles were extracted from the 2D GIWAXS patterns by azimuthally integrating through
various χ angles in the out-of-plane and in-plane directions (Figure 6.9). The in-plane
lamellar peaks and out-of-plane π-π peaks were modelled with Lorentzian curve functions
to extract peak width and peak position values. These values were then used to calculate
the d-spacing and crystalline coherence length CCL related to each scattering feature
according to Equation 3.47 and Equation 3.78 respectively (Table 6.6).
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Figure 6.8: 2D GIWAXS patterns of fresh (a) PC71BM, (b) EH-IDTBR, (c)
O-IDTBR, (d) O-IDTBCN and (e) PTB7-Th thin films annealed at 80°C for
10 minutes. Data was collected at an incident angle of θi = 0.16°.
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Figure 6.9: Azimuthally integrated Q-dependent intensity profiles of fresh an-
nealed thin films of PC71BM, EH-IDTBR, O-IDTBR, O-IDTBCN and PTB7-
Th in the (a) out-of-plane and (b) in-plane directions.
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Pure Material In-plane Lamellar Peak Out-of-plane π-π Stacking Peak
Q (Å−1 d (Å) CCL (nm) Q (Å−1 d (Å) CCL (nm)

EH-IDTBR 0.356 17.6 20.1 1.78 3.52 0.88
O-IDTBR 0.364 17.3 23.6 1.81 3.48 0.88

O-IDTBCN 0.400 15.7 2.68 1.82 3.46 0.73
PTB7-Th 0.282 22.3 4.70 1.67 3.76 1.03

Table 6.6: Table of characteristic length scales relating to in-plane lamellar
stacking and out-of-plane π-π stacking of pure EH-IDTBR, O-IDTBR, O-
IDTBCN and PTB7-Th films. Q values are extracted from fitting the GIWAXS
peaks in the 1D intensity profiles shown in Figure 6.9. d-spacings are calculated
using Equation 3.47 and CCL values are estimated using the Scherrer equation
Equation 3.78.

For EH-IDTBR and O-IDTBR, the lamellar d-spacings are 17.6Å and 17.3Å and π-π
d-spacings are 3.53Å and 3.47Å respectively, indicating the linear side-chain analogue self-
assembles into a more tightly packed configuration. This corresponds to a higher degree of
crystalline order with a CCL of 23.7nm estimated from Scherrer analysis of the in-plane
lamellar peak. In comparison, the dicyanovinyl terminal groups of O-IDTBCN results in a
smaller lamellar stacking distance (d = 15.7Å) compared to the rhodanine end group ana-
logue (O-IDTBR). Additionally, the smaller CCL values extracted from the 1D intensity
profiles indicate O-IDTBCN self-assembles into a considerably less ordered arrangement
compared to both EH-IDTBR and O-IDTBR. For the polymer, the lamellar stacking and
π-π stacking d-spacings are 22.3Å and 3.76Å, corresponding to CCL values of 4.70nm and
1.03nm respectively.

In Figure 6.10, 2D scattering patterns of PTB7-Th based blends films are displayed. Each
scattering pattern consists of weak intensity, diffuse features indicative of a low degree of
molecular order. For PTB7-Th : PC71BM, amorphous PC71BM scattering features are
visible at Q ∼ 0.7Å−1 and Q ∼ 1.3Å−1, along with the lamellar stacking characteristic
of PTB7-Th at Q ∼ 0.3Å−1 (Figure 6.10a). For PTB7-Th : NFA blend films, the low
Q regions at 0.2 < Q (Å−1) < 0.5 appear to be composed of multiple low intensity scat-
tering features. To investigate this further, azimuthally integrated 1D intensity profiles
were extracted from the 2D scattering patterns in the in-plane and out-of-plane direction
(Figure 6.11). Although scattering intensities are low, it is clear that the low Q feature in
the in-plane intensity profiles for PTB7-Th : NFA blend films are each the superposition
of scattering from two different contributions (Figure 6.11b). Given the lamellar stacking
Q position of PTB7-Th and the NFAs are substantially different as described above, these
contributions most likely originate from the lamellar stacking of the polymer and the NFA.
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To confirm this, the low Q feature was deconvolved into two separate Lorentzian functions
to extract values for peak position, peak width and CCL (Table 6.7).

For PTB7-Th : PC71BM blends, the lamellar CCL value corresponding to the size of
coherently diffracting regions of PTB7-Th is equal to 2.99nm. For the PTB7-Th : NFA
blends, this increases slightly to ∼ 3.4 − 3.9nm suggesting the molecular order of the
polymer is enhanced in the NFA blends. In the PTB7-Th : NFA blends, the lamellar CCL
relating to the acceptor regions is equal to 9.7nm, 19.1nm and 7.1nm for EH-IDTBR, O-
IDTBR and O-IDTBCN respectively. Interestingly, comparing with the CCL of the pure
films (Table 6.6), the presence of the polymer appears to suppress the molecular order of
EH-IDTBR and O-IDTBR lamellar stacking but enhance that of O-IDTBCN. For the π-π
stacking features in the Q range Q ∼ 1.70−1.85Å−1, the contributions from each individual
component cannot be discerned. Instead a single, broad Lorentzian function is used to
fit the scattering feature for each blend film and the extracted peak characteristics and
estimated CCL values are summarised in Table 6.8. In comparison to the pure films, the
π-π stacking CCL of EH-IDTBR and O-IDTBR blend systems is considerably suppressed
whereas O-IDTBCN CCL remains largely unchanged.

Blend System PTB7-Th Acceptor
Q (Å−1) d (Å) CCL (nm) Q (Å−1) d (Å) CCL (nm)

PTB7-Th : PC71BM 0.308 20.4 2.99 – – –
PTB7-Th : EH-IDTBR 0.293 21.5 3.45 0.354 17.8 9.7
PTB7-Th : O-IDTBR 0.304 20.6 3.62 0.363 17.3 19.1

PTB7-Th : O-IDTBCN 0.298 21.1 3.82 0.403 15.6 7.1

Table 6.7: Table of GIWAXS parameters extracted from fitting the in-plane
lamellar stacking peak (Figure 6.9b). d-spacings are calculated using Equa-
tion 3.47 and CCL values are estimated using the Scherrer equation (Equa-
tion 3.78).

Blend System Q (Å−1) d (Å) CCL (nm)
PTB7-Th : PC71BM 1.868 3.36 0.52

PTB7-Th : EH-IDTBR 1.738 3.62 0.70
PTB7-Th : O-IDTBR 1.751 3.59 0.63

PTB7-Th : O-IDTBCN 1.762 3.57 0.74

Table 6.8: Table of GIWAXS parameters extracted from fitting the out-of-plane
π-π stacking peak (Figure 6.9a). d-spacings are calculated using Equation 3.47
and CCL values are estimated using the Scherrer equation (Equation 3.78).
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Figure 6.10: 2D GIWAXS patterns of fresh (a) PTB7-Th : PC71BM, (b) PTB7-
Th : EH-IDTBR, (c) PTB7-Th : O-IDTBR and (d) PTB7-Th : O-IDTBCN
thin films annealed at 80°C for 10 minutes.
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Figure 6.11: Azimuthally integrated Q-dependent intensity profiles of fresh an-
nealed PTB7-Th : acceptor blends in the (a) out-of-plane and (b) in-plane
direction.
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6.6.3 Large-Scale Structures
From GIWAXS measurements, it is apparent that the choice of side-chain and end-group
have a significant effect on the crystallinity of both the pure and blend film. For efficient
charge transport in an OPV device, it is desirable to have small molecular stacking distances
and large crystalline coherence lengths. However, in achieving this, materials that have a
high degree of molecular order are often susceptible to aggregation [110], forming domains
much larger than the exciton diffusion length (ld)[116]. The exciton diffusion length of EH-
IDTBR has been previously be measured as 15nm [29] which gives an initial indication of
the optimum nanomorphology in the blend films. lD values of O-IDTBR and O-IDTBR are
expected to be a similar order of magnitude to EH-IDTBR. In this section, the properties
of larger scale structures in the blend films such as the size and purity of domains are
investigated using SANS and AFM.

AFM height topography images of PTB7-Th based blends are displayed in (Figure 6.12)
and root-mean-squared (RMS) surface roughness (σRMS) values are summarised in Ta-
ble 6.9. The surface of PTB7-Th : PC71BM blend films are composed of distinct, uniform
domains with an RMS roughness of 1.12 nm (Figure 6.12a). In comparison, PTB7-Th : EH-
IDTBR and PTB7-Th : O-IDTBCN blend film are slightly rougher with σRMS ∼ 2 − 3nm
and domains seem to be a comparable size but the interfaces are much less distinct par-
ticularly for the O-IDTBCN blend suggesting a more finely intermixed morphology (Fig-
ure 6.12b,d). The surface morphology of PTB7-Th : O-IDTBR blend films appear signifi-
cantly different compared to the other samples, with much larger domains visible suggesting
significant aggregation and phase separation. This is further reflected in a much greater
RMS roughness value of 10.97nm and likely contributes to the large dispersion in device
performance (Figure 6.6).

Although the AFM measurements discussed above provide an initial indication of the larger
length scales present in PTB7-Th based blend films, it is only a small area on the film sur-
face which has been probed. In an OPV device the entire BHJ thin film is capable of
absorbing sunlight and generating excitons. As such, to correlate film nanostructure with
device operation it is necessary to characterise the three-dimensional blend film morphol-
ogy, both in the lateral direction and vertical direction. SANS measurements provide the
capabilities to do this as the entire film is probed and the resultant scattering is repre-
sentative of the average nanostructure present in the sample. As described previously in
Subsection 3.9.5, in this work the averaging properties of SANS measurements are exploited
further and performed on a stack of 15 films per sample. To provide sufficient neutron SLD
contrast in the PTB7-Th : NFA blend films a series of deuterium labelled NFA analogues
were synthesised by collaborators at Imperial College (Figure 3.4). The neutron SLD of
each of these materials can be found in Table 3.6.
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Figure 6.12: AFM height topography images of fresh (a) PTB7-Th : PC71BM,
(b) PTB7-Th : EH-IDTBR, (c) PTB7-Th : O-IDTBR and (d) PTB7-Th : O-
IDTBCN. The lateral scale bar is 500nm.

Sample σRMS (nm)
PTB7-Th : PC71BM 1.12

PTB7-Th : EH-IDTBR 2.10
PTB7-Th : O-IDTBR 10.97

PTB7-Th : O-IDTBCN 2.87

Table 6.9: Table of root-mean-squared roughness (σRMS) values extracted from
the AFM data shown in Figure 6.12.
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The absolute SANS intensities in the full observable Q range of PTB7-Th based blends
are presented in Figure 6.13. The most prominent differences between samples occur at
low Q (Q < 0.01Å−1). Here, the scattering intensities of PC71BM, d-EH-IDTBR and d-
O-IDTBCN blend systems are comparable and begin to flatten off whilst the PTB7-Th :
d-O-IDTBR blend film shows much higher scattering intensity.
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Figure 6.13: Absolute SANS intensity of PTB7-Th : PC71BM, PTB7-Th : d-
EH-IDTBR, PTB7-Th : d-O-IDTBR and PTB7-Th : d-O-IDTBCN blend films
in the full measurable Q range.

To understand these apparent changes, the Lorentz-corrected SANS intensity (IQ2 vs Q)
is shown in Figure 6.14. A characteristic peak is not observed for the PTB7-Th : d-O-
IDTBR blend system suggesting the characteristic length scale is outside of the observable
Q range of the diffractometer. For the PC71BM, d-EH-IDTBR and d-O-IDTBCN blend
systems, distinct characteristic peaks are observed corresponding to long-period (Lp) values
of 92.9nm, 70.8nm and 69.3nm respectively (Table 6.10). These values are related to the
long-period of lamellae crystals defined as the mean average distance between lamellae do-
mains including the length of the crystal and the amorphous domains between the crystals
[105]. The area under the Lorentz-corrected scattering intensity (the invariant, Equa-
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tion 3.65) is related to the contrast in the system contrast in the system and hence the
domain composition of the blend film. The invariant is considerably higher for the PTB7-
Th : d-O-IDTBR blend system compared to PC71BM, d-EH-IDTBR and d-O-IDTBCN
blend systems, suggesting a greater amount of contrast and hence a greater degree of phase
separation.
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Figure 6.14: Lorentz-corrected SANS intensity of PTB7-Th : PC71BM, PTB7-
Th : d-EH-IDTBR, PTB7-Th : d-O-IDTBR and PTB7-Th : d-O-IDTBCN
blend films. Data is repeated from Figure 6.13 but plotted as IQ2 vs Q.

In Figure 6.15, the SANS data are modelled using a DAB model (see Subsection 3.9.5)
where correlation lengths (ξ) of 13.61nm, 8.90nm, 29.69nm and 10.95nm are extracted for
PTB7-Th : PC71BM, PTB7-Th : d-EH-IDTBR, PTB7-Th : d-O-IDTBR and PTB7-Th :
d-O-IDTBCN blend films respectively (Table 6.10). Using the values for ξ, an average chord
length (see Equation 3.9.5) can be roughly estimated for the donor (polymer) and acceptor
phases by dividing the three-dimensional correlation length by the volume fraction of the
opposite phase [185, 191, 101]. Assuming the volume fraction is the same as the weight
ratio of the materials in solution (Table 6.2), the volume fractions of the acceptor phase
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(ϕA) are 0.6 and 0.71 for PTB7-Th : PC71BM and PTB7-Th : NFA blends respectively.
The volume fractions of the donor phase (ϕD) are therefore 0.4 and 0.29 for PTB7-Th :
PC71BM and PTB7-Th : NFA blends respectively as ϕA+ϕD = 1. Using these values for ϕA

and ϕD, approximate value for the chord length of the acceptor phases (lA) in each system
are calculated to be ∼34nm, ∼31nm, ∼104nm and ∼38nm for PC71BM, d-EH-IDTBR,
d-O-IDTBR and d-O-IDTBCN based blends respectively. For the PTB7-Th phase, chord
lengths are equal to ∼23nm, ∼12nm, ∼42nm and ∼15nm for PC71BM, d-EH-IDTBR, d-
O-IDTBR and d-O-IDTBCN based blends respectively. These trends are consistent with
the long-period analysis described above.
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Figure 6.15: DAB SANS fits in the interval 0.004 ≤ Q (Å−1)) ≤ 0.15 for PTB7-
Th : PC71BM, PTB7-Th : d-EH-IDTBR, PTB7-Th : d-O-IDTBR and PTB7-
Th : d-O-IDTBCN blend films. Data is repeated from Figure 6.13 but shows
the DAB model fits.

Given ξ values are similar to the CCL values extracted from GIWAXS analysis of the
acceptor lamellar peak described above (Table 6.7), it is suspected that the DAB model is
more sensitive to the acceptor crystallites rather than the amorphous regions in between
them. For this reason, absolute length scales from the DAB model should be treated with
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caution as it is an over-simplified model which assumes a two-phase system. In reality,
the blend films are much more complicated as they are likely composed of three phases:
a crystalline acceptor phase, an amorphous acceptor phase and an amorphous polymer
phase. The reader should therefore treat average chord length values with caution as
the calculation makes several assumptions and should only be considered as a first-order
estimation (e.g. a two-phase system is assumed and the the blend ratio of components
in solution is often assumed to be the same as the volume fraction in the blend film).
Nevertheless, SANS measurements show that PTB7-Th : d-O-IDTBR systems form much
larger characteristic length scales compared to PC71BM, d-EH-IDTBR, and d-O-IDTBCN
based blends, which results in a reduced exciton dissociation efficiency and consequently
lower PV performance.
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Figure 6.16: Power law fits in the interval 0.02 ≤ Q (Å−1)) ≤ 0.15 of PTB7-Th
: PC71BM, PTB7-Th : d-EH-IDTBR, PTB7-Th : d-O-IDTBR and PTB7-Th
: d-O-IDTBCN blend films.
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To investigate the interfacial area and purity of domains in each blend system, the SANS
data were modelled using a simple power law model (Equation 3.9.5) to extract scattering
exponent (α) values (Figure 6.17, Table 6.10). Here, it is worth remembering that a value
of α = 4 is representative of sharp domain boundaries, indicative of a system with a high
degree of phase separation. Exponent values <4 suggest that domain boundaries are diffuse,
resulting in an increase in interfacial area. PTB7-Th : d-O-IDTBR blend films exhibit the
highest scattering exponent of 3.68 which is in agreement with the aggregated surface
morphology observed in AFM measurements. Similarly, PTB7-Th : PC71BM systems
are also characterised by a relatively high scattering exponent of 3.13 as expected by the
appearance of well-defined surface domains in the AFM measurements discussed above.
For PTB7-Th : d-EH-IDTBR and PTB7-Th : d-O-IDTBCN, the power law fits produce
exponents of 2.91 and 2.86 respectively, indicative of a more finely intermixed morphology
and larger interfacial area.
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Figure 6.17: Power law fits in the interval 0.02 ≤ Q (Å−1)) ≤ 0.15 of PTB7-Th
: PC71BM, PTB7-Th : d-EH-IDTBR, PTB7-Th : d-O-IDTBR and PTB7-Th
: d-O-IDTBCN blend films.
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Blend system Lorentz Peak DAB Model Power Law
Q (Å−1) Lp (nm) ξ (nm) α

PTB7-Th : PC71BM 0.00676 92.9 13.61 ± 0.26 3.13 ± 0.17
PTB7-Th : d-EH-IDTBR 0.00888 70.8 8.90 ± 0.12 2.91 ± 0.08
PTB7-Th : d-O-IDTBR – – 29.67 ± 0.51 3.68 ± 0.12

PTB7-Th : d-O-IDTBCN 0.00907 69.3 10.95 ± 0.12 2.86 ± 0.06

Table 6.10: A summary of SANS fit parameters relating to the size and inter-
facial sharpness of domains. Long-period (Lp) values were extracted from the
Lorentz-corrected scattering peaks in Figure 6.14 using Equation 3.64. Corre-
lation lengths (ξ) are from the DAB fits in Figure 6.15. Scattering exponents
(α) were extracted from the power law fits in Figure 6.17. Full fit parameters
are provided in Section A.3.

6.6.4 Vertical Chemical Composition
The GIWAXS, AFM and SANS analysis discussed above of PTB7-Th based blend systems
provides a detailed characterisation of the hierarchical structures present from the packing
of individual molecules at the small scale to the phase separated domains they form on the
larger scale. Another important morphological factor is the vertical distribution of domains
in the plane perpendicular to the substrate. A build-up of donor or acceptor material at
the top or bottom electrode interface can have a significant impact on the resulting device
performance. For the device architecture implemented in this work, an accumulation of
acceptor material at the active layer surface or donor material at the film/ZnO interface
could inhibit free carrier transport and extraction. Comparatively, an accumulation of
donor and acceptor materials in the opposite configuration (donor material at the surface,
acceptor material at the film/ZnO interface), could potentially facilitate charge transport
and extraction. For each of these scenarios, the impact of any enriched layer is related to
its interfacial width and volume concentration [107, 303]. In many multi-phase thin film
systems, vertical stratification of the component materials is often driven by differences in
surface energy where the material with the lower surface energy segregates to the top of
the film as it is more energetically favourable.

Before measuring the vertical composition profile of each blend using neutron reflectivity,
the surface energies of each material were estimated using contact angle goniometry mea-
surements. The water and hexadecane contact angles for each material are provided in
the supplementary information (Subsection 6.9.3) and surface energies estimated using the
Fowkes model (see Subsection 3.5.2) are summarised in Table 6.11. The surface energy of
PTB7-Th is lower than the surface energies of the acceptor materials, indicating it is to be
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expected that PTB7-Th might segregate to the surface of the film (Table 6.11).

Pure Material Surface Energy (mN/m)
Dispersive Polar Total

PC71BM 26.74 1.20 27.94
EH-IDTBR 26.93 1.36 28.29
O-IDTBR 26.73 1.05 27.77

O-IDTBCN 26.84 1.07 27.91
PTB7-Th 26.68 0.18 26.86

Table 6.11: Summary of surface energy values calculated using the Fowkes
model (see Subsection 3.5.2) for pure PC71BM, EH-IDTBR, O-IDTBR, O-
IDTBCN and PTB7-Th films using the contact angle measurements shown in
Subsection 6.9.3

To investigate this, NR measurements were performed to probe the chemical composition
of the entire film thickness. As for the SANS measurements described above, deuterated
NFAs (d-EH-IDTBR, d-O-IDTBR and d-O-IDTBCN) were again used to increase the SLD
contrast with PTB7-Th in the blend. Before measuring the blend thin films, pure PC71BM,
d-EH-IDTBR, d-O-IDTBR, d-O-IDTBCN, PTB7-Th and ZnO films were first measured
to extract SLD values for each material. NR data of the pure reference films and full fit
parameters are provided in Section A.4.

The reflectivity curves of PTB7-Th : PC71BM, PTB7-Th : d-EH-IDTBR, PTB7-Th : d-
O-IDTBR and PTB7-Th : d-O-IDTBCN blend films on ZnO coated silicon substrates are
displayed in Figure 6.18. In Figure 6.19, the SLD profiles corresponding to the modelled
NR data are plotted as a function of OPV blend thickness such that the midpoints of the
air/film interface and the film/ZnO interface are positioned at 0 and 1 respectively. Each
blend film was modelled as a stack of Si/SiO2/ZnO/OPV blend/Air where each layer in
the sample represents a slab characterised by a thickness L, roughness σ and SLD βn. For
the OPV blend film, a single homogenous slab layer was insufficient to appropriately model
the data. After trialling various models, an acceptor-rich layer was added at the film/ZnO
interface to model all blend films. The fit parameters relating to the OPV blend layer are
summarised in Table 6.12. Further information about the various trialled fitting models
and full fitting parameters can be found in Section A.4.

For PTB7-Th : PC71BM systems, the blend film is representative of a bilayer layer system
with a 333nm thick PC71BM-rich layer at the film/ZnO interface and a 314nm thick PTB7-
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Th -rich layer at the film/air interface. Using Equation 3.62, the acceptor concentration by
volume (ϕA) as a function of film depth was extracted from the SLD profiles (Figure 6.20).
At the film/ZnO interface, the PC71BM-rich layer has an SLD of 4.11 × 10−6Å−1 which
corresponds to a composition of ∼85% PC71BM and ∼15% PTB7-Th. For the surface
layer, the acceptor and donor concentrations are more comparable with the fitted SLD
value of 2.74×10−6Å−1 corresponding to a PC71BM concentration of ∼45% and PTB7-Th
concentration of ∼55%. Although PC71BM enrichment at the ZnO interface is likely to be
beneficial for charge transport, the considerable thickness of the layer could be detrimental
to the extraction pathway of electrons to the ETL. In addition to the smaller HOMO-
LUMO offset, an interface which is too thick and enriched in a single component likely
contributes to the lower VOC values observed for PTB7-Th : PC71BM devices (Table 6.4).
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Figure 6.18: Neutron reflectivity of PTB7-Th blend thin films deposited on
ZnO coated silicon substrates. Data has been offset by two decades for clarity.

From the SLD profiles, each PTB7-Th : NFA blend film consists of a thick bulk layer
and a thinner NFA-rich layer at the film/ZnO interface (Figure 6.19). Similar interfacial
segregation has been reported elsewhere for P3HT: O-IDTBR blends [330]. For PTB7-Th
: d-EH-IDTBR and PTB7-Th : d-O-IDTBCN, the SLDs of the bulk layer correspond
to similar NFA volume concentrations of 68% and 70% respectively which is close to the
weight ratio of the dry materials in solution (D:A of 1:2.5). At the film/ZnO interface,
the modelled SLD values of the NFA-rich layer corresponds to acceptor concentrations of
∼90% and ∼79% by volume for PTB7-Th : d-EH-IDTBR and PTB7-Th : d-O-IDTBR
blend films respectively.
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The SLD profile of the PTB7-Th : d-O-IDTBR blend film is notably different to the
other NFA-based blends films. The film surface is significantly rougher with σ = 75Å
in agreement with the AFM measurements discussed above (Table 6.9), and the model
which produced the best fit consists of a bulk layer with a very broad NFA-rich interface
at the film/ZnO interface. The SLD values of the bulk layer and NFA-rich buried interface
correspond to d-O-IDTBR volume concentrations of ∼78% and ∼99% respectively. The
higher acceptor concentrations at the film/ ZnO interface for EH-IDTBR and O-IDTBR
based blend films likely contributes to the higher VOC in device measurements (Table 6.4).

Figure 6.19: SLD profiles corresponding to the NR modelling shown in Fig-
ure 6.18 for PTB7-Th blend thin films deposited on ZnO coated silicon sub-
strates. Thickness has been scaled to the thickness of the OPV blend film where
0 is midpoint of the air/film interface and 1 is the midpoint of the film/ZnO
interface.
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Sample Bulk Layer Interface Layer
χ2/NptsL

(Å)
σ
(Å)

βn

(×10−6Å−2)
L
(Å)

σ
(Å)

βn

(×10−6Å−2)
PTB7-Th : PC71BM 314 33 2.74 333 69 4.11 7.45
PTB7-Th : d-EH-IDTBR 629 23 3.80 141 43 4.64 9.47
PTB7-Th : d-O-IDTBR 491 75 4.15 155 104 4.86 6.78
PTB7-Th : d-O-IDTBCN 594 32 4.21 146 58 4.60 8.26

Table 6.12: Table of neutron reflectivity fit parameters corresponding to the
reflectivity data shown in Section A.4 where each sample has been modelled
with an acceptor-rich buried region at the film/ZnO interface.
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Figure 6.20: Acceptor concentration by volume as a function of film depth
calculated from the SLD profiles shown in Figure 6.19 using Equation 3.62 for
PTB7-Th based blend thin films. Thickness has been scaled to the thickness of
the OPV blend film where 0 is midpoint of the air/film interface and 1 is the
midpoint of the film/ZnO interface.
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6.7 Device Stability
The device performance metrics of PTB7-Th based solar cells measured every 24h for a
period of 1 week during constant exposure to 1 Sun irradiation in an inert atmosphere
are displayed in Figure 6.21. Interestingly, the PCE of PTB7-Th : NFA devices increases
substantially by a factor of 20-30% within the first day of ageing (Figure 6.21a). This is
mostly driven by increases in FF (Figure 6.21d) and small increases in JSC (Figure 6.21b).
The VOC of each PTB7-Th : NFA system remains largely unchanged after 1 week of ageing
(Figure 6.21c).

In the case of PTB7-Th : PC71BM devices, an extended burn-in period is observed during
the first 3 days of ageing and after 1 week of exposure to 1 Sun irradiation, PCE is ∼90%
of its initial value (Figure 6.21a). Degradation mostly originates from small decreases in
JSC (Figure 6.21b) and FF (Figure 6.21c).

The differences in stability of PTB7-Th : PC71BM and PTB7-Th : NFA blends are striking.
For the PTB7-Th : NFA blends, similar FF driven PCE enhancements have been observed
elsewhere for PTB7-Th : EH-IDTBR [128] and FTAZ : EH-IDTBR [114] OPV blend
systems. Such increases in FF upon ageing have been linked to domain coarsening and
stronger phase separation [115]. PTB7-Th : EH-IDTBR is considered to be a vitrified,
hypo-miscible system (i.e. high interaction parameter χ) with a low diffusion coefficient
[114]. It is therefore surprising that the PCE of each PTB7-Th : NFA system increases so
significantly as it suggests they are not completely vitrified, exhibiting sufficient mobility
to diffuse to thermodynamic equilibrium. Additionally, SANS measurements revealed that
PTB7-Th : EH-IDTBR and PTB7-Th : O-IDTBCN blend films are more finely intermixed
compared to PTB7-Th : O-IDTBR. However, given each system undergoes a comparable
PCE enhancement during 1 Sun irradiation, changes are likely to be driven more by
differences in thermal behaviour rather than miscibility in agreement with other results
[128].

Further studies are required to fully understand the apparent morphological changes during
ageing and other degradation factors should not be discounted. For example, PC71BM
is know to undergo UV-induced dimerization in inert conditions [331] and can undergo
photochemical reactions which are detrimental to device performance [332].
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Figure 6.21: Normalised (a) PCE, (b) JSC , (c) VOC and (d) FF of PTB7-
Th based devices aged in a nitrogen-filled glovebox under 1 Sun irradiation
(light/N2 conditions) for 7 days.
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6.8 Summary
In this chapter, the thermal properties, optoelectronic performance, film morphology and
operational stability of PTB7-Th based blends incorporating various electron acceptors
(PC71BM, EH-IDTBR, O-IDTBR, O-IDTBCN) has been studied. The choice of NFAs
allowed the impact of different side-chain and end-group chemical moieties to be investi-
gated. Importantly, the synthesis of deuterated analogues of each NFA provided a way
to use neutron scattering techniques (SANS and NR) to probe the full three-dimensional
morphology of each blend system.

Taken together, the GIWAXS, AFM, SANS and NR measurements indicate distinct hier-
archical morphologies for each PTB7-Th blend system. For PTB7-Th : PC71BM systems,
although the system exhibits a low degree of molecular order, films are composed of regular,
phase-separated domains. PTB7-Th : EH-IDTBR and PTB7-Th : O-IDTBCN blend films
are composed of small crystalline NFA domains, finely intermixed in a PTB7-Th matrix.
For PTB7-Th : O-IDTBCN systems, the degree of intermixing is slightly enhanced. In
comparison, PTB7-Th : O-IDTBR blend films are drastically different to all other systems.
At the molecular level, the film is composed of highly ordered NFA domains, beneficial for
efficient charge transport. However, characterising the larger length scales in the systems
reveals a large phase-separated morphology with sharp interfaces and characteristic length
scales much greater than the exciton diffusion length for IDTBR-type NFAs (ld ∼ 15nm,
[29]). This likely contributes to the reduced JSC and FF values observed in the J-V
measurements of OPV devices (Table 6.4). NR measurements revealed that the vertical
chemical composition of each blend film consists of an acceptor-rich region at the film/
ZnO interface which is likely to impact electron extraction and consequently device VOC .

Tracking device performance during 1 Sun irradiance in inert conditions revealed PTB7-
Th : NFA systems exhibit superior stability compared to PTB7-Th : PC71BM blends.
For PTB7-Th : NFA systems, device PCE increased by ∼20-30% during the first day of
ageing due to FF driven enhancements. Previous studies have linked increases in FF to an
increase in domain purity and a higher degree of phase separation. To further understand
this, more detailed morphological measurements (e.g. SANS of fresh and aged films) should
be carried out to probe changes in the three-dimensional film nanomorphology during
ageing. Understanding these intricate morphological changes are crucial to developing
more stable material systems suitable for commercialisation.
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6.9 Supplementary Data

6.9.1 AFM studies at an annealing temperature of 200°C

Figure 6.22: AFM measurements of EH-IDTBR, O-IDTBR and O-IDTBCN
annealed at 200°C for 10 minutes. Measurements were taken at scan sizes of
either 10x10µm, 20x20µm or 50x50µm depending on the lateral size of film
features. The lateral scale bar is 20µm for 50x50µm scans and 4µm for all other
measurements.
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6.9.2 Optical Microscopy

Figure 6.23: Optical microscopy images of EH-IDTBR, O-IDTBR and O-
IDTBCN films imaged as-cast and after thermal annealing at 200°C for 10
minutes. EH-IDTBR images were at magnification of ×20. O-IDTBR and O-
IDTBCN were at a magnification of ×50. The lateral scale bar for all images
is 0.1mm.
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6.9.3 Contact Angle Goniometry of Pure Materials

Figure 6.24: Measured contact angles of a water droplet (a-e) and a hexadecane
droplet (f-j) on the surface of pure reference films.

276



Chapter 7

Controlling Anisotropic Properties Through
Manipulation of Chiral Small Molecule Orientation in

the Bulk

7.1 Foreword
The chiroptical properties of chiral π-conjugated molecular systems such as the absorption
and emission of circularly polarised light or transport of spin-polarised electrons are highly
anisotropic. Consequently, the performance of chiral-based optoelectronic devices strongly
depends on the molecular packing and orientation of the chiral molecule within the thin
film. In this chapter I will detail a novel approach to control the molecular self-assembly of
a chiral small molecule (2,2’-dicyano[6]helicene, CN6H) in thin films using both organic
and inorganic structural templating layers. Specifically, I investigate the impact of two
templating layers, 3,4,9,10-perylenetetracarboxylic dianhydride (PTCDA) and copper(I)
iodide (CuI) where the structural templating arises from π-π interactions for PTCDA
and dipole-dipole interactions for CuI. GIWAXS measurements reveal that these driving
forces induce CN6H supramolecular columns to adopt a face-on, upright orientation on
PTCDA and an edge-on, flat-lying orientation on CuI. Given the highly anisotropic crystal
structure of CN6H, such significant changes in molecular orientation have a profound
impact on the chiroptical response. The templating methodologies described here open
material engineering routes to control the orientation and functional properties of chiral
small molecules. The detailed structural characterisation performed also highlights the
level of insight achievable for such systems. The findings will be beneficial to a range of
emerging chiroptical technologies and will contribute to an exciting, rapidly expanding area
of research on chiroptical functionality.

7.2 Author Contributions
The work in this chapter forms part of a manuscript currently in preparation in collabo-
ration with Imperial College London. My contribution to this work includes performing,
analysing and interpreting the GIWAXS measurements, 2D GIWAXS simulations and
PXRD simulations. 2D GIWAXS simulations were done with the assistance of Joel A.
Smith at The University of Oxford. All authors have contributed to writing and proof-
reading the manuscript. Sample preparation and all other characterisation measurements
and simulations were performed by collaborators at Imperial College London, Osaka Uni-
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versity and Dalhousie University. The most recent author list can be found in Section 0.5.
Here, the manuscript has been adapted into the style of a thesis chapter with emphasis on
my own individual contribution.

7.3 Introduction
Chapter 4, Chapter 5 and Chapter 6 focused on characterising the self-assembly of π-
conjugated materials for OPV systems and correlating structural properties with opto-
electronic functionality and stability. Conjugated organic thin films have a number of
desirable characteristics because they are inexpensive, have tuneable optoelectronic prop-
erties and are compatible with large-area, flexible device architectures. As a result, their
use is not confined to OPV and their processing properties are beneficial to a broad range
of organic electronic device applications. Such applications typically require the fabrica-
tion of an organic thin film in which the self-assembly of the molecular constituents has
a significant impact on the performance and efficiency of the electronic device. Here, the
molecular assembly and orientation of chiral small molecules in thin films with respect
to device-relevant interfaces is explored and correlated with chiroptical properties. Ex-
ploiting molecular chirality is an emerging strategy to expand the functionality of organic
electronic devices, enabling the fabrication of next-generation displays, polarisation selec-
tive photodetectors, enantioselective biosensors and room-temperature spintronic devices
[333, 334, 335, 336, 337, 338].

In chemistry, a molecule is said to be chiral or posses molecular chirality if it cannot be
superimposed onto its mirror image by any form of rotation or translation. The chiral
molecule and its mirror image exist as distinguishable enantiomers. Molecular chirality in
organic electronics typically focuses on the archetypal class of molecules called helicenes
which are composed of n ≥ 5 ortho-fused angularly arranged benzene rings in a helical, non-
planar scaffold [339]. The intrinsic chirality and conjugated nature of helicene molecules
result in impressive chiroptical and charge transport properties that are highly anisotropic
[340, 341, 342, 343, 344, 345, 346]. These structure-property relationships are yet to be
fully understood. However, it is clear that the alignment of the helical molecular axis
and corresponding supramolecular assembly relative to other interfaces has a significant
impact on the chiroptical response. For example, monolayers of chiral molecules have been
shown to act as efficient spin filters, preferentially transmitting electrons with a specific
spin orientation known as the chiral induced spin selectivity (CISS) effect [347]. In devices
which makes use of the CISS effect, the orientation of the chiral molecule with respect to
the charge injection electrodes dictates the spin polarisation of the transmitted electrodes
[348]. Additionally, chiral cholesteric liquid crystalline materials have been incorporated
into photonic devices where the thickness, pitch and orientation of the helical assembly
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determines the chiroptical properties through Bragg reflection and scattering [349, 350].
In these systems, liquid crystalline alignment layers such as rubbed polyimide are required
to guide the growth of an ordered chiral structure [351, 352, 353]. Although there is
a clear relationship between molecular orientation and the optoelectronic properties of
chiral thin films, effective control of molecular orientation with respect to the substrate
remains challenging. This is particularly true in films which do not exhibit liquid crystalline
behaviour or involve monolayer self-assembly on conductive surfaces [354, 355, 356, 357,
340, 343]. Strategies to control chiral molecule orientation, particularly in bulk helicene-
based thin films are yet to be established.

The molecular order and orientation of a terminally functionalised helicene molecule (2,2’-
dicyano[6]helicene, CN6H) was investigated using the structural characterisation tech-
niques implemented in previous chapters, namely GIWAXS and AFM. In Figure 7.1a,b,
the chemical structures of both CN6H enantiomers are displayed, denoted [P] and [M ]
as is the convention for helical molecules where [P] (plus) is a right-handed helix and
[M ] (minus) is a left-handed helix. Films of CN6H can be prepared in the enantiop-
ure state consisting of a pure film of either [P] or [M ] enantiomers, or from a racemic
mixture composed of an equal blend of each enantiomer. A novel approach to control
CN6H molecular orientation uses both organic (3,4,9,10-perylenetetracarboxylic dianhy-
dride, PTCDA) and inorganic (copper(I) iodide (1 1 1), CuI) structural templating layers
(Figure 7.1c and Figure 7.1d respectively). The use of templating layers to control molec-
ular orientation has been demonstrated previously for aromatic systems with molecules
typically adopting an edge-on or face-on orientation [358, 359, 360] (Figure 7.1e). Here
their use was extended to control the orientation of chiral π-conjugated small molecules.
It was found that the use of PTCDA and CuI templating layers had a significant impact
on the molecular orientation of CN6H with helices either adopting an upright, face-on
orientation for the case of PTCDA or a flat-lying edge-on orientation for CuI. Such drastic
changes in molecular orientation had a profound influence on the chiroptical response with
templated CN6H exhibiting intense circular dichroism (CD) that was dependent on the
orientation of the CN6H helical axis. Edge-on oriented CN6H demonstrates intense CD
for electronic transitions polarised parallel to the helical axis whereas face-on orientated
CN6H demonstrates strong CD transitions for transitions polarised perpendicular. This
elegant approach to control the orientation of chiral π-conjugated molecules can be easily
transferred to device fabrication protocols for a range of next-generation technologies.
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Figure 7.1: Chemical structures of (a) the [P] and [M ] enantiomers of 2,2’-
dicyano[6]helicene (CN6H) and the structural templating layers (c) 3,4,9,10-
perylenetetracarboxylic dianhydride (PTCDA) and (d) coppper(I) iodide (CuI).
The edge-on and face-on orientations of CN6H with respect to the substrate
are illustrated in (e).

7.4 Experimental

7.4.1 Sample Preparation
Samples were prepared at Imperial College London and measured as received in Sheffield.
Each thin film of PTCDA, CuI (111) and CN6H, were grown by Organic Molecular Beam
Deposition (OMBD) (Kurt J. Lesker Spectros 100 system) following previously reported
optimisation protocols [359]. OMBD involves the evaporation of powdered materials for the
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fabrication of reproducible, ultra-uniform, high-purity organic thin films. This technique is
particularly applicable for materials which are difficult to dissolve or for samples composed
of several complex layers. PTCDA and CN6H films were deposited at room temperature
and CuI films were grown at 100°C to promote the growth of large grains and provide films
that are pinhole free.

7.4.2 Crystal Structure Simulations
Crystal structure prediction was performed using the CrystalPredictorII [361, 362]/DMACRYS
[363] workflow. The tentative crystal structures were subsequently relaxed at the B86bPBE/DZP
level with exchange-hole dipole moment (XDM) dispersion correction [364] and using the
projector augmented-wave (PAW) [365] method. PXRD simulations and crystal packing
images were simulated in VESTA using the previously reported CIF [366].

7.4.3 GIWAXS and AFM
GIWAXS measurements and simulations were performed following procedures discussed in
Chapter 3. All 2D simulations were performed using the simDiffraction Matlab toolbox
[213] and implemented a uniaxial model with a pseudo-Voight (PSV) distribution in the
out-of-plane direction. AFM surface characterisation was carried out in tapping mode
following the same procedures described in Chapter 3 using an Asylum Research MFP-3D
microscope. Roughness values were extracted using the open-source software Gwyddion
with the standard deviation of three separate images quoted as the error. Lateral grain
sizes were calculated using a watershed to define grain boundaries.

7.4.4 Circular Dichroism Measurements
Circular dichrosim (CD) spectra were collected using a Chirascan (Applied Photophysics)
instrument.

7.5 Results and Discussion

7.5.1 CN6H Crystal Structure
The bulk packing of helicenes is often complex. For this study, a helicene molecule with
a well-defined crystal packing structure was required so that any control of molecular ori-
entation could be characterised and effectively understood. CN6H was identified through
the Cambridge Structural Database as a suitable candidate with a well-documented crystal
packing (CSD reference: UJOCOL)[366]. CN6H is a member of the P6122 (178) crystallo-
graphic space group, crystallising in the solid-state with highly anisotropic, supramolecular
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columns with a uniaxial hexagonal unit cell (Figure 7.2). The hexagonal unit cell lattice
parameters are a = 9.736Å, b = 9.736Å, c = 70.731Å, α = 90°, β = 90°,γ = 120° and
volume V = 5806.3282Å3. The extended c-axis makes CN6H particularly anisotropic
which suggests any changes in molecular orientation will have a strong influence on the
chiroptical properties. The supramolecular columns are homochiral, possessing the same
handedness as the enantiopure molecule and they are assembled such that the helical axis
is orientated along the c-axis. Each helical supramolecular column is composed of helicene
molecules interlocked through face-to-face π-π interactions between adjacent aromatic units
with neighbouring ring centres separated by an average spacing of 3.75Å[366].

Figure 7.2: Illustrations of the reported CN6H single crystal structure [366]
extracted from VESTA. The crystal packing from different viewpoints is dis-
played with the (a) a, (b) b and (c) c crystallographic axes aligned parallel to
the line of sight.
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A crystal structure prediction (CSP) search was performed to evaluate how the potential
crystal packing in a thin film geometry differs to the experimentally observed bulk crystal
structure (i.e. polymorphism). In Figure 7.3 the crystal-energy landscape for each poly-
morph from the CSP search is displayed as a function of mass density. The search found
a number of potential racemic and enantiopure crystal structures some of which undergo
columnar packing. It also revealed that the experimentally observed P6122 (178) poly-
morph is the most thermodynamically stable with an energy 3.3 kJmol−1 lower than all
other potential polymorphs. Interestingly, it was also the only polymorph which under-
goes homochiral columunar packing with all other polymorphs assembling into heterochiral
structures.

Figure 7.3: Crystal-energy landscape of the lowest lying polymorphs from the
CN6H CSP search and relaxed at density functional theory - XDM (DFT-
XDM) level of theory. Racemic polymorphs are shown in blue whilst enantiop-
ure polymorphs are shown in red. If the polymorph contains columnar packing,
a diamond shape is used. If it does not, a circular shape is used. The exper-
imentally observed P6122 (178) polymorph (red diamond- lower right) is the
only polymorph which exhibits homochiral columnar packing.
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This helical solid-state packing is uncommon for helicenes and supramolecular self-assembly
typically requires more complex approaches such as chemical derivatization involving dipole
moments and/ or alkyl chains. Before probing the thin film molecular orientation of CN6H
using GIWAXS measurements, the single crystal structure was first simulated to identify
the positions of the individual lattice planes in reciprocal space. Here, 1D PXRD simu-
lations were performed in VESTA using the previously reported CIF [366] (Figure 7.4).
The miller indices (hkl), d-spacings and relative intensities of the highest intensity reflec-
tions are displayed in Table 7.1. For the most prominent reflections, the alignment of the
corresponding lattice planes for face-on and edge-on orientated CN6H is illustrated in
Figure 7.5.

In GIWAXS measurements, lattice planes that are aligned perpendicular to the substrate
produce in-plane scattering (Qxy direction) and lattice planes that are aligned parallel to
the substrate scatter out-of-plane (Qz direction). The PXRD simulation and lattice plane
illustration therefore provides an initial indication of the expected reciprocal scattering
positions of each lattice plane for face-on and edge-on oriented CN6H. For example, in
a face-on arrangement of supramolecular columns, the (1 0 0) plane is orthogonal to the
substrate so in-plane scattering is expected and the (0 0 6) and (1 0 17) lattice planes are
expected to scatter out-of-plane because they are aligned either parallel or almost parallel
to the substrate. Similarly, in an edge-on CN6H arrangement, the opposite is true. The
(1 0 0) plane would be aligned parallel to the substrate resulting in out-of-plane scattering
and the (0 0 6) and (1 0 17) lattice planes would scatter in-plane as they are aligned either
perpendicular or almost perpendicular to the substrate.

h k l d (Å) 2θ (°) Q (Å−1) Normalised Intensity Multiplicity
1 0 17 3.731109 23.82907 1.683992 100 12
1 0 0 8.431623 10.48348 0.74519 67.62944 6
1 0 5 7.242698 12.21047 0.867516 36.28711 12
1 0 22 3.004065 29.71525 2.091551 13.08895 12
1 1 0 4.868 18.20913 1.290706 3.95533 6
0 0 6 11.7885 7.4931 0.53299 3.30109 2

Table 7.1: Table of the highest intensity reflections from the simulated PXRD
data shown in Figure 7.4.
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Figure 7.4: PXRD simulation of CN6H crystal structure [366]. Intensities are
normalised to the highest intensity reflection and the miller indices (hkl) of the
most prominent scattering reflections are labelled.

7.5.2 Probing Molecular Orientation Using GIWAXS
The simulated PXRD analysis of the single crystal structure of CN6H discussed above
and the illustration shown in Figure 7.5 provided a preliminary insight into the expected
prominent reflections and their orientation with respect to the substrate. Next, GIWAXS
measurements were performed to experimentally determine the crystallographic orientation
of CN6H thin films deposited on the structural templating layers PTCDA and CuI. The
lack of polymorphism and previously reported CIF [366] also allowed the 2D GIWAXS pat-
terns to be replicated in simulations using the simDiffraction Matlab toolbox as discussed
in Subsection 3.9.7.

Background measurements of the bare substrates were performed first to identify any
prominent scattering features. The 2D GIWAXS patterns and corresponding Q-dependent
intensity profiles in the out-of-plane and in-plane directions for silicon, PTCDA and CuI
are presented in Figure 7.6. Silicon and CuI display no prominent scattering features in
the observable Q-range. For PTCDA, two in-plane peaks are visible at Q = 0.65Å−1 and
Q = 0.88Å−1, as well as two out-of-plane peaks at Q = 1.76Å−1 and Q = 1.95Å−1.
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Figure 7.5: Illustration of the (0 0 6), (1 0 0), (1 0 5) and (1 0 17) lattice planes
in (a) face-on and (b) edge-on oriented CN6H supramolecular columns.
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Previous studies have reported the existence of two crystalline PTCDA polymorphs which
exhibit herringbone-like structures [367]. The GIWAXS peaks observed for PTCDA in this
work (Figure 7.6b) are consistent with the previously reported α-crystalline structure in
the monoclinic P21/c space group. In a thin film, PTCDA molecules adopt a flat-lying
orientation with the planar conjugated core aligned parallel to the substrate. The out-of-
plane peak at Q = 1.95Å−1 arises from π-π stacking between adjacent molecules separated
by an intermolecular spacing of d = 3.22Å in agreement with previous studies [358].

The 2D GIWAXS patterns of untemplated and templated CN6H [M ] and CN6H [P]
and corresponding 2D simulations are shown in Figure 7.7 and Figure 7.8 respectively.
To index scattering features, the in-plane and out-of-plane Q-dependent intensity profiles
are compared with the simulated PXRD 1D intensity profile discussed previously and
prominent peaks are labelled with their respective miller indices (Figure 7.9). It is apparent
from the 2D GIWAXS patterns that the choice of templating layer has a significant impact
on the molecular packing of CN6H. The 2D GIWAXS pattern of CN6H on bare silicon
(Figure 7.7a and Figure 7.8a) consist of a number of weak intensity Debye-Scherrer rings
with the highest intensities originating from the (1 0 0), (1 0 5) and (1 0 17) lattice planes
at Q values of 0.76Å−1, 0.88Å−1 and 1.68Å−1 respectively. The appearance of complete
diffraction rings indicates a low degree of molecular order and an almost randomly oriented
arrangement of CN6H. Although both CN6H [M ] and CN6H [P] films on bare silicon
exhibit a disordered arrangement of CN6H helices, the (100) reflection for CN6H [P]
has a stronger out-of-plane intensity compared to CN6H [M ]. In contrast, the (1 0 17)
reflection for CN6H [M ] has a stronger out-of-plane intensity compared to CN6H [P]. As
a result, the 2D simulations of CN6H [M ] and CN6H [P] are replicated by simulating 2D
GIWAXS patterns as a very broad distribution that is primarily orientated with the (1 0
17) and (1 0 0) planes parallel to the substrate respectively (Figure 7.7d and Figure 7.8d).
The 2D simulation parameters are provided in Table 7.2. Differences in the scattering
patterns of CN6H [M ] and CN6H [P] films on non-interacting, bare silicon surfaces are
attributed to sample-to-sample variation and both films exhibit a high degree of disorder
with multiple CN6H orientations.

For PTCDA templated CN6H, the increased scattering intensity indicates an enhance-
ment of the molecular order and the appearance of broad arcs rather than complete rings
suggests there is some preferential orientation (Figure 7.7b and Figure 7.8b). In particular,
the (1 0 17) and (0 0 l) family of lattice planes are higher in intensity in the out-of-plane
direction whilst the (1 0 0) reflection is more prominent in the in-plane direction. This is
indicative of a face-on orientation of CN6H supramolecular columns (Figure 7.5a). The
scattering intensity of PTCDA templated CN6H [P] is stronger compared to CN6H [M ]
but both scattering patterns are replicated by simulating a dominant face-on orientation
with scattering from the (0 0 6) plane centred out-of-plane with a reasonably broad distri-
bution of crystallite orientations (Figure 7.7e and Figure 7.8e).
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The 2D GIWAXS patterns of CuI templated CN6H consist of the distinctive high intensity
diffraction features (Bragg spots) typically observed for systems with a high degree of
molecular order and preferential orientation (Figure 7.7c and Figure 7.8c). These Bragg
spots occupy layer lines in Q-space parallel to the substrates and are indexed in Figure 7.10
as (0 0 l), (1 1̄ l), (1 0 l), (2 1̄ l) etc. in the out-of-plane direction. Layer lines are typically
observed in fibre diffraction experiments for samples containing fibres or filaments with
uniaxial orientation [213, 368] and is further evidence of a highly ordered arrangement
of uniaxially orientated CN6H supramolecular columns. The appearance of the (1 0 0)
plane in the out-of-plane direction at Q = 0.76Å−1 is indicative of edge-on oriented CN6H
(Figure 7.5a) and indeed both enantiomers are simulated using a uniaxial model with the (1
0 0) plane oriented parallel to the substrate (Figure 7.7f and Figure 7.8f). The distribution
around the dominant orientation is considerably narrower compared to untemplated and
PTCDA templated CN6H, characteristic of a significantly higher degree of molecular order
(see Table 7.2).

Sample
Reciprocal axis
oriented along
Qz

χ angles to
probe (°) W⊥ (°) µ⊥ (°)

CN6H [M ] on
bare silicon 1 0 17 -90:1:90 360 0.9

CN6H [P] on
bare silicon 0 0 1 (0 0 6) -90:1:90 360 0.9

CN6H [M ] on
PTCDA 0 0 1 (0 0 6) -60:1:60 120 0.5

CN6H [M ] on
CuI 1 0 0 -35:0.5:35 15 0.4

Table 7.2: simDiffraction parameters used to simulate 2D GIWAXS scattering
patterns with a Pseudo-Voight (PSV) model. Here the reciprocal axis along Qz

describes the primary orientation, χ angles are the range of probed crystallite
tilts away from this orientation, W⊥ describes the width of the PSV distribution
and µ⊥ is the proportion of Gaussian or Lorentzian contribution to the PSV
model (µ⊥ = 0 is Gaussian and µ⊥ = 1 is Lorentzian). See the simDiffraction
software manual for further details [213].
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Figure 7.6: (a-c) 2D GIWAXS scattering patterns of bare silicon, PTCDA and
CuI. (d-f) Corresponding Q-dependent 1D intensity profiles in the out-of-plane
(red line) and in-plane (black line) directions.
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Figure 7.7: Experimental and simulated 2D GIWAXS diffraction patterns of
untemplated and templated CN6H [M ]. Comparable data for CN6H [P] is
provided in Figure 7.8
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Figure 7.8: Experimental and simulated 2D GIWAXS diffraction patterns of
untemplated and templated CN6H [P]. Parts (e) and part (f) are repeated
from Figure 7.7
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Figure 7.9: Azimuthally integrated Q-dependent out-of-plane and in-plane 1D
GIWAXS profiles of untemplated and templated CN6H [M ] and CN6H [P].
Simulated PXRD is overlaid and the highest intensity reflections are labelled
with the corresponding miller indices (hkl)

The degree of molecular order and orientation of CN6H supramolecular columns is further
evaluated by considering the angular distribution of the scattering intensity from specific
lattice planes. An unoriented film will exhibit little dependence on the azimuthal angle χ
away from the normal, out-of-plane direction (appearing as completely isotropic scattering
rings in the 2D scattering pattern). In contrast, an oriented film will exhibit angular
dependence in a particular direction depending on the specific molecular orientation. In
Figure 7.11, the 2D GIWAXS patterns are remapped as a function of χ for untemplated
and templated CN6H. The high intensity (1 0 0), (1 0 5) and (1 0 17) reflections each
now appear as horizontal lines or Bragg spots positioned at the same Q-value (red shaded
region in Figure 7.11). To probe the angular dependence of each high intensity reflection,
1D χ-dependent intensity profiles are compared for untemplated and templated CN6H
(Figure 7.11).
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Figure 7.10: 2D peak indexing of CuI templated CN6H [P] with miller indices
and fibre diffraction layer lines labelled. Indexing was assisted using the GIXS-
GUI Matlab toolbox [207].

For CN6H on bare silicon, some angular dependence is visible indicating CN6H is not
completely untemplated but the dependence is weak and broad, characteristic of a gener-
ally disordered crystallographic arrangement with very weak preferential orientation. In
agreement with the 2D simulations described above, there is a very broad distribution of
the (1 0 17) and (1 0 0) reflections in the out-of-plane direction (χ ∼ 90°) for CN6H [M ]
and CN6H [P] respectively which suggests multiple weakly-ordered crystallite orientations
(Figure 7.11i and Figure 7.11j respectively).

For PTCDA templated CN6H, peaks are visible at χ ∼ ±90° and χ ∼ ±25° in the (1 0 0)
and (1 0 17) profiles respectively. This confirms the dominant face-on orientation previously
discussed, however the broad angular distribution in the azimuthal profiles indicates that
there are also several other orientations present. For example, the second shoulder visible
in the (1 0 17) profile at χ ∼ ±40° originates from another orientation. Taken together,
both PTCDA templated CN6H [M ] and CN6H [P] exhibit a predominantly face-on
orientation with the helical axis aligned perpendicular to the substrate, but there is some
disorder leading to a distribution of helical tilts away from the normal axis.
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Figure 7.11: (a-f) 2D azimuthal (χ-remapped) GIWAXS images of untemplated
and templated CN6H [M ] and CN6H [P]. (g-l) Azimuthally integrated χ-
dependent 1D intensity profiles performed in the red shaded regions shown, to
probe the orientation of the (1 0 0) and (1 0 5) and (1 0 17) lattice planes.
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In contrast, the χ-dependent intensity profiles of CuI templated CN6H consist of sharp,
high intensity peaks, confirming the highly oriented, ordered arrangement of CN6H dis-
cussed previously. In the (1 0 0) profile, peaks are observed in the out-of-plane direction
(χ = 0°) and at χ ∼ ±60°. This is expected for a uniaxial, edge-on orientated CN6H and
is understood by considering symmetry equivalent planes for the 1 0 0 reflection which has
a multiplicity of 6 in the hexagonal system (Figure 7.11g,j). These are (1 0 0), (0 1 0), (-1
0 0), (0 -1 0), (1 -1 0) and (-1 1 0) which are separated by a reciprocal angle γ∗ = 60° (i.e.
separated by χ = 60° on the detector). Similarly, the 1 0 5 reflection has a multiplicity of
12 in the hexagonal system so additional peaks are observed in the 1 0 5 profiles due to the
symmetry equivalent planes. This includes the (1 -1 5) plane indexed in Figure 7.10. With
only weak scattering away from the primary orientations both CN6H [M ] and CN6H [P]
CuI templated films are close to uniaxially oriented (Figure 7.11h,k).

7.5.3 Atomic Force Microscopy
The GIWAXS measurements and simulations discussed above indicate three distinct mor-
phologies. In the absence of templating layers (i.e. for non-templating/interacting bare
silicon surfaces), there is a disordered arrangement of CN6H supramolecular columns with
multiple CN6H orientations. On PTCDA, the helical axis is primarily aligned orthogonal
to the substrate adopting a predominantly face-on arrangement of CN6H supramolecular
columns. On CuI, the helical axis is aligned parallel to the substrate in a highly ordered,
edge-on orientation. Next, large scale film structures such as the size and shape of CN6H
crystalline grains are evaluated using AFM. In Figure 7.12 the nanoscale topography of
untemplated and templated CN6H [M ] and CN6H [P] is displayed. Untemplated CN6H
forms small, uniform domains with an average lateral grain size of 58 ± 12nm and RMS
roughness of 6.9±0.6nm. On PTCDA surfaces, the face-on oriented CN6H supramolecular
columns form larger clusters that exhibit a broad range of shapes and surface profiles. This
results in an increased lateral grain size of 105±59nm and RMS roughness of 10.8±0.6nm.
In the case of CuI templated CN6H, edge-on orientated supramolecular columns form a
platelet-like morphology with grains appearing elongated and rectangular shaped. Such a
regular domain consistency results in a large lateral grain size of 153 ± 42nm and ultra-
smooth films with an RMS roughness of 1.5 ± 0.3nm. The topography of the neat CuI
templating layers fabricated following the same protocols as this study has been reported
elsewhere with neat CuI films exhibiting a smooth and pinhole free surface [359]. The neat
PTCDA films in this study were too sticky to successfully image which likely contributes to
the higher molecular disorder and broader angular distribution of CN6H supramolecular
columns on PTCDA compared to CuI templating layers.
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Figure 7.12: AFM height topography images of untemplated (a and d) and
templated films (b and e) CN6H [M ] and (e and f) CN6H [P]. The lateral
scale bar is 1µm.

7.5.4 Chiroptical Properties
The GIWAXS and AFM described above provide a detailed structural characterisation of
the influence of CuI and PTCDA templating layers on the molecular order and orientation
of CN6H supramolecular columns. Finally, the influence of the observed changes in molec-
ular orientation on the chiroptical properties of untemplated and templated CN6H films
is evaluated by measuring the CD response. CD is a spectroscopic absorption technique
used to investigate the differential absorption of left and right-handed circularly polarised
light (denoted LHCP and RCHP light) by optically active chiral molecules. It is useful for
characterising the chirality of molecular systems, recording a non-zero spectrum for chiral
molecules with enantiomers producing spectra that are equal in magnitude and opposite
in sign. The CD response is defined as the difference between the absorption of LHCP and
RHCP light:

CD = Al − Ar (7.1)
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where Al and Ar are the absorbances of LHCP and RCHP light respectively. The measured
CD does not solely depend on the chirality of the system but additionally on a wide range
of factors such as molecular conformation, temperature, concentration and the chemical
environment. The CD spectra in Figure 7.13 were obtained with the following procedure:
the incoming light was assumed to travel along the x-axis and the substrate to lie on
the yz-plane. The intensity of the circular dichroism for the lowest 20 excited states was
calculated for two different orientations: (0°, 20°, 20°) and (0°, 90°, 90°) where (α, β, γ)
indicate the rotation angle around the x-, y- and z-axis. Therefore, the former orientation
corresponds to the (slightly tilted) face-on and the latter orientation corresponds to the
edge-on. The total components along the y-axis and the z-axis only (as the substrate lies
on the yz-plane) were then calculated for the 20 lowest transitions and the spectra obtained
by multicomponent Gaussian fitting. As an approximation, the FWHM was set to 0.25 eV
for all transitions studied.

For the case of hexahelicenes, the CD spectra are characterised by two intensive bands of
opposite sign at high and low energy (Figure 7.13b and Figure 7.13c) [369]. The transi-
tions associated to the low energy bands (vibronic structure in the range 340-400 nm) are
mainly B-symmetric, while the higher energy ones are mainly A-symmetric (range 270-340
nm, Figure 7.13a). These bands have been attributed to transitions mainly polarised along
the bc-plane (B-band) or the a-axis (A-band) of CN6H [369]. In the case of untemplated
CN6H, the lineshape and relative intensity of the A- and B-bands is comparable to CD
spectra of the molecules in solution. The same is not true for the CD spectra of tem-
plated CN6H: with considerable suppression of either the A- (CuI templated CN6H) or
B-bands (PTCDA templated CN6H). The suppressed B-band apparent in the CD spectra
of PTCDA templated CN6H is consistent with the fact that transitions with components
polarised along the c-axis of the unit cell cannot be excited when the helicenes are oriented
face-on, as would be expected for upright supramolecular columns. Meanwhile the sup-
pressed A-band observed in CuI templated CN6H is consistent with the CN6H adopting
a more edge-on configuration, and flat-lying supramolecular columns.

7.5.5 Proposed Templating Mechanisms
The driving forces responsible for changes in the molecular orientation of CN6H can be
rationalised by considering the interactions between the chiral columns and the structural
templating surfaces. On non-interacting surface (i.e. bare silicon), PTCDA molecules are
understood to lie flat such that the π-electron rich conjugated core is aligned parallel to
the substrate. Consequently, π-π interactions between the π-electron clouds of PTCDA
and CN6H force the supramolecular columns to assemble in an upright configuration with
the helical axis aligned perpendicular to the substrate. The functionalised terminal cyano
groups of CN6H are also likely to contribute to this templating effect given their electron-
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withdrawing nature. The PTCDA templating mechanism is illustrated in Figure 7.14.
Similar structural templating effects driven by PTCDA π-π interactions have been seen
before in other aromatic systems [359]. The results presented here are the first to show
such templating effects for chiral conjugated systems.

Figure 7.13: (a) Symmetries of the A- and B-symmetric transitions of CN6H
orientated with respect to the crystallographic axes of the unit cell. CD spectra
for untemplated and templated (b) CN6H [M ] and (c) CN6H [P].
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Figure 7.14: Electrostatic surface potentials of (a) CN6H and (b) PTCDA in
a planar overview, and (c) an illustration of the π-π interactions between flat-
lying PTCDA and CN6H. The red areas represent electron rich regions of the
molecule, whilst the blue regions represent electron deficient regions.

CuI films grown at high temperatures (100°C) can contain surface grains with either Cu+

or I– terminations which persist when the films are cooled to room temperature [359, 370].
The CuI films used in this work were fabricated such that the (1 1 1) plane was orientated
parallel to the surface. In this configuration, I– termination is energetically favoured at the
surface (Figure 7.15b). As a result, the surface of the CuI films have high electron densities
with a weak dipole normal to the substrate surface (Figure 7.15c). Considering a typical
quadrupolar model for CN6H molecules, the repulsive Coulomb interactions between the
negatively charged CuI surface and the aromatic rings are minimised by arranging into
a V-shape configuration (Figure 7.15c). This results in CN6H supramolecular columns
assembling into a flat-lying, edge-on arrangement with the c-axis of the unit cell aligned
parallel to the CuI surface.
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Figure 7.15: (a) Partial charges of CN6H. The red atoms have negative charge
whilst the green atoms carry a positive charge. (b) Crystal packing of CuI along
the (111) plane showing the relative positions of the iodine and copper atoms.
The CuI surface primarily consists of iodine atoms. (c) An illustration of the
electrostatic interactions which force an edge-on orientation of CN6H.

7.6 Summary
The results presented in this Chapter demonstrate an effective strategy to control the ori-
entation of a chiral molecule in the solid state through the use of both organic and inorganic
structural templating layers. On non-interacting surfaces, CN6H supramolecular columns
are highly disordered exhibiting a wide range of orientations (Figure 7.16a). On PTCDA,
CN6H adopts an upright, face-on orientation with the helical axis aligned orthogonal to
the substrate (Figure 7.16b). This templating effect is driven by π-π interactions between
CN6H aromatic units and the flat-lying PTCDA conjugated core. The rough PTCDA
surface induces a small degree of disorder leading to several CN6H orientations tilted
away from the orthogonal substrate axis. On CuI, dipole-dipole interactions force CN6H
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supramolecular columns to adopt a flat-lying, edge-on orientation (Figure 7.16c). CN6H
films on CuI are ultra-smooth with a high degree of molecular order and crystallinity.
These dramatic changes in molecular orientation are characterised using GIWAXS and the
experimentally observed scattering patterns are replicated by simulating different configu-
rations of the single crystal structure. Given that the electronic transitions of CN6H are
polarised along different axes of the unit cell, the significant changes in molecular orien-
tation have a profound impact on the chiroptical response. The structural manipulation
approaches described here will allow chiral molecules to be integrated into a diverse range
of emerging technologies and devices which rely on chiroptical functionality.

Figure 7.16: An illustration of the molecular assembly of (a) untemplated
CN6H on bare silicon and templated CN6H on (b) PTCDA and (c) CuI
templating layers.
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Conclusion

In this thesis, I have studied self-assembled nanostructures in thin film systems for organic
electronic applications. In each experimental chapter, I have characterised the structural
properties of organic thin films using a range of X-ray and neutron scattering techniques.
These findings have been correlated to the optoelectronic functionality and stability of a
diverse range of systems. In this conclusion, the limitations and future studies specific to
each experimental contribution are discussed. The thesis ends with concluding remarks
concerning the future outlook of the overarching research topics presented in this work.

8.1 Summary of the Thesis and its Contributions

Chapter 4: Correlating Nanostructure with Optoelectronic Func-
tionality in PBDB-T : ITIC Organic Photovoltaics with Non-
Halogenated Solvents
In this chapter, I explored the impact of casting solvent on the nanostructure and op-
toelectronic functionality of PBDB-T : ITIC based systems. The research addressed the
potential use of more environmentally-benign, non-halogenated solvents such as o-xylene
and a CS2 : acetone blend as alternatives to pernicious, halogenated processing solvents
such as chlorobenzene and chloroform. Such studies are necessary for the commercialisa-
tion of OPV given the increased compatibility of non-halogenated solvents with industrial
processes for large-scale fabrication. Although it was found that devices processed from
chlorobenzene exhibit superior PCE, devices processed from CS2 : acetone demonstrated
comparable film nanomorphologies and PL quenching. Additionally the high VOC achieved
for CS2 : acetone processed devices were the highest in the study. The origin of reduced
voltage losses is currently unclear but it could be linked to the vertical composition of the
film. To clarify this, further investigation is required using depth-profiling techniques such
as NR, XPS or Rutherford backscattering. The use of grazing incidence X-ray scattering
techniques (GIWAXS and GISAXS) in this chapter proved to be a powerful tool for char-
acterising a broad range of characteristic length scales in the blend films. However, for
two-phase systems which are finely intermixed or have large characteristic length scales,
alternative measurements that are more sensitive to the contrast in the system (e.g. SANS)
and probe larger Q ranges are necessary.

More broadly, the study emphasised the need for wider investigations into the use of
non-halogenated solvents covering a larger material and solvent parameter space. This
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could be aided by more rigorous solvent selection using the Hansen solubility parameters
software HSPiP. Additionally, further studies should also take into consideration the impact
of processing solvent on the stability of the device, ensuring systems exhibit both high-
efficiency and long-term operational lifetime, critical for commercialisation.

Chapter 5: The Impact of 1,8-diiodooctane on the Morphology,
Performance and Stability of Organic Photovoltaics
In this chapter, I investigated the impact of a high boiling point solvent additive (1,8-
diiodooctane, DIO) on the morphology, performance and stability of PBDB-T : ITIC and
PBDB-T : PC71BM based organic photovoltaics using a broad range of structural and op-
toelectronic characterisation techniques. The inclusion of solvent additives in the casting
solution has been a common approach used to control the morphology of bulk heterojunc-
tion films. However, numerous studies have demonstrated the detrimental impact of DIO
to the stability of devices through various degradation mechanisms such as accelerated
photo-degradation and morphological instabilities.

The work in this chapter, revealed that whilst DIO offered some benefits to NFA based
systems (e.g. enhanced photo-stability in ambient conditions), the same optimisation pro-
tocols used for fullerene-based systems are not easily translated to NFA-based systems.
Most notably, there is a greater risk of trapping residual DIO in the film which can acceler-
ate degradation through increased oxygen diffusion and UV-induced reactions. Processing
with larger DIO concentration can also lead to excessive NFA crystallisation and vertical
phase-separation which severely limits device performance. The findings therefore highlight
the need to design alternative methods for optimising device efficiency which also preserve
the operational lifetime of devices. Future work should expand these results to explore
alternative solvent additives and material systems. Additionally, more rigorous stability
characterisation measurements should be performed to identify primary degradation routes
and changes in morphology.

Chapter 6: The Effect of Chemical Design on the Morphology,
Performance and Stability of Non-fullerene Acceptor Organic Pho-
tovoltaics
In Chapter 6, I explored the effect of chemical design on the morphology, performance and
stability of NFA-based organic photovoltaics using a range of structural and optoelectronic
characterisation techniques. More specifically, the study focused on characterising high-
performing indacenothiophene (IDT) A-D-A based NFAs (EH-IDTBR, O-IDTBR and O-
IDTBCN) in binary blend films with the conjugated polymer PTB7-Th. Comparison was
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also made to a benchmark fullerene-based blend, PTB7-Th : PC71BM. Using deuterated
NFAs, an in-depth characterisation of the three-dimensional morphology of each blend
system was performed using SANS and NR measurements. These measurements were
combined with GIWAXS and AFM studies to correlate findings to optoelectronic properties
and device stability.

Given the diverse range of NFA chemical structures now available, it is essential that the
choice of chemical moieties and the resulting structure-performance-stability relationships
are well understood to inform the design of new commercially-viable materials that are
both efficient and stable. Although this chapter, addressed the stability of each system in
inert conditions, future studies should perform more rigorous stability testing (i.e. under
different stress factors and for longer ageing times). Furthermore, given the FF driven
PCE enhancements, more in-depth morphological studies using techniques such as SANS
should be performed to characterise changes in domain purity upon ageing. Additional
thermal measurements such as DSC should also be performed to further understand the
different thermal transitions and crystallisation behaviour of each NFA.

Chapter 7: Controlling Anisotropic Properties Through Manipu-
lation of Chiral Small Molecule Orientation in the Bulk

In my final experimental contribution chapter, I presented a novel approach to control the
molecular orientation of organic chiral small molecules in thin films using both inorganic
(CuI) and organic (PTCDA) structural templating layers. The properties of chiral π-
conjugated molecules such as the absorption and emission of circularly polarised light are
highly anisotropic and consequently their molecular orientation in the solid-state has a
significant impact on the performance and efficiency of chiral optoelectronic devices.

Using GIWAXS measurements and simulations, it was found that the molecular packing of
a chiral small molecule (2,2’-dicyano[6]helicene, CN6H) could be switched from a face-on
orientation on PTCDA to an edge-on orientation on CuI. Such templating methodologies of-
fer a simple approach to engineering orientational control and consequently the anisotropic
functional properties of chiral molecular systems. The results will therefore be beneficial
for a range of emerging, next-generation technologies. Future studies should explore this
structural templating effect in other chiral aromatic systems and further investigate the
impact of molecular orientation in chiroptical devices.
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8.2 Concluding Remarks
In general, it is hoped that the insights gained in this work will be of benefit to others
in the field. A common trend throughout this thesis was the implementation of multiple,
complementary characterisation techniques which when combined, probe a wide range of
structures covering length scales from sub-nanometre to a few microns. This approach
provided a high level of insight into the self-assembled hierarchical morphologies prevalent
in many organic electronic thin film systems. In particular, the synthesis of deuterated non-
fullerene acceptors for SANS and NR measurements combined with grazing incidence X-ray
scattering techniques, proved to be a powerful approach to probe the full three-dimensional
morphology of organic thin films. Linking these structural findings to the optoelectronic
performance and stability of such systems is crucial to developing our understanding of the
chemical design strategies and processing protocols necessary for the fabrication of highly
efficient, stable devices.

At the time of writing, the 26th UN Climate Change Conference (COP26) has just con-
cluded and it is clear that current efforts to reduce global CO2 emissions are insufficient.
Currently, it is unclear if organic photovoltaics will reach technological maturity in time
to significantly contribute to reducing anthropogenic emissions, and it is clear that there
are considerable research challenges remaining to be addressed. Nevertheless, the rapid
developments over the past decade in material design, device efficiency and optimisation
protocols indicate a promising future with plenty of research avenues yet to be explored.
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Appendix A

Neutron Scattering Data Modelling

This Appendix contains additional information and full fit parameters relating to the neu-
tron reflectivity (NR) and small angle neutron scattering (SANS) measurements in Chap-
ter 5 and Chapter 6.

A.1 Chapter 5: Small Angle Neutron Scattering

Blend System DIO Scale B
α χ2/Npts(Vol%) (10−4) (cm−1)

PBDB-T : d52-ITIC
0 2.68 ± 0.36 1.98 ± 0.08 3.54 ± 0.04 1.28

0.5 1.92 ± 0.34 2.75 ± 0.08 3.55 ± 0.05 1.52
3 2.12 ± 0.43 5.10 ± 0.09 3.48 ± 0.06 0.83

PBDB-T : PC71BM

0 20.64 ± 3.43 5.12 ± 0.10 2.83 ± 0.05 0.92
0.5 16.02 ± 1.85 6.78 ± 0.10 3.03 ± 0.03 2.15
1 8.15 ± 0.10 7.07 ± 0.09 3.22 ± 0.04 1.74
3 9.50 ± 0.12 7.12 ± 0.10 3.18 ± 0.04 1.83

Table A.1: Table of SANS power law fit parameters for PBDB-T : d52-ITIC
and PBDB-T : PC71BM blend films processed from 0-3 Vol% DIO.

Blend System DIO Scale B ξ
χ2/Npts(Vol%) (10−3) (cm−1) nm

PBDB-T : d52-ITIC
0 5.75 ± 0.03 1.37 ± 0.07 5.05 ± 0.02 31.22

0.5 3.88 ± 0.01 3.27 ± 0.06 8.01 ± 0.32 57.70
3 3.48 ± 0.01 5.50 ± 0.06 7.92 ± 0.34 5.78

PBDB-T : PC71BM

0 3.05 ± 0.01 6.65 ± 0.06 7.68 ± 0.04 26.01
0.5 6.15 ± 0.04 6.81 ± 0.07 4.06 ± 0.02 14.8
1 5.65 ± 0.03 7.02 ± 0.07 4.56 ± 0.02 8.44
3 5.30 ± 0.02 7.77 ± 0.07 6.03 ± 0.02 3.71

Table A.2: Table of SANS DAB model fit parameters for PBDB-T : d52-ITIC
and PBDB-T : PC71BM blend films processed from 0-3 Vol% DIO.
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A.2 Chapter 5: Neutron Reflectivity

A.2.1 Neutron Reflectivity of Pure Material Reference Films
NR data and fit parameters of pure films are presented below. All layers were modelled as
a three-slab-layer system of silicon, silicon oxide (SiO2) and reference film using the fixed
parameters shown in (Figure A.1). Instrument resolution was fixed at 2%.

Figure A.1: An illustration of the three-slab-layer system and corresponding
fixed parameters used to model NR of the pure material reference films.
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Figure A.2: NR curve of a pure PEDOT:PSS thin film on silicon
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Figure A.3: NR curve of a pure d8-ITIC thin film on silicon
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Figure A.4: NR curve of a pure PC71BM thin film on silicon
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Figure A.5: NR curve of a pure PBDB-T thin film on silicon

Pure Material I0
B SiO2 Film χ2/
(×10−7) L (Å) L (Å) σ (Å) βn (×10−6Å−2) Npts

PEDOT:PSS 0.833 0.10 10 385 11 1.68 2.41
d8-ITIC 0.854 3.04 12.5 344 13 2.15 5.81
PC71BM 0.958 0.45 20 201 5 4.67 3.68
PBDB-T 0.923 1.79 11 1886 29 1.15 2.38

Table A.3: Table of NR fit parameters of the pure reference film data shown in
Figure A.2 - Figure A.5
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A.2.2 Neutron Reflectivity Modelling of Blend Films
NR data and fit parameters of blend films are presented below. All layers were modelled
as a four-slab-layer system of Si/SiO2/PEDOT:PSS/Blend/Air using the fixed parameters
shown in (Figure A.6). Instrument resolution was fixed at 2%. For PBDB-T : PC71BM
samples, the blend film was modelled in three different ways as: a single uniform layer, a
layer with an acceptor-rich region buried at the PEDOT:PSS interface and a layer with an
acceptor-rich surface. For NR curves, data has been offset by two decades for clarity. In
the SLD profiles, a film depth of 0Å corresponds to the silicon/sample interface. All films
were annealed at 160°C for 10 minutes.

Figure A.6: An illustration of the four-slab-layer system and corresponding
fixed parameters used to model NR of the blend films.
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PBDB-T : PC71BM 0 Vol% DIO
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Figure A.7: NR of a PBDB-T : PC71BM thin film processed with 0 Vol% DIO.
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Figure A.8: SLD profiles corresponding to the NR data shown in Figure A.7 of
a PBDB-T : PC71BM thin film processed with 0 Vol% DIO.
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Model I0

B PEDOT:PSS Bulk Layer Interface
χ2/Npts(×10−7) L σ L σ βn L σ βn

(Å) (Å) (Å) (Å) (×10−6Å−2) (Å) (Å) (×10−6Å−2)
Uniform 1.040 3.01 424 13 676 16 2.69 – – – 7.44Layer
Buried 1.019 3.13 425 15 566 16 2.69 109 5 4.92 6.37Interface
Surface 0.977 3.27 424 10 559 20 2.69 117 19 2.93 2.28Interface

Table A.4: Table of NR fit parameters for a PBDB-T : PC71BM thin film
processed with 0 Vol% DIO corresponding the data shown in Figure A.7 and
Figure A.8.

PBDB-T : PC71BM 0.5 Vol% DIO
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Figure A.9: NR of a PBDB-T : PC71BM thin film processed with 0.5 Vol%
DIO.
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Figure A.10: SLD profiles corresponding to the NR data shown in Figure A.9
of a PBDB-T : PC71BM thin film processed with 0.5 Vol% DIO.

Model I0

B PEDOT:PSS Bulk Layer Interface
χ2/Npts(×10−7) L σ L σ βn L σ βn

(Å) (Å) (Å) (Å) (×10−6Å−2) (Å) (Å) (×10−6Å−2)
Uniform 1.15 1.03 416 8 712 19 2.51 – – – 19.56Layer
Buried 0.977 2.27 418 16 597 21 2.52 115 24 3.26 17.50Interface
Surface 0.985 2.12 416 8 642 35 2.52 55 40 4.68 9.60Interface

Table A.5: Table of NR fit parameters for a PBDB-T : PC71BM thin film
processed with 0.5 Vol% DIO corresponding the data shown in Figure A.9 and
Figure A.10.
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PBDB-T : PC71BM 1 Vol% DIO
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Figure A.11: NR of a PBDB-T : PC71BM thin film processed with 1 Vol% DIO.
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Figure A.12: SLD profiles corresponding to the NR data shown in Figure A.11
of a PBDB-T : PC71BM thin film processed with 1 Vol% DIO.
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Model I0

B PEDOT:PSS Bulk Layer Interface
χ2/Npts(×10−7) L σ L σ βn L σ βn

(Å) (Å) (Å) (Å) (×10−6Å−2) (Å) (Å) (×10−6Å−2)
Uniform 1.138 0.81 376 15 754 22 2.51 – – – 39.38Layer
Buried 0.944 1.00 375 21 635 29 2.53 117 28 3.38 16.68Interface
Surface 0.987 1.00 376 11 656 29 2.53 92 40 3.57 12.36Interface

Table A.6: Table of NR fit parameters for a PBDB-T: PC71BM thin film pro-
cessed with 1 Vol% DIO corresponding the data shown in Figure A.11 and
Figure A.12.

PBDB-T : PC71BM 3 Vol% DIO
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Figure A.13: NR of a PBDB-T : PC71BM thin film processed with 3 Vol% DIO.
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Figure A.14: SLD profiles corresponding to the NR data shown in Figure A.13
of a PBDB-T : PC71BM thin film processed with 3 Vol% DIO.

Model I0

B PEDOT:PSS Bulk Layer Interface
χ2/Npts(×10−7) L σ L σ βn L σ βn

(Å) (Å) (Å) (Å) (×10−6Å−2) (Å) (Å) (×10−6Å−2)
Uniform 1.09 1.00 386 16 884 25 2.63 – – – 39.20Layer
Buried 0.928 1.00 391 23 754 35 2.64 127 29 3.52 6.20Interface
Surface 0.982 1.00 386 12 778 26 2.64 99 44 3.54 19.84Interface

Table A.7: Table of NR fit parameters for a PBDB-T : PC71BM thin film
processed with 3 Vol% DIO corresponding the data shown in Figure A.13 and
Figure A.14.
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PBDB-T : d8-ITIC 0-3 Vol% DIO

DIO
I0

B
PEDOT:PSS Bulk Layer Interface Layer

χ2/NptsL σ L σ βn L σ βn

(Vol%) (×10−7) (Å) (Å) (Å) (Å) (×10−6Å−2) (Å) (Å) (×10−6Å−2)
0 0.902 1.00 376 15 798 79 1.62 60 19 2.15 2.87

0.5 0.917 1.00 422 11 723 62 1.62 59 11 2.15 3.60
1 0.928 1.00 378 12 692 64 1.56 86 64 2.15 2.19
3 0.525 1.00 366 5 462 70 1.22 62 12 2.15 6.26

Table A.8: Table of NR fit parameters for PBDB-T : d8-ITIC blend films
processed with 0-3 Vol% DIO corresponding to the data shown in Figure 5.15a
and Figure 5.16a.
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A.3 Chapter 6: Small Angle Neutron Scattering
The full fit parameters for the SANS data presented in Chapter 6 are presented below.
Data were modelled using a power law model and a DAB model.

Sample Scale (×10−4) B (cm−1) α χ2/Npts

PTB7-Th : PC71BM 1.24 ± 0.82 1.77 ± 0.14 3.13 ± 0.17 0.66
PTB7-Th : d-EH-IDTBR 7.74 ± 2.37 0 ± 0.19 2.91 ± 0.08 1.18
PTB7-Th : d-O-IDTBR 0.32 ± 0.14 0.49 ± 0.15 3.68 ± 0.12 0.61

PTB7-Th : d-O-IDTBCN 5.45 ± 1.26 0 ± 0.09 2.86 ± 0.06 10.34

Table A.9: SANS power law fit parameters corresponding to the data in Fig-
ure 6.17.

DAB Model

Sample Scale (×10−3) B (cm−1) ξ (nm) χ2/Npts

PTB7-Th : PC71BM 0.82 ± 0.01 1.98 ± 0.10 13.61 ± 0.26 2.73
PTB7-Th : d-EH-IDTBR 1.67 ± 0.02 0.64 ± 0.14 8.90 ± 0.12 2.84
PTB7-Th : d-O-IDTBR 2.79 ± 0.03 0.76 ± 0.12 29.67 ± 0.51 1.52

PTB7-Th : d-O-IDTBCN 0.95 ± 0.01 0.01 ± 0.06 10.95 ± 0.12 13.98

Table A.10: SANS DAB model fit parameters corresponding to the data in
Figure 6.15.
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A.4 Chapter 6: Neutron Reflectivity

A.4.1 Neutron Reflectivity Modelling of Pure Material Refer-
ence Films

NR data and fit parameters of pure material reference films are presented below. All layers
were modelled as a three-slab-layer system of silicon, silicon oxide (SiO2) and reference
film using the fixed parameters shown in (Figure A.15). Instrument resolution was fixed
at 2%.

Figure A.15: An illustration of the three-slab-layer system and corresponding
fixed parameters used to model NR of the pure material reference films.

��
��

��
��

����−1�

��
��

��
��

��
��

��
��

��
�



��

�


��
����
����

Figure A.16: NR curve of a pure ZnO thin film on silicon

351



��
��

��
��

����−1�

��
��

��
��

��
��

��
��

��
�

�
��

�
���
��71



Figure A.17: NR curve of a PC71BM thin film on silicon
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Figure A.18: NR curve of a d-EH-IDTBR thin film on silicon
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Figure A.19: NR curve of a d-O-IDTBR thin film on silicon
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Figure A.20: NR curve of a d-O-IDTBCN thin film on silicon

353



��
��

��
��

����−1�

��
�


��
��

��
��

��
��

��
�

�
��

�

��
���	���

Figure A.21: NR curve of a PTB7-Th thin film on silicon

Pure Material I0
B SiO2 Film χ2/

(×10−7) L (Å) L (Å) σ (Å) βn (×10−6Å−2) Npts
ZnO 0.953 7.07 10 415 18 2.51 4.37

PC71BM 0.937 4.04 19 226 4 4.65 1.64
d-EH-IDTBR 0.950 2.78 29 347 8 5.03 8.61
d-O-IDTBR 0.944 5.64 20 377 31 4.91 8.36

d-O-IDTBCN 0.972 3.02 20 366 4 5.53 1.79
PTB7-Th 0.952 0.36 14 1043 25 1.14 3.30

Table A.11: Table of NR fit parameters corresponding to the data shown in
Figure A.16 - Figure A.21.

A.4.2 Neutron Reflectivity Modelling of Blend Films

NR data and fit parameters of blend films are presented below. All layers were modelled
as a four-slab-layer system of silicon, silicon oxide (SiO2), ZnO and the blend film using
the fixed parameters shown in (Figure A.22). Instrument resolution was fixed at 2%.
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Figure A.22: An illustration of the four-slab-layer system and corresponding
fixed parameters used to model neutron reflectivity of the blend films.

PTB7-Th : PC71BM
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Figure A.23: NR of a PTB7-Th : PC71BM thin film deposited on a ZnO coated
silicon substrate and annealed at 80°C for 10 minutes. The PTB7-Th : PC71BM
layer has been modelled in three different ways as: a single uniform layer, a layer
with an acceptor-rich region buried at the ZnO interface and a layer with an
acceptor-rich surface. Data offset by two decades for clarity.
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Figure A.24: SLD profiles corresponding to the NR data shown in Figure A.23
of a fresh PTB7-Th : PC71BM thin film. A film depth of 0Å corresponds to
the silicon/sample interface.

Model I0

B ZnO Bulk Layer Interface
χ2/Npts(×10−7) L σ L σ βn L σ βn

(Å) (Å) (Å) (Å) (×10−6Å−2) (Å) (Å) (×10−6Å−2)
Uniform 0.933 1.21 417 27 658 37 3.51 – – – 19.56Layer
Buried 0.896 1.41 425 35 314 33 2.74 333 69 4.11 7.45Interface
Surface 0.931 1.20 412 23 374 31 3.35 284 40 3.66 7.22Interface

Table A.12: Table of NR fit parameters for a PTB7-Th : PC71BM thin film
corresponding the data shown in Figure A.23 and Figure A.24.
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PTB7-Th : d-EH-IDTBR
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Figure A.25: NR of a PTB7-Th : d-EH-IDTBR thin film deposited on a ZnO
coated silicon substrate and annealed at 80°C for 10 minutes. The PTB7-Th
: d-EH-IDTBR layer has been modelled in three different ways as: a single
uniform layer, a layer with an acceptor-rich region buried at the ZnO interface
and a layer with an acceptor-rich surface. Data offset by two decades for clarity.
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Figure A.26: corresponding SLD profiles of the NR data shown in Figure A.25.
A film depth of 0Å corresponds to the silicon/sample interface.

Model I0

B ZnO Bulk Layer Interface
χ2/Npts(×10−7) L σ L σ βn L σ βn

(Å) (Å) (Å) (Å) (×10−6Å−2) (Å) (Å) (×10−6Å−2)
Uniform 0.998 2.74 607 27 782 23 3.82 – – – 34.36Layer
Buried 0.925 3.11 645 45 629 23 3.80 141 43 4.64 9.47Interface
Surface 0.946 2.88 586 13 674 18 3.81 94 46 5.00 17.16Interface

Table A.13: Table of NR fit parameters for a PTB7-Th : d-EH-IDTBR thin
film corresponding the data shown in Figure A.25 and Figure A.26.
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PTB7-Th : d-O-IDTBR
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Figure A.27: NR of a PTB7-Th : d-O-IDTBR thin film deposited on a ZnO
coated silicon substrate and annealed at 80°C for 10 minutes. The PTB7-Th :
d-O-IDTBR layer has been modelled in three different ways as: a single uniform
layer, a layer with an acceptor-rich region buried at the ZnO interface and a
layer with an acceptor-rich surface. Data offset by two decades for clarity.
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Figure A.28: corresponding SLD profiles of the NR data shown in Figure A.27.
A film depth of 0Å corresponds to the silicon/sample interface.

Model I0

B ZnO Bulk Layer Interface
χ2/Npts(×10−7) L σ L σ βn L σ βn

(Å) (Å) (Å) (Å) (×10−6Å−2) (Å) (Å) (×10−6Å−2)
Uniform 0.928 3.07 476 48 659 47 4.23 – – – 7.44Layer
Buried 0.927 3.01 492 31 491 75 4.15 155 104 4.86 6.78Interface
Surface 0.932 3.04 492 31 201 150 4.02 457 50 4.26 7.90Interface

Table A.14: Table of neutron reflectivity fit parameters for a PTB7-Th : d-O-
IDTBR thin film corresponding the data shown in Figure A.27 and Figure A.28.
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PTB7-Th : d-O-IDTBCN
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Figure A.29: NR of a PTB7-Th : d-O-IDTBCN thin film deposited on a ZnO
coated silicon substrate and annealed at 80°C for 10 minutes. The PTB7-Th
: d-O-IDTBCN layer has been modelled in three different ways as: a single
uniform layer, a layer with an acceptor-rich region buried at the ZnO interface
and a layer with an acceptor-rich surface. Data offset by two decades for clarity.
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Figure A.30: corresponding SLD profiles of the NR data shown in Figure A.29.
A film depth of 0Å corresponds to the silicon/sample interface.

Model I0

B ZnO Bulk Layer Interface
χ2/Npts(×10−7) L σ L σ βn L σ βn

(Å) (Å) (Å) (Å) (×10−6Å−2) (Å) (Å) (×10−6Å−2)
Uniform 0.997 4.80 386 32 741 32 4.20 – – – 13.78Layer
Buried 0.963 6.78 385 43 594 32 4.21 146 58 4.60 8.26Interface
Surface 0.971 6.85 386 28 559 54 4.15 180 37 4.47 4.35Interface

Table A.15: Table of NR fit parameters for a PTB7-Th : d-O-IDTBCN thin
film corresponding the data shown in Figure A.29 and Figure A.30.
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Appendix B

UV-Vis Photostability Studies

This Appendix contains the UV-Vis absorption spectra for samples discussed in Chapter 5.

Figure B.1: Normalised UV-Vis absorption of pure PBDB-T : ITIC films pro-
cessed with 0-3 Vol% DIO and aged in (a-d) light/ ambient conditions and (e-h)
in the dark/ ambient conditions.
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Figure B.2: Normalised UV-Vis absorption of PBDB-T : PC71BM blend films
processed with with 0-3 Vol% DIO and aged in (a-d) light/ ambient conditions
and (e-h) in the dark/ ambient conditions. Note: PBDB-T appears to have
a greater contribution than PC71BM to the 0.5 Vol% DIO spectra suggesting
the donor-acceptor ratio was slightly different to the expected 1:1 ratio for this
particular sample.
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Figure B.3: Normalised UV-Vis absorption of pure ITIC films processed with
0-3 Vol% DIO and aged in (a-d) light/ ambient conditions and (e-h) in the
dark/ ambient conditions.
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Figure B.4: Normalised UV-Vis absorption of pure PC71BM films processed
with 0-3 Vol% DIO and aged in (a-d) light/ ambient conditions and (e-h) in the
dark/ ambient conditions.

366



Figure B.5: Normalised UV-Vis absorption of pure PBDB-T films processed
with 0-3 Vol% DIO and aged in (a-d) light/ ambient conditions and (e-h) in the
dark/ ambient conditions.

367


	Acknowledgements
	Abstract
	Front Matter
	Thesis Format
	Collaborators

	Publications
	Published Work
	Submitted
	Manuscript in Preparation

	Publicly Presented Work
	Introduction
	A Changing Climate
	The Commercialisation of Solar Photovoltaics
	Organic Photovoltaics
	Thesis Motivation
	Thesis Overview

	Background Theory of Organic Semiconductors
	Introduction
	Organic Semiconducting Materials
	Organic Photovoltaics: An Overview
	The Thermodynamics of Phase Separation
	Correlating Self-Assembled Nanostructures with Optoelectronic Performance and Stability

	Experimental Methods, Techniques and Theory
	Introduction
	Materials
	OPV Solution Preparation and Thin Film Deposition
	Organic Photovoltaic Devices
	Film Wetting Behaviour and Surface Energy Characterisation
	Surface Profilometry and Microscopy
	Spectroscopy
	Thermal Characterisation of Bulk Samples
	Neutron and X-ray Scattering

	Correlating Nanostructure with Optoelectronic Functionality in PBDB-T : ITIC Organic Photovoltaics with Non-Halogenated Solvents
	Foreword
	Author Contributions
	Introduction
	Experimental
	Thermal Characterisation of PBDB-T and ITIC
	Optoelectronic Properties
	Large Scale Structures
	Discussion
	Summary
	Supplementary Data

	The Impact of 1,8-diiodooctane on the Morphology, Performance and Stability of Organic Photovoltaics
	Foreword
	Author Contributions
	Introduction
	Experimental
	Optoelectronic Properties and Structural Characterisation of Fresh Films
	Tracking the Removal of DIO
	Stability in Ambient Conditions
	Stability in Inert Conditions
	Discussion and Summary
	Supplementary Data

	The Effect of Chemical Design on the Morphology, Performance and Stability of Non-fullerene Acceptor Organic Photovoltaics
	Foreword
	Author Contributions
	Introduction
	Experimental
	Characterising the Thermal Behaviour of Non-fullerene Acceptors
	Initial Optoelectronic Properties and Morphology
	Device Stability
	Summary
	Supplementary Data

	Controlling Anisotropic Properties Through Manipulation of Chiral Small Molecule Orientation in the Bulk
	Foreword
	Author Contributions
	Introduction
	Experimental
	Results and Discussion
	Summary

	Conclusion
	Summary of the Thesis and its Contributions
	Concluding Remarks

	References
	Appendix Neutron Scattering Data Modelling
	Chapter 5: Small Angle Neutron Scattering
	Chapter 5: Neutron Reflectivity
	Chapter 6: Small Angle Neutron Scattering
	Chapter 6: Neutron Reflectivity

	Appendix UV-Vis Photostability Studies

