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Abstract

Osteoporosis is a common disease that primarily affects elderly women and can potentially
lead to hip fractures. Due to the high morbidity and mortality of hip fracture, the assessment
of hip fracture risk is crucial in the management of osteoporosis. Femur strength is a key
determinant of hip fracture risk, but it cannot be measured in vivo. Dual-energy X-ray
absorptiometry (DXA) and Quantitative Computed Tomography (QCT) are commonly used
densitometry techniques to measure bone mineral density (BMD). DXA is less expensive than
QCT and is associated with lower radiation dose. Hence, DXA based areal BMD (DXA-aBMD)
is often used to define endpoints in the clinical trials of medical interventions treating
osteoporosis, being considered as a surrogate measure of femur strength, and by extension,
of fracture risk. However, QCT can characterize true volumetric BMD (vBMD) and femur
geometry. When this information is combined with subject-specific finite element modelling
(QCT-SSFE), a much higher accuracy in predicting both femur strength and hip fracture risk
can be achieved compared to DXA-aBMD. Therefore, the use of QCT-SSFE to define clinical
trial endpoints could lead to more accurate determination of the efficacy of candidate

interventions.

The use of QCT-SSFE in clinical trials is more feasible through virtual cohorts, due to the cost
and radiation considerations mentioned above. A virtual population can be created based on
a small group of physical subjects (in this study the Sheffield cohort was used). Distributions
of biomechanical parameters (e.g., femur geometry and material properties) in the virtual
cohort reflects those in a target physical population. The virtual population is then used to
augment the number of physical patients in the clinical trials. Thus, the overall aim of this PhD
thesis is to develop a suitable approach to generate a virtual population with identical

distributions of femur biomechanical parameters to those observed in a target population.

Several past studies have demonstrated that femur strength is influenced primarily by vBMD
distribution and to a lesser extent by geometry (i.e., size and shape). However, generating
virtual cohorts from physical patients even considering only the variability of vBMD remains
a challenge. This is because distributions of vBMD in target populations are unknown, and its
relationship with aBMD (a biomechanical parameter for which distribution are better known)
is poorly defined. Also, the characterisation of bone strength distribution in virtual cohorts

has not been thoroughly investigated before.



In addition, the independent influence of femur geometry on femur strength has also been
analysed in physical cohorts with limited size. A more detailed analysis of this influence (such
as conducted on a virtual population) can inform what proportion of femurs need to be drawn
from the tails of femur geometry distribution, in order that a representative distribution of
femur strength — and of functions derived from it (such as fracture risk) — are achieved in that

cohort.

The above challenges are met in this study as follows. First, local vBMD changes
corresponding to the change of aBMD at femoral neck are predicted. This is achieved by
developing two models (homogenous and density-specific algorithms). A key advantage of
these models over existing approaches reported in the literature is that the models can be
applied to a physical cohort without regard to the discretization used to create FE models of
femur from CT images. The results showed that density-specific algorithm explained the
variability of local vBMD in the physical cohort much better (17.2% root-mean-squared error
in fitting) compared to the homogeneous algorithm (34.5%). These algorithms can be applied
to a physical femur FE model in order to generate virtual CT-based FE models, corresponding
to any number of different aBMD values, while femur geometry is held fixed. The virtual CT-
based FE models can be identified with new virtual patients, or the same physical patient but
at different timepoints over a period of ageing, or both (i.e., a new virtual patient ageing over
a period of time). This aspect of the present study concludes by analysing in detail the

influence of change in aBMD on femur strength in sideways loading condition.

Second, the independent effect of femur length on femur strength (i.e., keeping femur vBMD
and shape fixed) is investigated. Virtual patients based on physical patients in the Sheffield
cohort are generated by a simple scaling method. The sensitivity studies show that femur
strength distribution is highly insensitive to femur length variation; to the point that variation
in femur strength due to variation in femur length is smaller than the uncertainty in predicting

femur using the QCT-SSFE approach.

Future development is envisaged along two directions: a bone loss algorithm including the
effect of mechanoregulation and generating virtual population of past clinical trials using

Bayes’ theorem to determine the size of virtual cohort.
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1. Overview

1.1 Introduction

Osteoporosis is a common disease among the elderly, especially for postmenopausal women.
It is estimated that around 200 million people suffer from osteoporosis worldwide [1]. Even
though osteoporosis is not fatal, it can lead to fragility fractures resulting in massive health-
care costs and catastrophic reduction of life quality, and even death. It was reported that one
in two women and one in five men over the age of 50 will experience one or more fragility
fractures in their remaining lifetime [2]. Among all fragility fractures, hip fracture draws the
most attention due to high morbidity and mortality rate. According to the National Hip
Fracture Database, only 10% of people after experiencing hip fractures can fully recover to
their states before fracture and more than half of them need to be taken care of by others

[3].

It is necessary to identify who is at a high risk of hip fracture and provide proper treatment to
prevent fractures. In current clinical practice, osteoporosis is diagnosed by the T-score of dual
energy X-ray absorptiometry-based measurement of areal bone mineral density (DXA-aBMD).
However, aBMD is only an indirect estimator of bone strength which is the key determinant
of hip fracture risk. It is reported that the standard error of the linear regression between
aBMD and bone strength is 22% [4]. In the last two decades, another approach, quantitative
computed tomography-based subject-specific finite element model (QCT-SSFE) has been
developed. This technology has now matured to a status where bone strength can be
predicted with 6-7% higher accuracy by using QCT-SSFE than by using DXA-aBMD [4]. Based
on QCT-SSFE predicted femur strength, a multiscale model to predict absolute risk of current
hip fracture (ARFO) was able to classify hip fracture status with better head-to-head accuracy
(area under the received operating characteristic curve, or AUROC of 85%) than femur

strength (AUROC of 82%) [5].

Besides accurately diagnosing the risk of fracture in advance, pharmacological interventions
are also important for the management of osteoporosis and prevention of fractures. Vast

investigations have been conducted regarding the efficacy and safety of these



pharmacological interventions over the last five decades. Some rare but severe side effects
and uncertain long-term efficacy of these drugs increase concerns of patients and thereby
lead to low compliance to treatment [6,7]. One possible way to overcome these concerns is
to develop a new drug with minor side effect and high efficacy for long term treatment. Any
drug must undergo rigorous clinical trials before commercial distribution in order to evaluate
the risk of potential toxicity and assess its efficacy. Although clinical trials are carefully
designed, catastrophes may still occur leaving lifelong harm to the participants. Additionally,
in many counties the traditional placebo-controlled trial of anti-osteoporosis drugs is
considered as unethical to patients with high fracture risk when fracture is selected as the
primary endpoint [8]. Given the high association with fracture risk, bone strength is
considered as a common surrogate endpoint in such trials [4]. To estimate bone strength, the
state-of-the-art method QCT-SSFE, as its name suggests, requires patients’ QCT images as
necessary inputs. However, the high radiation dose and expensive cost increases the difficulty

in recruiting enough volunteers.

Such concerns could be reduced by in silico clinical trials (ISCT), which use computational
models and simulations to assess devices and drugs [9]. Recently, the US congress and the
European Parliament agreed to recommend ISCT as an additional tool for advancing the
development of drugs and medical devices [9]. Several successful early adoptions have also
been reported in the literature [10]. These adoptions offer an inspiration to use virtual
patients in the clinical trials of new osteoporotic drugs. Hence, there is a need to investigate
a proper approach of generating virtual population to improve the statistical significance of

clinical trials.

1.2 Aims

The overall aim of this thesis is to develop a pipeline that can generate virtual populations for
enriching physical cohorts recruited in studies of osteoporosis and its interventions. This

thesis aims to achieve the following objectives:

1) To determine rates of change in local QCT-vBMD with respect to change in DXA-aBMD which

explain the variability of QCT-vBMD in a physical cohort of postmenopausal British women.



Influence of mechano-regulation on the rates of change is neglected, and two separate

constrains on the rates are considered:
a) Homogenous algorithm: the rate of bone loss is uniform within the femur volume.

b) Density-specific algorithm: the rate of bone loss depends on the local vBMD.

2) To use the bone loss algorithms developed in objective 1 to explore the sensitivity of QCT-

SSFE predicted bone strength to aBMD while bone geometry is fixed.

3) To use virtual population approach to investigate the sensitivity of QCT-SSFE predicted bone

strength to femur length while the aBMD and bone shape is fixed.

1.3 Organisation of the thesis

To achieve the objectives listed above, this thesis is organised into six chapters.
Chapter 1 overviews the main topic, motivation and methodological framework of the thesis.

Chapter 2 details the fundamental concepts on which this thesis is based. This includes
epidemiology, diagnosis and management of osteoporosis. The state-of-the-art fracture risk
assessment techniques are described. The concept of in silico clinical trials is also reviewed in

this chapter.

Chapter 3 presents the study on predicting local bone loss in the absence of mechano-
regulation. A description of clinical cohort and two bone loss algorithms are provided. The
methods to determine the best-fit algorithm parameters are verified, the best-fit parameter
values are compared with past results of similar nature reported in the literature and the

implications of these comparisons are discussed in detail.

Chapter 4 presents a study on the influence of variation in aBMD on femur strength. The
process of generating a virtual population possessing different aBMD distribution but with
identical femur length is provided. The sensitivity of femur strength on aBMD is reported,
compared with similar results in literature. Advantages and limitations of the current

approach are discussed.



Chapter 5 presents the study on the influence of variation in femur length upon femur
strength. The process of generating a virtual population possessing different femur length but
with fixed vBMD distribution and femur shape is provided. The sensitivity of femur strength
upon femur length is reported, and the implications on generating virtual cohorts are

discussed.

Chapter 6 summarizes the main findings and highlights the contributions to the-state-of-the-

art achieved in this thesis. Plans for future works are also provided at the end of this chapter.



2. Background

This chapter provides an overview of the prevalence of osteoporosis and osteoporotic hip
fractures, highlighting its socioeconomic burden on individuals and the wider society. The
mechanism of the most common form of osteoporosis — postmenopausal osteoporosis — is
reviewed in detail. Methods for the diagnosis of osteoporosis are then critically analyzed.
Non-invasive methods of bone quality assessment are analyzed in particular, as these lay
down the context for the objectives of the present work. Basic information of clinical trials
and concepts of in silico clinical trials are introduced at the end of this chapter, which outlines

the promising application of virtual population.

2.1 Epidemiology of osteoporosis

Osteoporosis is a common chronic metabolic disorder in humans, which leads to the loss of
bone. Osteoporosis affects an enormous number of people and osteoporotic fractures result

in massive health-care costs to individuals and the society.

Studies published from 2000-2010 reported that at least 200 million people across the world
were affected by osteoporosis [1]. The US Surgeon General’s Report (2004) stated that around
10 million Americans aged over 50 were osteoporotic and there were a further 34 million
population at risk of this disease [11]. In Europe, it was estimated by a suite of studies that
approximately 22 million women and 5.5 million men suffered from osteoporosis in 2010

[12,13].

The prevalence of osteoporosis is continuously increasing as the population ages. In the UK,
the number of people aged over 50 is expected to rise from 22 million to 32 million in 40 years
between 2010 and 2050. As a result, the UK osteoporotic population is projected to increase
by about 59% to over 5 million individuals in 2050 [12,14]. The future prevalence of
osteoporosis is potentially even worse in Asia reported by a range of studies [14-16]. By 2050,
China and India, the two most populous nations of the world, will each have well over 600
million individuals aged over 50 years [14,15]. These estimations near doubling over current

numbers makes for a bleak future, especially given to the existing high rates of prevalence of



osteoporosis in the over-50 populations in these countries (China: 35% in 2013 [16] and India:

over 40% in 2016 [15]).

2.2 Epidemiology and burden of osteoporotic fractures

The loss of bone due to osteoporosis leads to compromised bone strength. Thus, osteoporotic
bone can break from mechanical forces that would not normally break a healthy bone. When
such fragility, or ‘low energy’ fractures occur, these can reduce the quality of life and even

cause death.

Worldwide, more than 9 million fragility fractures occur each year, which means there is one
new osteoporotic fracture patient every 3 seconds [17]. It is estimated that one in two women
and one in five men over the age of 50 will experience one or more fragility fractures in their
remaining lifetime [2]. In 2010, globally around 158 million individuals aged 50 years or more
were at high risk of fragility fractures [18]. Asia had the largest at-risk population (84 million),
accounting for 53% of all targeted individuals found above fracture threshold. Although
Europe accounted for 20% or less of the global burden, it must be noted that the number of
at-risk individuals is increasing everywhere [18]. In particular, it is predicted that by 2030
there would be more than 3 million osteoporotic fractures in total across the six largest

European nations: Germany, ltaly, France, the United Kingdom (UK), Sweden and Spain [17].

Osteoporotic fractures reduce the quality of life, and substantially increase both bone-
associated morbidities and short-term mortality. This leads to a huge financial burden to
society. Direct costs in the European Union (EU) were estimated at €32 billion (£21 billion) in
2000. This figure is expected to reach €77 billion (£51 billion) in 2050 [19]. In the United States
(US), direct health care expenditures for fragility fractures exceeded $17 billion (£12 billion)
in 2005 and were projected to increase to $25 billion (£18 billion) by 2025 [20]. In the UK, it
is reported that more than half million fragility fractures occur each year, with an estimated
associated annual expense to the National Health Service (NHS) exceeding £4.4 billion in 2010

[21].

2.3 Most common anatomical sites for osteoporotic fractures



The most common sites of fragility fractures are the wrist (distal radius), the spine (vertebrae)
and the hip (proximal femur). Below the aetiology and epidemiology of osteoporotic fractures

at these sites is briefly reviewed.

2.3.1 Wrist fracture

Wrist fracture generally occurs during the hard landing of a fall from a standing height on an
outstretched arm. The lifetime risk of sustaining a wrist fracture is 5.72 times higher in women
than in men aged over 50 years [2]. The incidence of wrist fractures shows a different pattern
than that of vertebral and hip fractures (see below). The epidemiology has significant sexual
dimorphism. For men, the incidence remains throughout life within a small range: below 1.9
per 1000 person-years (py). For women, it increases steeply from the perimenopausal period
and reaches a plateau around 6.9 per 1000 py at 85 years of age [22]. Relative to vertebral
and hip fractures, wrist fractures normally occur earlier in the course of life, as elderly women
appear to have worse neuromuscular control and are more likely to fall onto their hips than
wrists [23]. Hence, occurrence of wrist fractures is sometimes considered an early sign of

osteoporosis.

2.3.2 Vertebral fracture

Vertebral fracture is poorly defined. Most vertebral fractures are asymptomatic, being caused
by accumulated daily activities such as lifting, as opposed to one-off events such as falls.
Patients suffering vertebral fractures will often go on with life without presenting to a
physician. Even when patients present to the physician, the symptoms can vary from mild
discomfort to severe back pain requiring hospitalization. Clinical diagnosis is based on the
occurrence of vertebral body shape change (also referred as ‘vertebral deformity’) [24]. The
situation is further complicated by the fact that vertebrae can deform due to unrelated
reasons such as Scheuermann’s disease [24]. As such, the age-standardised prevalence
reported by different agencies varies from 9.8 to 29.3 per 1000 py in women and from 0.2 to
13.6 per 1000 py in men [24-26]. Although the diagnosis criteria of vertebral fractures are
less consistent and majorities do not come to clinical attention, it still plays an important role
in the evaluation of skeletal fragility, as it helps in the prediction of future fractures and may

alter treatment therapies of osteoporosis [27].



2.3.3 Hip fracture

Most hip fractures occur after a fall from standing height or less and the direction of the fall
is known to be important: a sideways fall directly on to the hip is more likely to cause a
fracture than is falling forward [28]. Hip fracture attracts more attention among all fragility
fractures because it causes significant morbidity including deterioration of the quality of life,

increased mortality and healthcare cost.

Globally, around 3.94 million hip fractures are estimated to occur in 2025, rising to 6.26
million in 2050 [26]. Approximately 90% of hip fractures are observed in people above 50
years of age. The incidence of these fractures rises dramatically with age. The 10-year risk for
women at 50 years old is 0.3%, which increases to 8.7% at 80 years old [2,24]. For men at the
same ages, the numbers are 0.2% and 2.9% respectively [2,24]. Therefore, the burden of hip
fracture for an aging population is expected to aggravate. These numbers also highlight that
the age-standardised incidence in women is approximately twice of that in men [29]. The
epidemiology of hip fractures has a remarkable geographical variation. The highest incidence,
observed in north western Europe, is more than 10-fold above the lowest incidence, observed

in Africa and northern Latin America [29].

Due to the severity of the injury, hip fracture nearly always requires admission to hospital and
surgical treatment. The National Hip Fracture Database (NHFD) report provides the numbers
(reviewed below) indicating the success of treatment in the UK [3]. Over 65,000 people aged
over 60 were admitted to hospital because of hip fractures in 2017, with a mean length of
hospital stay around 21 days. Although hip replacement surgery is performed routinely, 6.9%
patients died within 30 days of surgery, and another 23% died within one year. This excess
mortality is typically due to complications from hip surgery arising from old age. The NHFD
report also showed that, even after 120 days of being discharged from the hospital, 90% of
patients needed specialist care for both medicine and surgery, 9% became permanently
immobile, 53% could no longer live independently, and only 10% recovered to a state where

they could move without a walking aid.

In addition to the negative impact to life quality, hip fractures also cause tremendous pressure

on public healthcare expenditure [30]. It is reported that in the UK costs from hip fractures to



NHS were estimated at £2.3 billion in 2016, accounting for nearly half of annual cost of
fragility fractures (£4.4 billion) [31]. Furthermore, from 2016 to 2066, additional 8.6 million
people are expected to be over 65 years old (26% of the total population), which will double

the number of fragility fractures if no changes are made to the current practice [32,33].

Due to the high socioeconomic burden of hip fractures, the remainder of the thesis will focus

on fragility fractures at this anatomical site only.

2.4 Postmenopausal Osteoporosis

Facts and figures presented in the previous sections indicated that the prevalence of
osteoporosis and osteoporotic fractures are higher in women than in men. In fact, the
aetiology of postmenopausal osteoporosis is distinct from other forms of osteoporosis. It
cannot be simply defined as osteoporosis when women reach menopause (i.e., a woman
might have a secondary form of osteoporosis since childhood and might be (untreated)
osteoporosis when she reaches menopause). It has to be confirmed by analysis of bone
turnover, since postmenopausal osteoporosis occurs due to the deficiency in oestrogen and
androgen. This causes bone resorption to dominate over bone formation and leads to
trabecular bone loss. This form of osteoporosis is also known as type | primary osteoporosis.
As its name suggests, this is the most common form of osteoporosis, and the remainder of
this thesis is concerned with this form of osteoporosis. Other categories of osteoporosis arise
from consideration of the factors that affect bone metabolism. Type Il primary osteoporosis,
or senile osteoporosis, refers to systemic bone loss induced by ageing. It is found in both sexes
and predominantly leads to cortical bone loss [34]. Secondary osteoporosis refers to
situations where one can identify a clear aetiologic mechanism, for example due to drugs such

as glucocorticoids or due to conditions such as chronic kidney disease [35].

2.5 Bone biology

Even though millions of hip fractures occur worldwide each year, researchers estimate that
over half of these are preventable [36]. However, this requires, first and foremost, an accurate

diagnosis of hip fracture risk. The present section will review the basic biology of bone with



attention to aspects that are relevant to fracture risk. Most of the description given here can
be found in standard texts on bone biology such as Burr et al (Chapter 1, 4& 5), Pawelec et al
(Chapter 2) and Marcus et al (Chapter 1, 19, 22) [37-43]. Later sections will trace the historical
development of methods of osteoporosis diagnosis up to the state-of-the-art. This critical

review will lay the foundation for the objectives of this thesis.
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Figure 2.1 Schematic diagram of cortical and trabecular bone. Lamellae are arranged into
osteons and trabeculae, which constitute cortical and trabecular bone respectively. The
periosteum consists of two layers (outer fibrous layer and inner osteogenic layer) that wraps

the surface of bone. Reproduced from Biga et al [44] with permission.
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2.5.1 Spatial organisation of bone tissue

The term bone has two distinct meanings. The first refers to bone as an organ, such as the
upper arm (humerus), the upper thigh (femur), the lower jaw (mandible), etc. The second
refers to the material constituting the bone organ. When intending the second meaning,
often the term “bone tissue” is used. Two types of bone tissue can be identified throughout
the adult human skeleton: cortical (compact) bone and trabecular (cancellous or spongy)

bone (Figure 2.1).

Cortical bone is mainly present under the periosteum (Figure 2.1) and in the diaphysis of long
bones. It comprises approximately 80% of the total bone mass in the body [45]. It is denser,
stiffer and stronger than trabecular bone i.e., elastic modulus and yield stress of cortical bone

are generally higher, as shown in Figure 2.2, and as such, it provides support and protection

functions.
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Figure 2.2 Stress-strain curves of monotonic tensile and compressive tests for human femoral
(a) cortical bone along the longitudinal direction and (b) trabecular bone along the principal

direction. Reproduced from Morgan et al [46] with permission.

The basic structural unit of cortical bone is the osteon (Figure 2.1). Osteons comprise lamellae
arranged concentrically around the Haversian canal which contains blood vessels. Within an

individual lamella, the inorganic bone mineral (hydroxyapatite crystal) is bound to organic
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collagen fibres that are aligned to a preferred direction. Bone mineral is the primary load-
bearing constituent of bone, and the measurement of bone mineral density plays a leading
role in diagnosis and management of osteoporosis. The preferred direction of collagen fibres
changes from one lamella to another (i.e., through the thickness of the osteon) giving rise to
a cross-ply structure (Figure 2.3). Throughout the osteon volume, bone cells called osteocytes
are embedded in pores known as lacunae which are themselves connected via fluid channels
known as the lacuna-canalicular network. Blood vessels in the Haversian canal supply the

osteocytes in the osteon.
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Figure 2.3 Schematic diagram of osteon. Osteons comprise lamellae arranged concentrically

around the Haversian canal. Reproduced from Biga et al [44] with permission.

Trabecular bone is found generally in the metaphysis of long bones and has larger surface to
volume ratio compared to cortical bone. It is composed of a network of intersecting plate-
and rod-like structures called trabeculae. These constitute around a quarter of total tissue
volume, with remaining space filled with marrow and blood vessels [37]. Despite being less
stiff, the special foam-like microstructure of trabecular bone allows it to sustain more strain
before failure (Figure 2.2b). Trabeculae are aligned along the lines of major compressive or
tensile stress which enables effective distribution of load using the minimal amount of

material. The material of trabecular bone is the same mineralised collagenous matrix that
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comprises the lamella of the osteons. However, collagen fibres within an individual trabecula

do not possess a preferred orientation.

2.5.2 Changes in bone tissue over time

Bone is a living, active tissue that houses blood vessels and consists of various cells, proteins,
and minerals, which enable it to grow and renew throughout life. Before birth, bone develops
by intramembranous and endochondral ossification, which refer to the transformation into
hard bone of basic connective tissue and cartilage tissue respectively. From birth to
adulthood, the process of endochondral ossification is mainly responsible for the increase in
length of limbs and the resulting increase in skeletal mass. At the same time, the process of
bone modelling is also present, which leads to change in skeletal form. Changes in skeletal
form include the appearance of natural features such as tuberosities, crests, etc. but also the
appearance of subject-specific variations in these features. It is important to note that unlike
intramembranous and endochondral ossification, bone modelling involves only bone-specific
cells, namely, osteoclasts, osteoblasts and osteocytes. Bone modelling is characterised by two
separate processes, bone resorption by osteoclasts, bone formation by osteoblasts, with
osteocytes playing a role in the control of these processes. Furthermore, in bone modelling,
these processes typically occur at distinct locations. For example, bone formation at the outer
surface and bone resorption at the inner surface allows a long bone to increase in

circumference.

Once peak bone mass (PBM) is attained — typically by the mid-twenties for both sexes — the
normal adult skeleton goes into a state of homeostasis. This is characterised by nearly equal
rates of bone formation and bone resorption. The main process active in this period is called
bone remodelling, whereby old bone is replaced by new bone by coupling bone resorption
and formation at the same spatial location [47,48]. Remodelling allows the body to repair
microfractures and maintain a healthy skeleton, and the adult skeleton is completely renewed
by remodelling every 10 years. Intramembranous and endochondral ossification processes

are active in adults only during fracture healing.

The rates of bone formation and resorption are controlled by hormonal signalling (both local

and systemic) and to some extent also by mechano-regulation (mechanical stresses and
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strains). Oestrogen and androgen levels play an important role in hormonal signalling. As
menopause changes these levels (in favour of resorption), homeostasis is disrupted and can
lead to a pathological loss of bone. Note that bone formation and resorption processes occur
on the surfaces of bone tissue exposed to blood vessels. As trabecular bone has a larger

exposed surface than cortical bone, it is more vulnerable to postmenopausal osteoporosis.

2.6 Diagnosis of osteoporosis

Osteoporosis is referred as a “silent” disease because typically poor bone quality has no
outward symptoms. Hence it is challenging to detect it until fracture occurs. In the past, it was
difficult to define osteoporosis in clinical terms as bone mineral density (BMD)-focused
measurement does not fully reflect all risk factors for fractures, whereas a fracture-based
identification fails to include individuals at risk. Historically, “osteoporosis” was first referred
as a term to describe porous bones observed in post-mortem by a French pathologist Jean
Lobstein in 1820s [49]. Prior to the 1940s, except for senility induced osteoporosis, all other
cases were ascribed as “idiopathic” (or unexplained) osteoporosis. Fuller Albright’s work in
the 1940s clearly established postmenopausal osteoporosis as a separate mechanism [49].
Later researchers attempted to define osteoporosis in more specific ways. However, various
emphasis on different aspects did not reach international consensus until the publication of

the World Health Organization (WHO) diagnostic criteria in 1994 [50].

Table 2.1 WHO definition of osteoporosis based on T-score of BMD [51].

Classification T-score

Normal >-1

Osteopenia -2.5<T-score<-1

Osteoporosis <-25

Established osteoporosis < -2.5 with presence of fragility fracture

The current diagnostic criteria (see Table 2.1) are based on the subject’s T-score, which is the
difference between their BMD and the mean BMD in a reference population (young healthy

sex-matched adults), expressed in standard deviations (SD) of the latter. Mathematically, it is
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written as Equation 2.1.

Subject BMD — Mean BMD of Young Healthy Adults )
T-score = (Equation 2.1)
SD BMD of Young Healthy Adults

Here, BMD is measured by dual energy X-ray absorptiometry (DXA). It is important to specify
the region of interest for BMD measurement, e.g. the femoral neck, as well as the reference

population e.g. women aged 20-29 years in the NHANES Ill database [51].

2.7 Bone densitometry techniques

Although it is acknowledged that bone mineral density (BMD)-focused measurement does
not fully reflect all risk factors for fractures, it is essentially synonymous with the diagnosis
of osteoporosis. This section briefly reviews and compares the advantages / disadvantages
between the historically important BMD measurement methods and the various measures

adopted. Table 2.2 provides a summary of this comparison at the end of this section.

2.7.1 Roentgen method

Since Wilhelm Conrad Roentgen discovered X-rays in 1895 and made the first photograph of
his wife’s hand, researchers quickly realized the clinical importance of X-rays, as it unlocked
the visual access of the inner structure, especially bone, of living subjects. Later many
researchers were devoted to the application of X-rays in revealing the secrets of the skeleton
and examining fractures and dislocations of bone. In 1901 Weston Price firstly attempted to
guantify bone using bisecting technique based on dental radiograph, and successors further
developed several bone measurements methods based on roentgen sources [52]. However,
the relatively insensitiveness of conventional X-ray to bone minerals and variability of X-ray
sources and films discouraged later attempts. Therefore, simple radiography methods were
almost abandoned, and the usage was limited to semiquantitative evaluations of cortex and
trabecular morphology. These semiquantitative evaluation methods still exist for some
clinical uses because of their simple requirements (plain radiographs). The most widely known
application is the Singh method which evaluates the change of trabecular pattern at the hip

and has been confirmed as an effective tool in epidemiological studies of hip fracture [53,54].

15



2.7.2 Single-energy absorptiometry

Alongside the development of roentgen methods, researchers also attempted to measure
bone mass by using radionuclides instead of a roentgen radiation source. The major
advantage of radionuclide over a roentgen source is that its emissions have distinct energies
rather than a continuous spectrum, which is necessary to calculate the relationship between

transmission of photon beam (film blackening) and bone mineral content.

In 1963 Cameron et al proposed the first commercially available bone mass measurement
technique — single-photon absorptiometry (SPA) — which uses 12° or 2*!Am as radioactive
source and a scintillation detector system as counting technique to quantify photon beam
transmission [55]. This method eliminates errors caused by the variability of X-ray films and
reduces errors introduced by the presence of soft tissue around the bone by subtracting the
amount of soft tissue absorption from the total absorption. Due to its low cost, ease of
application, high precision, and low radiation exposure, use of SPA was widespread at the end
of last century [56]. However, SPA requires the scanned site to have a flat parallel surface and
be soaked in water or other soft tissue equivalent materials, which limits the site to be limbs,
typically the forearm. With the development of X-ray sources and detectors, single-energy X-
ray absorptiometry (SXA) has gradually replaced SPA. The basic physical principles of SXA are
identical to SPA but using the X-ray beam rather than the y-ray source. Compared to SPA, SXA
avoids the need for radionuclide isotopes (low radiation dose) and increases the scanning

efficiency and precision by higher photon flux.

2.7.3 Dual-energy absorptiometry

The application of SPA and SXA was limited by the fact that it can only be used for measuring
the peripheral skeleton, but bone densitometry of hip and spine are crucial for predicting
fragility fracture risk. Thus, dual-photon absorptiometry (DPA) and dual-energy X-ray
absorptiometry (DXA) were developed and applied to meet the need in more clinically

relevant sites.

DPA was introduced in the 1970s and '>3Gd was most commonly used radionuclide which

could emit both low-energy (44 kev) and high-energy (100 kev) photons [57]. The different
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attenuation of two energy photons in bone and soft tissue allowed bone minerals of more
clinically relevant sites (such as spine, hip, and whole body) to be calculated without the need
for a water bath. Due to the radionuclide decay, the light source in DPA had to be replaced
annually. A low photon flux causes scanning times to be considerably long (whole body of 40-
60 mins) and images to be poor spatial resolution (3mm) [58,59]. These limitations led to the

transition from DPA to DXA.

The first commercially available DXA scanner was published by Hologic Inc in 1987. The basic
concept and operation of DXA in bone densitometry is as same as DPA, except using X-rays as
radiation source. Bone minerals and soft tissues are separated by optimised two energies of
X-ray beams. There are two main types of energies systems among different DXA
manufactures: one is that X-ray tube potential is alternated from low energy (70-100kVp) to
high energy (140kVp), while the other is using rare earth filter to separates the X-ray
distribution into two energy photons, 40keV and 70keV for low and high energies respectively

[60].

DXA measures the areal BMD (DXA-aBMD, units: g:cm2) which is the bone mineral content
(BMC) in grams divided by the two-dimensional projected area in cm? of bone site being
scanned. Because aBMD reported by different manufacturers for the same individual could
be different, T-score (Equation 2.1) and Z-score (Equation 2.2) were developed as derived

measures.

Subject BMD — Mean BMD of Same Age Adults )
Z-score = (Equation 2.2)
SD BMD of Same Age Adults

In contrast with the T-score, the Z-score is computed relative to a reference population of the
same age as the subject. The typical regions of interest for measuring DXA-aBMD at the hip

are the femoral neck, trochanter and total hip.

Several technical limitations in the general application of DXA for diagnosis should be
recognised. First, the BMD derived by DXA is a two-dimensional value, namely areal BMD
(aBMD), rather than a true volumetric density. Second, the presence of other bone diseases

in the elderly such as osteomalacia and osteoarthritis may also affect the accuracy of aBMD
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measurements [61]. Third, DXA is limited in measuring the mass distribution in cortical and
trabecular bone compartments and in the evaluation of bone geometry and microstructure,

which are the domain of QCT [62].

It is important to note that proper positioning of the patient during DXA scans must be
ensured to avoid BMD measurement errors. For example, patients must internally rotate the
femur for 15-25° after lying down on the scanning table to ensure that the long axis of the
femoral neck is parallel perpendicular to the X-ray beams [63]. Other positions in the hip
scanning could cause 0.9-4.5% error for femoral neck BMD, because a misalignment of the
femoral neck relative to the scan table would foreshorten the bone area and increase aBMD
correspondingly [64]. The rectangular box defining the femoral neck measurement varies
according to the manufacturer: for GE Lunar (Figure 2.4a), the femoral neck box is at the
narrowest and lowest density section of the neck, usually in the middle between the femoral
head and the trochanter; for Hologic (Figure 2.4b), the box is located on the distal part of the

femoral neck [63].

Femoral

|
Femoral Neck

Figure 2.4 Examples of DXA scans at proximal femur (a Lunar and b Hologic). The region of
interest for femoral neck is marked in yellow rectangular box. Reproduced from El Maghraoui

et al [63] with permission from Oxford University Press.

2.7.4 Quantitative computed tomography

Quantitative computed tomography (QCT) is performed using X-rays and generates a series
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of two-dimensional slices which are reconstructed into a three-dimensional model. An in-
depth introduction to QCT imaging for bone can be found elsewhere. The brief overview
provided here draws on the recent review by Adams [65]. CT images are derived by two steps:
data acquisition of initial scan and mathematical calculation to achieve tomographic
reconstruction. The typical scan region for proximal femur normally includes 1-2 cm above
the femoral head and a few cm below the lesser trochanter and the main volumes of interest
consist of femoral neck, the trochanter and intertrochanteric region. Greyscale numbers in
CT images are normalized to dimensionless Hounsfield Units (HU). HU is calculated from a
linear transformation of the X-rays’ attenuation coefficients, with air and water arbitrarily
defined as -1000HU and OHU respectively. As tissue density is proportional to the attenuation
rate of X-rays, HU is also proportion to density. Hence, the denser the bone is at a particular

location, the more X-rays get absorbed, the whiter CT images appear, and the higher is the

HU number. Volumetric bone mineral density (vBMD, in g:cm) of each voxel in the scanned

volume of interest is obtained from HU using calibration phantoms. Typical phantoms are
simultaneously scanned with the patient (in-scan phantoms, Figure 2.5a) and are made from
a series of solid or liquid materials (such as certain known concentrations of calcium
hydroxyapatite or potassium diphosphate) that have similar X-ray attenuation coefficient to
bone. If no in-scan phantoms are applied in QCT, either internal BMD calibration or
asynchronous BMD calibration must be performed [66]. It is noticeable that the results from
different types of calibration phantoms are not interchangeable. Hence, anthropomorphic
standardization phantoms (ASPs) are designed to reduce QCT inter-scanner differences and
control the measurement quality between DXA and QCT. One commonly adopted ASP is the
European Spine Phantom (ESP) proposed by Kalender et al [67]. However, a recent study
indicates that even calibrated with ASP, inter-scanner differences of QCT-based BMD

measurement still remain significant [68].
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Figure 2.5 (a) An example of a four-element in-scan phantom (B-MAS200, Kyoto Kagaku,
Kyoto, Japan), placed under the hip: the phantom is made of urethane foam (0 mg-cm3)
containing known density hydroxyapatite rods (50 mg-cm3, 100 mg-cm=3, 150 mg-cm3, and
200 mg-cm3). Reproduced from Uemura et al [69] with license from Springer Nature and
Copyright Clearance Centre; and (b) European Spine Phantom used for cross-calibration

between scanners and quality control. Reproduced from European Spine Phantom [70].

Application of QCT for osteoporosis diagnosis is limited by certain factors. The main limitation
is that there is no direct correspondence between QCT based vBMD and the more well-
established DXA-based T-score [71]. To address this, some researchers have proposed an
adaptation to transform QCT derived vBMD into DXA-equivalent aBMD, referred as computed
tomography X-ray absorptiometry (CTXA), which might extend the clinical utility of QCT [72].
However, QCT also presents distinct advantages over DXA. One important advantage is that
a threshold (~ 0.45 mg-cm) can separate cortical and trabecular bone regions of interest
(ROIs) within QCT images [73]. The outputs of QCT typically include vBMD, volume, bone mass
for each bone compartment. As trabecular bone is predominantly lost in postmenopausal
osteoporosis, separate measurement of trabecular vBMD can potentially improve diagnosis
[65]. The heterogeneity of marrow and fat distribution in bone, partial volume effects and
sensitivity to threshold levels used to separate cortical and trabecular bone influence the
actual improvement that can be realised. Nevertheless, as opposed to DXA-aBMD, QCT
provides a size-independent volumetric bone mineral density. This is a major advantage of
this technique. Hence, although the radiation dose and cost of QCT is higher than DXA, it can
be used to estimate bone strength of proximal femur, and further to predict hip fracture risk
[65], which will be discussed in detail in Section 2.9.
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Table 2.2 Characteristics of common bone densitometry techniques. Adapted from Cummings et al [74] and Sheu et al [75]. *Precision error

for SPA and DPA are from Kanis et al [76]

Precision
Technique Sites Source Advantages Disadvantages
error
Roentgen Hip X-rays NA Simple requirement Insensitive to bone minerals
Limited to peripheral site; need
SPA Limbs Radioisotope 112 2-5% * Ease of application
for replacing light source
Low radiation dose; high
SXA Limbs X-rays 1-3% Limited to peripheral site
efficiency
High radiation dose; need for
Radioisotope Wide applicability for different
DPA Hip, spine 8-10% * replacing light source; poor
Gd*>3 sites
spatial resolution
High precision for fracture risk Sensitive to patient’s positions;
DXA Any clinical site X-rays 1-2%
prediction affected by other bone diseases
QCT Any clinical site X-rays (CT) 2-4% vBMD; cortical and trabecular High cost; high radiation dose;

bone measurements

fewer analysis guidelines
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2.8 Fracture risk assessment using regression models

In the US, of the 2 million people sustaining fragility fractures annually, around 15%
experience a second fracture in the successive 2-3 years after fracture. This causes an
additional financial burden to the society of over $6.3 billion (approximately £4.5 billion) [36].
The fact that these individuals at high risk of osteoporotic fracture remained untreated even
after sustaining the first fracture, underscores the commonly acknowledged large
“osteoporosis treatment gap”. Large treatment gaps have also been reported in Europe
where around 55%-75% women were above the threshold risk for fragility fracture but did

not receive any osteoporosis treatment [77-79].

The treatment gap in management of osteoporosis is partly caused by therapy
discontinuation, but also by insufficient case finding (i.e. diagnosis) in the first place [80]. Poor
diagnosis is partly due to over-reliance on medical practitioners’ experience [81]. The
development of T-score based classification is a great step forward to address this issue. Yet,
several studies have revealed that this test has high specificity but low sensitivity [50]. More
than half of fragility fractures occur in postmenopausal women who are not distinguished as
osteoporotic according to WHO criteria and many of these women are neglected from
receiving proper treatments [82—85]. One possible explanation for low sensitivity of T-score
test is that sole use of aBMD only accounts for one aspect for fracture risk (i.e. the quantity
of bone), and there may exist other significant and independent determinants of fracture risk
[84]. Some studies illustrated that apart from low aBMD, age, previous history of fracture,
low body weight, physical inactivity, drug usage, alcohol intake are some clinical factors that
contribute independently to fracture risk [19,61,83]. Therefore, multifactorial regression
models (such as the Garvan Fracture Risk Calculator, CAROC assessment tool, QFracture) have
been developed to accurately investigate individuals at high-risk of fragility fractures.
Arguably, one of the most successful of these is Fracture Risk Assessment Tool (FRAX) [86,87]

and is reviewed below.

FRAX is a computer-driven fracture risk assessment tool for people aged between 40 and 90
years based on well-validated clinical risk factors (such as age, body mass index, tobacco and

alcohol usage, fracture history and rheumatoid arthritis etc.) with or without DXA-derived
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bone mineral density at femoral neck, that outputs the 10-year probability of major fragility
fractures or hip fractures (see Figure 2.6 as an example) [87]. As fracture risks varies markedly
in different countries (greater than 10-fold), the FRAX algorithm is calibrated by local
population data and presently there are 72 country-specific models available for application
[88]. For some multi-ethic countries where the epidemiology of fracture for specific ethic
groups is known, for example US and Singapore, ethnicity-based models are provided for

more accurate estimations [88].

Country: UK Name/ID: About the risk factors
I - : 1. Secondary osteoporasis @ne O
. 10. Second t ® No (_)Yes
1. Age (between 40 and 90 years) or Date of Birth 11. Alcohol 3 or more units/day @No O Yes
Ange: Date of Birth:
72 ¥ M: o 12. Famoral neck BMD |:-;|.Fc.'112]|
2. Sex OMale ® Eemale GE-Lunar v || 0726 T-score: -2.2
M ai I !
3. Weight (ka) 58 | Clear || Calculate |
4. Height (cm) 160
) ) i BMI: 22.7 g
5. Previous Fracture ® Mo O Yes The ten year probability of fracture (%)
6. Parent Fractured Hip ®nNo O ves
7. Current Smoking ®no O Yes Major osteoporotic
8. Glucocorticoids @no O vYes Hip Fracture
9. Rheumatoid arthritis ®no O ves View NOGG Guidance

If you have a TBS value, dlick here: | Adjust with TBS

Figure 2.6 An example of interface of FRAX estimation for a 72-year-old UK female with no

high-risk clinical features and a femoral neck aBMD of 0.726 g-cm™[88].

By incorporating clinical risk factors, FRAX improves not only the chances of early detection,
but FRAX-derived fracture risk is also applied as intervention thresholds in some countries.
For example, according to the US National Osteoporosis Foundation, the decision to initiate
pharmacologic treatment should be based partially on whether 10-year probabilities of a
major osteoporotic fracture or hip fracture are above specific thresholds [89]. A study
expressed a concern that this single threshold derived from cost-effectiveness analysis would

underestimate fracture risk for younger people while overestimate it for older ones [90]. In

23



the UK, age-dependent treatment thresholds, currently adopted by the National
Osteoporosis Guideline Group (NOGG) guideline (easily accessed via FRAX UK calculator
website), are based on setting fracture probability for women without prior fractures
equivalent to women with a prior fracture [91]. Yet, it is notable that these thresholds should
not substitute the clinical judgement. Instead, it is a guidance to assist clinicians for making

treatment decisions [92].

Several important limitations of FRAX need to be considered. First, falls and height loss (>4cm)
are crucial factors of high fracture risk, but these are either accounted for using surrogate
measures, or excluded altogether from the FRAX algorithm [93]. Second, risk factors such as
tobacco and alcohol intake and glucocorticoids usage have dose-dependent effects. However,
only average exposure is assumed in the risk calculation process. This requires the general
practitioner to adjust — somewhat arbitrarily — the computed risk based on the actual dose
[92]. Thirdly, despite previous fracture history being taken into account in the algorithm (only
a binary option), not all fractures are equal in risk for recurrent fractures [94]. For example, a
prior clinical vertebral fracture or multiple prior fractures carry much higher risks than others.
Fourthly, the focus of the major fragility fractures (hip, clinical spine, forearm and proximal
humerus) may lead to underdiagnosis of other fractures associated with osteoporosis, for

example pelvic and rib fractures [87].

2.9 Fracture classification and risk assessment using QCT-based
finite-element analysis

Perhaps the most important limitation of regression models such as FRAX is that these models
evaluate risk without including the mechanism leading to fractures. This section will introduce
the state-of-the-art of biomechanical modelling of hip fracture risk with the aim of identifying

areas needing further development.

As stated above, falls contribute considerably to hip fracture risk. Around 30% of people over
65 years old and 50% of people over 80 years old will experience at least one fall per year
[95,96]. Yet, risk of fall is highly variable across subjects and predicting personalised fall risk is

an open challenge. Although almost all hip fragility fractures are caused by a fall to the side,
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only 1-3% of falls result in hip fractures [96,97]. Hence, besides the frequency of falling, the
severity and direction of falls also independently contribute to fragility fracture [98,99].
Perhaps the most important contributor to high hip fracture risk is low bone strength under
sideways fall loading. Bone strength depends on the mechanical competence of the bone
tissue and to some extent on the shape of the bone (organ) [100]. The mechanical
competence of bone tissue is dependent on the density of bone mineral present (as measured
by BMD), but also on its multiscale organisation [101]. Furthermore, the influence of bone
tissue mechanics on whole femur strength is modulated by bone tissue mechanical
heterogeneity within the femur. Such heterogeneity obviously cannot be captured by a single
DXA-aBMD value. Hence, current densitometric measures exclude several contributing
factors to femur strength, let alone hip fracture risk. Lastly, when considering 10-year hip
fracture risk, it is important to consider how bone is lost over the 10-year period. This
information is missed by DXA or QCT based densitometry at only one time point (the start of

the risk assessment period).

Considering the above lacunae, this thesis aims to develop a model to predict loss in bone
strength over time. In the remainder of this section, the development of mechanistic models
of femur strength prediction based on QCT images will be discussed. Following this, the state-

of-the-art in predicting bone loss over time will be reviewed.

The finite element method (FEM) is a widely used numerical approach for solving complex
engineering problems involved with partial differential and integral equations. Hence, QCT-
based finite element (FE) modelling of bone biomechanics can incorporate complex three-
dimensional geometry, sophisticated constitutive behaviour and loading conditions [102].
Consequently, it possesses a natural advantage compared to DXA-aBMD in the assessment of
femur strength. This is supported by the excellent reproducibility of QCT (1.0-1.5% coefficient
of variation), although this relies on well-trained technicians executing the scan [65]. The
general procedures of QCT-based FE modelling are shown in Figure 2.7. To obtain a 3D
geometry of bone from QCT images, segmentation process is required. A range of software
(such as AMIRA, ITK-Snap, ScanlP etc.) with various levels of automatization are available for
this purpose. Once the femur is segmented, the QCT image data is used to also estimate the

distribution of mechanical properties of porous bone tissue throughout the femur volume,
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discretised at the level of individual finite elements. Element-wise elastic moduli are
determined based on the average vBMD in each element using empirical relations, which are
themselves determined from mechanical tests on ex vivo samples. This approach is founded

on several assumptions, which can be broadly grouped into two sets as discussed below.

Patient’s femur
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Femur CT scan
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Material properties mapping
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Figure 2.7 The flowchart of QCT-SSFE modelling general procedures.

The first set of assumptions relates to the estimation of true bone mineral density (as
measured experimentally) from the radiological density (pacrt), i.e., the density calculated
from CT images. As bone is a porous material, there are three types of density determined

experimentally of this crucial mechanical property, which are tissue density (ptissue, the fresh
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and wet mineralised bone mass divided by the actual volume of bone tissue), apparent
density (papp, the same amount of bone mass over the actual bone volume plus vacuous
spaces), ash density (pash, the ash weight over the actual volume), respectively [103]. Note
that phantoms used in CT imaging are not a perfect substitute of bone, as the proximal femur
is a complex structure consisting of trabecular and cortical bone. Especially, whereas
phantoms are homogeneous, trabecular bone is heterogeneous at typical CT spatial
resolution. Differences in the mineral composition process between phantom and bone also
gives rise to differences in CT attenuation coefficients [104]. Besides, accurate
characterization of local bone density is essential to improve the accuracy of existing FE
models. Therefore, in order to better predict bone mechanics using subject-specific CT-based
modelling, several corrections have been proposed for the equivalence of pacr to pash and papp.
A linear correction to determine pash from pact (pact/pash) has been proposed for cortical bone
[105] or trabecular [106,107] separately. Yet, some researchers prefer a single pact/pash
relationship based on its straightforward employment in FE modelling. This is justified also by
its excellent accuracy: the determination coefficient for the single relationship is R>=0.997,

which exceeds R?=0.937 and R?=0.954 for trabecular and cortical tissue respectively [104].

The second set of assumptions is related to the prediction of bone tissue mechanical
properties from bone mineral density. A number of single- or two-parameter power functions
[108-111] or linear relationships [112,113] were reported in the literature to predict elastic
modulus (E) from papp Or pash. One of the most referenced forms of this relationship is
E=a(papp)?, where B has been found to be close to 2 with high certainty [114]. Among various
reported relationships, Morgan’s relationship (E=6.950(papp)**°) has been shown to produce
accurate strain prediction and is applicable to a wide range of bone density [115]. Similar to
the pact/pash relationship, the density—elasticity relationship might be considered piecewise
by distinguishing trabecular and cortical bone [116,117]. Most mechanical tests have been
conducted on bone tissues excised from donors who were healthy or suffered from primary
osteoporosis. Hence, most empirical density—mechanics relationships of bone tissue available
in the literature are strictly correct for such populations only [118,119]. Such density—
mechanics relationships (an example seen in Figure 2.2) yield parameters for bone tissue
mechanical constitutive equations. A related question is when higher order formulations of

bone tissue mechanical constitutive equations (e.g. material heterogeneity, anisotropy,
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viscoelasticity, plasticity, failure) are employed [120-124], whether these influence femur
strength to a degree that significantly influences hip fracture risk as well. Yet another question
is whether the corresponding constitutive parameters can be identified in a subject-specific

manner with sufficient precision from pqcr alone.

These questions have been addressed to an extent by the large number of studies conducted
on the application of QCT-based subject-specific Finite Element (QCT-SSFE) models. In 1985,
Basu et al. first applied QCT-SSFE to investigate the stress distribution in human femur [125].
Since then, QCT-SSFE method was rapidly developed to achieve higher automatic generation
and better accuracy. Most state-of-the-art QCT-SSFE models agree on the requirements that
are key to accurate prediction, such as imaging requirements. Imaging protocol (e.g. tube
voltage and current variations) and reconstruction protocol (e.g convolutional kernel)
considerably affect CT numbers (HU) and image resolution, which further affects the
measurement of BMD [126]. Hence, CT voltage generally is selected to be 120-140 kV,
because the effect of current variations upon HU at this voltage range can be neglected [127].
The typical spatial resolution used is 0.625 mm slice thickness and 0.3-0.7mm in-plane pixel
sizes [62]. Optimised reconstruction protocols are applied to minimise the reconstruction

error at a given number of CT slices to avoid over-dose of X-ray radiation [128,129].

There are some areas in which the algorithms do not have consensus. Meshing is one of
fundamental steps of QCT-SSFE. In the standard procedure, the first is to mask the bone
segment by Non-Uniform Rational B-Splines (NURBS), then fill the porous spaces among bone
microstructures to become a solid model and finally discretize the bone into FE meshes. As
bone exterior surfaces are complicated, sometimes it is difficult to convert bone surface
model into solid model, which hinders mesh generation. In such circumstances, directly using
bone exterior surfaces to generate the mesh can be treated as an alternative approach.
However, both approaches are user-intensive and time-consuming. To improve automation
and speed, a morphing algorithm has been proposed. Here a template mesh is deformed onto
a subject-specific geometry extracted from CT images [130]. The accuracy of morphing
algorithm in predicting strains was excellent (RMSE% <10%) and was comparable with
standard meshes (p=0.11) as reported by Grassi et al [130]. However, Qasim et al. [131] found

this technique reduced QCT-SSFE ability in predicting hip fracture risk.
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The sideways fall loading conditions has been simulated using a wide variety of boundary
constraints in different studies. These choices strongly affect the prediction accuracy of the
femur strength. The trochanteric region is either constrained directly against the loading
direction [132—-135], or by imposing a contact interaction with a planar surface at the impact
location [136,137]. For the distal end, some studies chose to fully constrain it [133,138,139],
while others allowed the rotation at a hinge node [135-137,140]. A range of studies indicated
that directly constraining the great trochanter can cause the overestimation of femur strength
[126,140,141]. Altai et al. investigated and reported the effect of different boundary
conditions, in particular non-linear contact models, multi-point constrains (MPC) and linear
models [141]. With regard to classifying fracture status, they found that the area under the
receiver operating characteristic curve (AUROC) for the contact model was 0.82, which
exceeded the AUROC=0.80 for the remaining models. However, the latter two models were
considerably less computationally expensive to execute, with the average running time of one
typical simulation for contact, MPC, linear models being 1 hour, 8 minutes and 3 minutes

respectively [141].

There is also a rather weak consensus on the failure criteria to be applied to estimate the
fracture load. The criteria that have been applied are based on the principal strain, the
principal stress, the von Mises strain and the von Mises stress criteria. Strain-based criteria
are motivated by the experimental observation that bone failure is driven by deformation and
several studies have found it to be effective in terms of goodness of fit achieved with respect
to experimental data [142—-144]. Stress-based criteria have been adopted by other studies
[145-147] and attempts to compare it with the strain-based criteria have produced

inconclusive outcomes [145,148,149].

Thus, in selecting the most appropriate approach for each step of the modelling pipeline the
study objective and resources available must be carefully considered. Schileo et al [104]
validated a QCT-SSFE modelling procedure that involved: calibration of CT dataset by the ESP
[150], an automatic inhomogeneous material-mapping procedure (BoneMat V3 software,

Rizzoli Institute, available at www.biomedtown.org) [104,129,149,151,152], a normalization

of ash density to apparent density [106,153], a density-elasticity (E(papp)) relationship derived

from a robust experiment protocol based on femoral neck specimens [110], an assumed
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homogeneous Poisson ratio [154], a femoral reference system defined by anatomical
landmarks in the femur [155], and an implementation of maximum principal strain based
failure criterion [143]. The validation of this pipeline demonstrated a normalized root mean
squared error (RMSE) of only 7% in predicting local strain [104]. The results have good
agreement with other similar approaches reported in literature [132,156,157]. Building on
the pipeline of Schileo et al, Falcinelli et al. showed that applying multiple loading conditions
to include both posterolateral and anterolateral falls is crucial in simulating side-fall situations
[157,158]. Qasim et al found that for scans containing on the proximal femur, the femur
anatomical orientation can be adequately estimated from the geometry of the full femur
taken from an anatomical atlas and achieve excellent discrimination of fracture status [131].
Altai et al. reported non-linear large-sliding contact boundary constrains could improve the
discrimination accuracy still further [141]. Viceconti et al. reviewed the available literature of
QCT-SSFE techniques in 2018 and noted that the field of QCT-SSFE modelling has matured to
the point that accuracies of only 15-16% standard error of the estimate (%SEE) in predicting
femur strength can be expected from state-of-the-art models [4]. Indeed, one such state-of-
the-art QCT-SSFE pipeline, namely VirtuOst® (O.N. Diagnostics, Berkeley, CA) has been cleared

for clinical use by the United States Food and Drug Administration [159].

2.10 Pharmacological management of osteoporosis

Interventions are a key component in the management of osteoporosis and prevention of
fractures. Non-pharmacological interventions generally try to reduce the frequency and
impact of falls. Pharmacological interventions — discussed in more detail below — mainly aim
at the correction of deficiencies of vitamin D and calcium, and the imbalance between bone

resorption and bone formation [160].

Pharmacological interventions experienced a rapid and significant development during the
last 50 years. Several investigations conducted on the pharmacological interventions exhibit
a good efficacy of preventing fractures. Recent studies of pharmacological interventions for
correcting the deficiencies of vitamin D and calcium have mainly focused on optimising the
intake dose. For instance, it is recommended for the elders to have 800 IU/d vitamin D

supplements, daily intake of 1200 mg calcium intake and 1g/kg body weight protein in the
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management of fragility fractures [161]. However, the studies of pharmacological
interventions for improving imbalances of bone remodelling are more directly linked to the
fracture prevention efficacy. A brief description of these pharmacological interventions and

their efficacy are provided below:

1) Anabolic treatment (PTH)

PTH remodels bone tissue by stimulating osteoblasts formation and restraining osteoclast
formation to restore the bone biomechanical competence [162]. The truncated PTH,
teriparatide, has been reported to reduce the risk of vertebral fractures and clinical fractures
in a multicentre, double-blinded, double-dummy, randomised controlled trial. After two years
treatment, the new occurrence of vertebral fractures and clinical fractures are reduced by

28% and 30% respectively [163].

2) Antiresorptive treatment (Denosumab, potent bisphosphonates)

Denosumab is an antiresorptive agent targeting the RANK-ligand (RANKL) to inhibit osteoclast
activity, reduce bone resorption and increase the bone density. A study of 36-month
FREEDOM trial found a reduction of vertebral fractures, hip fractures and nonvertebral
fracture by 68%, 40% and 20% respectively [164]. Similarly, the mechanism of
bisphosphonates is to restrain osteoclast activity and to further inhibit bone formation. The
reduction efficacy of bisphosphonates has been evaluated to be 35% for all fractures, 50% for
vertebral fractures and 25% for non-vertebral fractures, which is slightly lower than that of

denosumab [165].

3) Bone formation-sparing antiresorptive treatment (Odanacatib)

Odanacatib is an inhibitor candidate of cathepsin K (a cystine protease extensively expressed
in osteoclasts) that inhibits bone resorption and increases the bone density. Cathepsin K is
one of the most attractive targets in osteoporosis pharmacological treatment. A 5-year trial
of 50-mg weekly dose Odanacatib treatment shows good preservation of trabecular and
cortical bone and continued reduction of fracture risk [166]. However, due to its
cardiovascular adverse effects in postmenopausal women, the development of Odanacatib

was terminated at Phase Il stage [167].
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Even though the pharmacological interventions demonstrate good efficacy in preventing
fractures per se, the adherence and compliance of these interventions remain low due to the
fear of side effects, cost effectiveness and unproven efficacy in specific scenarios [6]. The main
side effect of bisphosphonates is the excess risk of atypical femur fractures and osteonecrosis
of the jaw. The cost per quality adjusted life year (QALY) is generally used to judge the cost
effectiveness. Depending on the choice of pharmacological interventions and its price, the
cost per QALY is different [168]. And it is apparent that individuals at higher risk of fracture
are more cost-effective [169]. However, the long-term efficacy of these medications is not
obvious or unproven due to the lack of trials. For example, an extension study of
bisphosphonates treatment showed that the bone mineral density remained unchanged after

5 years [7].

2.11 Clinical trials

Therefore, there is still an unmet need to develop a new drug with fewer side effects, higher
efficacy for long term disease outcomes and higher cost-effectiveness. Any drug must
undergo a rigorous assessment before commercially distribution due to the risk of potential
toxicity. Today, the widely (and only) accepted and indispensable procedure to evaluate the
safety and efficacy of drugs or any medical products is to test them in vivo (i.e. in the living
organism), first in laboratory and in animal testing (preclinical trials) and then on humans
(clinical trials) [170]. Clinical trials are the most important step in the development pipeline
of a new drug prior to its manufacturing and marketing. Clinical trials are generally separated
into four phases based on the different aims and scales: clinical pharmacology (Phase ),
clinical investigations (Phases Il and Ill), and post-marketing studies (Phase IV) [171]. The brief

descriptions of these four phases are provided below [171]:

Phase I: The aims of Phase | are to evaluate the safety, tolerated dosage, and acute side
effects of the drugs. A small group of healthy volunteers (20-100) are normally recruited,
unless, in some cases of cancer, parts of diseased volunteers are needed. Commonly this

phase will undergo several months and approximately 70% of drugs move to Phase Il.

Phase Il: The aim of Phase Il is to assess the drug’s biological activity, efficacy and feasibility

on the targeted patients, i.e., ‘proof of concept’ and ‘dose-finding’. The number of volunteers
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(100-300) involved in the Phase Il trial is required to be larger than that of Phase | trial. The
volunteers should be the corresponding patients that suffer from the drug’s targeted disease,
such that the side effect and efficacy can be tested properly. Length of studies in Phase Il vary

from several months to two years and only around one third of drugs move to Phase lll.

Phase lll: The aim of Phase lll is to assess the clinical value of the drugs and monitor the long-
term or rare adverse reactions, since Phase lll is the trial prior to the marketing of the drugs,
known as ‘pre-marketing phase’. It can be considered as an updated expansion and
verification of Phase Il with an even larger group of patients (300-3000). The typical duration
of a Phase lll trial is between one to four years and approximately 30% of drugs pass to the

market.

Phase IV: The aim of Phase |V is to assess the performance of the drugs after marketing.

Based on the three pre-market phases discussed above, it is obvious that the development of
new drugs is extremely challenging due to the high expense and time-consumption, especially
for Phase lll. US Food and Drug Administration (FDA) estimate the cost of pivotal trials for
new drugs to be $19 million based on the median value of all tested drugs in 2015-2016 [172].
In addition, there are some concerns associated with the clinical trials including high failure
rate and ethnicity. A ten-year study (2006-2015) on the clinical development success rates
found that the possibility of new drugs passing all safety and efficacy requirements starting
from Phase | through to market approval was lower than 10% [173]. Ethical problem is the
other main concern strongly associated with participants’ safety and rights. Clinical trial
catastrophes may occur where some originally healthy volunteers end up with serious
problems and even lose their lives during the trials. For example, in what was widely
broadcast as the “Elephant Man” trial incident, all six healthy volunteers suffered life-
threatening reactions caused by TGN1412, a drug confirmed as safe and efficacious in
preclinical studies, at Northwick Park Hospital in 2006 [174]. These concerns are driving
researchers to find alternative techniques, including in vitro clinical trials and in silico clinical

trials, to refine, reduce and partially replace clinical trials.
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2.12 In silico clinical trials

Unlike the in vitro clinical trials that collect specimens from patients to test the reaction to
specific drugs or medical treatment, in silico clinical trials are developed by computational
models and simulations to assess devices and drugs [9]. The term ‘in silico clinical trials (ISCT)’
was not introduced until 2011 when VPH institute raised it up to the European Commission
[170]. The previous description, Virtual Physiological Human (VPH), originated from a

publication “seeding the EuroPhysiome: a roadmap to the virtual physiological human” in

2007 [170]. Recently, the US Congress and the European Parliaments agreed to recommend
ISCT as an additional tool for advancing the development of drugs and medical devices [9].
The application of in silico clinical trials is to form virtual cohorts by computational modelling,
which are then used to predict the performance of the drugs or medical devices, such as
safety and efficacy for specific patients [175]. Given the fact that the patient-specific models
are simulated by computer, in silico clinical trials are capable of protecting the volunteer
patients from the unexpected side effects and drug interactions. The potential usage of in

silico clinical trials in different phases of clinical trials are briefly described below [175].

Phase I: ISCT could be used to assist the estimation of effective dose, toxic dose and optimal
dose using the mathematical optimization model. However, due to the complexity of the
biological scenario, a set of differential equations with a ‘cost’ is required to represent

biological variability and reproduce particular circumstances.

Phase II: ISCT is capable of seeking and covering all possible side effects, especially those rare
and adverse effects that are challenging to be observed in conventional clinical trials. This is
achieved by producing virtual patients with characteristics that are intermediate between real
patients. Since a larger group of virtual patients generated by ISCT offers a more
comprehensive risk analysis of the drugs or medical devices, the number and the health risk
of patients involved in clinical trials could be reduced. That is to say the clinical trials could be

refined and partially replaced.

Phase llI: Similar to Phase I, the usage of ISCT in Phase Il is mainly to reduce the number of
patients required for testing. With the increase of enrolled patients, the efficacy of the drugs

or medical devices also could be better estimated. Meanwhile, the expense and time for
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testing are reduced significantly, as execution of the simulation is much quicker than the

testing in clinical trials.

Besides the health protection and clinical trial reduction, ISCT could also provide a more
precise and personalized treatment strategy for different patients. Based on the stated
advantages, researchers are exploring this novel domain and there are several successful
early adoptions. One well-known example is Type | Diabetes Mellitus Padova/UVA simulator
where a group of 300 virtual patients, consisting of children, adolescents and adults, were
developed to approximate the inter-subject variability of the physical population. The virtual
population was employed to test the safety of a closed-loop control algorithm for people with
Type | Diabetes [176]. The simulator was authorised by the FDA as an alternative to preclinical
trials in 2008 and since then it has been adopted as primary test bed for new control

algorithms [175,177].

These adoptions offer an inspiration to use virtual patients in the clinical trials of new
osteoporotic drugs. In conventional clinical trials of drugs to treat osteoporosis, large sample
sizes are required (normally 2000-8000 patients for 3 years in Phase lll trials) and imply
massive costs for pharmaceutical companies [178]. Additionally, in many countries placebo-
controlled trials are considered as unethical for high-risk patients; a case in point is a trial with
hip fracture as the primary endpoint [8]. Given the high association with skeletal fragility and
disease severity, bone strength is instead considered as a surrogate endpoint in such trials [4].
However, true bone strength measurement is a destructive exercise, and therefore aBMD
based on DXA is commonly used as a surrogate of bone strength. This situation could be much
improved if one could run the placebo arm on a large number of virtual patients on whom
bone strength could be estimated more accurately than with DXA-aBMD. As reviewed in
detail in Section 2.9.1, QCT-based finite element models predict bone strength with much
higher accuracy than DXA-aBMD. Indeed, some mechanistic models have leveraged the high
accuracy of the QCT-SSFE method, and combined it with other factors such as fall frequency
and fall severity to predict absolute hip fracture risk [5,179-181]. As mentioned in Section 2.8,
the 10-year absolute risk of hip fracture (ARF10) has long been used to drive clinical
management of osteoporosis [8], although currently it is estimated using non-mechanistic

(i.e., regression) models such as FRAX. Bhattacharya et al defined the current absolute risk of
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hip fracture ARFO in a similar manner, predicted it using a novel multiscale algorithm and
showed that it could classify hip fracture status (AUROC=0.85) even more accurately than

QCT-SSFE based strength (AUROC=0.82) [5].

To extend this pipeline to predict ARF10, a model to predict the age-related changes in
physiology needs to be included. As bone strength is one of the most important predictors of
fracture risk, a minimal version of such a model should account for bone loss over a 10-year
period. Therefore, the main focus of this thesis is to develop a model for bone loss and
investigate the sensitivity of bone strength to bone loss relative to bone shape and size. The
most important challenge in developing this model is that obtaining repeat CT measurements
is not possible due to the high radiation dose (1.3-3.2 mSv for QCT) and expense (£78 for one
area CT scan) involved [4]. However, once such a model can simulate bone loss over a 10-year
period in a cohort of virtual patients, remaining physiological changes (in body weight and
height and in fall frequency) with age can be modelled with relative ease based on

epidemiological data, thus clearing the way for the use of ARF10 modelling pipeline in ISCTs.
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3. Bone loss without mechano-regulation

Chapter 2 reviewed the state-of-the-art in clinical management of osteoporosis. It was found
that clinical decision making is strongly linked to the absolute risk of hip fracture over a 10-
year period (ARF10). ARF10 is also a key endpoint in clinical trials of osteoporosis drugs.
Hence, this thesis is motivated to improve the computational models that will enable a better
prediction of ARF10. Chapter 2 also showed that the state-of-the-art computational models
can accurately classify hip fracture status between fracture and control subjects based on
proximal femur CT images. This is attributed to the accurate prediction of QCT-based FEM on
femur strains (93%) and strength (85%) under fall loading. However, the current
computational models are limited to predicting hip fracture risk at the time of clinical
presentation and the prediction of long-term risk is missing. As strength is the most important
determinant of fracture risk, it is necessary to predict how femur strength changes over time
in a subject. As bone mineral density is a key determinant of femur strength, there is a need

to model the change of bone mineral density over time in osteoporotic patients.

3.1 Introduction

Bone, unlike the first impression, is a living tissue that undergoes permanent remodelling
throughout our lives. Bone remodelling (Figure 3.1) is a process of removing the old bone
followed by generating new bone. Osteoclast and osteoblast are the main cells involved in
this process: osteoclasts take part in the bone resorption, while osteoblasts are responsible
for bone formation. Throughout the growth period, from birth to early adulthood, bone
changes in size, with bone deposition predominating bone resorption. The peak bone mass
(PBM) is achieved normally in the mid-twenties. Even after reaching skeletal maturity, bone
turnover is still active in adulthood, which helps to repair micro-damages, adapt to the
changing patterns of stress and maintain calcium homeostasis [182]. After reaching the peak,
resorption starts to exceed formation, resulting in a physiological decline of bone mass with
age. The decrease becomes much more rapid with the onset of menopause in women in their
later 40s or early 50s. It has been reported that women can lose around 15% of bone mineral

content on average over the first ten years after menopause [183].
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Figure 3.1 Bone remodelling affects the bone size, microarchitecture, and material properties,
which cumulatively influences proximal femur strength. Reproduced with permission from

Hambli et al [134].

After that the rate of bone loss gradually slows down to a steady rate for the rest of life (see
Figure 3.2). The long-term imbalance of bone remodelling can result in the progression to
osteoporosis and fractures. Even though some attempts have been made to monitor
osteoporosis based on biochemical markers of bone remodelling, these techniques currently
have limited clinical utility due to the enormous temporal and interpatient variations
[184,185]. Hence, current methods for assessing involutional bone loss still rely mostly on the
non-invasive assessment of bone mineral density, such as dual-energy X-ray absorptiometry

(DXA) or quantitative computed tomography (QCT).

Several studies based on DXA-aBMD have been conducted to investigate bone loss in the
femur due to aging. Among others, Cvijetic et al (see Figure 3.2) and more recently Paggiosi
et al found a negative linear relationship between age and aBMD [186,187]. Paggiosi et al
reported that the rate of aBMD decline in the femoral neck (~¥27%) over a 55-year period was
the fastest across all regions over the same period: intertrochanteric, 20%,; total hip, 21% and
trochanteric, 24%. Although the loss rates reported by different studies vary somewhat, all of

them indicate that bone loss rate exhibits heterogeneity within femur. However, while DXA
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can be used to assess the BMD of a particular region of interest (ROI) within the femur, it still
provides a relatively crude estimation of the heterogeneity of BMD. Fractures are often
propagated from microcracks at small local weakness points. That DXA-aBMD only explains
60-70% of bone strength [188—190] is partly because it is an inadequate measure of the
underlying local BMD distribution. Moreover, due to the intrinsically two-dimensional nature
of DXA, the discrimination of regions by BMD, such as into trabecular and cortical bone tissue

regions is somewhat limited.
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Figure 3.2 Bone mineral density in dependence of age in the proximal femur of women.
Reproduced with permission from Cvijetic et al [187], copyright of Massachusetts Medical

Society.

In contrast, QCT can overcome this lacuna through advanced 3D acquisition and analysis
techniques that enable the measurement of distances, surfaces, volumes and volumetric
BMD (vBMD) in various ROls. Thereby, more recent studies utilize QCT to assess bone loss in
greater detail. Here too, the heterogeneity of bone loss rate is evident. In general, the
remodelling rate of cortical bone is between 2 to 5% per year, while trabecular bone responds
faster to metabolic changes and thereby remodels faster [191]. More specifically, in females
in the femoral neck region, cortical and trabecular bone densities decline on average by 3.5%
and 8.6% per decade [192]. It was observed that in 100 women over 70 years of age, women

preserved more cortical bone at inferoanterior quadrants of femoral neck and superior
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guadrants were most affected by aging [192]. However, because 80% of the skeleton consists
of cortical bone, the absolute amount of bone loss is similar for both compartments in the
first decade. Both cortical and trabecular bone contribute to femoral strength, whereas the
relationships are complex and still a matter of debate [73]. Some suggest that the
contribution of two tissues was proportionate to their mass, while the others demonstrated
that age-related cortical thinning and growing asymmetry of femoral internal structure

increases hip fracture risk [193-195].

The previous QCT studies analysed relatively large ROIls, such as total hip, femoral neck,
femoral head, intertrochanter and trochanter [196—199] or in certain longitudinal and cross-
sections [192,194,200-203]. This limits their direct application to QCT-SSFE where vBMD
information is needed at the level of a finite-element (Chapter 2: typical edge length ~3mm)
and throughout the proximal femur volume. Such information is currently unavailable.
Furthermore, notwithstanding the advantages of QCT over DXA, the expensive cost,
additional radiation exposure and limited availability of QCT scanners make it challenging to
regularly monitor bone loss status in the general population. In contrast, there exists a huge
amount of data regarding aBMD and some studies have shown that vBMD measured by QCT
is correlated with DXA-aBMD [204-206]. Thus, one might opportunistically use existing
aBMD-based bone loss data in combination with current QCT scans to predict local vBMD

change and further enable the prediction of future bone strength.

There are few in vivo studies establishing correlations between DXA-aBMD and QCT-vBMD. A
study by Amstrup et al [207] tested correlations between DXA-aBMD and cortical vBMD
measured by QCT in 98 postmenopausal women (age: 56-76 years). All women were scanned
by DXA (Hologic Discovery scanner) and QCT (Philips Brilliance multidetector CT scanner) at
their left hip region. Areal BMD was measured at total hip (TH-aBMD) and femoral neck (FN-

aBMD), while trabecular (Tb), cortical (Ct) and integral (In) vBMD were measured at the same

regions. The threshold for separating cortical from trabecular bone was set at 0.350 g-cm™.

The strongest correlation was observed between TH-aBMD and TH-In-vBMD with positive
regression coefficient (B) of 0.355 (aBMD unit: g-cm). Positive and significant correlations
were also found between In- and Th-vBMD and aBMD at TH and FN, whereas Ct-vBMD

correlated negatively and significantly with aBMD at both sections. All set with significant
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correlations indicated that QCT-vBMD is a good indicator of aBMD. The large variation in
regression coefficients showed different response of vBMD in different regions according to
the change of aBMD. The authors also cautioned against using a fixed cortical threshold due

to the potential influence of transitional bone.

In another in vivo study [208], both healthy men and women (aged 40 to 90 years,) were
analysed for FN-aBMD — measured using DXA (GE Lunar Prodigy) — and Tb-vBMD, Ct-vBMD
and total vBMD at the femoral neck — measured using QCT (GE Light Speed) of the proximal
femur. Trabecular and cortical bone were automatically segmented by a software program.
Srinivasan et al reported that for women, Tb-vBMD and Ct-vBMD increased by 0.243 and
0.315 g-cm3, respectively, per 1 g-cm™ increase in aBMD. However, the correlation between
Ct-vBMD and FN-aBMD was found to be relatively low (r?=0.38) and Ct-vBMD was found to
be relatively independent with age (p=0.204, non-zero linear regression coefficient), both
results suggesting that cortical bone was not subject to aging. Unfortunately, the confidence
in these conclusions is somewhat limited by resolution of QCT scans in that study (slice
thickness 2.5 mm, in-plane voxel size 0.74 mm) at which thin laminar structures, e.g., femoral
neck cortex cannot be accurately captured [209]. Srinivasan et al also mentioned that bone
loss for elderly women was faster than elderly men [208]. In summary, despite the fact that
some studies investigated the relationship between DXA-aBMD and vBMD, the dependence
of the spatial distribution of vBMD loss rates in the proximal femur with respect to loss of
aBMD remains poorly understood. This lacuna needs to be met in order to develop a spatio-
temporal atlas of vBMD change in the proximal femur; such an atlas is necessary to predict

future bone strength and long-term hip fracture risk.

A recent study by Farzi et al constructed a two-dimensional version of such an atlas [210];
with pixel-level median aBMD values in dependence of age and BMI. The atlas was obtained
using an automatic pipeline to model spatio-temporal pixel-wise DXA-aBMD change in the
proximal femur. Farzi et al segmented proximal femurs from the DXA scans of 13,338
Caucasian women (aged 20-97 years) and resampled all scans to an isotropic spatial
resolution of 0.5x0.5 mm?. The scans were registered with anatomic landmarks to map them
to a template femur. Pixel-level temporal BMD evolution was modelled using quantile

regression. The results showed that bone loss was heterogeneous, but in general bone mass
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was most preserved at superior trochanteric region, inferior femoral neck and trochanteric
region until 70s. The atlas showed an overall decline in aBMD with aging and low BMI,
respectively. It also presented site-specific and spatially complex loss patterns across the
proximal femur. With increased age, especially after 60 years, cortical thinning and obvious
loss in trochanteric region had been observed. A decline of BMD was observed in Ward'’s
triangle and diaphyseal regions in subjects with low BMI. Note that the atlas is developed
from cross-sectional data which has been validated to have no significant differences of BMD
change from the actual measurements reported by a longitudinal study. Farzi et al offered a
very promising method to present complex spatio-temporal BMD changes with aging based
on a large-scale dataset, but there are few limitations. Although the multi-centric study design
allowed the analysis of large datasets, different imaging instruments used at these centres
induced uncertainties in aBMD measurement, that could not be entirely removed even after
applying cross-calibration. With regards to application to QCT-SSFE, the predicted atlas is
obviously limited by the two-dimensional nature of DXA. Most importantly, the application of
this method for forward prediction of bone loss requires a subject’s femur to be mapped to

the particular template femur used in the study and its specific pixel-level discretisation.

As bone has a complex three-dimensional geometry, the conventional procedure for
producing QCT based SSFE models involves segmentation of CT images and meshing the
segmented bone volume [130]. It is challenging to use such a conventional procedure to
explore the variability of material property distribution in the population due to the variability
of meshes between individuals. One solution, similar to the approach of Farzi et al, is offered
by a previous study [130]. Here, subject-specific femur geometries are aligned to a template
femur geometry by using a set of landmarks and then the mesh of the template femur is
deformed to match the subject-specific geometry. This mesh morphing algorithm was
reported to produce good quality tetrahedral meshes (mean aspect ratio of 1.91) and the
average deviations were found adequately below the CT resolution. Although this allows for
the first time an analysis of the dependence of loss of vBMD on loss of aBMD in an
anatomically congruent manner, the forward prediction of vBMD loss still requires a mesh-
invariant model. Thus, the aim of this chapter is to develop such mesh-invariant algorithms
that can determine the rates of change of local QCT-vBMD with respect to the change of DXA-

aBMD and employ such algorithms to predict the loss of vBMD in the region of interest and
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finally produce a spatio-temporal atlas of local (elemental) vBMD change over a certain
period. This will include the analysis of the sensitivity of algorithm coefficients to parameters

used in the coefficient identification (optimisation) process.

3.2 Materials and Methods

3.2.1 Clinical cohort

A retrospective cohort consisting of ninety-six Caucasian postmenopausal women (aged from
55 to 91 years) were recruited from the Sheffield region (henceforth referred to as the
“Sheffield cohort”). Forty-seven of them had been diagnosed with low energy trauma
fractures in the proximal femur. Details of Sheffield cohort have been reported previously in
Yang et al [203] and are summarised in Table 1 for reference. The Sheffield Local Research
Ethics Committee approved this study and all subjects involved had given written informed

consent.

Table 3.1 Descriptive statistics of Sheffield cohort. For age, BMI and aBMD, the information

in each cell corresponds to the range, mean and standard deviation (in parentheses).

All Fractured Non-fractured
N 96 47 49
Age (years) 55-91, 75(9) 55-89,75(9) 56-91,75(9)
BMI (kg/m2) 14-36, 25(5) 14-36,25(5) 19-35,26(4)

aBMD (g-cm) 0.36-0.96,0.62(0.11)  0.36-0.73,0.57(0.10)  0.49-0.96,0.67(0.10)

Details of the imaging protocol and finite-element (FE) mesh generation process are reported
in Grassi et al and Qasim et al [130,131] and are summarised below for reference. Each subject
received bilateral DXA (Hologic Discovery scanner, Hologic Inc, Bedford, MA, USA) and QCT
(LightSpeed 64 VCT, GE Medical Systems, Milwaukee, WI, USA) scans of their proximal femur.
None of the subjects had conditions that would affect the assessment of DXA or QCT of hip.
The scanned region started from 3.5 cm below the lesser trochanter and extended just above
femoral head. The spatial resolution was set to 0.625 mm for slice thickness and 0.74 mm for
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in-plane voxel size. CT image data were segmented and then discretised into FE tetrahedral
meshes possessing an average edge-length of 3 mm. The subject-specific meshes were
obtained by morphing a template mesh to each subject’s femur geometry. The morphing
method was based on the anatomical landmarks of the subject’s femur. The morphing
procedure resulted in each subject’s mesh comprising an identical number (M = 295589) of
tetrahedral elements and any particular element (identifiable by its index) being located in a
similar anatomical location across all subjects (N = 96). Hounsfield units of the CT image
were converted to bone mineral density (vBMD) values (units mg-cm3) based on calibration
curves obtained with respect to an offline European Spine Phantom. The vBMD values were

mapped elementwise to the FE mesh using BoneMat v3.0 [149].

3.2.2 Bone loss algorithm

Consider that for a subject, the DXA-aBMD measured at the femoral neck (FN-aBMD) is
changed by an amount of Aa over some time duration. At the same time, consider that vBMD
at location x (denoted as v(x)) within the proximal femur has changed by Av. Note that,
typically in elderly subjects — who are of interest to the present study — the passage of time
leads to loss of bone (Aa is negative). Hence, we use the term “loss” interchangeably with

“change”, although one may apply the algorithms below without regard to the sign of Aa.

It is assumed that change in FN-aBMD can predict the change in local vBMD over a given time
period. The rationale for this assumption is obvious: the two quantities ultimately measure

the same physical entity, i.e. change in the amount of bone mineral in a given volume of bone.

It is also assumed that a non-negligible part of the relationship between change in FN-aBMD
and change in local vBMD is not subject-specific. The rationale for this assumption is that
factors such as bone regions of interest, projections applied to the bone region, nature of the
energy sources used in imaging, which lead to different definitions of aBMD and vBMD, are
standardised and not subject-specific. The influence of subject-specific bone shape is further

suppressed through the use of morphed meshes (as detailed in the previous section).

Two hypotheses are tested to extract this non-subject-specific dependence of Av on Aaq, i.e.

the form of the “rate” quantity dv/da:
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1) Homogenous bone loss: the rate is uniform throughout the proximal femur.

2) Density-specific bone loss: the rate at any location within the proximal femur volume is

determined by the vBMD in that location.

Thus, for the homogenous algorithm, we simply define:

dv(x,a)
— T m

E tion 3.1
ia (Equation 3.1)

where v(x,a) is the vBMD at location x in a subject with aBMD a, and the constant m
denotes the homogeneous (i.e., independent of x) change in vBMD per unit change in aBMD.

Note that the rate of change (m) is assumed to be independent of a.

The formulation of the density-specific algorithm requires further consideration. Past studies
consistently reported faster remodelling rates of trabecular bone compared to cortical bone,
and this is widely understood to be due to the higher surface-to-volume ratio of the former
[191]. This simply follows the fact that bone remodelling is carried out by the action of
osteoclasts and osteoblasts, which occurs on the surface of bone tissue. As the schematic in
Figure 3.3 shows, the surface-to-volume ratio has a non-monotonic relationship with vBMD.
In the low-density region, where the amount of bone tissue is low, the amount of available
surface is also low, and the change of the amount of bone is small as well. The medium-
density region has the largest surface-to-area ratio, and as a result the BMD changing rate is
expected to be the highest. Whilst in the high-density region, the bone is much compacted,
and again there is lesser surface available for remodelling. Thus, the rate of change given by

the density-specific algorithm can be formulated as trilinear function:

O O S U(x, a) < TLM
=<my Tim < v(xa) < Tyy (Equation 3.2)
my  Ttuy < v(x,a)

dv(x,a)
da

Here, the constants 7y and Tyy are vBMD thresholds such that 0 < v(x,a) < 11y
identifies locations within the proximal femur with low vBMD, 1.y < v(x,a) < Tyy

identifies locations with medium vBMD and tyy < v(x, a) identifies locations with high
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vBMD. It is assumed that the change rate in low vBMD locations is zero. This is motivated by
FE modelling requirements where the elasticity (derived from vBMD) of an element must be
strictly positive. The constants my; and my denote change in vBMD per unit aBMD in medium
and high vBMD locations respectively and are otherwise independent of location x. Note that
similar to the homogenous algorithm, the rates of change (my and my) here are also

assumed as independent of a.

It is also worth mentioning that although the above formulation allows distinct values of my,
and my, no relative order of magnitude is imposed or assumed. In particular, no
correspondence between low-, medium- or high-density regions and marrow and trabecular
and cortical bone tissues are imposed or assumed. Thus, even if one fully accepts all the
limitations of distinguishing tissue types from the QCT images using fixed thresholds

[66,72,207,209,211,212], it has no bearing on the algorithm formulated above.

Low-density Medium-density High-density

T=T,

Figure 3.3 Schematic diagram of bone at location x (v(x)) (shown in blue) and relative
change after a period of time (t) (shown in yellow) in low- (left), medium- (middle) and high-

density (right) region.
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3.2.3 Coefficient identification

The values of the coefficients present in the bone loss algorithms (Equations 3.1 and 3.2) are

determined such that these best fit the data of the cohort detailed in section 3.2.1.

The following process is used to identify the single coefficient m of the homogeneous

algorithm (Equation 3.1). A subject- and element-specific error variable is defined as follows:
s s 1S s .
es = (vs—v'o)V (Equation 3.3)

where the superscript s (= 1...N) denotes the subject-index. The subscript e (=1...M)
denotes the element-index and may be considered as a surrogate for unique anatomical
locations (x) within the template mesh. The subject- and element-specific volume V.°
accounts for the variation in element volumes in the data set. The variable v; is the vBMD

determined from the CT images and the predicted vBMD is given by:
v'e = (V)5 + m(a® — (af),) (Equation 3.4)

where the operator (---)q denotes an average taken over the range of the index gq. This
definition utilises the fact that the line of best fit always passes through the centre of the data,
which in the present case is given by ({(a.)s, (V5 )s). This eliminates the need for determining
the intercept of the best fit line separately for each element e. The contribution to the total

error vector from element e is:

lleglls
E,=——7—"— (Equation 3.5)
VSl
Here, the operator ||+ || and ||+ ||, denote the root-mean-square (r.m.s.) taken over the

range of the index s and e respectively. Thus, ||€5||; is computed over N subjects and
IINVEslle is computed over all M X N volumes of the data set. The total error vector E
contains M entries and is minimised in the least-squares sense to obtain the best-fit value of
m. For this purpose, an unconstrained non-linear optimization procedure is performed. The
trust-region-reflective algorithm is applied as the nonlinear system of equations is not under-

determined, i.e., the dimension of E (here, M) is higher than that of the parameter-set (here,
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1). The iterative parameter search is terminated if m or E change by less than 107® between
successive iterations. The routine Isgnonlin available in MATLAB version R2019a (The

MathWorks Inc., Natick, MA, USA) is used to perform the calculations.

Element Loop
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Figure 3.4 The schematic flow chart of determining the objective function (the total error

vector E) for the routine Isqnonlin.

For the density-specific algorithm, the four parameters my;, my, T M, Tmy as described above
in Equation 3.2 need to be identified and optimized and the same approach as above is
applied. The schematic flow chart of determining the objective function (the total error vector

E) for the routine Isqgnonlin is shown as Figure 3.4.

Given specific values of Ty and Tyy, it is possible that across the N subjects, a specific
element has a mix of low, medium and high vBMD values. This leads to an ambiguity in
evaluating Equation 3.4. Thus, a threshold of “dominance” 0.5 < n < 1is defined, which is
held fixed for the entire parameter identification process. The element e is identified to be
dominant either of low-, medium- or high-density type, if one of the inequalities listed in

Equation 3.2 is satisfied for at least nN subjects. Note that due to 1 being bounded below by
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0.5, an element can only be identified to be dominant of at most one type, although it is

possible that it is not identified dominantly with any type at all (see examples in Figure 3.5).
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Figure 3.5 Examples of element identified with dominant type (left) or non-dominant type
(right). Red, green and blue dots denote v; identified as in the low-, medium- and high-
density region in a certain element i across all subjects. (Left) the number of green dots is
larger than 1N, then this element is identified dominantly with medium type. (Right) neither
of the number of red or green dots is larger than nN, then this element is identified

dominantly with no tissue type, i.e., has non-dominant type.

Thus, the M elements can be partitioned into four groups containing elements identified to
be dominate of low-density (M, in number), medium-density (M, in number) and high-
density (M, in number) type and those elements that cannot not be identified dominantly
with any type at all (M = M — (M, + My, + M,)) in number). Let the index a; (i = 1... M)

denote any element in the low-density type group. Thus, there exist n, (= nN) subjects,

Sa:
indexed s, , (p =1..14 ), such that Vsg , the condition 7y < va?“p < tmy holds.

Equations 3.3-3.5 are rewritten as:

Sapp _ (. Saip rSapp) 1 5app ;
€q; = (vai — v )V (Equation 3.6)
VP = (7Y oy (@t — (aP@ir) (Equation 3.7)
a; ai Sap M Sayp q :
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a;

|
E il

= (Equation 3.8)
@ = VeI, 1

where the all-element e (= 1 ... M) and all-subject s (= 1 ... N) indices are defined as before.

Note that the averaging (:-- )Sa-p and rm.s. ||+ ”ssa ) operations are performed considering
|14 It

only the n,; subjects for whom the dominance condition holds. Equations 3.3-3.5 are similarly
rewritten for medium- and high-density type elements. For elements not identified

dominantly with any type, the contribution to the total error vector is determined as:

I,

VSYkrT
Yk

(Equation 3.9)

| %

Bj

N

A

S r
Ve y e

where indices 8; (j = 1 ... M')and y, (k =1...(M — M")) denote, respectively, elements not
identified dominantly with any type and elements identified dominantly of one density type.
The index s, , (r=1 ...nyk) denotes the subjects for which the dominance condition holds
for element y,. In effect, Equation 3.9 rescales the r.m.s. error contributions from elements
identified dominantly of one type in order to account for variation in element volumes.
Defining an error contribution for the elements that are not identified dominantly to be of any
type ensures that the dimension of the objective function (the total error vector E) is fixed
during the parameter search process, irrespective of the values taken by the parameters 71y
and tyy. The routine Isgnonlin is used to identify the four parameters with the same settings

as noted above.

3.2.4 A spatio-temporal atlas of local vBMD change

Past observational studies show that over a 6-year period of ageing, aBMD is reduced by
approximately 5% [185,211]. Based on this finding, the change of aBMD over 6 years (Aa’) of
a subject can be estimated as 0.05a. Combined with density-specific algorithm and current
QCT image, the change of vBMD over 6 years (Av'(e,a)) at any location (here refers to

element in template mesh) in the proximal femur can be predicted as:
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0 0 <v(ea)<Ttim
dv'(e,a) =<my - 0.05a 71 <v(e,a) < Tyy (Equation 3.10)
my - 0.05a Ty < v(e a)

Where dv' (e,a) is the element-wise vBMD reduction over 6 years and e (=1..M)
denotes the element-index. Note that vBMD at the current time (v(e,a)) is only used in

identifying elemental tissue type.

3.3 Results

This section presents results from sensitivity analyses of both homogenous and density-
specific algorithm upon finite difference step sizes (SS), the initial guesses and dominance
threshold parameter (density-specific algorithm only). All computational processes were
conducted by ShARC, the University of Sheffield’s central High-Performance Computing (HPC)

cluster.

3.3.1 Homogenous algorithm

Seven finite difference step sizes (default, 1E-4, 1E-3, 1E-2, 5E-2, 1E-1, 5E-1) and four initial
guesses ( my, my+0.05, my+0.1) were tested in the analysis. The default of SS in the routine
Isgnonlin with central finite differences type is the cube root of Floating-point relative
accuracy (here, 6.055e-6). The initial guess m = m,, is taken as the slope of a linear regression
between aBMD and subject-specific median vBMD values, which is found to be 0.333 cm™.

The average computational time for one typical simulation was around 2 minutes.

The rate of change in vBMD with respect to aBMD is found to be m = 0.363 cm™ and the
sensitivity analysis of homogenous algorithm shows that m is not related to SS (except for SS=

5E-1) and the initial guesses (see Figure 3.6).

The r.m.s. of non-volume-weighted error E (= ” ||ves - v’ﬁ”S” ) is found to be 0.137 g-cm™
e

and quantifies the error in predicting vBMD due to its assumed linear relationship with FN-
aBMD. Considering that the r.m.s. vBMD across all elements and subjects is 0.397 g-cm3, the

linear relationship is associated with an error of 34.5% on average.
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Figure 3.6 Sensitivity analysis of changing rate m for the homogenous algorithm to different

step sizes and initial guesses used in parameter identification process.

3.3.2 Density-specific algorithm

Six finite difference step sizes (1E-4, 1E-3, 1E-2, 5E-2, 1E-1, 5E-1) and ten dominance threshold
parameters were initially applied in the routine Isqnonlin. n was selected in the range of 0.5
to 0.8 with an increment of 0.3. The lower bound was set as 0.5 to assure at most only one
density type could be identified as dominant tissue label for a certain element. The upper
bound was limited as 0.8 to assure enough elements were included in the optimization
process (for example, nearly 60% of elements would be discarded, when 7 equals 0.9). Two
sets of initial guesses (m+0.1, m+0.1, 7y ;0+0.1, Tpyo10.1) were applied, which m was the
best fit value obtained from the homogeneous algorithm and 7o and Ty Were set to 0.1
and 0.8, based on two noticeable dips around these values in the combined histogram of the
vBMD data of all subjects (Figure 3.7). In total, 120 simulations for the preliminary study were
conducted. The average computational time for one typical simulation was around 31

minutes.
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Figure 3.7 Histogram of vBMD data of all elements of all subjects.

The preliminary results show that initial guesses have less influence on parameters of density-
specific algorithm, compared to 17 and SS (see Figure 3.8 and Figure 3.9). The variation of my
upon 77 and SS is smaller with the first set of initial guesses (m-0.1, m-0.1, Ty u0-0.1, TMHo-
0.1), while my is less sensitive to 7 and SS with the second set of initial guesses (m+0.1,
m+0.1, T pme+0.1, Tmpue+0.1). Two thresholds, on the contrast, are more stable to both sets

of initial values.

Unlike the homogenous algorithm, it is challenging to find a clear zone that four parameters
are insensitive to both 17 and SS. Yet, the variation is smaller when 7 is between 0.60 to 0.80
and SS is between 1E-2 to 1E-1, which suggests a refined sensitivity study among this area is

needed.
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Figure 3.8 Boxplots of the rate of change in medium- and high-density region (my and my)
for density-specific algorithm. Panel (a), (c), (e) and (g) are the plots over dominance
parameter (1) and step sizes (SS) based on the initial guess (m-0.1, m-0.1, T10-0.1, Tyuo-
0.1), respectively, while panel (b), (d), (f) and (h) show the results based on another set of

initial guesses (m+0.1, m+0.1, Ty p+0.1, Type+0.1).
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Figure 3.9 Boxplots of two thresholds (t;y and Tyy) for density-specific algorithm. Panel (a),
(c), (e) and (g) are the plots over dominance threshold parameter () and step sizes (SS) based
on the initial guess (m-0.1, m-0.1, Ty p0-0.1, TmMpo-0.1), respectively, while panel (b), (d), (f)
(h) ( m +0.1,
m+0.1, Ty mo+0.1, TMHo+0.1). Note that the value of Ty when SS was set as 1E-1 is out of the

and show the results based on another set of initial guess

range in Panel (g). The median of Ty is 0.437 g-cm™ with minimum and maximum value of
0.418 g-cm™ and 0.462 g-cm’3, respectively.
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Hence, based on preliminary finding, twenty sets of refining SS (from 1E-4, 1E-3, 2E-3, ...,9E-
3, 1E-2, 2E-2, ..., 9E-2, 1E-1 and 5E-1) were tested. The range of n was between 0.60 to 0.80
with the increment refined to 0.02, the smallest increment we could apply to have meaningful
difference in subject number after rounding. Considered the relatively long computational
time and different sensitivity of my; and my to the two sets of initial values, in the refined
sensitivity study the initial guesses of slopes were set as the best fit value in homogenous
algorithm (i.e., my;o =0.363 cm?, my, =0.363 cm™), while thresholds were set as the same
as before (i.e., Typmo= 0.1 g-cm™ and Ty = 0.8 g:cm™3). In total, 220 simulations were

conducted in this refined study.
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Figure 3.10 Contour of changing rate index for density-specific algorithm. The index is defined
as the sum of normalized gradient of my;, my, T,m and tyy by its maximum value. The
minimum value, marked with red dot, is located at step size of 0.06 and dominance threshold
parameter of 0.64. The best-fit values are found to be my; = 0.233 cm™, my =0.189 cm™, Ty
=0.253 g-cm?3, Ty = 0.673 g-cm3, producing 17.2% r.m.s. error with respect to r.m.s. vBMD

of all subjects and all elements.
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Anindex (Vq) defined as sum of normalized gradient of my;, my, T and Ty by its maximum
value is used to determine the changing rate of four parameters. The contour of V; shows that
no clear insensitivity zone has been identified for density-specific algorithm (Figure 3.10).
However, there exist a region which has a relatively low gradient (SS between 5E-2 to 7E-2,
between 0.62 to 0.64). The r.m.s. error is found to have no significant difference (see details
in Table 3.2). The minimum V| is located at SS 6E-2 with 1 0.64, where best-fit values are found

to be my; =0.234 cm?, my =0.189 cm?, 7 = 0.253 g:cm3, Ty = 0.673 g-cm™3. The r.m.s. of

non-volume-weighted error E (E = ||||ves — v’Z”S” ) based on best-fit values is of 0.068
e

g-cm=(17.2% with respect to r.m.s. vBMD of all subjects and elements), while 28.4% elements

are discarded in the optimization.

Table 3.2 Parameters of density-specific algorithm obtained by different optimization settings
identified in less sensitivity zone, corresponding ratio of discarded element (in percentage)
and the percentage of the r.m.s. of predicted error. Noted that settings are named in the form
of Vall_SS_ 7, which SS and n denotes step size and dominance threshold parameter. Best fit

values selected in this study are marked in red.

Setting my my TLM TMH %Discard  %RMS
Vall_0.62_5E-2 0.241 0.162 0.255 0.675 26.7 17.7
Vall_0.64_5E-2 0.245 0.153 0.257 0.679 28.1 17.4
Vall_0.66_5E-2 0.246 0.152 0.259 0.681 29.6 17.0
Vall_0.62_6E-2 0.235 0.187 0.255 0.678 26.6 17.7
Vall_0.64_6E-2 0.234 0.189 0.253 0.673 28.4 17.2
Vall_0.66_6E-2 0.235 0.188 0.254 0.678 29.9 17.0
Vall_0.62_7E-2 0.230 0.197 0.255 0.673 26.7 17.7
Vall_0.64_7E-2 0.242 0.181 0.260 0.686 27.9 17.4
Vall_0.66_7E-2 0.237 0.185 0.260 0.678 30.0 17.0
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Based on the two vBMD thresholds (7 = 0.253 g-cm™ and Ty = 0.673 g:cm3) and the

dominance parameter threshold (n = 0.64), the proportion of elements (by number) identified
as dominant with low-, medium and high-density to all elements (295589) are 61.1%, 11.0%
and 7.5%, respectively. The remaining elements (20.4%) could not be identified to a dominant

density type.

Figure 3.11 (a) The distribution of density types across all subjects in the optimization process.

(b) The distribution of density types in a representative subject (Patient038).

The spatial distribution of each density type in the Sheffield cohort as identified by the
optimization process is shown in Figure 3.11 (a). The spatial distributions show strong
clustering of similar density regions, as expected, and a strong association between specific
density regions and anatomical features known to be mechanically relevant. Specifically, high-
density regions are typically located in the cortex of the femur shaft and the inferior cortical
surface of the femur neck. The medium density regions are located typically at the cortex of
the greater trochanter, the superior cortical surface of the femur neck, the proximal surface

of the femur head and the principal compressive group of trabeculae. Interestingly, regions
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with non-dominant density type can be sandwiched between any pair of regions, and in
particular, between low- and high-density regions (such as close to the endosteal surface of
the femur shaft). Note that maximum difference in vBMDs between any two subjects in an
element with a non-dominant density type is not necessarily larger than it is in an element
possessing a dominant density type. When determining the bone loss for a specific subject,
the fact that an element might not be associated with a dominant density type is ignored. In
other words, each element is identified with a density-type, which is based on the two

thresholds; an example is shown in Figure 3.11 (b).

3.3.3 A spatio-temporal atlas of local vBMD change

As an illustration of the application of the density-specific algorithm, a reduction in aBMD
over 6 year-period is simulated by predicting local reductions in vBMD through the 3D femur
geometry in a specific subject. The vBMD reductions are visualised at various frontal planes

(Figure 3.12).
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Figure 3.12 A series of frontal planes (perpendicular to z axis) spaced at 5 cm intervals

presenting the vBMD loss based on 5% aBMD loss in Patient038.
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Similar maps of element-wise reductions in vBMD are computed for all physical subjects of
the Sheffield cohort corresponding to 5% aBMD loss over 6 years. The element-wise averages

over all subjects are then computed.

Results are shown as absolute vBMD reduction (dvBMD, Figure 3.13 (a)) and vBMD reduction
normalised to original vBMD (dvBMD%, Figure 3.13 (b)). In general, less bone preserved
around bone surface, especially in both inferior and superior surface of femoral neck, greater
trochanteric region and femoral shaft. The distribution follows that of density types (Figure

3.11 (a)) and highlights the heterogenous nature of bone loss.

dvemp (g-cm™)

Figure 3.13 The distribution of mean local vBMD reduction over the proximal femur volume

of Sheffield cohort following 5% reduction in aBMD: a) absolute and b) normalized reduction.
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3.4. Discussion and conclusions

In this study, based on a retrospective study of 96 postmenopausal women in Sheffield, two
bone loss algorithms are determined that formulate how local vBMD within the femur volume

changes with respect to unit change in aBMD.

3.4.1 Homogenous algorithm

The present findings show that when assuming the bone is uniformly lost across proximal
femur, the change of vBMD with respect to the change of aBBMD is 0.363 cm™ (error of 34.5%).
This is in accordance with previous studies such as Amstrup et al [207] who conducted a linear
regression between FN-aBMD and TH-In-vBMD. Amstrup et al found the slope of the
regression relation to be 0.344 cm™ (r?=0.65), which is slightly lower than the slope
determined in the present study. This difference may be attributed to various factors, such as
differences in bone geometry between the cohorts considered in the present study and in
Amstrup et al, technical differences in imaging and post-processing pipelines between the
two studies, and uncertainty in the regression relationships. With respect to the last factor,
note that the change of aBMDs in both studies could explain at most 65% of the change in

vBMDs.

Below it is analysed whether using the approach of Amstrup et al [207] could lead to better
prediction accuracy of elemental vBMD. Accepting small methodological differences with that
study, TH-In-vBMD in the Sheffield cohort is estimated as follows. The total bone mineral
content (BMC) is obtained as the weighted sum of elementwise vBMD and elemental
volumes. Then the TH-In-vBMD for each subject is calculated by dividing the total BMC by the
total volume (i.e., the sum of all elemental volumes). The regression coefficient between
aBMD and average vBMD across all subjects in the Sheffield cohort was 0.383 cm™ (r?=0.58).
The normalised non-volume-weighted error in predicting elemental vBMD based on this
linear regression is 74.8% (r.m.s. of E=0.297 g-cm3). This prediction error is nearly twice that
of the homogeneous algorithm (34.5%, as mentioned above), which suggests that a linear
regression relationship between TH-In-vBMD and aBMD is not suitable for predicting local

vBMD change.
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Furthermore, Srinivasan et al reported a similar coefficient between FN-total-vBMD and FN-
aBMD (0.349 cm™?) in a multiple linear regression including age and male sex upon 49 to 75
years old women and men [208]. Srinivasan et al also mentioned that bone loss for elderly
men was slower than elderly women (with matched FN-aBMD men are around 6 years older
than women). Based on this fact, our homogenous algorithm might be able to apply on

predicting bone loss in men up to an (as yet undetermined) correction factor.

Poole et al reported differences in FN-total-vBMD and FN-aBMD in women over a 60-year
difference in age (25-85 years) [192]. A change rate of 0.514 cm™ is estimated from their study
by direct division, although it is not possible to assess the uncertainty of this estimate in a
straightforward manner. The somewhat large difference in change rate between the present
results and those from the study of Poole et al is likely due to the difference in local vBMD
measurement methods and in the age of the recruited cohorts. However, due the differences
in analysis methods and lack of detailed data, any further comparison between the studies

mentioned above and our results is likely to be inconclusive.

The rate of change in vBMD with respect to aBMD in homogenous algorithm is found to be
insensitive to optimization settings. The average error in predicting vBMD based on the aBMD
is 34.5%. The rather large error is clearly a limitation of the assumption that bone loss is
uniform across proximal femur, which is known to be higher in trabecular bone relative to
cortical bone. This large error can possibly be explained by the fact that nearly 85% of the
elements (by both number and volume) across the cohort possessed vBMD below the level
of the best-fit T value. Thus, it is expected that the best fit change of vBMD with respect to
the change of aBMD as found by the homogeneous algorithm is dominated by changes in
vBMD in regions of low density (as defined by the density-specific algorithm). Applying this
fixed value to regions of medium and high density will expectedly lead to a large r.m.s. error.
This suggests that the homogenous algorithm should be used with caution in FE applications

to predict future bone strength.

3.4.2 Density-specific algorithm

The best-fit parameter values found for density-specific algorithm are my; = 0.234 cm™, my

=0.189 cm?, 7 =0.253 g-cm3, Ty = 0.673 g-cm3, with the r.m.s. error of 17.2%, when step
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size equals 6E-2 and dominance parameter threshold 1 equals 0.64. Compared to
homogenous algorithm, because of three density types been taken into consideration, the
r.m.s. error is largely reduced in density-specific algorithm, which provides more confidence
in quantifying local bone loss. The parameters of density-specific algorithm and corresponding

low-, medium- and high-density region distribution will be discussed separately below.

In the author’s limited knowledge, the present study is the only one investigating the
relationship between DXA-aBMD and local elemental QCT-vBMD. Most previous studies
considered vBMD of trabecular or cortical bone regions, where the definition of these regions
was based on QCT values. The slopes (change rates) found in the present study corresponding
to the different tissue types appear on first glance to be significantly different compared to
results in literature [207,208]. However, careful examination reveals that these differences

are either expected or are not meaningful to be considered as such.

Here we compare the results from the present study with those of Amstrup et al [207].
Amstrup et al reported the slope in total hip trabecular and cortical region to be 0.131 cm™
and -0.417 cm™* when trabecular/cortical threshold is set as 0.350 g-cm3. This fixed threshold
lies in between the thresholds of low/medium and medium/high density regions of the
present study. In other words, (i) the low-density region in our study contains only regions
identified as trabecular bone in the study of Amstrup et al; (ii) the medium-density region in
the present study comprises regions identified as trabecular and cortical bone (but more likely
the transitional bone sub-regions of the latter) in the study of Amstrup et al; and (iii) the high-
density region in our study contains only regions identified as cortical bone (more likely the
so-called real cortical bone) in the study of Amstrup et al. Therefore, the finding that the slope
of trabecular region (0.131 cm™?) found by Amstrup et al lies between the slopes of the low-
density (zero) and medium-density regions (0.234 cm™) in our study appears sensible.
However, caution must be exercised in drawing strong comparisons between the two studies
due to substantial methodological differences. Indeed, such differences strongly influence the
finding of positive slopes for both medium- and high-density regions in the present study;
which is in stark contrast with the finding of inverse correlation (negative slope) for cortical
bone in Amstrup et al. There, the authors attributed the negative slope to an interaction

between the volume of the region demarcated as cortical bone, the distribution of bone
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mineral density within this region and aBMD. In particular, they found that changing the
threshold used to distinguish cortical bone led to differences in relative volume fractions
occupied by lower density transition bone and high density (truly) cortical bone within the
region labelled as cortical bone. These relative differences were further influenced by
differences in aBMD between subjects. In the present study, such sources of interaction are
suppressed by considering: a) only element-wise changes, which suppresses variations in
volume of regions compared; and b) only elements with dominant density types, which

suppresses variation in range of density between regions compared.

Srinivasan et al [208] used a software program to automatically identify cortical, subcortical
and trabecular regions of interest (ROI) within the femur neck. The software program is based
on relative grey levels in CT images (i.e., variable vBMD thresholds for each patient). This is
different from the present study where fixed vBMD thresholds are used to distinguish
different regions across all subjects. Furthermore, while Srinivasan et al analyse ROls, the
present study considers element-wise volumes. For these reasons, the results of the two
studies are not directly comparable. Hence, with some caution it is noted that the rates of
increase in vBMD of trabecular and cortical bone ROIs in the femoral neck per unit increase
in FN-aBMD (0.243 cm™ and 0.315 cm™ respectively) reported by Srinivasan et al are of the
same order of magnitude of those found in the present study. Unfortunately, the average
vBMD values in the various ROIs were not reported in Srinivasan et al. Hence, it is not possible
to compare the correspondence between vBMDs in these ROIs and those in the low-,

medium- and high-density regions identified in the present study.

Paggiosi et al reported age-specific variation of aBMD for women aged between 55 to 79 years
based in Sheffield [186]. It was reported that aBMD in femoral neck (FN-aBMD), trochanter
(T-aBMD), intertrochanter (IT-aBMD) and total hip (TH-aBMD) regions for women in 75-79

years-band on average reduced by 0.113 g-cm™, 0.112 g:cm™?, 0.162 g-cm2and 0.113 g-cm™

respectively, when compared to women in 55-59 years-band. The regions corresponding to
FN, T and IT are mapped to specific finite-element sets (visually) of a typical femur taken from
the Sheffield cohort (Figure 3.14). The average vBMD losses in the Sheffield cohort over such
volumes are estimated based on the loss of FN-aBMD reported by Paggiosi. As the age range

of the Sheffield cohort spans over 55 to 91 years, to estimate the vBMD loss between the
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same age range of Paggiosi’s cohort, the mean FN-aBMD of 55-59 years-band (0.944 g-cm?)

and 75-79 years-band (0.805 g:cm) reported by Paggiosi et al were assigned to all subjects

in the Sheffield cohort separately. For each subject, the elemental vBMD distributions
corresponding to mean FN-aBMD of two age-bands are determined by density-specific
algorithm and the average vBMD in a particular volume (i.e., FN, T, IT and TH) is calculated by
dividing the sum of elemental vBMD multiplied by elemental volume over whole volume of
that region. Finally, average of each regional vBMD loss over all subjects is obtained. Identical
to the trend in Paggiosi study, the largest vBMD loss is found in the IT, followed by FN, TH and
Tin order. This implies that the rate of change in vBMD with respect to aBMD in these regions

of interest is positive, which in agreement with the results of the present study.
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Figure 3.14 The change of BMD in the volume of interest (VOI) predicted based on Paggiosi

study. (a-c) denote the VOI visually extracted from 3D geometry (marked in bright pink): the
femoral neck (FN), trochanter (T) and intertrochanter (IT), respectively. Panel (d) shows the
change of aBMD reported by Paggiosi et al. (Adapt with permission from [186].) Panel (e)
show the average change of vBMD in Sheffield cohort based on the change of FN-aBMD

reported by Paggiosi et al.
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3.3.3 A spatio-temporal atlas of local vBMD change over a 6-year period

Farzi et al used longitudinal DXA image data from 120 subjects aged between 55 to 60 years
in OPUS study [186] to measure reductions in local (pixel-level) aBMD due to ageing over 6
years [210]. Due to the similar time duration of ageing considered here, the spatial pattern of
local aBMD reductions in Farzi et al may be compared to that predicted by the present study.
From the percentage BMD loss map in Figure 3.15(a) [210], it can be inferred that changes in
local aBMD in the medial femoral shaft and greater trochanter are in the order of 5%, which
agree with the magnitude of vBMD reduction predicted in the present study (reduction of 1%
or more, Figure 3.13(b)). The drawback of the approach used by Farzi et al is that bone loss in
these regions is not found to be statistically significant (as seen in the g-map), which is a direct
result of methodological challenges such as using 2D DXA images, different imaging

instruments and a multi-centre study design.

! \
ABMD(%) . + i
1 p

5 YAl y
10' . . : : \
S :
0 \ Al
s b
.10' 5,
15 1
(a) (b)

Figure 3.15 (a) The percentage of aBMD change over 6 years based on 120 subjects in OPUS

study. (b) Q-map obtained from a paired t-test by false discovery rate analysis reflecting the

confidence of regional BMD change over 6 years. Reproduced from [210] with permission.

The largest percent changes in aBMD measured in Farzi et al correspond to regions of
predominantly low density — as identified in the present study — when the latter are projected
in the plane of the DXA image. This is expected as the baseline aBMD in such regions could be
extremely small. Interestingly, Farzi et al found the changes in local aBMD in these regions to
be statistically significant. Whether capturing changes in low density regions with high
confidence than in regions of high density leads to more accurate prediction of loss of bone

strength remains an open question. Additionally, Farzi et al found significant local aBBMD loss
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in the femoral head region. However, the superimposition of the femoral head and

acetabulum often makes DXA measurement at femoral head inaccurate [199].

Similar to SSM and SAM approaches, the study of Farzi et al is dependent on the discretisation
a template DXA image, as this is the basis for comparison of pixel-level aBMD across subjects.
Hence, in order to forward predict the bone loss within the femur of a specific subject, they
too needed to map this subject’s DXA images to the template image using a pipeline called
Region-Free Analysis. However, the bone loss algorithm developed in this study is
discretisation independent, and the slope and threshold values can be readily applied to any

CT image irrespective of discretisation.

Influence of variable elemental volumes

The variation of volume across elements in a typical subject was found to be larger than the

variation of volume across subjects in a typical element, as shown in Figure 3.16.
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Figure 3.16 Histograms of the mean (left) and standard deviation (right) of elemental volume

over all subjects or all elements.

To determine the influence of different volumes as weight-factor, the original model (referred
to as Vall) is modified such that I/° in Equation 3.8 and Equation 3.9 is replaced either by 1
(this model is hereafter referred to as Vno) or by the average volume over all subjects ((V*))

(this model is hereafter referred to as Vavg). The optimisation process, including the
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execution of the routine Isqnonlin, remains unchanged. For each model, 7 varied between

0.60 to 0.80 and SS was selected from 1E-2 to 7E-2.

Table 3.3 Parameters of density-specific algorithm in dependence of elemental volume
weighting factor used to compute the error vector. The corresponding percentage of
discarded elements (%Discard) and the r.m.s. error of prediction (%RMS) are also listed.
Settings are named in the form of Vxx_SS_ 71, where Vno, Vavg and Vall denote, respectively,
models with a constant (i.e., unity), average elemental volumes (V) and subject-specific
elemental volumes I/° being used as weighting factors. SS and n denotes respectively step

size and dominance threshold parameter. The set marked in red is the one selected in this

study.

Setting my my TLM TMH %Discard ~ %RMS
Vno_0.62_6E-2 0.226 0.175 0.265 0.703 25.9 19.4
Vno_0.64_6E-2 0.227 0.166 0.269 0.710 27.2 19.2
Vno_0.66_6E-2 0.213 0.167 0.273 0.723 28.4 19.1
Vavg_0.62_6E-2 0.222 0.188 0.250 0.683 26.8 17.7
Vavg_0.64_6E-2 0.237 0.177 0.255 0.690 28.1 17.4
Vavg_0.66_6E-2 0.192 0.200 0.255 0.695 29.6 17.0
Vall_0.62_6E-2 0.235 0.187 0.255 0.678 26.6 17.7
Vall_0.64_6E-2 0.234 0.189 0.253 0.673 28.4 17.2
Vall_0.66_5E-2 0.246 0.152 0.259 0.681 29.6 17.0

For brevity, detailed results for only three sets whose settings are closest to the baseline Vall
model setting are reported in Table 3.3. Paired t-tests were conducted over parameters
output by Isgnonlin between Vall and Vavg and between Vall and Vno models. Between Vall
and Vavg models, no statistically significant differences are found in r.m.s. error (p=0.51), my
(p=0.29) and 1y (p=0.06). Statistically significant differences are found in my (p<0.001) and

T.Mm (p<0.001), yet the absolute differences are quite small close to the baseline settings
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(Table 3). In contrast, between the Vall and Vno models, the r.m.s. errors are higher by about
2.5%, and except for my; (p=0.87), the other three parameters are significantly different
(p<0.001). The results highlight that although the density-specific algorithm is discretisation
independent, if the optimisation process described here is to be applied to determine
parameters of another algorithm (or the same algorithm in a markedly different patient
groups), then caution needs to be exercised in not neglecting the potential variability in

element volumes used as input.

Association of bone loss with fracture status

The cohort of this study is originally designed to reflect the typical distribution of osteopenia
found in the population referred to an osteoporosis specialist in a secondary care setting. The
aBMD found in Sheffield cohort is from 0.36 g-cm™ to 0.96 g-cm™ (0.62 g-cm™ on average)
which is slightly lower than aBMD of a similar age reported in the literature, 0.71 g-cm, 0.71
g-cm?, 0.69 g-cm for UK, Germany and France [186]. Additionally, the Sheffield cohort was
originally recruited for a case-control study. Hence, the 100 subjects (4 subjects are excluded
in this study due to unrecoverable scans) were individually matched by age, height, and
weight. Half of the cohort experienced a hip fracture due to low-energy trauma within the
previous 90 days of clinical presentation. To evaluate the association of the density-specific
algorithm with hip fracture status, the optimization process is separately applied to the
fracture and non-fracture subjects. For each model, 1 varied between 0.60 to 0.80 and SS was

selected from 1E-2 to 7E-2.
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Figure 3.17 Parameters of density-specific algorithm based on fracture (F), non-fracture
subjects (NF) and all subjects in the Sheffield cohort (ALL). Whiskers denote standard
deviation over different optimisation settings (see main text); ‘*’ denotes a statistically

significant (p<0.001) difference.

The results (Figure 3.17) show that fractured subjects lose bone faster than non-fracture
subjects in the high-density region, while the loss rate is slightly slower in medium-density
region. Yet, a paired t-test shows that the difference between two subgroup is not statistically
significant (p=0.300 for my; and p=0.463 for my). Some studies indicated that osteoporosis
may not simplistically be attributed to excessive bone loss according to age, as many fractured
patients do not consistently have more rapid bone loss [213]. Low peak bone density may
also play an important role in the incidence of osteoporosis. Additional to low aBMD,
increasing frequency of falls may be another factor in elderly women to fracture their hips,
that falls occur with increasing frequencies in aging women and women with fractures have
fallen more in the past than their peers [214]. Interestingly, both my, in two subgroups are

much smaller than my; obtained from whole cohort. This may be due to the dispersion of
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vBMD in two subgroups that more elements are identified as low-density type in fractured
group (69.9% low, 21.0% medium and 9.1% high in fractured group vs. 61.6% low, 25.7%
medium and 12.7% high for non-fracture group, based on the threshold determined from all
subjects). The two vBMD thresholds for fractured subjects are slightly but significantly lower
than those for non-fractured subjects (p<0.001 for both 7y and tyy), which is consistent

with our expectation.

3.4.3 Limitations

There are several limitations to this study. The proposed bone-loss algorithms are limited to
predicting only a portion of the true vBMD change over time. Specifically, the algorithms
predict the non-subject-specific portion of vBMD change that is correlated to change in FN-
aBMD. However, this limitation also explains why the r.m.s. errors obtained in the fitting
process are somewhat large (of the order of 20-30%) but should not be considered to

substantially undermine the confidence in these algorithms.

Note that the fitting process uses cross-sectional data obtained from a heterogenous
population. The vBMD at a certain location in a subject indexed by their FN-aBMD has a
complex dependence on a range of subject-specific factors, including the subject’s peak bone
mass achieved at skeletal maturity (which itself would depend on a range of subject-specific
factors such as family history and nutrition), on the subject’s age since skeletal maturity, any
underlying conditions or medical events until that age, the subject’s history of physical activity
levels modulated by the subject’s bone size and shape [215]. Yet, only the effect of the bone
geometry (size and shape) is suppressed by the standardisation of projections and regions of
interest applied to DXA imaging and of energy sources used in DXA and CT and the use of
morphed meshes. It is therefore expected that all the remaining factors detailed above will
contribute to the errors defined in Equations 3.5 and 3.9, which effectively assume that each
subject possesses — at some point in their lifetime — an average (non-subject-specific) vBMD
distribution (given by (v)) when their aBMD equals the average aBMD in the population ({a)).
Itis challenging to model / quantify the extent to which these factors influence the magnitude
of the error and beyond the scope of the present study. Yet, the somewhat large magnitudes

of errors are not suprising in themselves.
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In the absence of longitudinal CT data, it is also not possible to quantify to what extent the
suppression of the effect of subject-specific bone geometry is successful. For example, if the
cohort used in this study is biased towards a certain shape mode, relative to the prevalence
of this mode in the general population, it is likely that the estimates of bone loss rate
coefficients and thresholds are influenced by this bias. This limitation is ultimately related to

the use of a relatively small dataset, a limitation that is discussed in more detail below.

The cohort used here was recruited entirely in Sheffield. This may limit the application to
women from other countries or other ethnicities. Several studies have reported considerable
variance in the proximal femur BMD of Caucasian women from different countries
[186,216,217]. However, as aBMD appears in the form of difference (change in aBMD) in the
two bone loss algorithms, to some extent the impact of geographical and ethnic differences
is reduced. Another potential limitation is the relatively small training set, since parameters
of density-specific algorithm are relatively sensitive to optimization settings. If a larger data
set is available, an insensitivity zone could be potentially identified. However, the normalised
r.m.s. of prediction was found to have no significant difference in the low gradient region,

suggesting extra data may not increase prediction accuracy significantly.

Finally, the use of cross-sectional data makes it challenging to test more sophisticated model
forms than piecewise-linear (Equation3.2), and a strict validation of predicting future bone
loss using these algorithms is also not possible. However, if longitudinal data were available,
it would allow to validate the predictions based on the bone loss algorithms in a very
straightforward manner, which follows from the mesh invariant nature of the proposed
algorithms. Besides, by applying the current algorithms, the challenges of biomedical data
accessibility (in particular, CT scans) are overcome. Indeed, further application of the

algorithms to predict subject-specific future bone strength is now possible.
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4. Sensitivity of femur strength to variation in
aBMD

Chapter 2 reviewed the assessment of hip fracture risk using mechanistic models. It shows
that QCT-based finite element subject-specific model (QCT-SSFE) has matured to a status with
good accuracy in predicting bone strength, which is a key determinant of fracture risk.
Combined with the two bone loss algorithms proposed in Chapter 3, the elemental QCT-vBMD
change can be quantified based on the variation of DXA-based areal bone mineral density
(aBMD) measured at the femoral neck (henceforth denoted by aBMD for brevity). In turn, this
can be potentially applied to investigate the change of bone strength. Chapter 2 also reviewed
the state-of-art in in silico clinical trials based on virtual populations and some successful early
adoptions in other areas of biomechanics. This offers a motivation to generate and use virtual
cohorts to enrich physical cohorts in the study of osteoporosis and its interventions.
Additionally, although many studies have shown that bone strength can be affected by aBMD
and bone geometry, there is a limited information of the independent effect of aBMD alone.
Thus, the present study is also motivated to use virtual populations to investigate the
sensitivity of QCT-SSFE predicted bone strength to aBMD while the bone geometry is kept
fixed.

4.1 Introduction

Prior to a new medical intervention being marketed to the public, it must go through several
clinical trial phases to thoroughly evaluate its safety and effectiveness. The expenditure of
clinical trials is huge in terms of both capital and time. At present, the potential risks to the
participants are not fully understood. The median cost of conducting a clinical study from the
protocol approval to Phase lll trials is reported to be about $33.4 million (£23.6) [218]. The
total trial duration is approximately six to seven years on average, yet most trials end in
failures. The probability of progressing from phase | to FDA approval is found to be only 9.6%
[173].
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Clinical trial catastrophes also may occur where some originally healthy volunteers end up
with serious problems and even lose their lives during the trails. For example, a trial of erectile
dysfunction drug on pregnant women conducting in the year 2018 in Amsterdam was ordered
to stop after 11 babies died [219]. Besides these tragedies, there is another debate on
whether it is ethical to assign some participants with disease to a placebo-controlled group
which is known to have non-active treatment. Apart from controversial ethical issues, from a
statistical point of view, participant numbers are often too small to draw a solid conclusion

regarding the proposed intervention.

The socioeconomic impact of hip fracture is well-known: for women aged over 50, the
remaining lifetime risk of suffering hip fracture is around 20%, equivalent to having a breast
cancer [21]; only half of hip fracture survivors can recover to walk unaided again [3]; the
annual cost of treating hip fracture alone exceeds £2 billion in the UK [3]. However, hip
fracture incidence rate in the general population is very low (32 fractures per 10,000 person-
years in British women over 50 [22]), which impedes reaching adequately powered

conclusions for clinical trials with new fracture as primary endpoint.

To alleviate the above challenges, in silico clinical trials (ISCTs) have been proposed as a
supplementary tool. Details of ISCTs concepts have been described in Section 2.12, however,
a brief recap of virtual patients is mentioned below. A virtual patient is a digitized dataset
generated based on patient-specific models comprising biomedical information relevant to
the disease/condition and treatment in question. The ISCTs simulate a standard trial by
subjecting virtual patients to untreated and treated conditions, where each condition is
expressed by a mathematical model. Therefore, an essential ingredient in any ISCT,
irrespective of the intervention is the definition of a virtual patient including a mathematical

model for the untreated progression of disease condition.

This chapter is focused on the change of bone strength due with age in elderly British women
in the absence of any treatment for postmenopausal osteoporosis. At present, aBMD
measured at femoral neck is often treated as a good surrogate of proximal femur strength.
But the limitations of aBMD are underscored by the observation that a woman aged 75 has
4-7 times higher fracture risk than woman aged 45 with the identical BMD [220]. It is well
known now that bone strength can be much more accurately predicted from QCT based SSFE
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analysis which accounts for proximal femur geometry, volumetric bone mineral density
(vBMD) distribution and fall-specific loading conditions. Yet, given the high radiation exposure
and cost of QCT scans, it is challenging to recruit enough number of subjects to create a virtual
patient population based on QCT data only. Thus, it is much needed to create a virtual patient
generation pipeline that can be used to perform QCT-SSFE but not require a large number of

QCT scans.

Exactly such a situation is presented by the Sheffield cohort QCT dataset. This dataset was
obtained by Yang et al [203] and possessed characteristics typical of the at-risk (of hip fracture)
population and referred to an osteoporosis specialist in a secondary care sitting. However, the
Sheffield cohort possesses insufficient numerosity to capture variations, and in particular
variations of combinations of biomechanical parameters (bone size, shape and vBMD
distribution), that might occur in the entire at-risk population of British women over 50.
Therefore, to improve statistical significance of clinical trials, it is required to generate a virtual
patient population to enrich the Sheffield cohort. In the present study, this is done by
combining the areal bone mineral density (aBMD) distribution in British elderly women with
the bone loss algorithms proposed in the Chapter 3. The aBMD distributions are obtained
from an observational study on the international variation in proximal femur bone mineral
density conducted by Paggiosi et al [186], where one observation centre was located in

Sheffield.

To investigate the effect of ageing, the generated virtual patients of untreated condition model
is applied, which opens the possibility of virtual patients as a first step towards realizing an
ISCT for interventions to reduce risk of fragility hip fractures. Besides the application of
enriching the dataset, the virtual patients are also used to investigate the potential relation

between aBMD and bone strength by varying aBMD while femoral geometry is fixed.

4.2 Method

4.2.1 FE analysis of physical patients (Sheffield cohort)

The Sheffield cohort comprised ninety-six Caucasian postmenopausal women, while forty-

seven of them had been diagnosed with low energy trauma fractures in the proximal femur.
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Details of Sheffield cohort have been reported previously in Section 3.2.1 and here key

information (see Table 4.1) relevant to this study are revisited for convenience.

Table 4.1 Descriptive statistics of Sheffield cohort. The numbers for age and aBMD correspond

to the range, mean value and standard deviation (in parentheses).

All Fractured Non-fractured
N 96 47 49
Age (years) 55-91, 75(9) 55-89, 75(9) 56-91, 75(9)
0.36-0.96, 0.36-0.73,

aBMD (g-cm?) 0.49-0.96, 0.67(0.10)

0.62(0.11) 0.57(0.10)

The modelling procedure used in this study is based on Altai et al [141]. The pipeline has been
reviewed in Section 2.9.1. For reference, the application of the pipeline to physical patients in

the Sheffield cohort is repeated briefly below.

4.2.1.1 Geometry and mesh

All patients in Sheffield cohort (hereafter referred as physical patients) received CT scans of
their proximal femurs (imaging protocols have been reported in Section 3.2.1.), with spatial
resolution of 0.625 mm in slice thickness and 0.74*0.74 mm? in pixel size [131,203]. CT image
data were segmented and then discretised into FE tetrahedral meshes possessing an average
edge-length of 3 mm. The subject-specific meshes were obtained by morphing a template

mesh, consisted of 295589 elements, to each subject’s femur geometry.

4.2.1.2 Material properties of physical patient

The procedure reviewed below is described in more detail in refs [104,110,131,221].
Elemental volumetric bone density (vBMD) of each patient is obtained by mapping with the
greyscale value of associated CT scans; this mapping procedure is already implemented in
BoneMat software [221]. The mapped vBMD values across the 295589 elements are then
binned into ~400 discrete values (see Section 5.2.3.1). These are used to compute as many

distinct elemental elastic moduli (ElastMod) values using the equations reported by Schileo et
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al [104] and Morgan et al [110]. These elastic moduli are then mapped back to each element

in the FE mesh.

Pash = 0.8772 - pocr + 0.07895 (Equation 4.1)
Pash .
= 0.6 (Equation 4.2)
papp
ElastMod = 6850 - p3; = 14664 - pi’ (Equation 4.3)
1.49 ,
ElastMod = 14664 - ((0.8771 - pcr + 0.07895) ) (Equation 4.4)

4.2.1.3 Reference system

A femoral reference system defined by anatomical landmarks was generated to simulate
different physiological loading scenarios. Anatomical landmarks are virtually palpated and a

local reference system in generated using BuilderM20 software [222].

The origin of anatomical reference system is at the centre of femoral head, while the Xand Y
axes point away from the knee centre and toward the most lateral point on the greater

trochanter respectively (Figure 4.1).

head
o Greater
trochanter
Femoral
neck

Figure 4.1 Anatomical reference system of the adult proximal femur.

As CT scans only contained proximal femur and the knee centre required the full femur

geometry, an estimated full-femur anatomy was mapped to each proximal femur using a
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rigid-body registration and a statistical shape model-guided fit using Musculoskeletal Atlas

Project Client software (MAP Client, the University of Auckland) and associated plugins [131].

4.2.1.4 Multiple loading conditions

Thirty-three different loading conditions were applied at the centre of femoral head,
simulating either anterolateral or posterolateral falls. The force direction varied from -30° to
+30° in the transverse plane with increment of 10° (a) and in the frontal plane only medial
angles were taken into account in terms of 0°, 10°, 15°, 20° and 30° () (Figure 4.2). Lateral
angles were excluded from the simulation because the knee would hit the ground ahead of
the hip during the fall. The magnitude of the concentrated load was arbitrarily selected as
500N, supported by a sensitivity study that predicted peak strain has a linear relationship with
applied load [141].
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Figure 4.2 Multiple loading conditions (varying in thirty-three orientations) were applied at
the centre of femoral head to simulate anterolateral and posterolateral falls. Region of interest
used in the FE analysis was marked in orange, while regions applied with boundary constrains
were removed (20mm from distal end and 6mm from the most lateral point in the greater

trochanter). Adapted from [141] with permission.

4.2.1.5 Boundary constraints

Multi-point constraints (MPC) model (see Figure 4.3) was selected based on the trade-off
between computational time and stratification power. Altai et al reported that the average
computational time for MPC is 8 minutes compared with 1 hour for a full non-linear contact
model, while the stratification power of MPC is slightly lower than that of the contact model

(MPC: AUROC=0.80 vs contact: AUROC=0.82) [141].
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Figure 4.3 Schematic diagram of MPC model. MPC elements were applied to link nodes
located at the distal end to the pilot node which denoted the estimated centre of the knee
joint. The node with highest Y value in the greater trochanter region was constrained with a

non-friction slider. Adapted from [141] with permission.

A non-friction slider was applied at the greater trochanter: the most protruding node found
in the loading direction was constrained to move along the loading direction (y direction),
while it was allowed free rotation and movement in the other two directions (x and z

directions).

At the distal end, a relaxed constraint was achieved by MPC elements which links the distal
end to the centre of the knee joint, represented by a pilot node. To simulate knee joint motion
during the fall, the pilot node was only allowed to rotate around the axis transverse to loading
direction, while all other degree of freedoms kept fixed. Nodes at the distal end were
constrained following a linear constrained equation to the pilot node to mimic a rotational

hinge around the knee joint.

4.2.1.6 Failure criterion

The near totality of all fall-induced hip fractures is known to initiate in the region of interest
of the femur surface (ROI) marked in orange in Figure 4.2. Following FE analysis of a loading
condition, at each surface node on the above ROI, the first and third principal strains averaged

over a circular area of 3 mm radius centred on this node were computed. The principal strain
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criterion was used to identify failure and the location of fracture [104,149,158]. Failure occurs
when either the (averaged) first or third principal strain in the region of interest (ROI) reaches
the failure limit [143,149]. Therefore, the averaged strains in the ROl corresponding to 500 N
load were scaled linearly until the limit values 0.73% tensile strain and 1.04% in compressive
strain were reached [143]. Bone strength was obtained by multiplying the smaller of the two
scaling factors with 500 N correspondingly. After bone strength among the thirty-three
simulated orientations is computed as described above, the minimum pathological strength

(MinPats, min|S“'ﬁ|) was defined as the minimum of these values.

4.2.2 Generation and FE analysis of virtual patients

In the present study, the above pipeline for analysing physical patients is extended to generate
a virtual population comprising patients with target aBMD values, as shown in Figure 4.4.
Briefly, there are three steps: 1) extracting elemental vBMD values from a physical patient FE
model, 2) determining (new) vBMD values for virtual patients by applying bone loss algorithm
proposed in Chapter 3 and recalculating elastic moduli based on new vBMD values, and 3)
modifying the physical patient model with the new vBMD and moduli values. Bone strength
of the modified virtual patient model is then predicted by the analysis steps as described in

Sections 4.2.1.3-4.2.1.6.
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Figure 4.4 General procedure of generating a virtual population based on Sheffield cohort

with targeted aBMD.
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4.2.2.1 Material properties list extraction

Material properties are extracted from Ansys format .db files of each physical patients into .mp
files, consisting of material index (ID), elastic modulus, vBMD and Poisson ratio. For each
element, its vBMD and elastic modulus are mapped to its material ID (Figure 4.5). To extract
material property list in batch mode the command /MPWRITE is used; in the graphical user
interface (GUI), the menu option /List/Properties/All Materials is selected. The total number

of material ID for each patient varied from 342 to 465.

(t)) MPTEMP
MPTEMP 1, 0,0000000E+00
PDATA,EX , 1, 1, 0.2111830E+0S,
MPTEMP
MPTEMP, 1, 0.0000000E+00,
MPDATA, NUXY, 1, 1, 0.3000000E+00,
MPTEMP
MPTEMP, 1, 0.0000000E+00,
MPDATA, DENS, 1, 1, 0.1362630E+01,
PTEMP
MPTEMP, 1, 0.0000000E+00,
MPDATA,EX , 2, 1, 0.2017380E+0S,
MPTEMP
MPTEMP, 1, 0.0000000E+00,
MPDATA, NUXY, 2, 1, 0.3000000E+00,
MPTEMP
MPTEMP, 1, 0.0000000E+00,
MPDATA, DENS, 2, 1, 0.1319690E+01,
MPTEMP
MPTEMP, 1, 0.0000000E+00,
MPDATA,EX |, 3, 1, 0.2008590E+0S,
MPTEMP
MPTEMP, 1, 0.0000000E+00,
MPDATA, NUXY, 3, 1, 0.3000000E+00,
MPTEMP
MPTEMP, 1, 0.0000000E+00,
MPDATA, DENS, 3, 1, 0.1318290E+01,

Figure 4.5 (a) An example of the distribution of material IDs over proximal femur; and (b) An
example of .mp file and the ElastMod, Poisson ratio, vBMD for material ID number 1 was

marked in the red box.

4.2.2.2 Determining and mapping new properties

New material properties are determined by targeted aBMD (a,,,) of virtual patients and bone
loss algorithms proposed in Chapter 3. The change of the elemental material properties is
achieved by using a self-developed script implemented in Matlab 2019b (MathWorks, Natick,
MA\) to update the value of vBMD and ElastMod simultaneously for each material ID. Updated
material property lists for virtual population are then imported back to original meshes by
/MPREAD command in Ansys while remaining the mapping relationship between element and
material ID unchanged.
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The vBMD for an element of a virtual patient was estimated either by using the homogeneous

algorithm (Equation 4.5) or by using the density-specific algorithm (Equation 4.6), respectively.

Vwpe) = Vipe) T m' - (avp - ap) (Equation 4.5)

V(wpe) = Vipe) T M- (avp - ap) (Equation 4.6)
0, 0< V(p,e) < TLMm

m={Mm TLmM < V(p,e) < TMH (Equation 4.7)

My, TMH = V(p,e)

Here, vp is a virtual patient index and p is a physical patient index, while e stands for element
number. Variables m' and m denote the slopes for homogeneous and density-specific
algorithms respectively. It is recalled from Chapter 3 that the best-fit values are: m' = 0.363
cm?, my =0.233 cm?, my = 0.166 cm™?, 7y = 0.234 g-cm™3 and Ty = 0.678 g-cm™. Thus,
V(wp,e) is the vBMD in element e estimated in a virtual patient vp possessing target aBMD a,,,,
and identical bone size and shape as physical patient p. Physical patient p possesses aBMD a,,

and vBMD is v, .y in element e.

Note that when applying the homogeneous algorithm (Equation 4.5), a negative vy, ) may
be predicted for those elements where v, . is small and the target aBMD is smaller than the
aBMD in the physical patient a,, < a,. To avoid this, in such a scenario, V() is set as

smallest as the minimum value of v, . across all elements.

In the density-specific algorithm, the three density regions (low-, medium- and high-density)
were determined by vBMD thresholds t; and Tyy. It is possible for elements with vBMD
located close to thresholds to jump across the distinct density regions as aBMD changes. An
example of this scenario is shown in Figure 4.6. For such elements, the different slopes of
vBMD change with respect to aBMD change in the prediction of v(,, . are accounted for by
Equation 4.8 and Equation 4.9. The aBMD a, corresponding to the vBMD crossover at
threshold vBMD value 7y is computed as given by Equation 7, where m,igina) denotes the
slope in the density region corresponding to physical patient vBMD value v, .. The condition

|ar - ap| < |a,,p — a,|, determines whether this aBMD value lies between the target virtual
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patient’s aBMD values and that of the physical patient. If the condition holds, then the vBMD
value for the virtual patient v,y ) is determined using Equation 4.9, denoting the slope of

the corresponding density region to be m ey

TMH — V(pe)

a, = a, + (Equation 4.8)

Moriginal
V(wpe) = TMH + Mpew * (avp - ap) (Equation 4.9)

As shown in Figure 4.6 there is an element e of which v, . is identified in the high-density
region but close to Tyy. If V(pe) + My - (ayp — ap) is smaller than Tyy, then v, oy will be in
the medium-density region. However, due to the slope in high-density region is less steep than
that in medium-density region, using my; alone would lead to the overestimation of v(,y, ).
Hence, v(yp ) is calculated as the sum of the change of vBMD in medium-density and high-

density region using their respective slopes.

vBMD 4
Vo b o —Imy
Pl TvH
1
e ¢ 1
i -
P!
dmy; | ! T
T LM
| | |
| 1 2 »
avp dr ap aBMD

Figure 4.6 Schematic of an element in different regions of vBMD in physical and virtual
patients, due to relative proximity of vBMD v, . to the threshold Ty and the difference
between original (a,) and targeted aBMD (a,,,) values. In the physical patient, the element
lies in the high-density region (filled red circle), while in the virtual patient, it is in the medium-

density region. Predicting vy, ¢ using only the slope of the high-density region.

85



Consider a,;, < a, and there exists an element with v, .y , which is just larger than 7y, such
that v(,p ), When it is predicted using Equation 4.6 and Equation 4.7 (m = my), would be
smaller than Ty y. In such case, v,y ) is set to equal the value 7. This is consistent with the
assumption that there is no remodeling in the low-density region. However, when a,,;, > a,,
irrespective of how large this inequality is, elements with v(, .y < Ty v are given the same

vBMD value in the virtual patient.

4.2.3 Virtual population analysis

A virtual population is created to simulate change in bone strength with age in
postmenopausal British elderly women. This is relevant to prediction of hip fracture risk as
past studies have found that 84% of variation in current fracture risk (ARFO) is explained by
variation in bone strength alone [5]. Age groups are considered in 5-year bands (5559, 60—
64, ..., 75-79). It is assumed that any postmenopausal osteoporosis in the virtual subjects

remains untreated.

For each of the 5-year age-groups above, the distribution of proximal femur geometries (i.e.,
size and shape) of British women is assumed to be adequately represented by the femur
geometries of the 49 control subjects in the Sheffield cohort. aBMD in each age group is
assumed to be normally distributed with mean and standard deviation as reported in the
Sheffield centre of OPUS study [186]. It is assumed that the distribution of femur geometry is
independent with respect to the distribution of aBMD. Thus, a sample of n =10 aBMD values
{a,p} is drawn from the age-group specific distribution mentioned above. Then, a sample of
proximal femurs of virtual subjects in the age-group is defined by associating the femur
geometry of each control subject p in the Sheffield cohort to all n aBMD values sampled

above.

The pipeline to perform FE analyses as described in Section 4.2.2 is applied with some
modifications (see below) to predict 49- n bone strength (S) values in each age-group, from

which statistical properties of bone strength distribution are obtained.

As executing FE simulations for all virtual subjects (49- n) requires substantial computational

effort, the following approach is taken. It is assumed that for a fixed side-fall loading
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configuration and femur geometry, the dependence of bone strength on aBMD is a perfectly
linear function. Here, the angles of hip abduction (¢, 0° to +30°) and internal hip rotation (f,

-30° to +30°) specify the loading orientation (see Section 4.2.1 for details), and femur
geometry is identified by the Sheffield cohort control subject index p. Thus, a constant kg’ﬁ is
associated with each combination of orientation and geometry. It is computed by executing
the pipeline in Section 4.2.2 to predict bone strength for a specific virtual patient ng;ﬁ with a

target aBMD a,,, and then using Equation 4.10.

S*B _ gk
i . (Equation 4.10)
P Gyp — Ap

Note that the physical patient’s aBMD a,, and orientation-specific bone strength SS’B were
already known from the pipeline detailed in Section 4.2.1. With kg’ﬁ known, ng for any
arbitrary virtual subject is known without needing any further FE analysis. When computing
kg'ﬁ using Equation 4.10, a,,, is set to either 0.55 g-cm or 0.87 g-cm?, whichever is farther
from a,,. These values correspond to Z-score of —1 in the 75-79 age-group and Z-score of +1
in the 55-59 age-group respectively, given the mean and standard deviations of these age-

groups as reported in the OPUS study. It is expected that large differences in aBMD will lead

to a difference in bone strength that is much larger than deviations from linearity in Equation

4.10, and thereby to a more reliable estimate of kg’ﬁ.

The procedure described above is used when the homogeneous algorithm is applied to modify
the elemental vBMD distribution and obtain ng’,ﬁ . When applying the density-specific
algorithm, a slight modification is made. For each femur geometry both 0.55 g-cm and 0.87
g-cm2values are considered as ayp, and bone strength is determined for these virtual patients.
The rate of change of bone strength with respect to the change of aBMD (k’g’ﬁ) is redefined
as given by Equation 4.11.

Ss¢ —Sa7

af _ :
k g = m (Equation 4.11)
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4.3 Results

The process of extracting the vBMD (pqcr) and elastic modulus values from the .db files of
physical patients is verified by plotting these against one another (Figure 4.7) which showed
an excellent fit with Equation 4.4. The minimum ElastMod predicted based on the Equation
4.4 equals to 333.7 MPa. This happens when vBMD is set to zero. Hence, material IDs with
ElastMod lower than 316 MPa (=333.7*95%) are excluded from the following error
quantification. This excludes about 0.36% of all material IDs (40185) (see inset of Figure 4.7).
For the remaining material IDs, the r.m.s. difference between ElastMod predicted using

Equation 4.4 and that extracted from .db files of all patients is found to be 5.31%.
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Figure 4.7 Fit of red curve given by Equation 4.4 to elastic modulus and density (pqcr) data of
all defined materials of physical patients as exported from .db files. Blue and green curves

corresponding to Equation 4.3 are shown for reference.

All finite-element models were solved with ANSYS Mechanical APDL 20.2 (Ansys Inc, PA, USA)
running on a high-performance computing cluster machines at the University of Sheffield

(ShARC). The average running time for one loading direction for MPC 15 mins.
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4.3.1 The rate of bone strength changing with respect to aBMD

By homogenous algorithm (k)

The rate of change of bone strength with respect to aBMD (k) — as computed from

homogeneous algorithm Equation 4.10 — has a median value of k = 4612 N/(g-cm™2) over all

geometries and all orientations; median values of (E)p ranging from 3450 to 5958 N/(g-cm™2)

across all geometries; and median values of (E)aﬁ ranging from 2666 to 5804 N/(g-cm™)

across all orientations. This reveals a slightly stronger sensitivity to impact orientation than to

bone geometry.

By density-specific algorithm (k')
The rate of change of bone strength with respect to aBMD (k') — as computed from density-

specific algorithm Equation 4.11 — has a median value of k' = 1008 N/(g-cm™2) over all

geometries and all orientations; median values of (l:’)p ranging from 767 to 1439 N/(g-cm™)

across all geometries; and median values of (I:')aﬁ ranging from 592.6 to 1534 N/(g-cm™)

across all orientations. The slightly stronger sensitivity to impact orientation than to bone
geometry is consistent with that found for case of the homogeneous algorithm. However, the
absolute values of the rates of change in bone strength with respect to aBMD are smaller by

nearly a factor of 5 compared to those obtained from the homogeneous algorithm.

By linear regression (k'’)

Linear regressions are performed to predict orientation-specific physical patient femur

n

strength Sg'ﬁ from physical patient aBMD a,,. The slopes of the regression, denoted by ka’ﬁ,

provide alternative estimates of the rate of change of bone strength with respect to the

change of aBMD for each orientation. These are found to vary from 1786 to 6008 N/(g-cm2)

with a median value of 3153 N/(g:cm™) across all orientations. Interestingly, the median value

of k(';ﬁ for 15° Anterior orientation (i.e. 15° internal rotation of the hip) is 4861 (95%
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confidence intervals: 3184-6538) N/(g-cm™2), which compares with 7826 N/(g:cm™2) found by

Rezaei et al [223] by testing 100 cadaver femurs experimentally. The strong dependence of
linear regression slopes on impact orientation is underscored, in line with that for
homogeneous and density-specific algorithms. However, the r.m.s. value taken over all

orientations of the r.m.s. errors of regression relations are found to be 22.5%.

4.3.2 Linearity assumption testing
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Figure 4.8 Bone strength variation of Patient004 and corresponding virtual patients with
multiple loading orientations. Black triangles denote bone strength of Patient004 without any
modification. Variously coloured circles denote bone strength of virtual patients based on

Patient004. The critical fall orientations are insensitive to the variation of aBMD.
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The linearity assumption underlying Equation 4.10 is tested as follows. For ten randomly

selected physical patients, eleven virtual patients are generated based on density-specific

algorithm and covering the full aBMD range (0.36-0.96 g:cm™) in Sheffield cohort and

separated by equal aBMD increments (0.06 g-cm™).

The results show that for fixed impact orientation and bone geometry, bone strength is
entirely explained by a linear relation with aBMD (R?=0.99). Interestingly, the minimum
strength orientations for all virtual patients are found to be identical to the physical patient
these are generated from (Figure 4.8). This implies that the minimum strength orientation is

a much stronger function of bone geometry than the spatial distribution of vBMD.

4.3.3 Estimation of MinPatS for 5-year age-specific groups

The estimated MinPatS for the mean aBMD in each age-group is shown in Table 4.2. The
estimation process is as follows. For the homogeneous algorithm, 49 virtual patients were
generated, each possessing aBMD identical to the mean value in that age-group (Table 4.2,
column 2), but generated starting from the 49 control subject vBMD distributions. For each of
the 49 virtual patients thus generated, the bone strength for all 33 orientations was computed.
The minimum pathological strength was obtained for each virtual patient, and the average

and standard deviation of the minimum pathological strength is noted in Table 4.2, column 3.

Similar procedures but applying density-specific algorithm and the regression relationship
instead of the homogeneous algorithm, gives the values reported in the Table 4.2, columns 4

and 5 respectively.
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Table 4.2 The mean and the range (in parentheses) of MinPatS projected by aBMD-S factor

(k) for each 5-year age-specific group. Mean aBMD (standard deviation) for each age group

was obtained from Sheffield centre within the OPUS study[186]. Note that MinPatS for

different geometries may be obtained with different orientations.

Mean MinPatS Mean MinPatS

predicted by

Mean MinPatS

Age- Mean predicted by | i oredicted by a, S
group aBMD homogeneous density-specific . ‘
' linear regression
(years) (a, g-cm?) algorithm algorithm . B
leap . B ({min |S |)p,N)
({(min|S%#|),, N) ((min |S |)p.N)

0.769 2924 1886 3016
55-59

(0.100) (1462-4149) (1194-2940) (1507-2959)

0.772 2993 1888 3026
60-64

(0.099) (1469-4160) (1196-2944) (1512-2965)

0.712 2741 1846 2825
65-69

(0.118) (1319-3939) (1174-2869) (1397-2847)

0.688 2663 1830 2744
70-74

(0.110) (1259-3851) (1165-2839) (1322-2780)

0.656 2560 1808 2636
75-79

(0.105) (1179-3733) (1153-2798) (1223-2736)

In most/all age-groups it was found that the predicted minimum pathological strength at the

mean aBMD was statistically significantly smaller when using the density-specific algorithm

compared to using the homogeneous algorithm, while no statistically significant difference

was found between homogeneous algorithm and the linear regression estimates (p=0.071).

4.4 Discussion and conclusions

In this study, a pipeline of utilizing bone loss algorithms to enrich physical cohort (the Sheffield
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cohort) was used to explore the sensitivity of QCT-SSFE predicted bone strength to FN-aBMD.

4.4.1 The rate of change of bone strength with respect to aBMD

Three rates of change of bone strength with respect to aBMD were computed by homogenous
algorithm, density-specific algorithm, and linear regression. Figure 4.9 shows that the rates
obtained by homogeneous algorithm overlap with those obtained by regression slope at any

orientation. The median value (fc)aﬁ is larger than k,’;ﬁ in all but two orientations; at these

orientations the differences between the slopes are close to zero. In contrast, the median

rates of loss of bone strength predicted by density-specific algorithm (l?’)aﬁ are much lower

in magnitude.

These observations can be explained as follows.

Each slope k;"ﬁ, estimated by the homogeneous algorithm, accounts for the influence of
subject-specific bone geometry and vBMD spatial distribution on rate of loss of bone strength.
However, when considering the median value, these subject-specific effects are lost.
Therefore, the magnitude of the median slope is likely to be governed only by the
homogeneous rate of change of vBMD with change of aBMD (m’). As noted in Chapter 3, the
uniform rate m’ is heavily influenced by low-density regions which occupy a large fraction of
the bone volume (~85%). Yet, in the homogeneous algorithm, this rate is applied to high-
density regions, and this potentially leads to large changes in bone strength, thereby leading

to slope magnitudes that are significantly larger than those in the density-specific algorithm.

On the other hand, the regression relation slopes are obtained by considering bone strength
in subjects with different geometries and vBMD spatial distributions. Hence, it is likely that
these differences between the subjects, in addition to differences in aBMD among them, lead
the regression slope magnitudes to be larger than the median slopes from the density-specific

algorithm (l?’)aﬁ. However, the close match of regression slope magnitudes and the median

slopes from the homogeneous algorithm (E)aﬁ must be regarded as fortuitous.

93



N

| cSssssssssseenn - EESS———

Y
—-—

Change rate of bone strength k {N/{g:cm-2))
N w E =) (%}
O — S ———————— W
e ——— . W
o Eem S - W - B
CEem . e——— - G - EER—-
e ——— - N - WERS—

— O
e — S — - —

L e - W - W
S e Y - B S - E— 000

e —— T« W

CEeE — .

—_ -

—a -

L O
_‘:"_
.—(i)—

—a.
_(.‘
—C—

s - S -
e

Med30Post30 | — o me— ———— — ——
S mewm  ——— - —

R A - - R R EEEEEEEEERE: ¥ o o ©
P EPESET YRS ELYEDEYREEECEYR2EYE
‘R EEEEEEEEE NN I I A - - I S 88
" ER 3B 0 o9 - - -
TS oo - T3 9993949 8888g4g
oaoggg 0 @ @ @ 9 T T T 9 9 @ @ § T
EEEESE s = EEEEEE EEEEEE

Figure 4.9 Loss rate of bone strength with respect to the loss of aBMD k*# N/(g-cm2)). Red, blue, and black box plots are based respectively on

density-specific algorithm, homogeneous algorithm and aBMD-strength linear regression derived results. Note that the black bars and whiskers

denote the uncertainty in the regression (95% Cl) and are not prediction errors, as is the case for the red and blue bars and whiskers.
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4.4.2 Estimation of MinPatS for 5-year age-specific groups

The distribution of MinPatS for 5-year age-specific groups were estimated by assigning the
mean aBMDs of corresponding groups obtained from Sheffield centre in the OPUS study to

our Sheffield cohort.

The results showed that as age increases from 55 to 80, MinPatS first slightly increases and
then continuously declines. The trend is consistent with that reported in literature. Keaveny
et al assessed femoral strength of an age-stratified cohort (20-97 years) of Caucasian women
and found that strength significant drops since 45 years old [224]. Specifically, MinPatS
reported by Keaveny et al were estimated around 3850 N, 3321 N and 2807N for women aged
between 50-59, 60-69, and 70-79 years old respectively. Femoral strength of each group was
largely higher than the MinPatS estimated by Sheffield cohort. Such differences may be
attributed to notably higher FN-aBMD found in Keaveny’s study, that the mean FN-aBMD of
women at 80 years old was reported to be larger than 0.824 g-cm™, while the FN-aBMD for
our youngest group was 0.769 g-cm™. In terms of the relationship of aBMD and MinPatS, FN-
aBMD of 80-90 age group in Keaveny’s study was reported to be around 0.714 g-cm™ and

MinPatS was found to be 2172N, which is similar to 65-69 age group in our study.

Speaking of three methods for assigning properties to the femur, in general, it is more
recommended to use the density-specific algorithm. Chapter 3 has reported that the
prediction error of the change of vBMD estimated by density-specific algorithm was largely
smaller than homogenous algorithm. Also, it has been shown that MinPatS estimated by

homogenous algorithm has no significant difference from that by linear regression.

However, in the absence of a true validation, it is uncertain whether the true loss of bone
strength is better predicted by the density-specific or homogeneous algorithm. It should also
be noted that both algorithms are intended to be applied by targeting a specific change in
aBMD, following which a prediction of change in vBMD is made. In developing the two
algorithms, no effort was made to verify that the changes in vBMD lead to the change in aBMD
as imposed. This was due to the lack of longitudinal aBMD image data. However, it might be
possible to perform such verification by using tools that have been recently developed and

validated to obtain virtual DXA images from CT data (also called CTXA) [72]. The modified
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vBMD information can potentially be used to generate virtual CT images, and from there
virtual DXA images to obtain the modified aBMD. It might be also possible to combine such

analysis into the optimisation pipeline as a constraint on the algorithm parameter values.

4.4.3 Pipeline of generating virtual population with varied aBMD

The pipeline presented in this chapter leverages the same advantage of discretisation
independence as possessed by the bone loss algorithms introduced in the last chapter. It was
shown in Chapter 3 how virtual patients with specified aBMD distributions can be generated
from any new CT dataset (taken from a finite number of physical patients). Specifically, it was
highlighted that the finite-element meshes created from these CT images do not need to be
deformed to any specific template mesh (as needed in an SSM or SAM based approach [225].
A related advantage is that aBMD distributions are widely characterised in observational
studies, which are readily used as input in the present pipeline to generate virtual subjects. In
contrast, when generating virtual cohorts in an SAM-based approach, the target distributions
need to be specified in terms of scores of eigenmodes. These scores do not bear any simple
relation with aBMD and are not known in populations typically needing to be analysed. These
advantages directly accrue to the analysis of femur strength distributions in virtual cohort

when the pipeline presented in this chapter is used.

In the present study, bone geometry was held fixed to the 49 control subjects of the Sheffield
cohort. SSM studies conducted on the Sheffield cohort have shown that only 10 modes are
sufficient to describe 95% of the variability in the whole cohort [225]. This assures that
considering 49 subjects is adequate to capture the range, if not the distribution, of variation

of bone geometries in any cohort of British elderly women.

A recent multiscale model showed its ability in predicting absolute risk of current hip fracture
(ARFO) with good accuracy (77.6% specificity and 81.6% sensitivity) [5]. In that study ARFO was
defined as the probability of sustaining a hip fracture in a unit person-year. The ARFO model
accounted for patient-specific determinants including fall dynamics, force-transfer upon
impact and femur strength. Fall dynamics and force-transfer upon impact are estimated by
separate models. Distributions of inputs to these two models (such as body height and mass)

are easily obtained from epidemiological data. Yet, the distribution of inputs to the femur
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strength model (CT images) was not feasible due to reasons already mentioned in the last
chapter. With the CT-SSFE based pipeline presented here, it should be possible now to obtain

not only femur strength distributions in virtual cohorts, but also ARFO distributions in the same.

Separately, it can be conceived to apply the pipeline above to a specific subject repeatedly,
and thus predict femur strength every year over a period of, say, 10 years. If data or models
to simulate the change of fall dynamics and force-transfer upon impact are also available, then
one can also apply the ARFO model repeatedly to predict absolute hip fracture over the 10-
year period. This opens the way to predict the 10-year absolute risk of hip fracture (ARF10)
which is a clinically relevant quantity. Finally, applying ARF10 to virtual cohorts then allows to
analyse ARF10 distributions in the same. This is essentially the untreated disease model for

postmenopausal osteoporotic hip fractures envisaged in Chapter 2.

Prediction of ARF10 distributions leads to the possibility of validating the modelling pipeline.
This can be done for example by comparing ARF10 distributions predicted in virtual cohorts
(representing different age-groups) against epidemiologically known trends in hip fracture
incidence rates. Some research groups have made advancements in this direction, although
using measures of relative risk [181], which is different from absolute fracture risk determined
by ARFO. Validation of ARF10 predictions will form the basis for using in silico trials in
determining the efficacy of individual or combined interventions to reduce hip fracture risk

with greater statistical confidence.
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5. Sensitivity of femur strength to variation in
femur length

This thesis is motivated to generate and use virtual cohorts to enrich physical cohorts in the
study of osteoporosis and its interventions. Although bone strength has been widely reported
to be affected by BMD distribution and bone geometry (i.e., size and shape) in the literature,
the independent effects of these two aspects have been investigated to a limited extent. In
Chapter 4, the sensitivity of QCT-SSFE predicted bone strength to aBMD, while the bone
geometry remain unchanged, has been investigated. In this chapter, the influence of femur
size (which is changed proportion to femur length) on femur strength is investigated by a
similar modelling procedure: a group of virtual patients is generated with varied femur length

and fixed BMD distribution and femur shape.

5.1 Introduction

Bone strength is commonly used as an endpoint in a standard clinical trial of osteoporosis.
However, strength cannot be directly measured in vivo. One widely accepted approach to
estimate the bone strength is using quantitative computed tomography-based subject-specific
finite element models (QCT-SSFE). QCT-SSFE shows a good ability in accurately predicting bone
strength, as it takes volumetric bone mineral density (vBMD) distribution, proximal femur
geometry, and multiple boundary conditions into consideration. However, just as its name
suggests, the subject-specific modelling method requires QCT scans of a certain subject as a
necessary input. Given the diversity of women femurs in BMD distribution and geometry, the
more subjects are included, the more reliable conclusion could be drawn from the trials.
However, due to the considerable radiography expenditure and radiation dose, the size of
recruited cohort is always limited. Hence, a virtual population possessed with various
biomechanical parameters (vBMD distribution and geometry) is much needed to improve

statistical significance of such studies.

One of the largest cohorts with femur QCT data in the literature is the Sheffield cohort

recruited by Yang et al [203]. Yet, the 100 postmenopausal women recruited in this cohort
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could be insufficient to reflect whole variation of entire at-risk British elderly women. This is
especially the case if one considers only a part of the recruited cohort, for e.g., limited to

specific age, BMI, BMD range.

Past studies have attempted to determine the separate influences on bone strength due to
vBMD distribution and bone geometry [226—229]. For example, statistical shape models (SSM),
statistical appearance models (SAM) have been developed to capture the variability within a
population of femur geometry and vBMD. In a recent study, SSM and SAM analysis of femurs
in the Sheffield cohort showed that the first 10 most important SSM eigenmodes (out of a
total of 93) were needed to capture 95% of the total variance in geometry of femurs [225]. In
contrast, a similar fraction of the total variance in vBMD required over 60 most important SAM
eigenmodes [225]. SSM and SAM eigenmodes are then used to generate new virtual femurs,
the FE analysis of which then determines the influence of the variables on bone strength
[100,230-232]. Although a large number of modes were needed to explain the variability in
geometry and vBMD in the Sheffield cohort, only 2 SSM modes were found to influence femur
strength [100]. Even if femur geometry is not the most important determinant of femur
strength, it is still important to quantify its influence in detail. This is because the degree of
influence determines whether to include some extreme femur geometries in highly numerous
virtual cohorts in order that a representative femur strength distribution is achieved in the

virtual cohort.

Besides SSM based approaches, hip structural analysis (HSA) uses DXA images to characterise
femur geometry variation through morphological parameters such as the diameter of femoral
head, neck-shaft angle, neck diameter, shaft axis, offset of femoral head centre to shaft axis.
The influence of these parameters on bone strength, independently and in combination has
also been analysed in detail [233]. It should be noted that in SSM or HSA based studies, the
variation of femur geometry is not usually separated into independent variations of size and

shape.

Many anthropological studies have observed a correlation between femur length and stature
[234-237], suggesting that there is a linear relationship between body height and femur
length. Body height is widely used for characterising populations [238]. This motivates the use
of body height distribution to define femur length distributions for virtual cohorts generated
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to characterise a target population. However, subjects in the literature are relatively young
and most of these studies were conducted on cadavers. The state of preservation of cadavers
may influence the measurement of body height and femur length differently from living
subjects. Moreover, the Sheffield cohort was initially designed to reflect osteopenia
population. Subjects in Sheffield cohort may also experience vertebral fractures and develop
the characteristic stooped posture. The height value recorded in the Sheffield cohort may not
reflect an upright stature as in young subjects. This suggests that the relationship between
body height and femur length as given in literature might not be directly applicable to the
Sheffield cohort.

One of the objectives of the present chapter is to compare the relationship between body
height and femur length in elderly subjects with that found in past studies using younger
subjects. If the relationship in Sheffield cohort could be established as those suggested in past
studies, then body height distribution would be applied to define the scaling factor.
Otherwise, the femur length distribution in the Sheffield cohort would be used directly as the

starting point for generating femurs of different lengths in a virtual cohort.

Yet, in attempting to generate virtual cohort by scaling the size of original femur proportional
to length, care needs to be taken in determining the scaling range. Hence, an anatomical
similarity check needs to be conducted on Sheffield cohort to ensure the safety of the scaling.
Therefore, another objective of the present chapter is to explore a suitable approach to scale
femur geometry by femur length, while its shape and bone mineral density remain fixed. Once
the virtual population is generated, the sensitivity of femur strength to length can be

analysed, which is the overall aim of this chapter.
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5.2 Methodology

5.2.1 Physical patients (Sheffield cohort)

A retrospective cohort (Sheffield cohort) of 96 British post-menopausal women was available
for this study [203] and details of Sheffield cohort have been previously reported in Section

3.2.1. Key information (see Table 5.1) relevant to this study are revisited for convenience.

Table 5.1 Descriptive statistics of Sheffield cohort. The numbers for age and height

correspond to the range and mean value (in parentheses).

All Fractured Non-fractured
N 96 47 49
Age (years) 55-91 (75) 55-89 (75) 56-91 (75)
Height (cm) 145-173 (158) 145-173(158) 145-169 (158)

5.2.2 Generation and FE analysis of virtual patients

The physical patient who had shortest femur was selected as research subject. Its
corresponding virtual patients were generated by first determining an appropriate coordinate
system for scaling, and then by scaling the proximal femur geometry in an isotropic manner
along the three directions of this coordinate system. The coordinate system was based on the
reference system described in Section 4.2.1.3. The determination of scaling range and specific
scaling factor for each virtual patients are introduced in Section 5.2.2.3. Note that the bone
mineral density of each finite-element in the scaled proximal femur of the virtual patient was
identical to that in the original physical patient. Hence the areal bone-mineral density was
assumed to be conserved with respect to scaling. The general procedure of this study is shown
in Figure 5.1. The details of finite element analysis of virtual patients are described in the

following sections.
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Figure 5.1 Pipeline of conducting QCT-SSFE on physical patients and corresponding virtual

patients.
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5.2.2.1 Full-femur anatomy estimation

The CT scans of the Sheffield cohort only contain the proximal femur, which start from just
above the femoral head and extend to 3.5cm below the lesser trochanter [131]. The proximal
femurs in Sheffield cohort were mapped with statistical femoral atlas following a rigid-body
registration and a statistical shape model-guided fit by the MAP Client software. The

estimation process of full-femur anatomy has been reported in details by Qasim et al [131].

5.2.2.2 Determination of femoral dimensions

Physiological length and perpendicular length are two commonly adopted description in
qguantifying femur length, which require placing the femur on a measuring board on its
anterior surface. The physiological length (see Figure 5.2 (a))is measured from the most
proximal point of femoral head to a line passing through the most distal points of both
condyles [235]. The perpendicular length (i.e., maximum length, shown as Figure 5.2 (b))
measured from the most proximal point of the head to the most distal of the medial condyle

[235].

Different from cadaver study, the mapped full femur geometries in this study were defined
by a triangulation of their exterior surfaces, encoded in stereolithography STL) files. Limited
by the digital form, it is hardly to measure either physiological or perpendicular length of
femurs in Sheffield cohort. . As an alternative, a minimum bounding box (MBB) was found for
each full femur geometry and its dimensions (length L, width W and depth D) were identified
as the dimensions of the bone [239]. The MBB (see Figure 5.2 (b)) is the rectangular
parallelepiped with the smallest volume enclosing all points in a certain point set (exterior

nodes of femur F) in three dimensions [239].

The routine MBB function, implemented in MATLAB (R2017b, the MathWorks Inc., Natick,
MA, USA), was used to find the MBB. The routine MBB function first determines the convex
hull of F and drops all the points in the interior of the convex hull. Then following O’Rourke’s
approach [240], the angles of each face of the polygonal hull and local coordinates of faces’
corner points are calculated to find the first parallel edges on the bounding box. Finally, all
possible bounding box combinations are checked to find the one with smallest volume, which

is denoted as the MBB.
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(a) (b) (c)
Figure 5.2 Femur dimensions: (a) physiological length A-D, (b) perpendicular length E-G [235]

and (c) femur length in Sheffield cohort defined by the length of the minimum bounding box
(red box).

5.2.2.3 Anatomy similarity

Femur geometry was not only determined by size, but also by shape. In order to use femur
length as the input of virtual population models, similarity check of femur anatomy is
important in terms of efficacy and safety of scaling. The similarity of femur anatomies was

distinguished by the average Hausdorff distances.

Hausdorff distance is measuring “how far two non-empty subsets of a metric space are from
each other” (see Figure 5.3) [241]. The average Hausdorff distance is defined by the average

of the distance between a point in a set to the nearest point in the other set, written as:

N

1 . .

HDgpg0xy) = N{Z 1nfyeyd(xi,y)} (Equation 5.1)
i=1

Where X, Y denote two non-empty subsets where X contains N points and inf represents the

infimum. If average Hausdorff distance between two femurs was smaller than 1mm (roughly

one pixel size in the CT image, 0.625*0.74*0.74mm?3), these two femurs were assumed to

have similar anatomy.
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Figure 5.3 Schematic representation of Hausdorff distance, which accounts the mismatches
between two datasets (for example X and Y). The average Hausdorff distance from X to Y is

defined as the average of shortest distance of each point x on dataset X to dataset Y.

The average Hausdorff distances were calculated using Matlab code [242] in two ways:

1) between the two femurs whose lengths were closest in all femurs (i.e., F,, and F,,, 1, n €

[1'95] (HDang)}

2) between any two of normalised femurs. Normalization was conducted by scaling all
femurs into the shortest length with fixed aspect ratios and normalised femur denoted as F

(ie., F;and F;, i,j € [1,96]) (HDay,g).

Note: As there existed left and right femurs in 96 cases (59 left femurs and 37 right femurs),

to compare their shapes only, all right femurs were converted into symmetric forms.

5.2.2.4 Affine Scaling

Virtual patients were generated by isotropic scaling the proximal femur geometry of physical
patients (i.e., FE meshes) based on the mapped femur length. Detailly, virtual patients would
have the same mesh distribution as their corresponding physical patient, while the element
sizes would be scaled with the same factor in three dimensions. The material properties in

each finite-element of the proximal femur were left unchanged.

The patient who had shortest femur was selected as research subject (i.e., the physical patient
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F). There was a virtual patient i (F{, i € [0,9]) among 10 corresponding virtual patients of
physical patient F which were generated by scaling femur size based on femur length over

the whole spectrum of the Sheffield cohort.
Hence, corresponding 10 virtual patients of the physical patient were derived from:

Fi = S« F! (Equation 5.2)
whereS! represents the scaling factor and was calculated as following:

. L1+l*5L+a L96_L1 : .
St = I ,0L = 1—O,a < 6L,n €[1,96],i € [0,9] (Equation 5.3)
1

Here, L denotes the length of femur (i.e., L; for length of the shortest femur and Lo, for
length of the longest femur), 6L represents the increment of each time. a is a random number

and smaller than the increment. Then i would increase from 0 until i equals to 9.

5.2.2.5 QCT-SSFE modelling

Imaging protocol has been previously reported in Section 3.2.1. FE meshes, material
properties, the reference system and failure criterion have been reported in Section 4.2.1.

Here, only differences were presented below:

Mesh scaling and convergence analysis

The distribution of meshes for each virtual patients remains the same as the physical patient
F, while all nodes are affine scaled by the same scaled factor in three directions (X, Y and Z)

in the three anatomical landmarks defined coordinate system using the command /NSCALE.

Considering meshes were not changed for these virtual population and the total volume
increased because of scaling, mesh refinement of each model was checked by post-hoc
verification of strain filed smoothness. The energy error monitored in ANSYS is associated
with the discrepancy between the calculated stress field and the globally continuous stress
field. As only the displacements are assumed to be continuous at the nodes in each element,

the continuity of the stress field, calculated from the displacements, supposed to be achieved,
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but generally is not. The strain energy error (SEE) was calculated of whole surface area of the
proximal femur excluding the area applying boundary condition. The SEE of all models of
virtual population in no cases exceeded 3.3% compared to the original patient within the
region of interest. A mesh convergence study was performed on the original patient by Altai
et al [141] using four different element sizes at 1.5, 3, 3.5 and 4 mm and the mesh reached

convergence at an element size of 3 mm.

Side-fall loading conditions

Fifteen different loading conditions simulating either anterolateral or posterolateral falls
were investigated in this study. The force direction varied uniformly from 0° to 30° in the

frontal plane and from -30° to +30° in the transverse plane with increment of 15° (Figure 5.4).

10° 10° 10°
15° : 15° 15° :
Posterior | Anterior  Medial _ \\|| Lateral
30 30
I I
| - |
"&
—— A
Medial Medial-Anterior | Medial-Posterior
0°Med (Neutral) 0°Med -15°Ant 0°Med -15°Pos
15°Med 0°Med -30°Ant 0°Med -30°Pos
30°Med 15°Med -15°Ant | 15°Med -15°Pos

15°Med -30°Ant

15°Med -30°Pos

30°Med -15°Ant

30°Med -15°Pos

30°Med -30°Ant

30°Med -30°Pos

Figure 5.4 Fifteen different loading conditions, with a concentration force applied to the
centre of the femoral head, were used to simulate sideways falls. Force directions varied from
0° to +30° on the medial-lateral plane and from -30° to +30° on the anterior-posterior plane.
Equal increments of 15° were applied on each plane. Region of interest used in the FE analysis
was marked in orange, while regions applied with boundary constrains were removed (20mm
from distal end and 6mm from the most lateral point in the greater trochanter). Adapted from
[141] with permission.

107



As the knee would hit the ground first before the hip during the fall, lateral angles were not
taken into consideration. A 1 kN concentrated load, representing an arbitrary load following

a sensitivity study, was applied to the centre of the femoral head [141].

Boundary constrains

Contact model (see Figure 5.5) proposed by Altai et al was implemented in this study [141].
Compared with MPC model used in Chapter4, contact model has better accuracy in estimating

bone strength (MPC: AUROC=0.80 vs contact: AUROC=0.82) [141].

Estimated centre
of the knee joint

>,

Pivot hinge
Z
X
Non-linear surface to surface contact
Rigid plane Y

Figure 5.5 Schematic representation of contact model. The node with highest Y value in the
greater trochanter region was simulated to have a nonlinear surface-to-surface contact
between the greater trochanter and group (represented by a rigid plane). MPC elements were
applied to link nodes located at the distal end to the pilot node which denoted the estimated

centre of the knee joint. Adapted from [141] with permission.

At the distal end of the femur, a pilot node with 6 DOFs (translation and rotation in X, Y, and
Z directions) was created by multi-point constraints (MPC) method at an estimated location
of knee joint centre for each patient. The pilot node was free to rotate around the axis

transverse to the applied load (x axis), while all other DOFs were constrained.

A contact interaction was defined between the greater trochanter surface and a virtual fall
impact surface. The fall impact surface, fixed in space, was modelled as an infinitely rigid
plane, tangential to surface of the greater trochanter at its farthest point along the loading

direction. A hard-frictionless contact behaviour was applied, and a surface-to-surface contact
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discretization was used with the augmented Lagrange enforcement method.

5.3 Results

5.3.1 Correlation between body height and femur length

Body heights of all patients in Sheffield cohort vary from 145 cm to 173 cm, the mean height
being 158 cm. The range of femur lengths is from 350 mm to 493 mm with mean length of

421 mm (Table 5.2). The patient who has the shortest femur was found to be Patient085.

Table 5.2 General statistical analysis (femur length and body height) of Sheffield cohort.

Femur length (mm) Body height (cm)
MAX 493 173
MIN 350 145
MEAN 421 158
SD 37.4 6.24

Figure 5.6 shows that the distribution of body height follows normal distribution (A2=0.53 for

Anderson Darling test) and the distribution of femoral length is more likely to be negative

skewed.

Fregency

380 400 420 440 460 155 160 165
Femoral length (mm) Body height (cm)

(a) (b)

Figure 5.6 The distribution of body height and femur length for 96 patients. The distribution
of body height (a) seems to obey the normal distribution, while the distribution of femora

length (b) is more likely to be negative skewed.
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A linear regression was conducted between body height and femur length of 96 patients in

Sheffield cohort. The result showed that the correlation is fairly weak (r?=0.01). Linear

regressions were also conducted between sub-groups of Sheffield cohort. Sub-groups were

generated by 4 criterions, i.e., age, fracture status, T-score and BMI. The results are presented

in Table 5.3.

Table 5.3 Linear regression results between femur length and body height of all subjects in

Sheffield cohort and sub-groups (age, fracture status, T-score and BMI).

Group R?>  Adjusted R? Standard Sample
error number
age <75 0.07 0.05 34,5 46
Age
age >75 0.00 -0.02 39.2 50
Non-fractured 0.02 0.00 38.8 49
Fracture
status
Fractured 0.01 -0.01 36.6 47
Osteoporosis 0.01 -0.03 40.4 27
T-score<-2.5
Osteopenia
T-Score -2 5<T-score< 1.0 0.00 -0.03 38.4 31
Normal
T-score> -1.0 0.07 0.05 35.5 38
Underweight
BMI< 18.5 0.03 -0.21 37.9 5
Healthy
18 5<BMI<25 0.00 -0.03 34.9 32
BMI
Overweight
25<BMI<30 0.00 -0.03 39.6 39
Obese 0.20 0.14 32.9 20
BMI>30 ) ' '
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5.3.2 Anatomical similarity check

Femur anatomy similarity is affected by its size (i.e., length, width, and depth). Figure 5.7
shows that the width has nearly no linear relationship with length, while depth has stronger
correlation. However, the width and depth calculated by MBB are influenced by neck-shaft
angle and the femoral stem tilt angle. Hence, the anatomical similarity of Sheffield cohort

cannot be simply quantified by MBB measured three dimensions.

120

Width
® Depth
Estimated width
Estimated depth

-

-

o
T

-

o

o
T

©
o
T

80

70

Width or Depth (mm)

50
340 360 380 400 420 440 460 480 500
Length (mm)

Figure 5.7 Linear regression of width and depth plotted with femur length (R?=0.03 for width
and R2=0.44 for depth).

The range of average Hausdorff distance between two femurs having closest length (HD,y>)
was between 0.88 mm to 6.77 mm (mean: 2.98 mm), while the average Hausdorff distance

between normalised femurs (H.Davg) varied from 1.50 mm to 7.17 mm (mean: 4.28 mm).

9 =
HDaVg
— 8}
= [ ) HDavgz
é 7r Estimated H'Davg °
Vel — Estimated HD,,,
c
Ss| -
D L) ® ]
Sl ot e, * s % o0
ol cagle c® ofosslees o
)
ke & ® %9, o © ° %
wol @ ° o @ oc0
3 2 L “o N°
I 1tk ° ®
0 P 1 1 1 1 1 1 1
340 360 380 400 420 440 460 480 500

Femoral length (mm)
Figure 5.8 Average Hausdorff distances between two closest-length femurs HD,y4, (blue)
and normalized femurs H'Dan (orange).
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Figure 5.8 shows that the HD,y, has no correlation with L over the whole spectrum, while
H'Dan shows a strong dependence on L. This suggests that the difference in femur anatomy
is mainly caused by L. As a result, it would be safer if virtual patients are scaled only by length
as near as physical patients. Additionally, the maximum H'Dalvg is just slightly bigger than 7
mm, comparing to the average length of femur is only 1.66%. So, even scaling over the whole

spectrum it will still be safe from anatomical point view.

5.3.3 Scaling factors

The femur length determined by bounding box of Patient085 (the one with shortest femur
length) was found to be 349.6cm and the scaled factors for each virtual patients were

obtained (see Table 5.4).

Table 5.4 Dimensions and scaling factors of 10 virtual patients of Patient085.

Patient ID L(‘?:gmt;’ SfZi't'gf’ Patient ID L(?:it;‘ S;Zaclt'grg
Flgs 362.6 1.037 Fogs 425.2 1.216
Flss 365.8 1.046 Féss 443.3 1.268
Féss 391.3 1.119 Flgs 463.5 1.326
Fss 401.6 1.149 Fss 477.9 1.367
Fgas 408.3 1.168 Foss 480.7 1.375

5.3.4 FE analysis results

Failure type (compressive failure), location (femoral neck fracture) and the worst loading
scenario (Med30Ant15) of all virtual patients were exactly same with them of the physical
patient (details are presented in Table 5.5). The minimum loads to induce failure for virtual
patients in the neck area (1706 N to 1791 N with the average value of 1754 N) were slightly
smaller than the one for physical patient (1797 N). All virtual patients were estimated as non-

fractured, according to the maximum principal strain failure criteria [143].
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Table 5.5 Maximum absolute 1%t and 3™ principal strain (max|e;| and max|e;|) and minimum
pathological strength (MinPatS) for Patient085 and its corresponding virtual patients. The
failure type of all patients is compressive failure (C) and the failure location is in the femoral
neck region. The limit tensile strain and compressive strain are 0.73% and 1.04% respectively

[143].

patient ID MinPatS max|e; | max|es| Failure .Failur(.e Failure

(N) (*10°) (*10°) type orientation node
Fogs 1797 2488 7555 C Med30Ant15 8659
Fss 1779 2485 7548 C Med30Ant15 8659
Flss 1775 2484 7546 C Med30Ant15 8659
FZs 1741 2530 7528 C Med30Ant15 8659
Fss 1730 2625 7515 C Med30Ant15 8659
Fihs 1724 2684 7503 C Med30Ant15 8659
Figs 1712 2808 7516 C Med30Ant15 8659
F&ss 1708 2851 7575 C Med30Antl5 8659
Figs 1707 2863 7617 C Med30Ant15 8659
F3s 1706 2882 7656 C Med30Ant15 8659
Fgss 1706 2882 7656 C Med30Ant15 8659

Figure 5.9 and Figure 5.10 show the distribution of the first and third principal strain of Fygs
and F3g5 (the one has the MinPatS closest to the mean MinPatS among 10 virtual patients)
under the worst loading scenario (Med30Ant15), respectively. In general, the strain
distributions of Fygs and F3gc are similar that high tensile and compressive strains were
produced on the superior surface of the femoral neck. The maximum first principal strains of
Fogs and F3g- were found at two different nodes (12792 and 8659, respectively) but they
were attributed to the same element, while the minimum third principal strain located at the

same node (8659).
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Figure 5.9 The distribution of the 1% principal strain of Fygs (a-c) and F3gs (d-f) under the

worst loading scenario (Med30Ant15). Node with maximum value is marked in white.
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Figure 5.10 The distribution of absolute 3" principal strain of Fygs (a-c) and Figs (d-f) under

the worst loading scenario (Med30Ant15). Node with maximum value is marked in white.
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The distribution of bone strength of Patient085 and mean strength of its corresponding ten
virtual patients shown in Figure 5.11 (a) and (b), respectively. Bone strength in both Patient
085 and mean bone strength in the ten virtual patients decreased as the angle increased in
frontal plane (medial-lateral plane) and in transverse plane (anterior-posterior plane).
Anterior loading angles were more critical than posterior angles, while the extreme value of
bone strength in both directions was derived at 15°. Overall, bone strength of Patient085 and
mean fall strength of ten virtual patients, in general, had similar pattern in the variation of

loading scenarios.
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Figure 5.11 The distribution of bone strength of Patient085 (a) and mean bone strength of

corresponding virtual patients (b) in terms of varying loading directions.
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5.4 Discussion

The main aims of this study were to investigate 1) the relationship between femur length and
body height, 2) anatomical similarities between all femurs in the Sheffield cohort and 3) the
effect of femur length on bone strength while keeping bone shape and mineral density

unchanged.

5.4.1 Body height vs. Femur length

The results showed that the correlation between femur length (L) and body height (H) were
quite weak, while in the literature that they suggested a simple linear relationship (see Figure

5.12).
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Figure 5.12 Plot of estimated femoral length as a function of the body height for 96 patients

(R?=0.010) and comparisons of our result with those of other authors.

As Figure 5.12 shows, the slope of linear regression obtained from the Sheffield cohort was
much flatter than those of other cohorts which means L changes little when compared with
other estimations. The results from literatures to some extent, were consistent, the
differences between those estimations within 5%. The large difference between the Sheffield
cohort with other groups’ may be due to the age of subjected patients. It can be seen clearly

from Table 5.6, patients allocated in Sheffield cohort were much older than other groups: the
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average age of Sheffield cohort was 75 years old, bigger than maximum age of Mendonca
cohort and Hauser cohort. Curtis in his study about the fracture rates about British women
suggested after 75 years old British women had higher risk to suffer from spine fracture [22].
From his conclusion, there is reason to believe patients in Sheffield cohort are likely to have

spine fracture which collected height data does not reflect patients’ real height.

Table 5.6 Comparisons between different cohorts. L: femur length (mm) and H: body height
(cm). The units of two variables in all formula are amended into a consistent form. The linear
regression equations of Mendonca, Baba, Trotter and Hauser are inversed from their original
forms. Body heights in comparing cohorts are estimated from cadavers, i.e., the height used
in linear regression is the stature of cadavers minus 2cm. Only results of female subjects were

included in this table [234-237].

Cohort r?jrmnlgleer Ethnicity Age Linear regression
Sheffield 96 British 55-91 L=[0.617H+332.705] £193.868
Mendonca 95 Portuguese 50-59 L=[4.239H-245.273] +25.265
Baba 90 Japanese 20-94 L=[3.704H-167.074]
Trotter 63 American 27-89 L=[4.049H-229.150] +15.061
Hauser 20 Polish 28-74 L=[3.861H-196.197]

The differences in the measurement of L may also contribute to the differences of
estimations. Except Baba’s study which used CT scans, the other studies were used cadavers
as research subjects [236]. In Mendonca’s study, two types of L were mentioned, that are,
physiology length and perpendicular length [235]. In Sheffield cohort, as mentioned before,
the lengths of relative bounding box were assumed to be the L, which shares more similar
ideas with perpendicular length. As the result, the linear regression equation regarding
perpendicular length from Mendonca’s study was adopted in comparison [235].

Perpendicular length was also used in other three cohorts.

Besides, subjects involved in the literature had been through an exclusion process, such as
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abandoning subjects who had obvious body deformation or severe osteoporosis, while all

patients in Sheffield cohort were considered in this study.

In addition to the analysis using whole Sheffield cohort, no significant improvement was
found in the correlation between body height and femur length using sub-groups. The brief

discussions of each sub-group are listed below:1) Age

The linear regression analysis shows that for relatively younger group patients whose age
below or equal to 75 years old, there is a positive relationship, while for older group it
suggests a negative relationship. However, for both group of patients, the results suggest the
correlation is fairly low (R?=0.07 for younger group and R2<0.01 for older group.) The adjusted
R square values of two groups are nearly zero or even negative which means even the uniform

distribution of average value is better fitting the sample data.

2) Fracture status

Both two groups seem to have a weak positive relationship (R?=0.02 for none fractured group
and R?=0.01 for fractured group) and the None-fractured group has stronger correlation than

fractured one.

3) T-score

Results suggest that patients who suffer from the loss of bone minerals have even weaker

correlation.

4) BMI

For healthy group and overweight group, it seems L has no relationship with H, while the
other two groups show L will increase as H increases. Obese group surprisingly has highest R?
value, 0.20, while underweight group ranks second (R?=0.03), might because the number of

patients in these two groups are too small and uncertainty of height has a determinant effect.

Other attempts of establish a statistical reliable relationship between length and height, such

as finding the distribution of femoral length of patients for each height rank or considering
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multi-factor regression, all ended up with unsatisfactory results due to the limitation of
numerosity of Sheffield cohort and dominating discrepancy of height. A linear regression was
also conducted between body height and bone strength. Although the regression coefficient
(13.18, 95% confidence intervals: -4.93 to 31.30) suggests bone strength increases with the
increase in body height, the correlation is too low that it could be regarded as no correlation
(r’=0.04). Hence, at least for Sheffield cohort, it is not idea to use body height as index to
determine scaling factors for virtual population. Instead, femur length should be selected as

the direct index.

5.4.2 Femur strength vs. femur length

As mentioned before in Section 5.3.4, minimum pathological strength (MinPatS) of virtual
patients varied from 1706N to 1791N with the average value of 1754N, while MinPatS of
physical patient is 1797N. It suggested that patients who had longer femur had lower bone

strength (see Figure 5.13).
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Figure 5.13 Variation of MinPatS (marked in black) and femur length (marked in red) of

Patient085 and its corresponding virtual patients.

However, the true value of MinPatS lies in the range of 15% of the predicted MinPatS given
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by QCT-SSFE method. In this study, if predicted bone strength of physical patient is assumed
as the true value, the range will be 17974£305.5N. As the variation of femur strength of virtual
patients is much smaller than the uncertainty of QCT-SSFE method-based prediction (~306N,
see Figure 5.14), in terms of femur strength, none of the virtual patients can be distinguished
from the physical patient used to generate them. In other words, femur strength is not

affected by the variation of femur length based on this initial exploration.
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Figure 5.14 The extreme values of the difference between bone strength of Patient085 and
corresponding virtual patients in terms of varying loading directions (marked in yellow). The
estimation error introduced by QCT-SSFE method in terms of loading directions (marked in

pale blue).

The result is consistent with Taylor et al [225]. Taylor et al used the active shape models on
the same cohort (the Sheffield cohort) to explore the influence of shape. They found that the
first 10 (out of total 93) modes could explain 95% variation of femur shape. In detail, the first
mode was the scaling mode that explained 55.0% shape variation and mainly reflected the
change in the length of the proximal femur under lesser trochanter. Mode 2 captures the

variation in the width of proximal femur, explaining 11.5% of the shape variation. However,
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neither mode 1 nor 2 was selected as a predictive variable of femur strength by stepwise
multivariate linear regression (MLR), indicating that size independently has no significant

influence of femur strength.

Additionally, they reported the maximum change of femoral neck strength under neutral side-
fall loading condition for non-fracture group was 705 N (31% of the bone strength of mean
shape), while the first 10 modes of the ASM were changed by 2 standard deviations from the
mean shape. Specifically, only mode 4 and 5 were identified as important predictive variables
in both statistical analysis (P-value) and the MLR. These two modes mainly reflect the
variation in femoral neck morphology and greater trochanter. In our study, Patient085 was
identified as non-fractured subject and the maximum difference of bone strength among 10
corresponding virtual patients under the same loading condition was found to be 268 N (11%
of bone strength of Patient085). This suggests that the influence of size is much less than the

influence of femoral neck morphology.

Failure location and failure type are exactly same for all patients, which are in the femoral
neck region and compressive failure respectively. Moreover, the compressive failure achieved
in each patient was at the same node 8659. And in most loading cases for all patients, failure
occurred at node 8659, suggesting the area around node 8659 was the most vulnerable part

in the whole proximal femur.

Additionally, the same worst loading case (Med30Ant15) for all results suggests that
anterolateral falls are the critical fall conditions which produce minimum load to fail. This is
consistent with Altai’s study that besides with posterolateral falls, anterolateral falls should

also be considered as critical fall direction during the research of hip fracture risk [141].

5.4.3 Limitations

The limitations of this study are listed below:

1) Limitation of loading scenarios and numerosity of analysis subjects

The study of Altai et al suggested that multiple loading directions in the contact model would

provide the best prediction accuracy [141]. However, the computational cost of 28 loading
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cases (the force direction varied from 0° to +30° on the medial-lateral plane and from -30° to
+30° on the anterior-posterior plane with increment of 10°) is huge, approximately 25
minutes/ loading simulation on PC (Intel® core i7-7700K CPU @4.2GHz 4.2 GHz, 16.0 GB RAM).
Considering the most critical fall directions were at the most extreme angle of the spectrum,

a trade-off between computational time and accuracy is acceptable.

Considering about limited time and computation resources, only one physical patient and
corresponding ten virtual population were analysed. The results obtained from this study are
not statically significant. However, as the initial exploration patterns suggested by this study

is meaningful for future works.

2) CT scans containing only proximal regions

The study of Qasim et al [131] recommended that the full femur CT scan should be preferred
as it contains detailed anatomical information of knee centre, which is a critical bio-landmark.
However, patients will be exposed to additional radiation dose for the full femur scan. This is
a compromise between the accuracy of QCT-SSFE prediction and patient safety, which should

be carefully considering before conduct analysis.

3) Flat sampling strategy

For this stage, flat sampling strategy was chosen to generate virtual patients. However, the
very small influence of femur length on femur strength found in this study suggests that this

conclusion will not be affected if the sampling strategy is modified.

5.5 Conclusion

The relationship between body height and femur length for 96 post-menopausal British
women (the Sheffield cohort) was explored as a preliminary study. The coefficient of
determination (r) is only 0.102 (r?=0.010) suggesting body height and femur length have no
linear relationship between in this population. The unsatisfactory results of finding the
distribution of femur length of patients for each height rank or multi-factor regression suggest

these two variables potentially do not follow other relationships. Therefore, femur length
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instead of body height was selected as the initial input of virtual patients.

Ten virtual patients based on a physical patient in the Sheffield cohort were generated by
scaling femur length. The effect on bone strength of varying femur length while femur shape
and aBMD are fixed was investigated using virtual patients and physical patient. The results
showed that bone strength of femur potentially decreases as the length of femur increases,
while the failure type, location and critical fall type have no association with femur length.
The same worst loading case (Med30Ant15) which produce minimum load to fail for all results
suggests that anterolateral falls are the critical fall conditions. Hence, besides with
posterolateral falls, anterolateral falls should also be considered as critical fall direction during
the research of hip fracture risk. The study also suggests that the influence of femur length
variation on femur strength variation is smaller than the uncertainty in predicting femur using
the CT-SSFE approach. Hence, for the purpose of generating virtual cohorts, the particular
method chosen to vary femur lengths potentially exerts a negligible influence on any

subsequent conclusions drawn regarding femur strength.
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6. Conclusion and future work

The overall aim of this thesis is to model the femur strength in a virtual postmenopausal
osteoporotic population for application to in silico clinical trials. To investigate the sensitivity
of femur strength of postmenopausal women upon two main factors (vBMD distribution and
femur length), two virtual populations were generated in this thesis: 1) a group of virtual
patients having varied vBMD distribution with geometry unchanged; 2) a group of virtual
patients having varied femur length with vBMD distribution and femur shape unchanged. To
model the first group of virtual population, two bone loss algorithms were developed that

describe how vBMD changes with the respect to change in aBMD.

A summary of the main findings of this thesis and further work are elucidated in the following.

6.1 The change of local vBMD with respect to aBMD

This study investigated the relationship between vBMD and aBMD to assist the estimation of
future femur strength. QCT-SSFE has been previously shown to provide an accurate
estimation of femur strength [4]. Femur strength is regarded as a key determinant of hip
fracture risk, which is crucial in the management of osteoporosis. However, not only a
person’s absolute risk of hip fracture at the current point (ARFO), but also ARF over a 10-year
period (ARF10) could strongly influence the doctor’s decision in the current clinical practice.
Due to the requirement of QCT scans as subject-specific inputs, the current QCT-SSFE models
are limited to predict the femur strength at the time of clinical presentation [243]. Many
epidemiological studies reported temporal change of aBMD due to aging [186], which offer
the inspiration to use the change of aBMD to predict the change of vBMD. Although few in
vivo studies reported correlation between integral vBMD of total hip and aBMD [207,244],
the spatial distribution of vBMD loss in the proximal femur remains poorly understood. To
meet this need, two novel bone loss algorithms were developed to model the local vBMD
changed with the respect to aBMD based on a retrospective study of 96 postmenopausal

women in Sheffield.
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Homogenous algorithm was proposed assuming bone remodelling induced vBMD is uniform
throughout the proximal femur. The best-fit value of the changing rate for homogenous
algorithm is m=0.363 cm™, which is insensitive to optimizing settings (step size and initial
guess of the routine Isqgnonlin. The slope is consistent with slopes reported in the literature
[207,244]. A linear regression is also conducted between aBMD and average vBMD over
proximal femur to mimic the relationship proposed in the literature. However, the r.m.s of
normalised non-volume-weighted elemental prediction error based on linear regression is
74.8%, more than twice of the error based on homogenous algorithm (34.5%), which suggests
that the relationship derived from total hip integral vBMD is not suitable to predict local vBMD
change. Although the r.m.s of normalised E predicted by homogenous is reduced to half of it
by direct linear relationship, 34.5% is still relatively large. The rather large error could be
attributed to the assumption that bone loss is uniform across proximal femur, which is known
to be higher in trabecular bone relative to cortical bone. Hence, it should be cautious to use

the homogenous algorithm in the future FE application.

To improve the estimation accuracy, density-specific algorithm was developed to account the
heterogenous vBMD loss by three density types (low-, medium- and high-density), which are
separated by two constant thresholds. The best-fit parameters for density-specific algorithm
are my=0.234 cm?, my= 0.189 cm?, 71y=0.253 g-cm3, Tyy=0.673 g-cm3, with prediction
error of 17.2%. The slopes are quite different from those between trabecular/cortical vBMD
and aBMD stated in the literature [207,244], due to the difference in separating tissue types.
Amstrup et al used a single density threshold (7=0.350 g-cm3) and reported the slop to be
0.131 cm™* and -0.417 cm™ for trabecular and cortical bone, respectively. Authors attributed
the inverse correlation found in cortical bone to existence of transitional bone. Ty in the
density-specific algorithm is much higher than the threshold proposed by Amstrup et al, thus
bone in the high-density region contains more “true” cortical bone. Additionally, the influence
of transitional zone in this study was reduced by reducing the volume of interest to element
level and only elements having identical density labels across majority subjects are used in
the optimization process. Hence, theoretically bone loss could be modelled by density-specific

algorithm more accurately.
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Based on the density-specific algorithm, an atlas of local vBMD loss over 6 years was
generated based aging-induced aBMD loss reported by Paggiosi et al (approximately 5%
aBMD loss over 6 years) [186]. It showed that in general the loss rate in trochanteric region is
the lowest, with the femoral neck the second and intertrochanteric region the highest. Less
bone is preserved around bone surface, especially in the femoral shaft and superior femoral
neck. This finding is partially consistent with the atlas generated by Farzi et al based on DXA-
aBMD images [210]. The main advantage of density-specific algorithm is the independence of
meshes and it accounts the vBMD changes over 3D geometry of proximal femur, instead of a

2D cut-off plane.

The results demonstrate the possibility to employ law algorithm in predicting the future bone
strength. Furthermore, it could also be implanted in the mechanistic models to assess future
hip risk such as ARF10. As mechano-regulation effect was excluded in the current model,
further development can be conducted to include such influence, which will be discussed in

Section 6.4.

6.2 Virtual osteoporotic population with aBMD derived from epidemiological
data

Influence of aBMD upon vBMD variation and femur strength is explored in this study based
on a group of virtual patients employing the bone loss algorithm developed in previous study.
Although it has been widely reported that bone strength can be affected by BMD distribution
and bone geometry in the literature [7, 8], whereas it is always concluded from the combined

influence of two factors.

A virtual population is generated based on 49 controlled subjects in Sheffield cohort using
algorithms proposed in Chapter 3. By applying aBMD data reported in epidemiological
studies, the median value of The rate of bone strength with respect to aBMD computed from
homogenous algorithm (k) is found to be 4612 N/(g-cm ). The sensitivity of k is slightly
stronger to impact orientations compared with bone geometries. Following similar approach,
the changing rate computed from density-specific algorithm (k') is much smaller than k, with
the median over all geometries and orientations equal to 1008 N/(g-cm “2). The sensitivity of

k' is consistent with the case found in k. A linear regression is performed between femur
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strength and aBMD of physical subject as a compassion. The results show that k overlap with
regression slope at most orientations, while k" is much lower in magnitude. However, due to
lack of a true validation, it is uncertain whether the true loss of bone strength is better

predicted by the density-specific or homogeneous algorithm.

Moreover, for each of ten randomly selected physical patients in Sheffield cohort, eleven
virtual patients are generated based on density-specific algorithm and covering the full aBBMD
range with an equal aBMD increments (i.e., 0.36, 0.42, ..., 0.96 g-cm 2). The FE results show
that variation of femoral strength is explained entirely by variation in aBMD alone for fixed
bone shape and size (R?=0.99). Critical fall orientation, failure type and failure location were
identical for all virtual patients generated from the same physical patient, which suggests that

these are independent of aBMD.

The outcomes of this study show that bone loss algorithm combined with CT-SSFE, can be
applied to compute future bone strength, and by extension, long-term fracture risk.
Furthermore, this study provides a promising first step towards generation of virtual patients

for in silico clinical trials.

6.3 Virtual osteoporotic population with varied femur length

In this study, a group of virtual patients with varied femur length were generated by affine
scaling method to investigate the effect of femur length upon femur strength. Although the
influence of bone geometry has been investigated in many studies based on various shape
parameters, most of them are associated with aBMD [226,245]or do the comparison between
genders [197,244]. With the help of virtual patients, it is possible to explore the independent
influence of femur size on subjects with identical vBMD distribution but having difference

length.

First, the readily measurable variable body height was considered as the input of scaling
factor. The literature supported this choice, as it suggested a linear correlation between body
height and femur length. However, somewhat unexpectedly, the calculated coefficient of
determination (r?=0.010) reflects body height is not suitable to replace femur length in the

Sheffield cohort. The most likely explanation is that patients in the Sheffield cohort typically
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suffer from osteoporosis, and hence they may also experience spine fracture and develop a

characteristic stooped posture.

In addition, Hausdorff distance is determined between two subjects whose lengths were
closest to check of anatomical similarity of femur shapes. It is concluded that only one pair of
femurs have average Hausdorff distance less than 1mm (approximately 1.5 times the CT
image resolution). All 96 femurs in Sheffield cohort are reserved to ensure the variation of
shape sufficient for the modelling. Also, the results suggested that the difference in femur
anatomy was mainly caused by femur length, and it would be safer if virtual femurs are scaled
only by length as near as the original femur. But, as the maximum HD,,, was only 1.66% of

the average femur length, it was still safe to scale over the whole spectrum.

The three dimensions of femurs was determined by minimum bounding box. Virtual patients
were generated by performing isotropic scaling of the proximal femur geometry of physical
patients (i.e., FE meshes). In this study, physical patient 085 was selected randomly as the
initial analysis subject and corresponding K = 10 virtual patients were generated. Choosing
ten virtual patients provided a good balance between computational cost and relevant
verification of the workflow. FE analysis was conducted for 11 proximal femur models to
simulate sideway falls. Results showed that the variation of bone strength among all virtual
patients lies in the 15% of physical patient, which is identical to the prediction error of QCT-
SSFE. This suggests femur strength is not affected by the variation of femur length. Similarly,

the failure type, location and critical fall orientation have no association with femur length.

The main finding in this study indicates that the variation of femur length or even femur size
have no significant influence on femur strength based on current QCT-SSFE accuracy. Perhaps
with improved QCT-SSFE prediction accuracy, the sensitivity of femur strength upon femur

size could be better understood.

6.4 Future directions

Given to the main outcomes of this thesis, further investigation could be conducted in three
aspects: bone loss accounting mechano-regulation; sensitivity of femur strength upon femur

shape with identical aBMD and length; and generating virtual populations to re-investigate
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clinical trials. The brief description of these three aspects and preliminary attempts are stated

below.

6.4.1 Bone loss accounting for mechanoregulation

The age-related bone mass change has been discussed in detail previously and bone loss
algorithms developed in this thesis have neglected the effect of mechano-regulation upon the
remodelling process. However, the mechanism of bone mass changes is a synergy between a
range of sophisticated and complexed factors including age, mechanical usage and diseases
[246]. It has been reported by several studies that the age and bone loss for postmenopausal
women do not follow a strict linear relationship [197,247]. With the adjustment of BMI, the
regression coefficient becomes more negative [248]. Besides, even using the curvilinear
model, there is no statistically significant improvement from the linear model [247]. It is
probably because the mechanical usage is not neglectable for the aging related bone loss

model.

Mechanical usage covers almost all physical activities associated with the bones imposed by
physical loads and motions. The bone responses to these loadings and strains by changing the
bone mass and structure [116]. Due to the variation of corresponding modelling and
remodelling activities, the effect of these loadings and strains on the bone mass change are
different. Regular physical exercise is considered to have a benefit on the improvement of
bone quality attributed to the proper ranges of strain on bone. [249]. It is reported that after
1-year proper physical exercise, the postmenopausal women have an improved bone mineral
density compared to the lacking exercise group [250]. Although the mechanism for the bone
mass change is known as increase of bone formation and decrease of bone reportion, the
underlying reason why bone resorption is more responsive to the mechanical loading is
unclear. In addition, the mode of physical exercise that subject takes has different influences

on the extent of bone mass increase.

Conversely, the decreased mechanical usage can lead to the reduction of bone mineral
density, referred to disuse bone loss. It is generally associated with microgravity for space
condition, injury and muscular contraction, The decrease of bone mass for astronauts after

spaceflight, due to the microgravity, has been reported by several studies [251,252]. The
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disuse bone loss is related to a complexed bone responses mechanism to the mechanical

loading.

A strain-adaptive algorithm was proposed by McNamara et al to simulate bone remodelling
[253]. The local remodelling status was assumed to be separated into three categories
(resorption, lazy zone and formation) by two strain energy density (SED) thresholds. This

provides an inspiration to adapt bone loss algorithm proposed in this thesis.

The rate of change of vBMD with respect to aBMD at any location is assumed to be dependent
on both vBMD and the mechanical stimulus at that location. Strain energy density (SED) under
one-legged stance condition is considered to be representative of physiological activity
induced mechanical stimulus. To reduce the effect of variation of body weight, for a certain

subject, SED of all elements will be normalised by the maximum elemental SED (i.e., S’f =

Se

——&5—, Where SP denotes SED for element e of subject p and max||, represents the
max|s} |p e a

maximum over index q).
Two hypotheses will be tested:
1) whole bone is in resorption.

2) bone regions are partitioned into resorption, quiet and formation region corresponding to

low, medium and high levels of SED.
Hence, for the first model, it is assumed

dv(x,a) m,

i 3 (Equation 6.1)

where i represents low-, medium- or high-density region defined in density-specific algorithm
determined by the threshold 7’y and 7'yy. S is normalised SED (0<S<1). The predicted

vBMD (v'?) is given by

, m; .
v = S__pl. (ay —{ap)y) + (W2, (Equation 6.2)
e
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where the operator (---)q denotes an average taken over the range of the index g. This
definition utilises the fact that the line of best fit always passes through the centre of the data,
which here is given by ((ap)p,(vep)p). The total error vector from element e is defined the
same as previously in density-specific algorithm. The initial guesses for the routine Isqnonlin

are the parameters determined in density-specific algorithm.

In the second model, the changing rate is then defined as

dv(x,a) _

ia m; - @; (Equation 6.3)

where ¢; is defined a SED-related factor and j denotes resorption (R), quiet (Q) and
formation (F) region. @q is assumed to be zero with pr < 0 < @g. $RQ and S’QF are two
normalised SED thresholds (0 < S'RQ < S'QF < 1) separating resorption/quiet zone and

quiet/formation zone.

The original vBMD matrix (295589*96, element index*subject index) is then resorted the
magnitude of subject’s aBMD in descending order, i.e., the first column is the subject with
smallest aBMD and the last column is with largest aBMD. Then, the change of vBMD is
calculated between the current subject and the subject having next smaller aBMD. Hence,

the predicted vBMD (v’ze)') for element e and subject (p’ = 2...96) is given by

"1

vy =m; ;- (apr - apr_l) + v} (Equation 6.4)
And a subject- and element-specific error variable is defined as follows
el =Wl —vh )Y (Equation 6.5)

The total error vector from element e is the same as previously. The initial guesses for
m;, T v and T'yy are the best-fit parameters determined in first model, while the rest is
assumed to be SRQO =0.25, SQFO =0.75, @ro =-1, @go =1. The routine Isqnonlin could be

implemented to find the optimised parameters.
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6.4.2 Generating virtual populations to re-investigate clinical trials

Based on the results derived from the studies discussed in Section 6.2 and 6.3, the procedure
of generating virtual populations with specific biomechanical parameter distributions would
be established. If bone strength is found to be not sufficiently sensitive to certain
biomechanical parameters, this information can be used to optimise virtual population

generation.

Bisphosphonates are a common drug used in osteoporosis treatment. Past clinical trials have
recorded improvement (or not) in aBMD endpoints. Here, virtual patients could be created to
represent the biomechanical parameter distributions of physical patients in these trials. The
number of virtual patients generated will correspond to the statistical power needed. QCT-
SSFE analysis could be used to investigate if S1 (= bone strength when drug is administered)
and So (= bone strength when placebo is administered) come from statistically significantly
different distributions. Bayes’ theorem will be used to restrict how many virtual subjects are

analysed using FE.

Bayes’ theorem states that, given the data X, the posterior probability distribution of the
parameter 6 can be determined from the probability distribution p(X|6) of the random
variable X and the prior probability distribution p(6) of 8 [254]. Moreover, once p(0]X) has

been evaluated, it can be used to substitute for p(8) and use again with more data X.

_ pX10)p(®)
[ p&X10)p(©)do

p(0]|X) (Equation 6.6)
First, the bone strength distribution of all physical patients in the cohort needs to be
determined. This gives the functional form of p(X|6), where 68 = 5 is the parameter
describing the distribution of bone strength X = S. It will be assumed that the functional form
of the bone strength distribution is same for intervention and placebo populations. The initial
guess of the prior distribution p(@) is immaterial and will be taken to be a uniform
distribution in the range of bone strength values found in the literature. With these
information, Bayes’ theorem can be used to update the posterior distribution (in batches of
virtual patients). Simulations are stopped when the parameters 0 of the distributions of So

and S; are known with enough accuracy to determine statistically significant differences.
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Table 6.1 Basic information of Bayes’ theorem for reinvestigating clinical trials.

Distribution Distribution of

Virtual
of Bone biomechanical Sheffield Cohort
Populations
Strength parameters
Disease
So 50 p(Sol0s0), p(0s0) D(So1650), (B30
Model
Intervention
S1 051 p(511651),p(651) p(S71651),p (62,

Model

A group of virtual population with statistical significance of past clinical trials could be
generated for in silico clinical trial. The independence of the sequences needs to be verified
by applying Bayes’ theorem to test the individual or batches of virtual patients. However, the
batch size used for updating the posterior distribution is required to be tuned to make it
sufficiently parallelizable but also to not execute too many unnecessary simulations, which is

largely limited by the HPC system capabilities.
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List of Figures

Figure 2.1 Schematic diagram of cortical and trabecular bone. Lamellae are arranged into
osteons and trabeculae, which constitute cortical and trabecular bone respectively. The
periosteum consists of two layers (outer fibrous layer and inner osteogenic layer) that wraps
the surface of bone. Reproduced from Biga et al [44] with permission..........ccccccceevvrininnnn. 10
Figure 2.2 Stress-strain curves of monotonic tensile and compressive tests for human femoral
(a) cortical bone along the longitudinal direction and (b) trabecular bone along the principal
direction. Reproduced from Morgan et al [46] with permission. .........cccccveeveeeviiviiiiiiiniinnnnn.. 11
Figure 2.3 Schematic diagram of osteon. Osteons comprise lamellae arranged concentrically
around the Haversian canal. Reproduced from Biga et al [44] with permission. .................. 12
Figure 2.4 Examples of DXA scans at proximal femur (a Lunar and b Hologic). The region of
interest for femoral neck is marked in yellow rectangular box. Reproduced from El Maghraoui
et al [63] with permission from Oxford University Press.......cccccveeeeeeeveeeeieeeieeiieeiieeeeeeeeeeeenn. 18
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