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Abstract

Organic carbon (OC) is an essential component of soil; its presence in soil is important for growing

crops, for maintaining the stability of soils, and more generally for capturing CO2 from the atmo-

sphere. Sorption of OC to oxide mineral surfaces is considered a key process in the soil preservation

due to its ability to protect OC from microbial degradation. To understand the sorption of OC

in soils, it is important to obtain a quantitative description of the binding of organic molecules

to soil minerals and soil metal cations. In this work, we conducted theoretical modelling inves-

tigations on the binding of water and small organic molecules, typical building blocks of OC, on

α-Al2O3 (alumina), a common soil mineral. Alumina was modelled both bare and hydroxylated

using (0001)-oriented periodic slabs, using density functional theory (DFT) calculations and empir-

ical dispersion. Adsorption energies and binding energies were calculated. The amine, amide and

carboxylic acid functional groups were found to adsorb more strongly than water during our small

molecule adsorption investigations on the bare and hydroxylated α-Al2O3 (0001) surface. These

investigations illustrated the key functional groups required for strong OC binding in soils. With

knowledge gained from this first stage of investigations, we conducted our biopolymer adsorption

investigations. Several biopolymers such as, cellulose and chitin were adsorbed to the hydroxylated

alumina surface. Pectin was the most strongly adsorbing of the biopolymers and hydrogen bonding

was a major contributor to its stability. Finally, we also investigated the binding of small organic

molecules to the hydrated [Al(H2O)6]3+ and [Fe(H2O)6]3+ complexes to investigate the binding of

cations in the soil solution. In the cation investigations we calculated the Gibbs energy of reaction

for the products of the ligand substitution process. Acetate, amine and amide ligands yielded

the most energetically favourable substitution products for both the Al3+ and Fe3+ studies. Fe3+

produced more energetically favoured products compared to its Al3+ counterpart. Overall, many

organic functional groups, particularly, the amine, amide and acid bind strongly to the bare and

hydroxylated alumina surface and metal cations. Hence, they are likely to remain adsorbed on

alumina and cations in soils.
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Chapter 1

Introduction

Soil chemistry originated in the early 1850’s with the research of J. T. Way.17 Often considered

as the father of soil science, Way found that soils could adsorb both anions and cations, and that

these ions could be exchanged with other ions. His research found that ion exchange was rapid

and treating soils with either heat or acid reduced the soils ability to adsorb ions. Much of the

research between 1850 and the early 20th century was an extension of Way’s work. Modern day

soil chemistry has predominantly been motivated by the modern environmental movement, which

emphasises reducing pollution and protecting and preserving natural reserves.2

Soil chemistry is a sub-discipline of soil science that deals with chemical composition, chemical

properties and chemical reactions of soils.2 Soils are porous media created at the surface of land

through weathering processes mediated by geological, biological and hydrological phenomena. In

chemistry, soils are chemical systems containing reactive species of solids, liquids and gases. As

they are open systems, soils exchange both matter and energy with the surrounding biosphere,

atmosphere and hydrosphere. Soils are the predominant characteristic of the life supporting critical

zone. The critical zone extends from the top of the vegetation canopy to the bottom of the

groundwater aquifer (permeable rock).1

1.1 Soil Minerals

Approximately one half to two thirds of the soil volume is comprised of solid matter. Of this solid

matter, more than 90% represents inorganic compounds, in which humus accounts for ∼ 10% of

the solid matter and minerals account for the remaining solid matter.1 Elements present in the

largest quantities in soils are oxygen, silicon, aluminium, iron, carbon, calcium, potassium, sodium
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and magnesium, There elements are also found in the earth’s crust and sediments. Oxygen is the

most ubiquitous element in soils and the earth’s crust.2,18

The elements in soil minerals typically occur as charged ions. These species are arranged in crystal

lattices and held together by ionic and covalent bonds. The two most important properties of these

ions in soil minerals are their valence and ionic radius. The ionic radius of a single ion cannot be

measured. However, the ionic radius can be defined based on the following assumptions: The first

assumption states that the radius of the bivalent oxygen ion (O2−) is 0.140 nm in all minerals.

The second assumption states that the sum of the radii of the cation and anion involved in binding

is equal to the measured inter-atomic distance between the two ions. The final assumption states

that the element’s ionic radius has the same value in all mineral structures containing an ion with

a given coordination number (CN). Most chemical bonds have a combination of covalent and ionic

character. For example, the Al-O bond is approximately 40 % covalent and 60 % ionic.1

Two important parameters can be defined for the atomic properties of metal cations and anions

that combine to form crystals. The first parameter is the ionic potential, IP

IP =
Z

R
(1.1)

where Z is the valence of the metal cation and R is the ionic radius. The significance of the ionic

potential (IP) is is that metal cations with an IP < 30 nm−1 are found in the soil as free cations.

Metal cations with IP < 100 nm−1 have the tendency to hydrolyse and precipitate and those

with an IP > 100 nm−1 tend to be present within soils as free oxyanions. The second important

parameter is bond strength, s

s =
|Z|
CN

The bond strength assigns an equal proportion of the valence of a cation to each of the chemical

bonds it forms with the nearest neighbouring anion.1

1.1.1 Pauling’s Rules

Most of the minerals in soils are ionically bonded, thus their structures can be predicted based on

Pauling’s rules.19

Rule 1 : A coordinated polyhedron of anions is formed about each cation. The cation-anion dis-
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tance is determined by the sum of the cation and anion radii. The CN is therefore determined by

the cation to anion radius ratio.

Table 1.1: Minimum radius ratio of the cation-anion inter-atomic distance and their
corresponding coordination numbers (CN)

Minimum Radius Ratio CN

1.00 12

0.732 8

0.414 6

0.225 4

Rule 2 : In a stable mineral structure the sum of the bond strengths coming from adjacent cations

to an anion is equal to the charge of the anion. For example, goethite (FeOOH) illustrates Pauling

rule 2. The Fe3+ radius is 0.065 nm. The CN of the Fe3+ cation according to the Pauling rule 1

is found from

Radius Ratio of Fe3+ =
Radii of Fe3+

Radii of O2− =
0.065

0.140
= 0.464 (1.2)

As according to table 1.1, 0.464 > 0.414, therefore the CN of Fe3+ with O2− is 6. Hence,

s(Fe3+) =
|3|
6

= 0.5 (1.3)

Following rule 2 four Fe3+ should bond to each O2− in the goethite structure. However, the

structure reveals that each O2− binds to three Fe3+. However, there is a proton in the formula of

goethite (FeOOH), this proton can be used to provide a cation, therefore resulting in a fourth bond

to O2−. As there are twice as many oxygen atoms in goethite as hydrogen atoms, each proton

must be shared by two O2−. Thus, s = 0.5 as required and the fourth bond to O2− (that replaces

Fe3+) is a hydrogen bond.

Rule 3 : Pauling rule 3 is a statement of Coulombs law of repulsion for cations. The Coulomb

repulsive interaction between cations in a mineral are weakened or screened by the Coulomb field

of the anions (negatively charged) surrounding the cations. Alumina, Al2O3 reflects this property

whereby there are both short and long Al-O bonds.

Rule 4 and Rule 5 : Pauling Rules 4 and 5 are extensions of rule 3. They reflect that stable minerals

containing different types of cations do not tolerate sharing of the polyhedra.1,2
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1.1.2 Primary Soil Minerals

The two most abundant chemical elements present within soils are oxygen and silicon. Therefore,

these two elements combine to produce silicate minerals.1,2, 20 These minerals are given the name,

primary minerals as they are sand and silt particles inherited from parent materials such as meta-

morphic and igneous rocks, Feldspars are examples of such minerals. The potassium feldspars are

important as they are a major component of the mineral form of potassium.2,9, 21,22

Table 1.2: Common primary soil minerals.1

Mineral Name Chemical Formula

Quartz SiO2

Feldspar (Na,K)AlO2[SiO2]3, CaAl2O4[SiO2]2

Mica K2Al2O5[Si2O5]3Al4(OH)4 (muscovite)

K2Al2O5[Si2O5]3(Mg,Fe)6(OH)4 (biotite)

Pyroxene (Ca,Mg,Fe,Ti,Al)2(Si,Al)2O6

Olivine (Mg,Fe)2SiO4

1.1.3 Secondary Soil Minerals

Secondary soil minerals are given their name as they occur as a result of primary mineral weath-

ering transformations.1,23 Particles formed by secondary minerals are clay or silt size. Clays are

inorganic materials that are < 2 mm in size, whereas clay minerals are specific minerals that

occur in a clay sized fraction.21 Clay minerals have several different species, the most common

are phyllosilicates and aluminosilicates. These clay minerals have a plate like structure. These

minerals such as micas, are layered and contain sandwhiches of tetrahedral and octahedral sheets.

Classified into three-layer types, they are are distinguished by the number of tetrahedral and octa-

hedral sheets which combine to form a layer. They are further classified into five groups which are

differentiated by the location of the isomorphic cation substitutions in the layers.1 Clay particles

are highly reactive due to their large specific surface area (compared to sand and silt particles).9,24

Amongst the clay minerals, are oxides minerals. The term oxide mineral also refers to metal hy-

droxides, oxyhydroxides and hydrous oxides (whereby non-stoichiometric water is present within

the structure).21 Aluminium, iron and manganese oxides play an extremely important role in soil

chemistry. While they are not found in large quantities (unlike silicates), they have significant

effects on many chemical processes that take place in soils, such as sorption and redox processes

because of their high reactivity and specific surface areas.21,25–31
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Table 1.3: Common secondary soil minerals.1

Mineral Name Chemical Formula

Kaolinite Si4Al4O10(OH)8

Allophane SixAl4O6+2x · nH2O, 1.6≤x≤4, n≥4

Calcite CaCO3

Gypsum CaSO4

Smectite, Illitle or My(Si,Al)8(Al,Fe,Mg)4O20(OH)4

Vermicite M inter-layer cation, 0.4≤y≤2.0

Aluminium Oxides

In nature, a number of crystalline aluminium hydroxides, oxyhydroxides and oxides are present in

soils. The hydroxides are the most common crystalline minerals and the oxyhydroxides are the

least common. Only two aluminium oxide minerals are naturally occurring within soils, gibbsite

(Al(OH)3) a hydroxide and boehmite (γ-AlOOH) an oxyhydroxide. Diaspore (α-AlOOH) and

corrundum (α-Al2O3) can also be found. Anhydrous aluminium oxides are often found in igneous

and metamorphic rocks.2,32–34 Gibbsite is the most common aluminium oxide mineral. Gibbsite is

often found in highly weathered soils such as oxisols (tropical mineral soils) and utisols (clay-rich

soils found in warm climates).2,3, 9, 35,36

Iron Oxides

The major iron oxides and oxyhydroxides are listed in table 1.4. The basic structural arrangement

for the iron oxides is an octahedron. The iron oxides primary difference occurs in their octahedral

structure and how they are linked.2,37 Goethite (α-FeOOH) and hematite (α-Fe2O3) are called

the alpha (α) phase structures. Their structures are based on hexagonal close packing of anions.

On the other hand, lepidocrocite (γ-FeOOH) and maghemite (γ-Fe2O3) are the gamma (γ) phases,

and their structure are based on the cubic close packing of the anions. The γ phases are less stable

than the α phases. The Fe3+ can be replaced by the following metal cations, Al3+, Mn3+ and Cr3+

via isomorphous substitution. Cations such as those of nickel, titanium, cobalt and zinc can also

be present in the iron oxide structure.2,6, 38–40 Goethite is the most common iron oxide present

within soils. Hematite is the second most common iron oxide in soils. It is commonly found in

highly weathered soils. It is the mineral that gives many red soils their strong colour.6,41–45
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Table 1.4: Common aluminium and iron oxides, hydroxides and oxyhydroxides found in soils.2–6

Mineral Name Chemical Formula

Aluminium Oxides

Bayerite α-Al(OH)3

Boehmite γ-AlOOH

Corundum α-Al2O3

Diaspore α-AlOOH

Gibbsite γ-Al(OH)3

Iron Oxides

Akaganeite β-FeOOH

Ferrihydrite Fe5HO8·4H2O

Feroxyhyte δ-FeOOH

Goethite α-FeOOH

Hematite α-Fe2O3

Lepidocrocite γ-FeOOH

Maghemite γ-Fe2O3

Magnetite Fe3O4

1.2 Soil Organic Matter

Similar to the inorganic components of soil, organic components also play a significant role, which

affects the chemistry of soils.46–48 Soil organic matter (SOM) is the intermediate phase of carbon

between completely oxidised carbon (CO2) and photosynthetically fixed carbon.9 SOM is impor-

tant as it contributes to plant growth by altering chemical, physical and biological properties of

soil. SOM also supplies nitrogen, sulphur and phosphorous for plant growth.49 It also serves as an

energy source for soil micro-organisms and promotes the production of good soil structure.9

By mass, SOM is approximately 50 % carbon. As a carbon reservoir, SOM is the largest pool of

organic carbon on earth. The soil carbon reservoir is four times larger than than the terrestrial

biosphere (plants and microbes etc).50,51,51 Soils vary significantly in their organic matter content.9

For example, soils on the surface horizons of prairie grassland contain 1 to 6 % organic carbon by

mass. Whereas, soils present within sandy deserts may contain as little as 0.1 % organic carbon

by mass. The largest global mass of soil carbon is stored in histosols (soils that primarily consist

of organic material, often found in Canada and Scandinavia in marshy areas). Histosols have more

than 50 % organic carbon my mass.
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1.2.1 Soil Humus

The main constituents of SOM are carbon (52-58%), oxygen (34-39%), hydrogen (3.3-4.8%) and

nitrogen (3.7-4.1%). SOM contains humic and non-humic compounds. Non-humic compounds

consist of carbohydrates, peptides, proteins, fats and waxes. These molecules are attacked easily

by the microorganisms present within soils. Therefore, they only exist in soils for a brief period

of time.2 SOM is considered to be synonymous with humus, it includes all organic compounds

within soils.2,7, 52–54 The carbon containing compounds in humus are a product of degraded plant,

animal, microbial molecules, burned carbon and micro-organisms.9

Humus consists of humic substances. Humic substances can be defined as naturally occurring het-

erogeneous biogenic, organic substances.2 Humic substances are the major constituent of organic

molecules in soils and sediments. They arise from the degradation of plant and animal matter,

and from activity of microorganisms. Humic substances are large complex biomolecules, as they

are predominantly produced from living organisms.55,56

The humic products formed have the tendency to associate into more complex and more stable

structures, than those of the starting material.57–60 They can generally be recognised as being

either yellow or black in colour.2,61 Humic substances are also partly aromatic, and polyelectrolytic

materials,62 They can be subdivided into humic acid, fulvic acid and humin.2

Several mechanisms have been proposed for the formation of humic substances,

Figure 1.1: Mechanisms for the formation of soil humic substances, amino compound synthesized
by microorganisms react with (1) reducing sugar, (2 and 3) quinones and (4) modified lignins.2,7

Pathway 1 assumes humic substances come from sugar reduction, it is not considered a significant

mechanism, as the quinone pathways are considered to be more significant. The lignin theory

(pathway 4) states that humic substances are modified lignins that remain after microbial attack.

The modified lignins are characterised by a loss of methoxy (OCH3) groups and the presence
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of ortho-hydroxyphenols and the oxidation of aliphatic side chains to form carboxylic (COOH)

groups. These lignins undergo further modifications resulting in humic acids and then fulvic acids.

The most recent view of humic substance generation (pathway 2 and 3) involve quinones. Phenolic

aldehydes and acids are also important as they are released from lignin during microbial attack and

are altered to quinones. These quinones polymerise in the absence/presence of amino compounds

producing humic macro-molecules. Pathways 2 and 3 are analogous to one another, except that in

pathway 2 the polyphenols are microbially synthesised from non-lignin based carbon sources such

as, cellulose.2,7

Key Functional groups of SOM

Table 1.5: Important functional groups of SOM.7

Functional Group Structure

Acdic Groups

Carboxylic acid R-C=O(-OH)

Enol R-CH=CH-OH

Phenol OH Ar-OH

Quinone Ar=O

Netrual Groups

Alcohol OH R-CH2-OH

Ether R-CH2-O-CH2-R

Ketone R-C=O(-R)

Aldehyde R-C=O(-H)

Ester R-C=O(-OR)

Basic Groups

Amine R-CH2-NH2

Amide R-C=O-(NH-R)

where R is an aliphatic straight or branched carbon chain (saturated and unsaturated) and Ar is

an aromatic ring.

There are several functional groups present in humic substances. The main and most important

groups are the carboxylic acid and phenolic OH functional groups with the carboxylic acid group

as the most important. Fulvic acids are more acidic than humic acids. Small amounts of alcoholic

OH, quinonic and ketone groups are also found. Fulvic acids are high in carboxylic groups, and

humin has more alcoholic OH groups than humic and fulvic acid.
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Biomolecules in Humus

Large complex humic substances are the major contributor of organic carbon in soils. However,

several different types of biomolecules are also present within soils with well-defined chemical

structures. In most soils, weathering (microbially catalysed) of litter and humus under aerobic and

anaerobic conditions results in the production of the six key building blocks of biomolecules. The

key elements found in biomolecules are hydrogen, nitrogen, carbon, oxygen, sulfur and phospho-

rous (often released). Biomolecules can range from simple organic acids to large and very complex

biopolymers. Organic acids such as formic acid and oxalic acid are amongst some of the best

characterised acids.

Table 1.6: Common aliphatic organic acids present within soils.1

Functional Group Structure pHdiss

Formic acid HCOOH 3.8

Acetic acid CH3COOH 4.8

Oxalic HOOCCOOH 1.3

Tartaric acid HOOCH(-OH)CH(OH)COOH 3.0

Formic acid is a mono-carboxylic acid produced by bacteria and found in root exudates (root

excretions) of maize. Acetic acid is also produced microbially, often under anaerobic conditions.

It is found in the root exudates of grass and herbs. The concentration of formic and acetic acid

in soils ranges from 2 - 5 mM. Oxalic acid is ubiquitous in soils. Both oxalic and tartaric acid

are di-carboxylic acids produced by fungi and then excreted by plant roots. Their soil solution

concentrations range from 0.5 - 1 mM. Alongside the aliphatic organic acids, soils also contain

aromatic organic acids. Their concentrations range from 0.05 - 3.0 mM.1

Soils also contain amino acids.1,63,64 These acids have a concentration of 0.05 - 0.6 mM in soils.

Amino acids can account for as much as a half of the nitrogen in soil humus. The most common

amino acids that are present within soils are: glycine, alanine, aspartic acid, glutamic acid, arginine

and lysine. Glycine and alanine are an example of neutral amino acids, for which the side chain R

contains neither a carboxyl group nor the amino group, they contain aliphatic groups. The name

neutral is apt because the COOH group is dissociated to give the negatively charged COO− species

and the NH2 group gains a proton to become the positively charged NH+
3 species. Neutral amino

acids account for two thirds of all soil amino acids. Acidic amino acids on the other hand, the R

group includes a carboxyl group, for example aspartic and glutamic acids. Basic amino acids have

amino groups as their R groups, for example, arginine and lysine.1

Carbohydrates are biopolymers of microbial and plant origin.1,65–67 They account for up to one
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quarter of the organic carbon within soils. They have a non-aromatic ring structure, with OH

substituent groups on the ring. Glucose is an example of a monosaccharide that can polymerise

to form the polysaccharide cellulose, after the elimination of water. The aromatic counterparts of

the polysaccharides are lignin and tannin. These polymers are formed by linking together phenols

or other aromatic OH groups.68 Lignin is the most abundant aromatic biopolymer in terrestrial

plants.1,69 It accounts for up to a third of plant litter biomass.

1.3 The Soil Solution

Soils contain both organic and inorganic components, but they also contain water. The amount

of water within in soils is known to be temperature dependent.70,71 Liquid water in soil is a

repository for dissolved solutes (gases and solids). For this reason it is therefore given the term the

’soil solution’.1 Soil water resides in the pore spaces of soils and it reacts with the soil particles

themselves, as well as roots, microbes and gases.9 Several complex chemical reactions take place

within the soils solution1,2, 9 In saturated (or near saturated) soils the water is also known as the

bulk solution, chemical reactions take place within the bulk solution.9

The chemical reactions that take place in the bulk solution are, (1) protonation and deprotonation

of acids, (2) complexation, (3) hydrolysis (under speciation), (4) solid precipitation and dissolution

and (5) gas dissolution. The first three reactions are strictly aqueous. Gas dissolution reactions

involve reactions between liquids and gases. Precipitation and dissolution reactions deal with the

movement of ions between solid and aqueous phases.9

1.3.1 Protonation and Deprotonation of Acids

In soils some of the molecules liberate H+ ions, thus they are known as Bronsted acids. Strong acids

such as HCl and HNO3 completely dissociate into protons and the conjugate bases (anions). Weak

acids on the other hand (such as HCO−
3 and CH3COOH) deprotonate at a higher pH (compared to

strong acids). For a generic weak acid (HA), the deprotonation reaction has the following equation

HA ⇌ H+ + A− (1.4)

where A− is the anion (conjugate base). Therefore, the acidity constant (Ka) is

Ka =
[H+][A−]

[HA]
(1.5)
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using pKa = −logKa we will take the negative logarithm of the expression for the acidity constant

and separating terms, we obtain the following approximation

pKa = −log[H+] − log
[A−]

[HA]
(1.6)

pH = −log[H+] therefore,

pKa = pH − log
[A−]

[HA]

making pH the subject gives

pH = pKa + log
[A−]

[HA]
(1.7)

This equation is known as the Henderson-Hasselbalch equation.9,72 From this equation one can

calculate the ratio of protonated and deprotonated acids as a function of the pH.

log
[A−]

[HA]
= pH − pKa (1.8)

The behaviour of acids in soils can be calculated using the above equation, which calculates the

ratio of protonated and deprotonated species within soils. The most important factor within

protonation and deprotonation reactions within soils is the pH.9

1.3.2 Complexation

Molecules and ions that are strongly interacting often become complex ions or complexes.9 Com-

plexes are molecules that are composed of a central ions surrounded by ligands.1 Typically, ligands

are negatively charged and attracted to central ions that are typically positively charged cations, al-

ternatively ligands have electrons that are available for binding to cations. In soils, complexes such

as [Fe(H2O)6]3+ form from the interaction of the free Fe3+ cation with H2O. In the [Fe(H2O)6]3+

complex ligands can replace a single or several H2O molecules in the primary hydration sphere.

Alternatively, other ligands may exist in the second solvation sphere. When a ligand is in the

second solvation sphere an ion pair is formed. The interactions between an ion pair (electrostatic)

are weaker than those of the complexed ions. Complex ions are known as inner-sphere complexes

and ion pairs are known as outer-sphere complexes.9,73 Many alkaline earth metals occur in soil

solutions as either complex ions or ion pairs. Ligands must complete with water in the central
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ion’s solvation sphere to associate with a central ion.9

Predicting Complexation

Complexation within soils can be predicted using the hard and soft acid and base (HASB) theory.

HASB theory predcits the polarisibility of ions. The HASB theory states that hard Lewis acids

tend to interact with hard Lewis bases and soft Lewis acids tend to interact with soft Lewis bases.

In aqueous solutions, such as the soil solution, cations such as Al3+, Fe3+ and Co3+ (and more)

react strongly with oxyanion ligands, such as CO2−
3 , SO2−

4 and PO3−
4 . Metal cations such as Cu2+

and Cd2+ interact with non-oxygen anions such as S2− and CN−. Cations that prefer to interact

with oxygen containing anions (hard Lewis bases) are hard Lewis acids and are less polarisable.

Whereas, cations that interact with non-oxygen containing anions (soft Lewis bases) and soft Lewis

acids. Intermediate acids and bases can interact with either hard or soft acids and bases and are

more polarisable. The HASB theory allows the prediction of cation and anion complexation. In

soils, reduced oxidation states such tend to softer Lewis acids and bases. For example, Fe2+ is a

softer acid than Fe3+, hence they behave differently in soils.

1.3.3 Speciation of the Soil Solution

Speciation is a chemical process by which a species has formed. In soils, speciation of free metal

ions reduces their toxicity.73–77 In the soil solution it is paramount as one should know the form of

the free and complex species that are present within soils. With this knowledge one gains a better

understanding of the reaction of the species present. Ions in the soil solution can form a number

of different species. One example of speciation reactions are hydrolysis reactions. Hydrolysis

reactions split a H+ ion from a water molecule producing H3O+ by interacting with neighbouring

water molecules. The general equation for the hydrolysis of a hydrated metal ion in solution is

[M(H2O)x]n+ ⇌ [M(OH)y(H2O)x−y](n−y)+ + yH+ (1.9)

where y is a stoichiometric coefficient and n is the charge of the complex. The degree of hydrolysis

is pH dependent. Several reactions can occur within soils, another example is the reaction between

a hydrated metal complex and a ligand. The general equation between a hydrated metal complex

and negatively charge ligand is the as follows

a[M(H2O)x]n+ + bL− ⇌ [M(H2O)x]aLb (1.10)

26



where a and b are stoichiometric coefficients. L is a singly charged ligand.

1.3.4 Dissolution and Precipitation

Precipitation is the process of depositing a substance from the soil solution and dissolution is the

process of dissolving a solid. These reactions determine the fate of inorganic mineral components

within soils.2 Mineral weathering processes are affected by the dissolution-precipitation equilibria

of the solid phase.1,2 Precipitation of minerals within soils only occurs when supersaturation

conditions exist in the soil solution. On the other hand, dissolution only occurs when the soil

solution is undersaturated with respect to the minerals within the soil.2

Silicate minerals such as anorthite (CaAl2Si2O8) undergo dissolution reactions to form various

secondary minerals that are important in soils. An example of the weathering reaction of anorthite

to produce kaolinite (Al2Si2O5(OH)4) is as follows2,78

CaAl2Si2O8 + 2CO2 + 3H2O ⇌ Al2Si2O5(OH)4 + Ca2+ + HCO−
3 (1.11)

1.3.5 Gas Dissolution

Soils also contain gases. The exchange of gas from the soil solution to the atmosphere is a process

that controls the aqueous chemistry of ammonia, carbonate, nitrogen, oxygen and sulfur. An

example is the gas dissolution reaction for di-nitrogen

N2(g) + H2O(l) ⇌ N2(aq) (1.12)

The equilibrium distribution for gas dissolution is predicted using Henry’s law

KH =
ai
P

(1.13)

where KH is the Henry’s law constant. ai is the aqueous activity of the dissolved species i, and P

is the partial pressure of the gas. As the partial pressure of a gas increases, the aqueous activity

also increases.9
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1.4 Adsorption Phenomena of Soils

We have discussed the important components of soils, particularly the inorganic and organic com-

ponents. We have also discussed the importance of water and the important chemical reactions

that occur within the soil solution. We will now discuss the importance of adsorption phenomena

within soils. Adsorption within soils can be defined as the accumulation of a material (adsorbate)

at an interface between either a mineral surface or a SOM surface and the aqueous solution.2,9

Adsorption is considered to be one of the most (if not the most) important chemical process within

soils. It determines the the availability and retention of plant nutrients, pesticides and metals

within soils. It is one of the primary processes that affects the transport of nutrients and also

contaminants within soils. Both physical and chemical forces are involved in adsorption processes

within soils. Physical forces include Van der Waals forces and electrostatic outer-sphere complexes.

Contrarily, chemical forces result from the interaction of a short range nature. These interactions

include covalent bonding, hydrogen bonding and ionic bonding, a process that involves a ligand

exchange mechanism.2

Adsorption reactions can be classified into outer-sphere adsorption and inner-sphere adsorption.

Within outer-sphere adsorption processes at least one water molecule remains between the surface

and the adsorbate. Inner-sphere adsorption processes on the other hand involve the adsorbate

directly binding through either a covalent or an ionic bond with the mineral surface. These two

adsorption mechanisms are analogous to outer-sphere and inner-sphere complexes as discussed in

section 1.3.2.9,79

Figure 1.2: Bonding characteristics of inner and outer-sphere adsorption.9
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1.4.1 Outer-sphere Adsorption

Outer-sphere adsorbed ions are located on mineral surfaces. Although they are located on the

surface of a mineral they do not form chemical bonds with the functional groups present on the

surface. Ions such as Ca2+, Mg2+, Na+, K+, NO−
3 and SO2−

4 can be adsorbed by outer-sphere ions.

They acts as the major reservoir of many micro-nutrients. Cations are adsorbed electrostatically

to negatively charged surfaces and anions are adsorbed (electrostatically) onto positively charged

surfaces. Several factors that affect outer-sphere electrostatic adsorption reactions are the ion

valence, type of surface charge, ion hydration and the concentration of ions in the soil solution.

Their reactions are all fast and reversible and they occur on minute to seconds timescales.

On oxide mineral surfaces, outer-sphere adsorbed ions exist as hydrated ions. These hydrated ions

are attracted to the charge of the surface functional groups. The charge of the surface functional

groups on oxide minerals is not strong enough to dehydrate the hydrated outer-sphere adsorbed

ions. Minerals such as phyllosilicates have a delocalised charge, and on these surfaces cations

maintain their hydration spheres.9

Cation Exchange in Soils

Cation exchange in soils is primarily an outer-sphere adsorption reaction. Cation exchange reac-

tions predominate within soils that have a high mineral content. The Cation exchange capacity

(CEC) is the amount of cations a particular soil can adsorb.9,80 It is equal to the net negative

charge of the soil particles. The majority of a soil’s CEC is provided by SOM and soil clays.

Exchangeable cations are ions that are replaced by other ions salt solutions in soils. The major

exchangeable cations (in order) are Ca2+ (80%) > Mg2+ (15%) > K+ (4%) > Na+ (1%). As

the acidity of soils increases, H+ and Al3+ ions also occupy the cation exchange sites on mineral

surfaces. As a result of the varying charge, size and polarisability of cations, their adsorptive

behaviour also varies. Cations with a low charge and a large hydration radius such as Ca2+, Mg2+

and Na+ tend to adsorb via the formation of outer-sphere bonds on most mineral surfaces.

The attraction of an ion and a charged surface is determined by the strength of electrostatic adsorp-

tion. Strongly adsorbed ions ions are always preferentially adsorbed over less strongly adsorbed

ions. The magnitude of this interaction in outer-sphere adsorption reactions is often described by

a phenomenon known as cation selectivity.9

Outer-sphere Anion Adsorption

Similar to, outer-sphere adsorbed cations, anions also undergo outer-sphere adsorption reaction.

Anions are attracted to positively charged sites on clay mineral edges, allophane surfaces and
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hydrous oxides. They are repelled by permanent charge clay mineral inter-layers. Soils that

contain large amounts of oxide minerals and kaolinite often have a positive charge overall. The

positively charged sites electrostatically attract anions. Cl−, NO−
3 and SO2−

4 anions are the most

important anions within soils. The mobility of the Cl− anion is similar to that of the NO−
3 anion.

Therefore, it is often used as indicator for the mobility of NO−
3 within soils.

1.4.2 Inner-sphere Adsorption

We will now discuss inner-sphere adsorption reactions. Inner-sphere adsorption reactions are

chemisorption reactions, whereby covalent bonds are formed between an adsorbate and a mineral

or SOM surface. Metal cations such as Al3+, Be2+ and Pb2+, alongside transition metal cations

(and several others) all form inner-sphere bonds with the functional groups that exist on SOM

and mineral surfaces. Amorphous materials have more surface functional groups than crystalline

materials. Thus, they have a greater inner-sphere adsorption capacity. For example, ferrihydrite

(Fe5HO8 ·4H2O) has a greater adsorption capacity than that of goethite (α-FeOOH).

Inner-sphere adsorption reactions are dependent upon an ions water solubility and the ability to

form covalent bonds. Charge, surface area and the type of ligand are important factors for the

surface. Compared to outer-sphere adsorption reactions inner-sphere reactions are initially very

rapid, however the rates get slower over long periods of time. The pH is also an important factor

in inner-sphere adsorption reactions as the charge of a functional group is pH dependent.2,9, 75,81

Inner-sphere Cation Adsorption

The following metal cations Cu2+, Cd2+, Co2+, Fe3+, Al3+, Hg2+, Mn2+, Ni2+, Pb2+, Be2+ and

Zn2+ are all micro-nutrients essential within soils. These cations can form inner-sphere complexes

on mineral surfaces, due to their electron orbital energies favouring the formation of covalent

bonds. Aluminium and iron ion concentrations are the largest within soils, the remaining ion

concentrations are fairly low.

Inner-sphere metal cations adsorb to the edges of clay minerals and on the surfaces of soil mineral

oxides. The general reaction for the deprotonation of a reactive surface functional group (in this

case surface hydroxyls) and an M2+ cation as an inner-sphere complex is

≡ S − OH + M2+ ⇌≡ S − O − M+ + H+ (1.14)

Generally, the divalent cations Hg2+, Cu2+ and Pb2+ are more strongly adsorbed than Cd2+,

Zn2+, Mn2+ and Ni2+. Trivalent cations such as Fe3+ and Al3+ form minerals within soils. The
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adsorption of trivalent cations is also stronger than that of divalent cations in soils.9

Inner-sphere Anion Adsorption

There are several anions that are strongly retained by inner-sphere complexes such as PO3−
4 ,

AsO3−
4 , MoO2−

4 , CrO2−
4 , S2−, SeO2−

3 , B(OH)−4 and F− and their protonated forms. These anions

have a great impact on soils as they are added to soils in fertilisers, agricultural waste, coal

combustion and fly ash. Initially, the addition of strongly adsorbed anions increase their bio-

availability and the soil solution concentration. However, the anions then adsorb to soil colloids,

thus decreasing availability and leaching.

PO3−
4 and F− anions displace O2− ligands that coordinate to Al3+ and Fe3+ metal cations through

a ligand exchange process. Ligand exchange reactions take place on the surfaces of oxide minerals.

Unlike outer-sphere ligand exchange reactions which depend on the surface charge to be positive,

inner-sphere ligand exchange depends on the approach of the anions towards the surface. This

approach of anions is independent of the surface charge. The general equation for the ligand

exchange process for anion adsorption is

≡ S − OH + A− ⇌≡ S − A + OH− (1.15)

1.4.3 Adsorption of OC to mineral surfaces

A number of studies have been carried out to determine the OC content and binding in soils using

spectroscopic techniques.82–85 For example McKnight et al.82 investigated sorption of riverine OC

onto Fe and Al hydrous oxides. Their results suggested that carboxyl groups bonded to aromatic

molecules are preferentially adsorbed onto the Fe and Al hydrous oxides of soils. They also found

that alkyl carbon fractions accumulated within solution, thus suggesting aliphatic groups have

weaker binding due to their lack of carboxyl functional groups.86,87 These comparative studies

were conducted on the chemical structure of the OC before and after it was adsorbed onto α-FeOOH

and Al(OH)3 surfaces. Thus, concluding that aromatic carbonyl groups bind to soil, specifically

to iron and aluminium based minerals.88,89 Kaiser et al.85 also examined the organic compounds

present in forest floor-derived OC by dissolving samples of OC in water and then adsorbing onto

the Al(OH)3 surface. They analysed and compared the OC composition in the initial solution and

the effluent (portion of OC not adsorbed). The effluent was found to contain slightly less carbonyl

and aromatic carbon and more alkyl carbon than the initial solution. This indicates that the OC

that remains bound to soil is enriched in carbonyl and aromatic groups, while alkyl groups are less

strongly bound and can be removed from the soil by a solvent.
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Many studies showed that OC binds to the surfaces of mineral oxides, in particular, aluminium

and iron oxides and hydroxides.82,86,90 Sorption of OC is considered a key process in the stabiliza-

tion of OC, as it is protects OC from microbial decay.83–85 The stability of the mineral-attached

OC depends upon three factors: (i) the availability of the mineral surfaces during sorption, (ii)

structural properties of the OC and (iii) the presence of inorganic ions, such as phosphate, com-

peting with OC for the sorption sites.83 Sorption of OC onto mineral surfaces also controls the

mobility of organic matter within soils. The main sorbents of OC within soils are metal oxides and

hydroxides.83,91 OC sorption onto mineral surfaces occurs via a range of different mechanisms, the

most prominent being the ligand exchange mechanism, which is a complex mechanism consisting

of both electrostatic attraction and surface complexation; it is considered as the most efficient

mechanism to stabilise OC from microbial decay.83 Thus, Al and Fe oxides and hydroxides have

been identified as the minerals that are primarily responsible for the stability of OC in soil. The

overall aim of this thesis is to investigate the mechanism of OC binding to these minerals, using

calculations of model systems.

1.5 Motivation and Aims

Soils are complex systems composed of inorganic minerals, SOM, living organisms, gases and

water.1,2, 9 These important soil components result in reactions that preserve the quality of soils.

In particular, the presence of OC is very important for the stability and fertility of soils. However,

it has received less attention than the adsorption of cations and anions. The adsorption of OC

to mineral oxide surfaces is an important process as it protects organic carbon from microbial

degradation.83,84,92 However, the exact nature of the interaction of OC to mineral surfaces and

mineral complexes is unknown.

Although there have been some experimental studies into OC interaction within soil, the chemi-

cal form of carbon that preferentially adsorbs has not been investigated. Most investigations of

OC in soil have also been carried out using experimental techniques, with very few theoretical

investigations of mineral-molecule interactions. Hence, we will conduct a series of theoretical in-

vestigations to obtain a comprehensive and systematic description of the binding of OC to soil

mineral complexes and soil mineral surfaces. We aim to obtain a greater understanding of the

complex nature of adsorption phenomena within soils. These investigations are a step towards

the production of carbon fertilisers a concept based upon improving the soil via the addition of

carbon-based molecules. Carbon based fertilisers have a similar purpose as nitrogen, phosphorous

and potassium based fertilisers, except they contain carbon. Their purpose is to improve the soil

for plant growth by containing strongly adsorbing OC that binds to soil minerals and soil cations.
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1.6 Outline of Thesis

We will be conducting theoretical modelling investigations into the interaction of OC with mineral

complexes and mineral surfaces. We will be the investigating the adsorption of small organic

functional groups to alumina a common soil mineral oxide that is believed to be important for OC

binding, and specifically the α-Al2O3 (0001) surface, a well characterised surface. We will then

hydrate the α-Al2O3 (0001) surface and conduct adsorption studies of organic functional groups

to the hydroxylated surface. This will enable us to compare and contrast the binding of organic

groups to the bare and hydroxylated alumina surface to determine strongly adsorbing groups and

also the nature of binding on each surface. Investigations into the hydroxylated α-Al2O3 (0001)

surface are important, as water is naturally present within environmental systems. Therefore,

mineral surfaces are naturally hydrated.

We will then present the most realistic modelling investigations into OC interactions with the hy-

droxylated α-Al2O3 (0001) surface. Using knowledge attained from our initial adsorption studies

we will deduce which small organic functional groups bind strongly to the mineral oxide surface.

Hence, we will research naturally occurring biopolymers that contain these strongly adsorbing

carbon containing functional groups. We will then adsorb these biopolymers to the hydroxylated

α-Al2O3 (0001) surface in several different geometries. From these investigations we will determine

the geometries particular biopolymers prefer to adsorb in. We will also determine the strongest

adsorbing biopolymer. Our final set of investigations will focus on the ligand substitution re-

action between small organic functional groups (previously studied) to the hydrated hexa-aqua

[Al(H2O)6]3+ and [Fe(H2O)6]3+ complexes. These models will yield a further understanding of the

functional groups that bind to aluminium and iron cations in the soil solution.
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Chapter 2

Theory

2.1 Quantum Mechanics

Quantum mechanics is a set of laws that governs the behaviour of particles. These particles include

atomic nuclei and electrons. Its predecessor classical mechanics failed to provide an accurate

description of matter on this small scale. An example of a failure of classical mechanics is its

inability to describe the true nature of electrons. Classically, an electron would either be described

as a particle or a wave. However, electrons neither behave exclusively as a particle nor a wave,

as they exhibit the phenomenon known as wave-particle duality, whereby the electron does not

correspond to point object, but rather it spreads as a wave, with the wavelength.93

λ =
h

mυ
(2.1)

where λ is the wavelength, h is Plancks constant, m is the mass and υ is the velocity. Niels

Bohr proposed a theoretical hydrogen model which is well known as the Bohr model. The model

expresses the positions of electrons and nuclei, under the consideration of wave-particle duality.

Bohr was unable to extend the model to a many electron system.

As a solution the quantum wavefunction, Ψ was proposed. The wavefunction contains a complete

description of a quantum system. For a single electron system the wavefunction is represented by

Ψ(r1), which contains one radial parameter (r1). The radial parameter is used to represent the

coordinates of an electron. In a many-electron system n-radial parameters are included. Thus, the

wavefunction is Ψ(r1, r2...rn), defined for electron 1, electron 2, to electron n respectively.93
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2.2 The Schrödinger Equation

The year 1926 marks the origin of modern quantum mechanics,94 where Austrian physicist Erwin

Schrödinger proposed a non-relativistic form of the wave equation.95 Schrödinger linked the energy,

E, to the wavefunction, Ψ, of a system via the Hamiltonian operator, Ĥ.

ĤΨ = EΨ (2.2)

Equation 2.2 is the Schrödinger equation in its time-independent form. Ĥ is known as the Hamil-

tonian operator, which yields the total energy of the system.94 The Schrödinger equation is an

eigenvalue equation, where the solutions of the equation E and Ψ denote eigenvalue and eigen-

function.

The wavefunction, Ψ, and the energy, E, are linked together by the Hamiltonian operator, Ĥ. In

the Schrödinger equation the Hamiltonian operator acts upon the wavefunction to yield the energy

of a system. The Hamiltonian can be separated into its kinetic T̂ and potential energy V̂ terms.

Ĥ = T̂ + V̂ (2.3)

T̂ = − ℏ2

2m
(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
) = − ℏ2

2m
∇̂2 (2.4)

Equation 2.4 is the kinetic energy operator (T̂) in a three-dimensional system of coordinates x, y

and z, where ∇̂2, is the Laplacian. ℏ is the reduced Planck’s constant:

ℏ =
h

2π
(2.5)

The potential energy operator, V̂, is just a multiplicative factor. Thus, we can construct the

Hamiltonian operator for a system containing electrons and nuclei using the kinetic energy and

potential energy operators (equations 2.3 and 2.4).

Ĥ = − ℏ2

2me

∑
i

∇̂2
i −

ℏ2

2

∑
A

1

MA
∇̂2

A +
e2

4πε0
(
∑
A>B

ZAZB

RAB
−
∑
A,i

ZA

rAj
+
∑
i>j

1

rij
) (2.6)

where me is the mass of an electron, MA is the mass of the nuclei and A and B represent the
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nuclei A and B. ε0 is the dielectric permitivity of the vacuum, e is the charge of an electron,

i and j are electrons and rij is the separation between electrons i and j. RAB represents the

separation between nuclei A and nuclei B and ZA and ZB are the nuclear charges. The first two

terms of the Hamiltonian for a polyatomic system account for the kinetic energy of the electron

and the nuclei. The final three terms in equation 2.6 are potential energy terms. The first term

in the parentheses represents the repulsive energy between nuclei, the second term represents the

attractive energy between the electron and nuclei, as opposite charges attract. The final term in

the brackets represents the repulsive energy between electrons, as like charges repel.

The Hamiltonian for a polyatomic system can be simplified using Hartree atomic units. Hartree

atomic units define the charge of a proton, mass of an electron, me, reduced Planck’s constant, ℏ

and the 4πε0 term to 1. With this knowledge the Hamiltonian can be written in a more simple

form.

Ĥ = −1

2

∑
i

∇̂2
i −

1

2

∑
A

1

MA
∇̂2

A + (
∑
A>B

ZAZB

RAB
−

∑
A,i

ZA

rAi
+

∑
i>j

1

rij
) (2.7)

Hartree atomic units are employed to simplify the complex Hamiltonian operator for a polyatomic

system. However, a solution to the Schrödinger equation is not easily obtained for a polyatomic

system. Approaches have been developed to simplify it, the first of these is the Born-Oppenheimer

approximation, which exploits the mass difference between electrons and nuclei. However, the

solution for a polyatomic system still remains a challenge.

2.3 The Born-Oppenheimer Approximation

The Born-Oppenheimer approximation exploits the mass difference between electrons and nuclei

(mass of nuclei ∼1836 mass of an electron). Since electrons move more than a thousand times

faster than nuclei, electrons are able to adjust their positions instantaneously with respect to nu-

clei. Hence, nuclei can be considered to be stationary, on the timescale of electron movement.

Consequently, the wavefunction can be separated into its electronic and nuclear components re-

spectively.96

Ψ(r,R) = Φ(r;R)χ(R) (2.8)

Where Φ is the electronic wavefunction and χ is the nuclear wavefunction. r and R are the

coordinates of the electrons and the nuclei. The Born-Oppenheimer approximation can then be
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applied to the Hamiltonian operator simplifying the nuclear motion, thus generating the clamped-

nucleus Hamiltonian. Within this approximation, the nuclear kinetic energy is set to zero and the

nuclear-nuclear repulsive potential energy is treated as a constant.

Ĥ = −1

2

∑
i

∇̂2
i −

∑
A,i

ZA

rAi
+
∑
i>j

1

rij
+

∑
A>B

ZAZB

RAB
(2.9)

One can now generate the clamped nucleus Schrödinger equation. This equation computes the

electronic energy, E for fixed nuclear positions R generating what are known as potential energy

surfaces.

ĤΦ(r;R)χ(R) = EΦ(r;R)χ(R) (2.10)

By employing the clamped-nucleus approximation the electronic part of the Schrödinger equation

can be solved. For a one-electron system an exact solution to the above Schrödinger equation can

be obtained. However, in a many body system an approximate solution must be obtained.96,97

One of the early and well known methods to solve it is the mean-field approximation, which is also

known as the Hartree-Fock method.

2.4 Hartree-Fock Theory

The Hartree-Fock method is considered a fundamental starting point in ab initio calculations.93 It

is the based on molecular orbital (MO) theory. MO theory posits that the motion of each electron

can be described by an orbital (single particle function).

Hartree-Fock theory is based on the premise of treating electrons as independent and non-interacting.

The electronic Schrödinger equation is solvable for hydrogen, if we imagine that we add an electron

to the hydrogen atom, we would obtain H−. Treating the two electrons in H− as non-interacting,

would result in a separable Hamiltonian, Ĥ and the total wavefunction, Ψ(r1,r2), which describes

the motion of electrons 1 and 2. Therefore, the total electronic wavefunction would simply be a

product of two hydrogen atom wavefunctions (orbitals), ΨH(r1)ΨH(r2). Thus, the Hartree Product

is born, whereby the wavefunction has the form:

ΨHF (r1, r2...rn) = ϕ1(r1)ϕ2(r2)...ϕn(rn) (2.11)
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where, ΨHF is the Hartree wavefunction and ϕ1(r1), ϕ2(r2) and ϕn(rn) are spatial orbitals cor-

responding to electrons 1 and 2, all the way through to electron n. Although useful, the Hartree

Product has a major shortcoming, which is its inability to satisfy the Pauli antisymmetry prin-

ciple.98–101 The Pauli Antisymmetry principle98,100,101 states that the wavefunction describing

fermions should by antisymmetric with respect to the interchange of the space-spin coordinates.

Space-spin coordinates refer to fermions not only having three spatial degrees of freedom, but also

a set of spin coordinates. The spin can either be α or β. With the full set of coordinates the

Hartree Product becomes:

ΨHF (x1,x2...xn) = ψ1(x1)ψ2(x2)...ψn(xn) (2.12)

where ψ1(x1), ψ2(x2) and ψn(xn) are the space-spin orbitals corresponding to electrons 1 and 2,

all the way through to electron n. However, this does not satisfy the antisymmetry principle as:

ΨHF (x1,x2) = ψ1(x1)ψ2(x2) (2.13)

If we swap the coordinates of electrons 1 and 2:

ΨHF (x2,x1) = ψ1(x2)ψ2(x1) (2.14)

The only way to obtain a negative wavefunction is as follows:

ΨHF (x2,x1) = −ψ1(x1)ψ2(x2) (2.15)

which is not true, hence the Hartree product does not contain the required properties.98 Hence, to

satisfy the Pauli antisymmetry principle the following wavefunction must be employed for a two

electron system.

Ψ(x1,x2) =
1√
2

[ψ1(x1)ψ2(x2) − ψ1(x2)ψ2(x1)] (2.16)

This wavefunction now satisfies the Pauli antisymmetry principle, but also the Pauli exclusion

principle which is a consequence of the antisymmetry principle. In the case of many electrons, or
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N electrons, the above wavefunction can be written by using a determinant, known as the Slater

determinant.102

ψ̃HF (x1,x2...xN ) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(x1) ψ2(x1) . . . ψn(x1)

ψ1(x2) ψ2(x2) . . . ψn(x2)

...
...

. . .
...

ψ1(xN ) ψ2(xN ) ... ψn(xN )

∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.17)

Equation 2.17 can be represented by its principal diagonal using Dirac bra-ket notation,103 which

is the shorthand notation for the Slater determinant:

Ψ̃HF (x1,x2...xN ) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(x1) ψ2(x1) . . . ψn(x1)

ψ1(x2) ψ2(x2) . . . ψn(x2)

...
...

. . .
...

ψ1(xN ) ψ2(xN ) ... ψn(xN )

∣∣∣∣∣∣∣∣∣∣∣∣∣
= |ψ1(x1)ψ2(x2)...ψn(xN )

〉
(2.18)

where,
1√
N !

represents the normalisation factor, Ψ̃HF is the trial wavefunction and ψn(xN ) rep-

resents the spin orbital of the nth electron.102,104 Equation 2.17 illustrates the Slater determinant

for an N-body electron wavefunction which is constructed from one-electron functions via a lin-

ear combination of atomic orbitals (LCAO method). Slater determinants are conveniently able

to satisfy an important requirement for the wavefunction, which is the need to satisfy the Pauli

antisymmetry principle.?, 101

2.4.1 Energy Expression

Using the bra-ket notation we now have simplified notation for the electronic wavefunction, which

we know takes the form of a Slater determinant. The expectation value of the energy is given by

the following equation in bra-ket notation.

Eel =
〈
Ψ|Ψ

〉
(2.19)

where Eel is the total electronic energy, Ĥ is the Hamiltonian operator and Ψ is the wavefunction

(antisymmetrized). The variational theorem98,105,106 states that the energy is always the upper

bound to the true energy and it depends on the wavefunction. Hence, one can obtain better
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wavefunctions by varying their parameters with the given space. Thus, the correct molecular

orbitals are the ones that minimise the electron energy.

2.4.2 The Hartree-Fock Equations

The Hartree-Fock method seeks to approximately find a solution to the electronic Schrödinger

equation. The method assumes that the wavefunction can be approximated by a single Slater

determinant made up of one spin orbital per electron. The Variational theorem is applied.98

The many-body Schrödinger equation is mathematically transformed by conversion into the one-

electron Hartree-Fock equation .93

F̂χi = εiχi (2.20)

where F̂ denotes the Fock operator (one-electron operator for a spin orbital), χi is the one electron

space-spin wavefunction and εi is an eigenvalue which denotes the energy of orbital i. The Fock

operator is defined below

F̂ = hi +
1

2

n∑
i=1

n∑
j=1

(Ĵij − K̂ij) (2.21)

Where hi is a one electron operator which includes the kinetic energy and Coulomb (potential)

energy between the atomic nucleus and electrons. The final two terms are the two-electron terms,

which describe the electron-electron interaction. Ĵij and K̂ij denote the Coulomb and exchange

operators.

Ĵij =
〈
ψiψj |

1

r12
|ψiψj

〉
(2.22)

K̂ij =
〈
ψiψj |

1

r12
|ψjψi

〉
(2.23)

where r12 is the inter-electronic distance between electrons one and two. The Coulomb operator,

Ĵij , accounts for electrostatic (classical) interactions. It essentially states that an electron in orbital

ψi experiences repulsion from an electron that is in the spin orbital ψj . On the other hand, the

exchange operator, K̂ij , is an interaction that is purely quantum mechanical. The term arises due

to the antisymmetric nature of the wavefunction.
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2.4.3 Open and Closed Shell Systems

In a closed shell system, there is a one restriction that α-spin and β-spin electrons are paired in

the same spatial orbital (ψ). Hartee-Fock in the closed shell system is called restricted Hartree-

Fock (RHF). On the other hand, in an open shell system the spin orbital (ϕ) of the α electron is

independent from the β electron. Open shell Hartree-Fock is also called unrestricted Hartree-Fock

(UHF). The expressions for Hartree-Fock energies are illustrated below:

EHF
0 =

n∑
i

〈
ψi|ĥ|ψi

〉
+

1

2

n∑
ij

(
〈
ψiψj |

1

r12
|ψiψj

〉
−
〈
ψiψj |

1

r12
|ψjψi

〉
) (2.24)

ERHF
0 = 2

n/2∑
i

〈
ψi|ĥ|ψi

〉
+

n/2∑
ij

(2
〈
ψiψj |

1

r12
|ψiψj

〉
−
〈
ψiψj |

1

r12
|ψjψi

〉
) (2.25)

Where EHF
0 represents the Hartee-Fock energy for one-electron spin orbitals and ERHF

0 represents

the Hartree-Fock energy for restricted closed shell spatial orbitals.93

2.4.4 Hartree-Fock Matrix Equation

In a closed shell system, due to the orthogonality of the spin functions, the Hartree-Fock equation

for the ith electron can be written as the following:

F̂iψi(ri) = εiψi(ri) (2.26)

F̂i denotes the Fock operator, εi is an eigenvalue, which denotes the orbital energy. ψi represents the

wavefunction of the ith molecular orbital. As a solution to obtain the eigenvalue and wavefunction

analytically, a set of functions known as basis functions are introduced.

Let us now consider the Hartree-Fock equations in their spatial form. In another approximation, the

spatial functions ψi functions are expanded with a finite number of basis functions. Basis functions

are a set of functions that can be used to represent the electronic wavefunction. Introducing a

basis set transforms the Hartree-Fock equations into the Roothaan equations.

ψi(ri) =

Nλ∑
λ=1

Cλi
ϕλ (2.27)

Where Nλ is a number of basis functions. The number of basis functions is usually larger than
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the number of electrons. Cλi
is an expansion coefficient and ϕλ is a defined basis function. By

introducing the basis set the Hartree-Fock equation can be rewritten:

F̂

Nλ∑
λ=1

Cλiϕλ = εi

Nλ∑
λ=1

Cλiϕλ (2.28)

Multiplying both sides of equation 2.28 by ϕ∗γ and integrating both sides yields the Roothaan-Hall

equations.106,107

Nλ∑
λ=1

Cλi

〈
ϕγ |F̂ |ϕλ

〉
= εi

Nλ∑
λ=1

Cλi

〈
ϕγ |ϕλ

〉
(2.29)

The multiplication and integration of equation 2.28 allows us to define the Fock matrix Fγλ and

the overlap matrix Sγλ.

Fγλ =
〈
ϕγ |F̂ |ϕλ

〉
(2.30)

Sγλ =
〈
ϕγ |ϕλ

〉
(2.31)

By employing the notation used in equations 2.30 and 2.31, equation 2.29 can be rewritten as the

following:

Nλ∑
λ=1

FγλCλi
= εi

Nλ∑
λ=1

SγλCλi
(2.32)

Equation 2.32 can be written is a simpler form as a matrix equation, also known as the Hartree-

Fock-Roothaan-Hall equation.

FC = SCε (2.33)

Where F is the Fock matrix, S is the overlap matrix, C contains the expansion coefficients and ε

is the diagonal matrix element which comprises of orbital energies.93,107,108
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2.4.5 The Self Consistent Field Method

By varying the expansion coefficients Cλi and calculating the orbital energies ϵi, the lowest energy

solution can be obtained. This is known as the self-consistent field method. The Fock operator, F̂i,

contains within it a description of electron electron interactions. Thus, the Fock operator depends

on the orbitals i.e. on the coefficients Cλi. These are calculated using an iterative method starting

with an educated guess for Cλi (unknowns). Firstly, the initial guess for the unknown Cλi is made

and then the Fock operator, F̂i is built. The Fock equations are then solved to yield a new set of

orbitals which are then used to construct new Fock operators, F̂i. The cycle is then repeated until

there is no significant difference from one step to another. The cycle also employs the use of the

variational principle, which yields the lowest total energy.10,93

Figure 2.1: Hartree-Fock self-consistent field method schematic adapted from Harvey.10

2.5 Basis Sets

In order to carry out Hartree-Fock and essentially all other ab-initio quantum mechanical calcu-

lations the basis set approximation is required. In practical calculations a linear combination of

atomic orbitals is used to express the one electron wavefunction (as described in section 2.4.4). To

obtain the highest level of accuracy, one would choose a basis set that is infinite in size (complete

basis set). However, a basis set of infinite in size is impossible to obtain in actual calculations. An

unknown molecular orbital can be treated as a function, spanned by the whole basis set. When

a finite basis set is used, only the components of the molecular orbital along the coordinate axes
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corresponding to selected basis functions can be represented. Thus, the smaller the basis the poorer

the representation.10,106

2.5.1 Slater Type Basis Sets

Slater type orbitals (STOs)109 are functions used as atomic orbitals. They, resemble the wavefunc-

tion of the hydrogenic atom. STOs have a cusp at the nucleus and an exponential decay of the

from e−ζr. The Cartesian form of an STO is the following:

χSTO = Nxiyjzke−ζr (2.34)

N is the normalisation constant and xiyjzk is the angular component. STOs are primarily used

for atomic and diatomic systems. The main advantage of an STO is that it has the correct radial

form. However, STOs do not allow us to obtain analytical solutions for two-electron integrals. On

the other hand Gaussian type orbitals are able to overcome this.93,106

2.5.2 Gaussian Type Basis Sets

Gaussian type orbitals (GTOs)110 were developed as a solution to the limitations of STOs. By

using a GTO it is possible to calculate the Coulomb and exchange integrals analytically. GTOs

can be written as the following:

χGTO = Nxiyjzke−αr2 (2.35)

The origin of the coordinates is the nucleus. N is the normalisation constant and xiyjzk is the

angular component. −αr2 is the exponent, note the notation has changed from ζ (for an STO)

to α (for a GTO) to avoid confusion. i, j and k are non-negative integers that determine the

Cartesian nature of the orbital. The main disadvantage of a GTO is that unlike an STO they give

a poor representation of radial wavefunction near the atomic nucleus. Gaussian orbitals also decay

at a faster rate than Slater orbitals.93

In order to improve the radial wavefunction of a GTO, one orbital is expressed by a linear combi-

nation of GTOs (basis functions). This process is known as contraction.

L∑
µ=1

dµχ
Gauss
a (2.36)
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2.5.3 Classification of Basis Sets

After selecting either an STO or GTO, the most important factor is determining the number of

functions to represent an orbital. The smallest number of functions yields the minimum basis

set.106 The minimum basis set is the smallest basis set that could be used to obtain reasonable

molecular orbitals for a particular molecule.10 For example, for hydrogen only a single s-function

would be used. For lithium and beryllium only two s-functions are required. However, one set of

p-functions are typically added (2px, 2py and 2pz).

The next improvement on the basis set is the doubling of all basis functions. Thus, producing a

Double Zeta (DZ) basis set. The zeta term stems from the exponent term of an STO basis set

(denoted ζ). Therefore, for Hydrogen a DZ basis set employs two s-functions (1s and 1s’). After a

DZ basis set the next step up in the basis set range is the Triple Zeta (TZ) basis set. Such a basis

set contains three times as many functions as the minimum basis functions.106

When a covalent bond is formed between different orbitals electron density distribution is different

from isolated atoms. Therefore, basis functions with higher angular momentum (polarisation func-

tions) are added as a correction. Adding a set of polarization functions (p-functions on hydrogens

and d -functions on heavy atoms) results in the DZ basis set becoming the Double Zeta Polarized

(DZP) basis set.106

In the highest spin-state electrons are allocated in the outer shell, which is unoccupied in the

lowest spin-state. The extra basis function is known as the diffuse basis function. They are added

to represent excited state electrons or anions.93

2.5.4 Basis Set Superposition Error

Using an insufficiently large basis set can result in an incorrect description of molecular orbitals,

which can also lead to errors in calculated energies. One way in which this can occur is when

calculating the binding energy between two molecules. The basis set superposition error (BSSE)

is an artificial increase in the binding energy. This increase arises due to the use of incomplete

atom centred basis sets. The binding energy between molecule A and molecule B can be calculated

using the following formula:

∆EBind = Eab(A−B) − Ea(A) − Eb(B) (2.37)

A-B is the complex of molecules A and molecule B, a and b are the basis sets associated with

molecules A and molecule B respectively. If a and b are finite sets of atom centred functions the
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basis set used in the calculation of the complex (ab) will be larger than both a and b. As a larger

basis set provides more variational freedom, the energy of the complex may be artificially lowered.

This is relative to the individual molecules themselves.10,111

A commonly used method for correcting the BSSE is the counterpoise method. Applying one form

of the correction112,113 to equation 2.37 yields:

∆ECP
Bind = Eab(A−B) − Eab(A) − Eab(B) (2.38)

By implementing this form some of the basis functions are present without the corresponding atom.

The basis functions of species B are present in the calculation of species A, and the basis functions

of species A are present in the calculation of species B. These basis functions are present without

the atoms corresponding to these functions being present.113

2.6 Density Functional Theory

Density functional theory (DFT) is a popular widely used method in the world of modern quantum

mechanics.114,115 DFT takes a different approach to solve the Schrödinger equation. Instead of

using the electronic wavefunction, ψ, the Schrödinger equation is solved using the electron density,

ρ(r).10,93,106,116 For a many-electron system the use of the electron density is a much simpler

method than the use of the wavefunction.10 In DFT the electron density is used to compute the

properties of a system rather than the wavefunction in principle. A functional is essentially a

function that maps a function to a number.

The origins of DFT can be traced back to the Thomas-Fermi method.117–120 Thomas and Fermi

recognised the basic nature of the electron density, which they then applied to atoms.119,120 The

Thomas-Fermi theory stated that the kinetic energy density at any particular point is approximated

by that of a uniform electron gas of non-interacting electrons. Dirac expanded on the work of

Thomas and Fermi by introducing an exchange correlation term, thus leading to the Thomas-

Fermi-Dirac energy functional.116 A major shortcoming of the above models was their inability to

predict chemical bonds between atoms, Hence, the methods were not of much use to chemists.121

Building upon the work of their predecessors Hohenberg and Kohn were able to formulate the first

and second Hohenberg and Kohn theorems. These two theorems are the two main theorems in

DFT.
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2.6.1 The First Hohenberg-Kohn theorem

The first Hohenberg-Kohn theorem states: The external potential, ν(r) and hence the total energy,

is a unique potential of the electron density ρ(r).122 Hohenberg and Kohn derived their first theo-

rem by considering a collection of an arbitrary number of electrons enclosed in a large box moving

under the external potential ν(r) and the mutual Coulomb repulsion.122,123 The Hamiltonian has

the form

H = T + V + U (2.39)

where T is the N-electron kinetic energy. V is the N-electron potential energy (from the external

field) and U is the electron-electron interaction energy. in the ground state the electron density

has the following expression

ρ(r) = (Ψ, ψ∗(r)ψ(r)Ψ) (2.40)

Hence from the above equation ρ(r) is a function of ν(r) because the wavefunction, ψ(r) can be

determined by ν(r). As ν(r) is a component of H122,123

This can be proved by assuming the existence of an alternative potential ν
′
(r) with the ground-state

wavefunction, ψ
′
, that also produces the electron density ρ

′
(r). ψ and ψ

′
are distinct since:

ν(r) − ν
′
(r) ̸= 0 (2.41)

the above equation holds as ψ ̸= ψ
′
. Hence both ψ and ψ

′
satisfy two different Schrödinger

equations. ψ satisfies

Ĥψ = Eψ (2.42)

and ψ
′

satisfies:

Ĥ
′
ψ

′
= E

′
ψ

′
(2.43)

Therefore, the above Schrödinger equations have different Hamiltonian’s and ground state ener-
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gies.122 Using the variational property the ground state electronic energy we obtain:

E
′

=
〈
ψ

′
|Ĥ

′
|ψ

′〉
<

〈
ψ|Ĥ|ψ

〉
+

〈
ψ|Ĥ

′
− Ĥ|ψ

〉
(2.44)

so that

E
′
< E +

∫
[ν

′
(r) − ν(r)]ρ(r)dr (2.45)

By simply interchanging the primed and unprimed quantities we obtain

E < E
′
+

∫
[ν(r) − ν

′
(r]ρ(r)dr (2.46)

Addition of the above two equations yields the following

E
′
+ E < E + E

′
(2.47)

which cannot hold because if E = E
′

then you get 0<0. Therefore ν
′
(r) does not come from the

same ρ(r). Thus, proving that ν(r) is a unique functional of ρ(r). Hence, the many electron ground

state is a unique functional of the electron density ρ(r).122,123

2.6.2 The Second Hohenberg-Kohn Theorem

The second theorem states that the lowest energy is obtained if the electron density is the true

ground-state electron density. Their second theorem further proved that by taking the energy

functional as a function of the the electron density allows the ground state energy to be found.

The universal energy functional can be defined as

F [ρ(r)] =
〈
ψ|T + V |ψ

〉
(2.48)

where F [ρ(r)] is a universal functional that is valid for any number of particles and any potential.123

When given the external potential ν(r) the energy functional can be expressed as

Eν [ρ(r)] =

∫
ν(r)ρ(r)dr + F [ρ(r)] (2.49)
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By definition the above equation is equal to the energy functional of the wavefunction. This can

be written as

ϵν [ψ
′
] =

〈
ψ

′
|V |ψ

′〉
+
〈
ψ

′
|T + V |ψ

′〉
(2.50)

where ϵν [ψ
′
] is the energy functional of the wavefunction. ϵν [ψ

′
] attains the ground state electron

energy as its minimum when ψ
′

is the ground state wavefunction for a system of N electrons

according to the variational principle. If ψ
′

denotes the ground state wavefunction that corresponds

to the external potential ν
′
(r) ̸= ν(r) then

ϵν [ψ
′
] > ϵν [ψ] = E (2.51)

Hence,

ϵν [ρ
′
(r] > ϵν [ρ(r] = E (2.52)

Thus, proving that ϵν [ρ(r] < ϵν [ρ
′
(r] for all ρ

′
(r) associated with ν

′
(r). Where ρ(r) is the exact

electron density associated with the ground state electronic energy. The second Hohenberg and

Kohn theorem, therefore provides a variational principle for the ground state directly in terms of

the electron density. Thus, allowing the electron density to be used as a basic variable in quantum

mechanical calculations.122,123

2.6.3 Kohn-Sham Theory

A vital flaw of Hohenberg and Kohn’s theory was its inability to accurately represent the kinetic

energy. Kohn and Sham120 further developed DFT methods by introducing orbitals into the

method. They provided a form for the Hohenberg-Kohn (HK) functional which avoided the explicit

use of the kinetic energy. In the Kohn-Sham method the kinetic energy functional is split into two

parts, one that can be calculated exactly and one small correction term. The Kohn-Sham method

is closely related to the Hartree-Fock method. Thus, sharing the identical form for the kinetic,

electron-electron, nuclear-electron and Coulomb energies.

Splitting the kinetic energy into two parts can be justified as follows. If we assume that the

Hamiltonian operator takes the form below with 0 ≤ λ ≤ 1.
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Hλ = T + Vextλ+ λVee (2.53)

where λ is a constant between 0 and 1 and represents the level of interaction in the system. H is

the Hamiltonian, Vext is the external potential and Vee is the electron-electron Coulomb interaction

energy. The external potential Vext is equal to Vne when λ = 1. Vne is the nuclear-electron Coulomb

interaction energy. When λ = 0, the electrons are non-interacting. In this case, the exact solution

to the Schrödinger equation is given as a Slater determinant composed of molecular orbitals (ψi).

The exact kinetic energy is given as follows106

Ts =

Nelec∑
i=1

〈
ψi| −

1

2
∇2|ψi

〉
(2.54)

Where Ts is the kinetic energy calculated from a Slater determinant. At λ = 1 the system is

contains interacting electrons. This equation can be modified to obtain the exact kinetic energy of

the system, by calculating using natural orbitals (NO), which arise from the exact density matrix.

Thus, the exact kinetic energy can be written as follows

T [ρexact] =

∞∑
i=1

〈
ψNO
i | − 1

2
∇2|ψNO

i

〉
(2.55)

ρexact =

∞∑
i=1

ni|ψNO
i |2 (2.56)

where

Nelec =

∞∑
i=1

ni (2.57)

where ρexact is the exact density and ni is an eigenvalue of the density matrix that has values

between 0 and 1 and corresponds to the number of electrons in the spin orbital. Representing the

exact density requires an infinite set of natural orbitals. An approximation is made as the exact

matrix density remains unknown. Therefore, the novel approximate density matrix is now written

as one electron functions.

ρapprox =

Nelec∑
i=1

|ψi|2 (2.58)
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ρapprox is the approximated density matrix and ψi are the one-electron functions. this equation

directly relates to equations 2.55 - 2.57 with occupation numbers 0 or 1.106

The key to Kohn-Sham theory is to calculate the kinetic energy, under the assumption that the

electrons in the system are non-interacting. Realistically electrons are interacting. However, the

difference between exact kinetic energy and the kinetic energy calculated using the non-interacting

orbital approximation is small. The remaining kinetic energy is added into a term known as the

exchange correlation term. As well as the kinetic energy, the exchange correlation term contains the

non-classical electron-electron interaction energy. Hence, we can now specify a general expression

for the DFT energy as follows

EDFT [ρ] = Ts[ρ] + Ene[ρ] + J [ρ] + Exc[ρ] (2.59)

EDFT is the DFT energy. Ene[ρ] and J [ρ] are potential energy terms, with J [ρ] defined as the

Coulomb energy. Exc[ρ] is the exchange correlation term. Equating EDFT to the exact energy

enables the Exc term to be defined. The Exc term is the result of subtracting the kinetic energy

(non-interacting) and the Ene[ρ] and J [ρ] potential terms from the total DFT energy. This can be

written as the following106

Exc[ρ] = (T [ρ] − Ts[ρ]) + (Eee[ρ] − J [ρ]) (2.60)

The first set of parenthesis in equation 2.60 are considered as the kinetic correlation energy and

the second set contains both potential correlation and exchange energy. Eee denotes all of the

electron-electron interaction energy.

In principle, DFT is able to provide an exact solution of the Schrödinger equation. However,

the universal exchange-correlation energy is not defined at present, therefore an exact solution is

difficult to obtain. During the introduction of basis sets into the Kohn-Sham equation the expansion

coefficients are obtained and orbital energies are calculated using SCF process.93 Several exchange

correlation functionals have been developed over the last fifty years in an attempt to produce a

representative solution to the many-body problem.

2.6.4 The Exchange-Correlation Functional

Kohn-Sham theory introduced the exchange-correlation functional. The main difference between

different DFT methods is the functional form that the exchange-correlation functional takes. An
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explicit form of the functional is not known except for the case of a uniform electron gas. Never-

theless, one can derive properties that the exchange-correlation functional should have.106,124

One of the first properties is that the exchange-correlation functional should be self-interaction

free. For example, in the case of a one electron hydrogen atom the Coulomb electron-electron

energy should cancel and the correlation energy should be zero. Another property is that the

coordinate scaling of the exchange energy should be linear. So multiplying by a constant should

yield a similar linear scaling of the exchange energy.106 However, no direct scaling applies to the

correlation energy, but scaling the electron coordinates by a factor greater than one should increase

the correlations magnitude.106,125 Another property of the exchange-correlation functional is that

as the scaling parameter tends to infinity the correlation energy for a finite system approaches a

negative constant. The final properties relate to asymptotic behaviour. The exchange potential

should exhibit asymptotic behaviour.106,126 The correlation potential should also show asymptotic

behaviour.106

The exchange-correlation functional can be separated into its exchange and correlation parts, as

shown below and expressions for the exchange and correlation parts derived separately based on

the principles listed above

Exc[ρ] = Ex[ρ] + Ec[ρ] (2.61)

2.6.5 Local Density Approximation

The local density approximation (LDA) method is amongst the oldest forms of the exchange-

correlation functional.106 The LDA functional was proposed by Hohenberg and Kohn in 1964.122

The LDA comprises of locally approximating the true exchange-correlation energy of a system by

the exchange-correlation energy associated with a uniform electron gas. The uniform electron gas

is the only system for which the exchange-correlation energy is known exactly. The exchange-

correlation energy for the electron gas of a uniform density can be presented as:

ELDA
XC [ρ(r)] =

∫
ρ(r)εhomXC [ρ(r)]dr (2.62)

Where εhomXC denotes the exchange correlation energy density and ρ(r) is the electron density.

Equation 2.62 shows the general principle of how the exchange-correlation functional depends on

the exchange-correlation energy density and electron density in LDA.

52



LDA functionals have been found to give accurate computational results for solid-state physics.

However, they severely overbind chemical bonds and overestimate barrier heights. Therefore, they

are not a useful model within chemistry.93

2.6.6 Generalised Gradient Approximation

The LDA method was improved through the development of a method that considered a non-

uniform electron gas. Hohenberg and Kohn presumed that the LDA functional was too simple

for modelling atoms and molecules, so they proposed the generalised expansion approximation

(GEA).122 The GEA is a series expansion of higher order density gradient terms. The first order

density gradient was tested for atoms and molecules, this procedure failed. Despite the failure of

the GEA method, it became the basis for the Generalised gradient approximation (GGA), which

is currently the most popular exchange-correlation functional in condensed matter physics. Unlike

the LDA method, in the GGA method the exchange and correlation energies depend on not only

the electron density, but also on the derivatives of the electron density. The first derivative of the

electron density is included as a variable.106 The GGA method improves on the LDA description

of atoms, molecules and solids.127 Unlike LDA functionals, GGA functionals tend to improve

the description of the energy,127,128 atomisation energies128,129 and energy barriers.130–132 GGA

functionals also expand and soften bonds,127 this is an effect that is able to correct133 and over-

correct the LDA prediction.134

The principles of the GGA functionals were developed by Perdew and his coworkers.135 They

designed a cutoff procedure. This cutoff procedure terminates the GEA exchange correlation hole

in real space. This is achieved by using delta functions. As a result, the GGA exhange correlation

functional can be written in terms of a function known as the enhancement factor, FXC [ρ(r),∇ρ(r)],

that modifies the LDA energy density.

EGGA
XC [ρ(r)] =

∫
(r)εhomXC [ρ(r)]FXC [ρ(r),∇ρ(r)]dr (2.63)

Perdew and his coworkers developed several exchange correlation functionals. The exchange cor-

relation functionals they developed have the acronyms PW86 (Perdew-Wang),136 PW91 (Perdew-

Wang 1991)137,138 and PBE (Perdew-Burke-Erzerhof).127 These three functionals are considered

to be refinements of the same model.

PW91137 is an important GGA functional within solid-state DFT. PW91 is a non-empirical func-

tional, as it does not contain any free parameters, rather it is determined from exact quantum
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mechanical relations. In PW91 the enhancement factor, FPW91
X (s) has the form:

FPW91
X (s) =

1 + 0.19645s sinh−1(7.7956s) + (0.2743 − 0.15084e100s
2

)s2

1 + 0.19645s sinh−1(7.7956s) + 0.004s4
(2.64)

Equation 2.64 is an extension of the work conducted by Becke139 who developed the B88 func-

tional. For some time, PW91 was the main functional used in quantum physics. However, it was

superseded by a modified functional known as the PBE functional, which was devised by Perdew,

Burke and Erzerhof.127 The exchange part of the functional (ϵPBE
XC ) is written as an enhancement

factor multiplied by the LDA functional.106

EPBE
XC = Ehom

XC FXC [ρ(r),∇ρ(r)] (2.65)

The PBE functional uses a simplified enhancement factor of the form:

FPBE
X = 1 + κ− κ

1 + µs2/κ′
(2.66)

Where µ=0.21951 and κ=0.804. PBE is a simple functional which retains only the most energeti-

cally important conditions satisfied by PW91.127

2.6.7 Meta-Generalised Gradient Approximation

GGA functionals have been modified further to improve them. Including higher order density

functionals improves the accuracy of calculations. These improve on traditional GGA functionals

by allowing the exchange and correlation functionals to depend on higher order derivatives of

the electron density, where the Laplacian is the second order term.106,140,141 Alternatively the

functional can be taken to depend on the orbital kinetic energy τ .106 When employing the use of

meta-GGA functionals numerical stability is improved via the introduction of a dependence on the

kinetic energy, τ .

τ(r) =
1

2

occupied∑
i

|∇ψ2
i (r)|2 (2.67)

The meta-GGA functionals may be written in the general form:
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Emeta−GGA
XC [n(r)] =

∫
f [ρ(r),∇ρ(r),∇2ρ(r), τ(r), µ(r), ...γ(r)]d(r) (2.68)

Where µ(r), ...γ(r) are other quantities that can be used in the construction of meta-GGA’s.

PKZB142 and TPSS143 are examples of meta-GGA functionals.

2.6.8 Hybrid Functionals

The final class of functionals to consider are hybrid functionals.144 Hybrid functionals combine

Hartree-Fock like exchange with conventional GGA exchange and correlation. The development

of hybrid functionals came from Becke’s introduction of the Half and Half method.106,144

EH+H
XC =

1

2
Eexact

X +
1

2
(ELDA

X + ELDA
C ) (2.69)

where EH+H
XC is the half and half exchange correlation energy, Eexact

X is the exact DFT energy. The

ELDA
X and ELDA

C terms denote the exchange and correlation energy terms for the LDA functional.

Since GGA methods yield more accurate results than LDA methods, a generalised version of the

Half and Half method may be defined. It may be defined by writing the exchange energy as a

combination of the exact LDA exchange energy and a gradient correction term.106

The general form of the exchange correlation functional for hybrid functionals has the form:

Ehybrid
XC = α(EHF

X − EGGA
X ) + EGGA

XC (2.70)

Where α determines the amount of exact exchange mixing. B3LYP129,144–146 and B97147 are both

examples of hybrid functionals. The Becke, Lee, Yang and Parr B3LYP129,144–146 functional is

amongst one of the most popular hybrid functionals and it has an exchange correlation functional

of the form144,148

EB3LY P
XC = (1 − a)(ELDA

X + aEHF
X + b∆EB

X + (1 − c)EGGA
c ) + cELY P

c (2.71)

Where a = 0.2, b = 0.72 and c = 0.81 were fitted to a training set of experimental atomisation

energies, ionisation potentials, proton affinities and total atomic energies. The B3LYP functional

proposed in 1993 is still one of the most successful functionals due to its overall performance.106
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2.6.9 Dispersion

Recent investigations have found that many functionals lead to incorrect energies and structure for

large molecules.10 This is because of the poor treatment of the physically and chemically important

London dispersion forces.149,150 Inclusion, of London dispersion forces in theoretical simulations

of weakly bonded Van der Waals systems151 is important to reach chemical accuracy.149 Inclusion

of these interactions also influences the accuracy of theoretical thermodynamics.152–154 London

dispersion forces are the interaction forces between an instantaneous dipole that arises as a random

fluctuation in one part of a system with an instantaneous dipole in another part of the system. In

small molecules, these interactions are negligible. However, they are no longer negligible in large

molecular systems, as their effects become larger.10 A solution is to therefore add an empirical

dispersion correction term, DFT with added dispersion correction is often labelled as DFT-D. The

general form of the dispersion energy is149

EDFT−D
disp = −1

2

∑
A ̸=B

∑
6,8,10,...

Sn
CAB

n

Rn
AB

fdamp(RAB) (2.72)

The sum is over all atom pairs in the system. AB represents the atom pair AB and RAB in the

inter-nuclear distance between atom A and atom B. CAB
n denotes the averaged (isotropic) nth

order dispersion coefficient of orders n = 6, 8, 10, .... Sn denotes the global scaling factors, they

can be adjusted to adjust the correction to the repulsive behaviour of the exchange correlation

functional in use.155 fdamp is the damping function. It determines the short range behaviour of

of the correction, it is needed to avoid near-singularities at small RAB values. It is also needed to

remove double counting effects of electron correlation at intermediate RAB distances.149 Typical

expressions for fdamp are156

fdamp(RAB) =
1

1 + 6(RAB/(Sr,nRAB
0 ))−γ

(2.73)

or157,158

fdamp(RAB)′ =
1

1 + e−γ(RAB/Sr,nRAB
0 −1)

(2.74)

where RAB
0 is a cut off radius for the atom pair AB and Sr,n is a functional dependent (global)

radii scaling factor.159 γ is a parameter that determines the steepness of the function for small

RAB distances.149
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There are several different types of dispersion correction D1,155 D2,158 and D3.160 The total

dispersion-corrected DFT energy is given by

EDFT−D3 = EKS−DFT + Edisp (2.75)

EKs−DFT is the usual self-consistent Kohn-Sham energy as obtained for the chosen density func-

tional. Edisp is the dispersion correction as a sum of two and three body energies (for D3),

Edisp = E2 + E3 (2.76)

the most important two-body term is given by

E2 =
∑
AB

∑
6,8,10,...

Sn
CAB

n

Rn
AB

fdamp(RAB) (2.77)

Global scaling factors, Sn are adjusted for n>6 to ensure asymptotic exactness which is fulfilled

when the CAB
6 are exact. This is the fundamental difference between the DFT-D3 approach and the

DFT-D1 and DFT-D2 approaches, whereby S6 was not equal to unity and only a scaled asymptotic

value is obtained.160 The DFT-D3 method will be utilised in our investigations.

2.7 Periodic systems

2.7.1 Structures of Crystals

Real systems, such as mineral particles, are macroscopic objects, constituted by a large number of

atoms. They can effectively be viewed as infinite.161 In a crystalline solid a small number of atoms,

also known as a basis are repeated periodically in space.161,162 There are many ways to choose

a basis. When considering the whole symmetry of the crystalline solid the minimum unit of the

whole system, is given the term unit cell or Wigner-Seitz cell. combining the unit cell with lattice

vectors enables reproduction of the crystalline structure (infinitely). The vectors that produce the

infinite crystal are termed unit or primitive vectors.161 The set of translations corresponding to

combinations of primitive vectors is known as the Bravais lattice.162 The translation, T, can be

written as multiples of primitive vectors.

T = n1a1 + n2a2 + n3a3 (2.78)
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where a1, a2 and a3 are the primitive lattice vectors of the direct unit cell. n1, n2 and n3 are

integers. Each lattice has a reciprocal lattice. The reciprocal lattice has lattice vectors a∗1, a∗2 and

a∗3 which follow orthogonality rules relative to the direct lattice vectors. The primitive vectors in

the reciprocal space are defined by the following relation

ai · a∗j = 2πδij

where δij = 1 if i = j and δij = 0 if i ̸= j.

In one dimension162

a∗i =
2π

ai
(2.79)

In three-dimensions

a∗i = 2π
aj × ak

ai · aj × ak
(2.80)

Amongst the possible choices of the unit cell in a reciprocal lattice that are equivalent, the preferred

choice is the Brillouin zone.163 This can be obtained by connecting a point in the reciprocal

lattice to neighbouring points and passing orthogonal planes through their midpoints. The volume

between the planes is known as the Brillouin zone.163

2.7.2 Bloch’s Theorem

Bloch’s theorem164 connects the properties of the electrons in the unit cell with those of the

electrons in an infinite periodic system. The potential energy of a crystal must be a periodic

function with the same periodicity as the lattice. So, the translation by any lattice vector for

example ai, does not change the potential energy

V (r) = V (r + ai)

hence, the Schrödinger equation has the form

Ĥ(r)Ψ(r) = EΨ(r) (2.81)
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which is equivalent to

Ĥ(r + ai)Ψ(r + ai) = EΨ(r + ai) (2.82)

Therefore, the wavefunction can be written as a product of a function with the same periodicity

of the potential, Uk(r) and the phase factor (or a plane wave), eik(r).

ψk(r) = eikruk(r) (2.83)

where uk(r) is periodic and equals

uk(r) = uk(r + ai) (2.84)

Hence, the periodic wavefunction has the form

ψk(r + ai) = eikaiψk(r) (2.85)

which means that the neighbouring cells differ only by the phase factor eik(r). The electron density

by definition is equal to the probability density of the periodic wavefunction, when the complex

conjugate is taken

ρk(r) = 2|ψk(r)|2 (2.86)

Consequently, the electron density is also periodic.161–163

ρk(r + ai) = ρk(r) (2.87)

Therefore, all information about the system’s electron density is contained in a single unit cell

(Brillouin zone). This allows us to use a single unit cell to model infinite periodic crystals using

DFT methods as described in section 2.6.
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2.8 Molecular Dynamics

In this section, we will discuss molecular dynamics (MD) simulations a class of computer simula-

tions that aim to calculate the structure and the physical movements of atoms in a system.165–169

MD simulations predict how every atom in a system will move. These simulations are often used

to capture a variety of processes such as; ligand binding, change in geometry and in bio-molecular

processes such as protein folding.167 The first MD simulations were carried out on simple gases in

the 1950s.170 Over the years MD has gained popularity and visibility, particularly in biomolecule

research.167,171

The basic principle behind MD simulations is fairly simple. Given the positions of atoms in

a system (e.g. a hydrated surface surrounded by an organic molecule), one can calculate the

force exerted on each atom by all of the other atoms in the system.167 Therefore, one can use

Newton’s laws of motion to predict the position (spatial) of each individual atom as a function of

time.166,167,170,172,173

2.8.1 Molecular Dynamics Algorithms

Nuclei are heavy enough, such that to a good approximation, they are believed to behave as

classical particles. Thus, the dynamics can be simulated by solving Newton’s second law:

F = ma (2.88)

where F is the force, m is the mass and a is the acceleration. This equation can be written in the

following differential form

−dV
dr

= m
d2r

dt2
(2.89)

V is the potential energy at position r, where r contains the coordinates for all particles. r has

Cartesian coordinates and it is a vector of length 3Natom. The left hand of the equation is the

negative of the energy gradient, also known as the force, F.106

At a small time step ∆t the positions of a set of particles that were initially at position ri at time

t can be given by the following Taylor expansion

ri+1 = ri +
∂r

∂t
(∆t) +

1

2

∂2r

∂t2
(∆t)2 +

1

6

∂3r

∂t3
(∆t)3 + ...
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ri+1 = ri + vi +
1

2
ai(∆t)

2 +
1

6
bi(∆t)

3 (2.90)

vi are velocities which are the first derivatives of the position with respect to time (
∂r

∂t
) at time

ti. The accelerations, ai, are the second derivatives (
∂2r

∂t

2

) at time ti. The bi terms are the

hyper-accelerations and are the third derivatives and so forth. By substituting ∆t with -∆t we

obtain

ri−1 = ri − vi +
1

2
ai(∆t))

2 − 1

6
bi(∆t))

3 (2.91)

Addition of equations 2.90 and 2.91 give

ri+1 = (2ri − ri−1) + ai(∆t))
2 + ... (2.92)

ai =
Fi

mi
= − 1

mi

dV

dri
(2.93)

where the acceleration ai can be derived from equations 2.88 and 2.89. This algorithm is known

as the Verlet algorithm.174–176 It solves Newton’s equations numerically to obtain ri−1 at time

t + ∆t, if we know the coordinates ri and ri−1 and accelerations assuming third order (b) and

higher terms are negligible. At the initial point, previous positions are not available, however they

can be approximated from a first order approximation of equation 2.90

r−1 = r0 − v0∆t (2.94)

At each time step the acceleration must be evaluated from the forces (equation 2.93). This then

allows the atomic positions to be propagated in time, thus, generating a trajectory. As the time-

step size ∆t decreases, the trajectory approximation becomes a better approximation of what is

known as the ”true trajectory”. This occurs until practical problems arise, such as the issue of

finite numerical accuracy. A small time step does however mean that more steps are needed for

propagating the system. Hence, the computational expense increases with the size of the time

step.

A key disadvantage of the Verlet algorithm is that the new positions are obtained by the addition
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of a term proportional to ∆t2 to a difference in the positions (2ri−ri−1). As ∆t2 is a small number

and (2ri − ri−1) is a large number as it is the difference between two large numbers, it can often

lead to truncation errors due to finite precision. Further disadvantages of the Verlet algorithm are

its inability to display velocities explicitly. This is often a problem when generating an ensemble,

ensembles will be discussed further in the this section.

The introduction of the Leap-frog177 algorithm deals with the numerical aspect of the Verlet al-

gorithm and the inability to display velocities explicitly. By performing expansions analogous to

those of the Taylor expansion (equation 2.90), with a half time step followed by subtraction we get

ri+1 = ri + vi+1/2∆t (2.95)

Similarly, the velocity is also obtained

vi+1/2 = vi−1/2 + ai∆t (2.96)

Both equations 2.95 and 2.96 define the leap-frog algorithm and it can be seen that the velocity and

position updates are out of phase. The numerical accuracy of the leap-frog algorithm is considered

better than that of the Verlet algorithm. However, the disadvantage of the leap-frog algorithm

is that the velocities and positions are not known at the same time. This drawback is however

removed by the velocity Verlet algorithm.174 The equations used to propagate atoms are given by

ri+1 = ri + vi∆t+
1

2
ai∆t

2

vi+1 = vi +
1

2
(ai + ai+1)∆t (2.97)

In this approach, both the velocities and position are known at the same time.

2.8.2 Generating Ensembles

Standard MD simulations generate what is known as an NV E ensemble. In this ensemble tem-

perature and pressure fluctuate while the total energy remains constant. The total energy is the

sum of kinetic and potential energies, it can be calculated from the positions and velocities
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Etot =

N∑
i=1

1

2
miv

2
i + V (r) (2.98)

In practice the total energy may not be constant, however preservation of the energy within a given

threshold may be achieved by defining the maximum (permissible) time-step.

Although the NV E ensemble is the simplest ensemble, it is also possible to generate NV T and

NPT ensembles. These ensembles are generated by modifying the positions or velocities in each

time step to maintain constant temperature or pressure. Our work will utilise the NV T ensemble,

whereby the temperature of the system is fixed. The temperature of the system is is known to be

proportional to the the average kinetic energy

Ekinetic ≥
1

2
(3Natom −Nconstraint)kT (2.99)

where Natom is the number of atoms and Nconstraint is the number of constraints. The number

of constraints, typically three, correspond to the conservation of linear momentum. As the kinetic

energy of the system is the difference between the total energy which is almost constant and the

potential energy, which is dependent upon positions, the kinetic energy fluctuates. Hence, the

temperature is constant, but has an average value with an associated fluctuation. Similarly, if the

volume of a system is fixed, the pressure will be the property that fluctuates.

In the NV T ensemble the system is coupled to a ”heat bath”. This heat bath gradually removes

energy to or from the system with a suitable constant. This procedure is known as a thermostat.

The kinetic energy of the system is modified (in this case) by scaling the velocities. The rate of

heat transfer is controlled by a coupling constant τ

dT

t
=

1

τ
(Tdesired − Tactual) (2.100)

velocity scaling factor =

 
1 +

∆t

τ
(
Tdesired
Tactual

− 1) (2.101)

In the Nosé-Hoover methods178,179 the heat bath is an integral part of the system.106,180 The NVT

ensemble corresponds to a closed system which can exchange energy, with the environment, which

is a realistic situation in chemical systems. In this work, DFT-based MD calculations were carried

out, where all forces, and therefore positions and accelerations were obtained by DFT calculations.
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Chapter 3

The Bare α-Al2O3 (0001) Surface

3.1 Adsorption to the Al2O3 (0001) Surface

The structure and properties of α-Al2O3 surfaces have been studied both experimentally.82–85 and

computationally.87,181 Studies show that its most stable surface is the (0001)-oriented surface.

Among the possible terminations of the clean (0001) surface, the single-Al termination is the most

favourable.87 Moreover, computational investigations of thermodynamics under vacuum and am-

bient conditions showed that the preferred surface termination depends on the temperature and

the partial pressure of water vapour: the most stable termination varies from the bare surface to

the fully hydroxylated surface, as the partial pressure of the water vapour increases.182 Multiple

computational studies have investigated the adsorption of water on this surface.183–185 Both disso-

ciative and molecular adsorption structures were identified, with dissociative adsorption being the

preferred binding mode at low coverage, and complex combinations of dissociated and molecularly

adsorbed water predicted at high coverages. The adsorption of water had noticeable effects on both

the geometry and electronic structure of this surface: upon adsorption the distance between the

terminating aluminium atoms and the oxygen plane increased.183,186 Surface hydroxyls formed by

dissociative adsorption of water were observed experimentally both for monolayers of water and

single water molecules on the α-Al2O3 (0001) surface. There have been fewer computational stud-

ies of adsorption of organic molecules onto α-Al2O3: examples include methanol and ethanol187

phenols,188,189 carboxylic acids190 and nitrogen containing molecules, such as; methylnitrile,191

methylamine,192 nitroamine,192 nitroguanidine193 and nitromethane.194

Johnston187 investigated the adsorption of ethanol and found that ethanol bound slightly more

strongly to the (0001) surface in a dissociative configuration over a molecular configuration by 0.07
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– 0.14 eV. The adsorption of non-dissociated structures was dominated by electrostatic interactions

and the adsorption energy was found to be influenced by the proximity of the ethanol molecule’s

oxygen atom and the surface aluminium atom.92 The adsorption of phenols was also investigated189

Yeh et al.188,189 studied the adsorption of catechol (phenolic alcohol) onto the α-Al2O3 surface in

both hydrous and anhydrous conditions. In anhydrous conditions, catechol adsorbed onto hydrox-

ylated and non-hydroxylated surfaces. In aqueous conditions, catechol displaced water molecules

and was strongly attracted to the non-hydroxylated alumina surface. Ruan et al.195 investi-

gated the adsorption of formic acid onto the α-Al2O3 surface and found that the 1,2-dissociated

structure where the carboxyl oxygen and hydroxyl hydrogen atoms of formic acid were adsorbed

onto the α-Al2O3 surface was the most stable. A very strong interaction was found between β-

D-glucopyranose and the α-Al2O3 (0001) surface, which has been attributed to the formation of

bridging aluminium-oxygen bonds and hydrogen bonds.190 Most of the computational studies that

investigated the adsorption of molecules onto the α-Al2O3 surface used DFT,185,187–189,191–194 (or,

for water adsorption, MP2 methods) except the investigation conducted by Yeh et al.189 which

used force fields.

A recent investigation into the adsorption of OC to the alumina and hematite (bare and hydrox-

ylated) surfaces was carried out by Blanck et al.196 Using DFT at the PBE level of theory they

calculated the binding energies for the adsorption of several organic functional groups and phos-

phate and nitrogen containing groups to the γ-Al2O3 (100) and the α-Fe2O3 (0001) surfaces. They

found that the distance between the adsorption sites of the γ-Al2O3 (100) surface were smaller (2.6

Å and 2.9 Å) than those of the α-Fe2O3 (0001) surface (5.1 Å). Hence, bidentate adsorption was

preferred on the hematite surface . Hematite was the more reactive surface for all molecules ad-

sorbed. Methylphosphate and dimethylphosphate were the most strongly dissociatively adsorbed

molecules. Whereas, benzene and acetonitrile were the least adsorbed (molecular adsorption).

Acetic acid yielded very similar adsorption energies on both alumina and hematite. On alumina

acetic acid adsorbed in a bidentate configuration, whereas on hematite it adsorbed molecularly.

Thus, the bidentate configuration compensated for the strong reactivity of the hematite surface.

In this work, we aim to obtain a quantitative description of the binding of organic molecules

containing a variety of functional groups, in order to understand how OC binds to soil minerals. We

will be investigating the binding of water and small organic molecules onto α-Al2O3 (corundum),

a common soil mineral. α-Al2O3 is the simplest representative of the family of aluminium oxides,

hydroxides and oxyhydroxides, and it has been shown to bind OC strongly.87

65



3.2 Computational Method

3.2.1 Adsorption to the Bare α-Al2O3 (0001) Surface

DFT calculations of α-Al2O3, its (0001) surface and adsorption structures were performed using

the CP2K software package.197–199 Suitability of several DFT functionals was tested by optimis-

ing the lattice parameter of the rhombohedral α-Al2O3. The methods considered were based on

the generalised gradient approximation (GGA): PBE,200 PBEsol201 and revPBE202 functionals,

and meta-GGA: TPSS functional.143 Grimme’s D3149 empirical dispersion correction was used

with these functionals. The calculations utilised double-ζ basis sets with diffuse and polarization

functions (DZVP) optimised for use in CP2K,203 and Goedecker-Teter-Hutter (GTH) pseudopo-

tentials.203 All calculations were done at the Γ k-point.198 2x2x2, 3x3x3 and 4x4x4 extended

rhombohedral unit cells of α-Al2O3 were used for bulk calculations. In these calculations, the

angles were fixed at their experimental values α = β = γ ̸= 90◦, while the lattice constant (a =

b = c) was allowed to optimise. The calculated lattice constants were: 5.159 Å (PBE functional

with the D3 correction), 5.145 Å (PBEsol+D3), 5.166 Å (revPBE+D3) and 4.720 Å (meta-GGA

TPSS+D3). This compares to the experimental value of 5.150 Å.204 Thus, all of the tested GGA

functionals were found to give very good agreement of the α-Al2O3 bulk lattice parameter with the

experimental value, therefore the GGA PBE functional was used in all the following calculations

of the α-Al2O3 (0001) surface and adsorption. The α-Al2O3 (0001) surface was modelled using

periodic slabs, where the lattice parameters were fixed at their optimised bulk values, while the

positions of all atoms were fully optimised. Slabs were separated by 15 Å of vacuum in the vertical

direction. 2x2 and 3x3 extended cells were used for surface calculations. Convergence of surface

energies with respect to slab thickness was tested. A 2x2 12 layer converged slab was chosen and

then used for calculations of adsorption of water and small organic molecules. The slab consisted

of 80 atoms and a length of approximately 14.01 Å. The calculated binding adsorption geome-

tries’ energies were corrected for the basis set superposition error (BSSE) using the counterpoise

method,112 the correction range from 0.07 - 0.14 eV. All structures were visualised with the UCSF

Chimera205 software package.
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3.3 Results and Discussion

3.3.1 Surface Energies of α-Al2O3 (0001) Slabs

First, we investigated the convergence of the surface energy of the α-Al2O3 (0001) surface with

respect to the thickness of the slab. The 2x2x1 and the 3x3x1 extended unit cell were tested, and

the surface energy was calculated with the equation below.

Esurface =
Eslab − Ebulk ×Number of Layers× Extension

2A
(3.1)

where Esurface, Eslab and Ebulk are the energies of the α-Al2O3 (0001) slabs and the α-Al2O3 bulk

unit cell. A represents the surface area of the α-Al2O3 (0001) slabs. Surface cell extension was 4

and 6 for the 2x2x1 and the 3x3x1 extended unit cells, respectively.

Table 3.1: The surface energies in Jm−2 for various thicknesses of the α-Al2O3 (0001)-orientated
2x2x1 and 3x3x1 extended slabs.

No. of Layers Surface Energy/ J m−2 Surface Energy/ J m−2

2x2x1 cell extension 3x3x1 cell extension

6 2.10 2.07

9 1.90 1.88

12 2.01 1.98

15 2.03 1.99

18 2.03 1.98

21 2.03 -

24 2.04 -

27 2.04 -
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Figure 3.1: Dependence of the surface energy for the α-Al2O3 (0001)-oriented 2x2x1 extended slabs.
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The surface energies of the α-Al2O3 (0001)-orientated 2x2x1 and the 3x3x1 extended slabs of

different thicknesses were compared, and the results can be seen in table 3.1. The converged

surface energy for the thickest considered 18-layer 3x3-extended slab is 1.98 J m−2. These results

are similar to the literature values for the surface energy of the α-Al2O3 surface which ranged

between 0.11 – 0.13 eV/Å2 for 9 to 18 layer slabs,191–193 The 2x2-extended slabs follow the trend

of the 3x3-extended slabs with 0.04 J m−2 higher energies. Therefore, we further tested the

convergences of 21, 24 an 27 layer slabs for the 2x2-extended slab. The 12-layer slabs can be

considered converged. The 2x2x1 extended 12-layer slab was chosen for modelling adsorption of

small organic molecules onto the α-Al2O3 (0001) surface, as the thinnest converged slab that

represents a good balance between accuracy and system size.

3.3.2 Adsorption of Small Molecules onto the α-Al2O3 (0001) Surface
Table 3.2: BSSE corrected Binding energies for adsorbates on the α-Al2O3 (0001) surface.

Adsorbate Adsorption Configuration Binding Energy / eV

Water molecular -1.32

dissociated -1.62

Methanol molecular -1.53

dissociated -1.63

Methanethiol molecular -1.36

dissociated -1.47

Methylamine molecular -2.03

dissociated -1.12

Diemthyl ether molecular -1.66

Formic acid molecular -1.42

dissociated -2.33

Acetic acid chelate -2.04

Formamide molecular O-bound -1.64

dissociated N-bound -1.85

Methyl formate molecular C-O-C-bound -1.54

Methyl formate molecular C=O-bound -1.06

Methane molecular -0.38

Cyclohexane molecular -0.76

Benzene molecular -1.08
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The adsorption of several small organic molecules was investigated. To evaluate the strength of

binding of various organic functional groups to the α-Al2O3 (0001) surface. We applied the BSSE

correction to all of our calculated binding energies: the correction was small and ranged from 0.08

– 0.12 eV. The binding energies were calculated using the following equation

Ebinding = Esurface+Adsorbate − (Esurface + EAdsorbate) (3.2)

Table 3.3: Bond lengths in Å for adsorbates on the α-Al2O3 (0001) surface.

Adsorbate Adsorption Configuration Al-O Al-S Al-N Al-C O-H

Water molecular 1.95

dissociated 1.72 0.98

Methanol molecular 1.93

dissociated 1.71 0.98

Methanethiol molecular 2.40

dissociated 2.20 0.98

Methylamine molecular 1.98 0.98

dissociated 1.79 0.98

Diemthyl ether molecular 2.40

Formic acid molecular 2.00

dissociated 1.81 1.04

1.58

(O...H)

Acetic acid chelate 1.98,2.14 1.03

Formamide molecular O-bound 1.87

dissociated N-bound 1.85 0.98

Methyl formate molecular C-O-C-bound 2.00

Methyl formate molecular C=O-bound 1.91

Methane molecular 2.48

VDW

Cyclohexane molecular

Benzene molecular 2.27
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Adsorption of Water onto the α-Al2O3 (0001) Surface

The binding of water to the α-Al2O3 (0001) surface was investigated. Water was adsorbed both

molecularly and dissociatively. The calculated binding energy for molecular adsorption of water

was -1.32 eV and the chemisorption bond length of the Al-O bond was 1.95 Å. For dissociatively

adsorbed water, the calculated binding energy was -1.62 eV and the chemisorption bond lengths

for the Al-O and O-H bonds were 1.72 Å and 0.98 Å. Our calculated binding energies are very

similar to those calculated by Shapovalov et al.183 For molecularly adsorbed water Shapovalov

et al.183 calculated a binding energy of -1.22 eV and for dissociatively adsorbed water, it was

-1.60 eV. Our chemisorption bond lengths are also fairly similar to those determined within the

literature, molecularly adsorbed water had a chemisorption Al-O bond length of 1.99 Å and for

dissociatively adsorbed water, the Al-O bond length was 1.75 Å.20-21,45–4882,91,183,184,186,206–210

The agreement with the literature of the binding energies and bond lengths allows us to conclude

that of the two types of structures water adsorption is more stable when it adsorbs to the α-Al2O3

(0001) surface in a dissociative configuration.

(a) -1.32 eV (b) -1.62 eV

Figure 3.2: Optimised adsorption geometries of (a) molecularly adsorbed water (b) dissociatively
adsorbed water onto the α-Al2O3 (0001) surface.

Adsorption of Alcohol, Amines, Thiols and Ethers onto the α-Al2O3 (0001) Surface

Since our results regarding water adsorption agree with previous experimental and computational

studies, we then progressed onto modelling carbon containing functional groups, which are impor-

tant to carbon-mineral interactions. First, the adsorption of alcohol, amine and thiol molecules was

considered, because like water, they contain a hydrogen-heteroatom bond capable of dissociation;

ether group was also considered because it is structurally similar to alcohols, but they are without

the possibility of dissociation.

The adsorption of methanol as a model alcohol onto the α-Al2O3 (0001) surface was investigated.

The calculated binding energy for molecular adsorption of methanol was -1.53 eV (figure 3.3 (a))

and the chemisorption bond length of the Al-O bond was 1.93 Å. For dissociatively adsorbed
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methanol (figure 3.3 (b)) the calculated binding energy was -1.63 eV and the chemisorption bond

lengths for the Al-O and O-H bonds were 1.71 Å and 0.98 Å respectively. Methanethiol was the

next molecule under investigation, similar to methanol a molecular and dissociative configura-

tion were considered. The calculated binding energy for molecular adsorption (figure 3.4 (a)) of

methanethiol was -1.36 eV and the chemisorption bond length of the Al-S bond was 2.40 Å. For

dissociatively adsorbed methanethiol (figure 3.4 (b)) the calculated binding energy was -1.47 eV

and the chemisorption bond lengths for the Al-S and O-H bonds were 2.20 Å and 0.98 Å.

(a) -1.53 eV (b) -1.63 eV

Figure 3.3: Optimised adsorption geometries of (a) molecularly adsorbed methanol and (b)
dissociatively adsorbed methanol onto the α-Al2O3 (0001) surface.

(a) -1.36 eV (b) -1.47 eV

Figure 3.4: Optimised adsorption geometries of (a) molecularly adsorbed methanethiol (b)
dissociatively adsorbed methanethiol onto the α-Al2O3 (0001) surface.

For the adsorption of amines, methylamine was the model amine considered for binding onto the

α-Al2O3 (0001) surface. Several adsorption configurations of methylamine were investigated. The

calculated binding energy for the most stable molecular adsorption geometry (figure 3.5 (a)) of

methylamine was -2.03 eV and the chemisorption bond length of the Al-N bond was 1.98 Å. For

dissociatively adsorbed methylamine (figure 3.5 (b)) the calculated binding energy was -1.12 eV

and the chemisorption bond lengths for the Al-N and O-H bonds were 1.79 Å and 0.98 Å. A doubly

dissociated methylamine geometry was also considered, upon optimisation and similar to water this
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structure optimised to a geometry where only a single N-H bond was dissociated. To compare to

the alcohol functional group, dimethyl ether was adsorbed onto the α-Al2O3 (0001) surface in a

molecular configuration (figure 3.6). A dissociated structure was considered to be unlikely as it

would require cleavage of the strong O-C bond. Its calculated binding energy was -1.66 eV and its

adsorption bond length was 2.40 Å.

(a) -2.03 eV (b) -1.12 eV

Figure 3.5: Optimised adsorption geometries of (a) molecularly adsorbed methylamine (b)
dissociatively adsorbed methylamine onto the α-Al2O3 (0001) surface.

Figure 3.6: Optimised adsorption geometry of molecularly adsorbed dimethyl ether (-1.66 eV)
onto the α-Al2O3 (0001) surface.

The calculated binding energies and respective bond lengths between the surface Al and adsorbate

O atoms for methanol, methanethiol, similar to water adsorption show that these molecules prefer

to adsorb in a dissociative configuration. Dimethyl ether could only bind in one configuration

and that was the molecular configuration. Methanol and methanethiol are iso-structural and the

observed adsorption geometries illustrate that the two molecules are very similar. Methanethiol

adsorbs less strongly by approximately 0.16 eV. The Al-S bond is also longer than the Al-O bond

and this can be explained by the larger radius of S. The stronger Al-O bond can also be explained

by the greater electronegativity of O compared to S and therefore a greater negative charge of

O. Methanol, methylamine and dimethyl ether all have binding energies greater than that of
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water, therefore they would displace water when binding to the α-Al2O3 (0001) surface in soils.

methylamine is the only surface adsorbate that preferred to bind in a molecular configuration when

it could bind in both a molecular and dissociated configuration. This can be explained by the pKa

value of a primary amine which is approximately 35. Therefore, the proton will not leave as the

pKa value is very high and the CH3NH− species is not as stable. Methanethiol had a binding

energy smaller than that of water, thiols bind less strongly to the α-Al2O3 (0001) surface due to

less ionic character within the bond. Therefore, methanethiol will not compete with water when

binding to soil aluminium oxide minerals as water binds more strongly. Hence water would displace

the thiol adsorbate. Thus far, alcohols, amines and ethers all bind strongly to the α-Al2O3 (0001)

surface and thiols are weaker adsorbates.

Adsorption of Acids, Amides and Esters onto the α-Al2O3 (0001) Surface

Next, we consider the adsorption of carbonyl compounds: carboxylic acids, amides and esters,

which are able to bind to the mineral surface via two atoms: the carbonyl oxygen and the second

oxygen or nitrogen atom. We are therefore able to present a large variety of possible adsorption

structures. The adsorption of formic acid as the simplest carboxylic acid was considered. The

adsorption of formic acid to the α-Al2O3 (0001) surface enabled several different structures to be

built. Two molecular configurations were possible for formic acid as adsorption to the surface

could occur through the hydroxyl oxygen atom or the carbonyl oxygen atom of formic acid. The

calculated binding energy for the structure whereby formic acid bound through the hydroxyl group

of formic acid (figure 3.7 (b)) was -1.42 eV and its Al-O chemisorption bond length was 2.00 Å.

For the formic acid bound through the carbonyl oxygen (figure 3.7 (a)) the calculated binding

energy was -0.95 eV and its corresponding Al-O chemisorption bond length was 1.92 Å. These

findings tell us that formic acid prefers to bind through the hydroxyl end. Formic acid was also

adsorbed in a dissociative configuration (figure 3.7 (c)) to the α-Al2O3 (0001) surface where the

OH bond of the formic acid was dissociated. The calculated binding energy for dissociatively

adsorbed formic acid was -1.80 eV and the chemisorption bond length of the Al-O bond was 1.76

Å. Chelate configurations (figure 3.7 (d)) were also considered. Formic acid did not remain in

a chelate geometry upon optimisation, however it did optimise to a stable dissociated structure

with some hydrogen bonding. The chemisorption bond lengths for this dissociated adsorption

were 1.81 Å (Al-O), 1.04 Å (O-H) and 1.58 Å (O. . . H). The calculated binding energy for this

configuration was -2.33 eV, this is significantly larger than the -1.80 eV binding energy for the

dissociated configuration. This is most likely due to the additional stabilisation produced by the

formation of the O. . . H hydrogen bond.
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(a) -1.66 eV (b) -1.42 eV

(c) -2.33 eV (d) -2.04 eV

Figure 3.7: Optimised adsorption geometries of (a) molecularly adsorbed formic acid through its
C=O oxygen (b) molecularly adsorbed formic acid through its O-H oxygen (c) dissociatively

adsorbed formic acid and (d) chelating acetic acid onto the α-Al2O3 (0001) surface.

The adsorption of amides onto the α-Al2O3 (0001) surface was investigated using formamide.

Formamide was found to bind to the α-Al2O3 (0001) surface through either its oxygen or nitrogen

atoms in a molecular configuration. The oxygen bound formamide (figure 3.8 (a)) had a calculated

binding energy of -1.64 eV. The chemisorption bond length is 1.87 Å for the Al-O bond. The

Nitrogen bound formamide (figure 3.8 (b)) had a calculated binding energy of -1.16 eV and an

Al-N chemisorption bond length of 2.37 Å. The binding energies of molecularly bound formamide

show that the oxygen bound formamide is more stable. Oxygen’s lone pair is more available

than nitrogen’s lone pair. Hence, oxygen’s lone pairs bind more strongly to the Al3+ surface

ions, producing a stronger bond to the surface. Another adsorption configuration considered for

formamide adsorption onto the α-Al2O3 surface was the dissociated configuration (figure 3.8 (c)).

The calculated binding energy of formamide adsorption to the α-Al2O3 surface was -1.22 eV and

the chemisorption bond length was 1.85 Å for the Al-O bond and was 0.98 Å for the O-H bond.
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(a) -1.64 eV (b) -1.85 eV

(c) -1.85 eV

Figure 3.8: Optimised adsorption geometries of (a) molecularly adsorbed formamide through its
C=O oxygen (b) molecularly adsorbed formamide through its nitrogen atom (c) dissociatively

adsorbed formamide onto the α-Al2O3 (0001) surface.

Methyl formate was the ester considered for adsorption to the α-Al2O3 (0001) surface. Fewer

configurations can be expected for esters, compared to those of acids and amides. Only molecularly

adsorbed configurations are possible for esters. Methyl formate was adsorbed molecularly onto the

α-Al2O3 (0001) surface. For binding through the C-O-C oxygen (figure 3.9 (a)) the calculated

binding energy was -1.58 eV and the chemisorption bond length for the Al-O bond was 1.91 Å. For

the configuration where binding occurred through the carbonyl group of methyl formate (figure

3.9 (b)) the calculated binding energy was -1.10 eV and the chemisorption bond length for the

Al-O bond was 2.00 Å. Configuration (b) is more stable, therefore esters are more likely to bind

to through their carbonyl oxygen atom.
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(a) -1.54 eV (b) -1.06 eV

Figure 3.9: Optimised adsorption geometries of (a) molecularly adsorbed methyl formate through
its C-O-C oxygen atom (b) molecularly adsorbed methyl formate through its C=O oxygen onto

the α-Al2O3 (0001) surface.

The calculated binding energies and respective bond lengths between the surface aluminium and

adsorbate oxygen atoms for formic acid and formamide adsorption show that these molecules prefer

to adsorb in a dissociative configuration. The most stable adsorption configuration for formic acid

was the dissociated configuration, which had additional hydrogen bond stability. Similar to the acid

functional group amides had several modes of adsorption, but preferred to adsorb in a dissociative

configuration. Both the acid and amide functional groups had binding energies larger than those

of water. Thus, we can conclude that both functional groups would displace water when binding

to the α-Al2O3 (0001) surface in soils as they bind more strongly, specifically in their dissociative

configurations. The ester functional group was only adsorbed onto the surface in a molecular

configuration. The largest binding energy for the ester was -1.54 eV. Therefore, it is expected that

the ester will not compete nor displace water when binding to the α-Al2O3 (0001) surface.

Adsorption of Hydrocarbons onto the α-Al2O3 (0001) Surface

Organic molecules that enter soil from plants (e.g. cellulose) typically contain sp3 carbons as well

as functional groups. Sorption studies also indicated the presence of aromatic groups in OC sorbed

in soils.86 Therefore, adsorption of aliphatic and aromatic hydrocarbons was modelled, to compare

to the adsorption of functional groups.

Adsorption of methane on α-Al2O3 (0001) was modelled first, as the simplest example of a hydro-

carbon molecule. Methane adsorbed molecularly (figure 3.10 (a)), with a binding energy of -0.38

eV and an Al-C distance of 2.48 Å; this binding is clearly much weaker than water or any organic

functional group and is attributed to Van der Waals dispersion interactions. Next, physisorption

of cyclohexane and benzene was considered, as comparable examples (with the same number of
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carbon atoms) of aliphatic and aromatic hydrocarbons. Cyclohexane can also be viewed as an

analogue of tetrahydropyran (with an oxygen atom replaced by a CH2 group), the 6-membered

ring that is the building block of cellulose and chitin. Cyclohexane adsorbed to the surface in its

molecular form (figure 3.10 (b)), without dissociation, and had a binding energy of -0.76 eV. The

most stable structure was that whereby the cyclohexane molecule was adsorbed above an oxygen

atom on the α-Al2O3 (0001) surface. Finally, benzene was adsorbed on the surface. Its adsorption

is again molecular (figure 3.10 (c)), and the most stable adsorption structure has benzene bound

to a surface aluminium atom with an Al-C bond length of 2.27 Å. The binding energy was -1.08

eV, larger than of cyclohexane, indicating that aromatic hydrocarbons adsorb more strongly than

aliphatic hydrocarbons on the α-Al2O3 (0001) surface. In both cases, adsorption can be attributed

to fairly strong Van der Waals dispersion interactions.

(a) -0.38 eV (b) -0.76 eV

(c) -1.08 eV

Figure 3.10: Optimised adsorption geometries of (a) molecularly adsorbed methane (b)
molecularly adsorbed cyclohexane and (c) molecularly adsorbed benzene onto the α-Al2O3 (0001)

surface.
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The adsorption energy of methane, cyclohexane and benzene are all much smaller than that of water

and of organic functional groups. We can therefore conclude that they will not displace water when

binding to the α-Al2O3 (0001) surface in soils because water binds more strongly. Moreover, since

organic functional groups bind more strongly than hydrocarbons, these functional groups are likely

to be the major factors controlling the binding of OC to soil minerals. However, our calculations

show that the binding of hydrocarbons is non-negligible and will contribute significantly to the

overall binding of OC to soils; notably, the binding of aromatic hydrocarbons is more favourable

than that of aliphatic hydrocarbons, suggesting that aliphatic hydrocarbons are more likely to be

preserved in soil.

3.4 Conclusion

Our first set of investigations focused on yielding an initial understanding of small organic func-

tional group binding to the bare α-Al2O3 (0001) surface. The binding energies of the interaction

between water and small organics with the alumina surface were calculated. The first of these

investigations studied the adsorption of water, which was found to adsorb dissociatively to the

surface. The binding of small organics followed and several organic adsorbates particularly, acids,

alcohols, amines and amides were all found to bind strongly to the surface. Amongst these adsor-

bates, acids were the most strongly adsorbing carbon containing functional group. Acids bound

most strongly when they dissociatively adsorbed to the surface, due to additional stability pro-

vided by hydrogen bonding. These results show us which organic functional groups are strongly

binding. However, the limitation is that we have considered the bare α-Al2O3 (0001) surface, while

in realistic environmental conditions it is expected to be hydrated. Therefore, in the next chapter,

we will further investigate the interaction of OC with soil minerals via the investigation of the

binding of small organics (from this study) with the hydroxylated α-Al2O3 (0001) surface.
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Chapter 4

The Hydroxylated α-Al2O3 (0001)

Surface

4.1 Hydroxylation of the α-Al2O3 (0001) surface

In regular environmental conditions the α-Al2O3 (0001) surface is likely to be hydroxylated.196 The

hydroxylated alumina surface produced via the interaction of water with alumina is extensively

used, similar to alumina, it is also used as a catalyst support as well as a catalyst. It also has a

role in environmental chemistry.206

It is known that the bare α-Al2O3 (0001) surface readily reacts with water to form surface hydrox-

yls,11 As discussed in the previous chapter, theoretical ab-initio calculations have revealed that

molecularly adsorbed water on the aluminum terminated α-Al2O3 (0001) surface is meta-stable.

The dissociation of water produces two different types of surface hydroxyl groups. The OadsH sur-

face hydroxyl oxygen atom comes from water and the OsH oxygen atom is from the surface (figure

4.1). Thermal desorption211 and X-ray photo-electron spectroscopy (XPS)212–217 have confirmed

the existence of OH-terminated α-Al2O3 (0001) surfaces. Initially, at low exposures to water hy-

droxyl formation is attributed to reactions occurring at surface defect sites. On the other hand,

higher water exposure results in hydroxylations occurring at the basal plane,211,212,218–221 DFT

simulations have described the first step of the basal plane hydroxylation as water dissociation

across one of three equivalent aluminium oxygen Als-Os bonds.196,222
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Figure 4.1: Hydroxylation of the α-Al2O3 surface.11

The first step in figure 4.1 in the hydroxylation of the α-Al2O3 (0001) surface results in the H2O

molecule adsorbing to the surface to form an adsorbed OH− and a H+ ion. The next step illustrates

the full hydroxylation of the α-Al2O3 (0001) surface resulting in the production of a ’gibbsite’

like structure.11 Car-Parinello molecular dynamics (CPMD) DFT simulations show that the first

step in the hydroxylation process has a small activation barrier and occurs rapidly at ambient

temperatures.223,224 Thus, the α-Al2O3 (0001) surface readily exists as the surface produced in

the first hydroxylation step in realistic ambient environments, such as hydrated naturally occurring

soils.

CMPD simulations have also revealed that the fully hydroxylated surface possess a dynamic layer

of hydroxyl groups, consistent with vibrational spectroscopy.87,210 This surface composition is

also consistent with first principles thermodynamic modelling, which demonstrates that the fully

hydroxylated α-Al2O3 (0001) surface minimizes the alumina surface free energy under most con-

ditions, with the exception of dry conditions.208,209,225–228

4.2 Adsorption to the hydroxylated Al2O3 (0001) surface

Although the initial water dissociation step and composition of the α-Al2O3 (0001) surface in the

presence of water have received a great deal of attention, little work has been carried out on the

adsorption of molecules to the fully hydroxylated α-Al2O3 (0001) surface.11 Yeh et al.189 inves-

tigated the adsorption behaviour of catechol on alumina surfaces using molecular dynamics (MD)

simulations. In order to investigate the hydrophillic and hydrophobic behaviour of catechol and

related phenolic compounds, adsorption was investigated on both the bare and fully hydroxylated

α-Al2O3 (0001) surfaces. Hydrogen bonding occurred between neighbouring hydroxyl groups and

surface hydroxyl groups of the α-Al2O3 (0001) surface.189

Blanck et al.196 also investigated the adsorption of small organic molecules to related materials,

such as the hydroxylated γ-Al2O3 (100) and α-Fe2O3 (0001) surfaces. The effects of hydrating the

surfaces yielded lower adsorption energies compared to the chemisorption adsorption process that

occurred on the bare surface. The stability for the surface adsorbate interactions was provided by
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hydrogen bonding.

In this chapter we will be investigating the adsorption behaviour of acids and other organic func-

tional groups on the hydroxylated α-Al2O3 (0001) surface, to determine how strongly they adsorb

to the hydroxylated α-Al2O3 (0001) surface. This follows on from our earlier study of adsorption of

organic molecules on the bare α-Al2O3 (0001) surface. The hydroxylated α-Al2O3 (0001) surface

is a more realistic model of the alumina surface in soils. We will employ DFT to determine the

nature and strength of the binding between the hydroxylated α-Al2O3 (0001) surface and small

organic molecules.
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4.3 Computational Method

4.3.1 Adsorption to the Hydroxylated α-Al2O3 (0001) Surface

DFT calculations of the hydroxylated α-Al2O3 (0001) surface and adsorption structures were

performed using the CP2K software package.197–199 All DFT calculations used the GGA PBE

exchange-correlation functional200 with Grimme’s D3149 empirical dispersion correction. The cal-

culations utilised double-ζ basis sets with diffuse and polarization functions (DZVP) optimised for

use in CP2K,203 and Goedecker-Teter-Hutter (GTH) pseudopotentials.203 All calculations were

done at the Γ k-point.198 The hydroxylated α-Al2O3 (0001) surface was modelled using periodic

slabs containing 12 atomic layers, where the lattice parameters were fixed at their optimised bulk

values, while the positions of all atoms were fully optimised. Slabs were separated by 15 Å of vac-

uum in the vertical direction and were 2x2 extended in the horizontal directions to accommodate

the adsorbate. Hydroxylated slabs consisted of 92 atoms and a length of approximately 14.01 Å.

The calculated binding energies reported in this work were corrected for the basis set superposition

error (BSSE) using the counterpoise method,112 the correction ranged from 0.01 - 0.10 eV. Molec-

ular dynamics (MD) simulations229 were performed within the cannonical ensemble (NVT).178,230

All structures were visualised with the UCSF Chimera205 software package.
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4.4 Results and Discussion

4.4.1 Adsorption of Small Organic Molecules onto the hydroxylated α-

Al2O3 (0001) surface

Under ambient conditions the bare α-Al2O3 (0001) surface is partially hydroxylated as shown in

figure 4.2. Therefore, to investigate the binding of OC in soil we have adsorbed several small

organic molecules and water onto the hydroxylated α-Al2O3 (0001) surface. Multiple adsorption

configurations were investigated to get a range of different structures and determine the most

stable structure per molecule. The adsorption geometries and the strength of binding of the

organic functional groups were also investigated. All structures were adsorbed molecularly (without

dissociation) through hydrogen bonding. Hydrogen bond analyses were carried out on all optimised

structures to determine the number of hydrogen bonds present in each geometry and the length of

each hydrogen bond.

(a) (b)

Figure 4.2: The hydroxylated α-Al2O3 (0001) surface (a) side view and (b) top view.

Binding energies were calculated using equation 3.1 (chapter 3).
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Table 4.1: Binding energies for small molecules on the hydroxylated α-Al2O3 (0001) surface.

Adsorbate Binding Energy /eV

methanol -0.72

methanol-2 -0.70

methanol-3 -0.10

methylamine -0.79

methylamine-2 -0.59

methylamine-3 -0.58

acetic acid -1.11

acetic acid-2 -0.98

acetic acid-3 -0.95

acetic acid-4 -0.55

acetic acid-5 -0.55

oxalic acid -0.78

oxalic acid-2 -0.75

oxalic acid-3 -0.30

formamide -0.70

formamide-2 -0.61

formamide-3 -0.46

acetamide -0.73

acetamide-2 -0.72

acetamide-3 -0.69

methyl acetate -0.57

methyl acetate-2 -0.32

methyl acetate-3 -0.19

water -1.40

water-2 -1.17

water-3 -0.47
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Table 4.2: Hydrogen bond distances for organic molecules on the hydroxylated α-Al2O3 (0001)
surface; where OHs denotes the surface OH groups.

Adsorbate Hydrogen Bond Hydrogen Bond Distance / Å

methanol CH3OH· · ·OHs 1.75

methanol-2 CH3OH· · ·OHs 1.85

methanol-3 no H-bond -

methylamine CH3NH2· · ·OHs 2.16

methylamine-2 OHs· · ·NHCH3H· · ·OHs 1.76, 1.95

methylamine-3 OHs· · ·NHCH3H· · ·OHs 1.79, 2.04

acetic acid OHs· · ·OCCH3OH· · ·OHs 1.55, 1.49

acetic acid-2 CH3COOH· · ·OHs 1.61

acetic acid-3 OHs· · ·OCCH3HO· · ·HOs 1.80, 2.00

acetic acid-4 HOs· · ·OCCH3OH 1.84

acetic acid-5 - 2.34, 1.79 (not H-bonds)

oxalic acid OHs· · ·OCOHCOOH 1.66

oxalic acid-2 HOs· · ·HOCOCOHO· · ·HOs 1.57, 1.86

oxalic acid-3 OHs· · ·OCOHCOOH 1.71

formamide OHs· · ·OCHNH2· · ·OHs 1.66, 1.84

formamide-2 HOs· · ·HNHCHO· · ·HOs 1.87, 1.75

formamide-3 HOs· · ·HNHCHO· · ·HOs 1.94, 2.27

acetamide OHs· · ·OCCH3NH2· · ·OHs 1.85, 1.74

acetamide-2 CH3CNH2O· · ·HOs 1.77

acetamide-3 OHs· · ·NH2CCH3O· · ·HOs 2.32, 1.77

methyl acetate OHs· · ·OCCH3OCH3 1.71

methyl acetate-3 OHs· · ·OCH3COCH3 2.4

methyl acetate-2 no H-bond -

water HOs· · ·H-O-H· · ·OHs, H2O· · ·HOs 1.83, 1.76, 1.55

water-2 HOs· · ·H-O-H· · ·OHs, H2O· · ·HOs 1.86, 1.79, 1.61

water-3 HOs· · ·H-O-H· · ·OHs 1.93, 1.91
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Adsorption of Alcohols and Amines onto the hydroxylated α-Al2O3 (0001) surface

The strength of binding was evaluated with respect to the number of hydrogen bonds in the

adsorbed structures. Small organic molecules with multiple binding sites were bound through all

possible sites for example, amides were bound through their nitrogen and carbonyl oxygen atoms.

Informed by our adsorption study on the bare surface, where alcohols and amines were found to

be strongly binding, Alcohols and amines were the first small organic molecules adsorbed to the

hydroxylated α-Al2O3 (0001) surface.

(a) methanol, -0.72 eV (b) methanol-2, -0.70 eV

(c) methanol-3, -0.10 eV

Figure 4.3: Optimised adsorption geometries and binding energies of methanol adsorbed to the
hydroxylated α-Al2O3 (0001) surface.

Methanol was the model alcohol chosen to be adsorbed onto the hydroxylated α-Al2O3 (0001)

surface. Methanol was adsorbed in a molecular adsorption configuration. Several adsorption

configurations were constructed to investigate the role of hydrogen bonding in the adsorption of

methanol. Structures labelled methanol and methanol-2 (figures 4.3 (a) and (b)) involve direct

hydrogen bonding between the alcohol hydrogen and the surface oxygen. These two structures

are relatively strongly adsorbed (-0.72 eV and -0.70 eV). For comparison the methanol-3 (figure

4.3 (c)) structure does not involve any hydrogen bonding, and the methanol molecule moved
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upright during optimisation. Therefore, methanol-3 only interacts with the hydroxylated α-Al2O3

(0001) surface via dispersion interactions. The calculated adsorption energy was -0.10 eV for this

geometry. Hence, these results confirm that hydrogen bonding is essential for strong binding of

adsorbates to the hydroxylated α-Al2O3 (0001) surface.

(a) methylamine, -0.79 eV (b) methylamine-2, -0.59 eV

(c) methylamine-3, -0.58 eV

Figure 4.4: Optimised adsorption geometries and binding energies of methylamine adsorbed to
the hydroxylated α-Al2O3 (0001) surface.

The next molecule adsorbed to the surface was methylamine. Similar to methanol, methylamine

was also adsorbed in a molecular configuration. Again, we adsorbed several different structures

for methylamine to get the best understanding of the nature of binding between the amine and

the hydroxylated α-Al2O3 (0001) surface. The calculated binding energy for the most stable

molecularly adsorbed methylamine (figure 4.4 (a)) molecule to the hydroxylated alumina surface

was -0.79 eV. In this particular geometry a hydrogen bond is produced between the amine hydrogen

and the surface oxygen. Although a single hydrogen bond was detected for the first methylamine

structure, it was more stable than methylamine-2 and methylamine-3. This stability was the result

of an additional hydrogen bond between a hydrogen atom hanging off the surface fragment and

the rest of the surface. Methylamine-2 (figure 4.4 (b)) was the second most stable structure, with

a calculated binding energy of -0.59 eV, which is similar to the binding energy of methylamine-
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3 (figure 4.4 (c)), (-0.58 eV). The structures of methylamine-2 and methylamine-3 illustrate two

hydrogen bonds between the surface and the methylamine molecule. Methylamine-2 is more stable,

as it has formed shorter stronger hydrogen bonds to the surface, than those of methylamine-3 (1.76

Å, 1.95 Å compared to 1.79 Å, 2.04 Å).

The calculated binding energies for methanol and methylamine illustrate that the binding energies

for the alcohol and amine functional groups are similar. Both the alcohol and amine functional

groups binding to the hydroxylated α-Al2O3 (0001) surface was facilitated by hydrogen bonding.

This is as expected with a hydroxylated surface as the surface hydroxyls prevent chemisorption

interactions between the small organic molecules and surface aluminium ions. The difference

in bond strengths between methanol-1 and 2 and methylamine-2 and 3 can be explained using

electronegativity arguments. Oxygen is more electronegative than nitrogen, therefore the OH

bond is more polar than the NH bond, thus enabling the alcohol to form stronger hydrogen bonds.

The enhanced stability of the amines can be attributed to their ability to form two hydrogen bonds

with the hydroxylated surface. Whereby, the alcohol typically only forms a single hydrogen bond

between its hydroxyl hydrogen and a surface oxygen.

Adsorption of Acids, Amides and Esters onto the hydroxylated α-Al2O3 (0001) surface

Our study on adsorption to the bare surface found that acids were the most strongly adsorbing

molecules. Amides and esters had intermediate binding strengths, with the former binding more

strongly. Therefore, we considered the adsorption of carbonyl compounds: carboxylic acids, amides

and esters for comparison. For the acid and amide functional groups a small model molecule was

first investigated (acetic acid and formamide) and then more complex molecules were investigated

(oxalic acid, formally known as ethanedioic acid, and acetamide). These molecules were investi-

gated in order to gain an understanding as to how the addition of an extra functional group in a

molecule such as an additional carboxylic acid or an additional methyl group may affect binding

to the hydroxylated surface. Thus, allowing us to gain some insight into how large biomolecules

with multiple functional groups will bind to minerals.
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(a) acetic acid, -1.11 eV (b) acetic acid-2, -0.98 eV

(c) acetic acid-3, -0.95 eV (d) acetic acid-4, -0.55 eV

(e) acetic acid-5, -0.55 eV

Figure 4.5: Optimised adsorption geometries and binding energies of acetic acid adsorbed to the
hydroxylated α-Al2O3 (0001) surface.

In our study of acetic acid adsorption on the hydroxylated α-Al2O3 (0001) surface several ad-

sorption geometries were investigated. Acetic acid’s most stable adsorption configuration (figure

4.5 (a)) yielded a binding energy of -1.11 eV. In this geometry the acid was able to adsorb to

the hydroxylated α-Al2O3 (0001) surface via two hydrogen bonds. Upon analysis of the hydrogen

bonds, the bonds were short and strong (1.55 and 1.49 Å), thus resulting in a stable adsorption

configuration. The second most stable acetic acid adsorption geometry, acetic acid-2 (figure 4.5
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(b)) has a single, but strong hydrogen bond between the surface and the OH of the acid (1.61 Å).

We have also found another structure, acetic acid-3 (figure 4.5 (c)), an adsorption geometry with

two hydrogen bonds between the acid and the hydroxylated surface, similar to the first acetic acid

geometry. However, the hydrogen bonds formed between the surface and acid are longer in this

case (1.80 and 2.00 Å). Thus, resulting in a less stable structure with a binding energy of -0.95 eV.

Acetic acid was also adsorbed to the hydroxylated α-Al2O3 (0001) surface through the carbonyl

oxygen. When binding through the carbonyl oxygen of the acid the calculated binding energy was

-0.55 eV. Thus, acids can bind through their hydroxyl and carbonyl regions. Acetic acid-4 (figure

4.5 (d)) illustrates a more weakly bound structure with a binding energy of -0.55 eV. A chelate

geometry was also considered (acetic acid-5) (figure 4.5 (e)), its calculated binding energy was -0.55

eV and its bond lengths were 2.34 Å and 1.79 Å respectively. Typically chelate structures are very

stable, however this structure is not stabilised by additional hydrogen bonding. The Al-O cova-

lent bond lengths are long, particularly for the Al-O bond measuring 2.34 Å, whereby the surface

aluminium has covalently bonded to the carbonyl end of the acid. This structure is interesting to

discuss as a possible transition state in a reaction of adsorbed OH being replaced with acetic acid.

The second acid to be adsorbed onto the surface was oxalic acid, It is an acid with two carboxylic

acid functional groups. The binding energy for the most stable oxalic acid adsorption configuration

(figure 4.6 (a)) was -0.78 eV. In this geometry oxalic acid formed a single strong hydrogen bond

(1.66 Å) to the surface. Oxalic acid-2 (figure 4.6 (b)) is the second most stable adsorption geometry,

in this adsorption configuration oxalic acid was able to form two hydrogen bonds with the surface.

The bond lengths were 1.57 Å and 1.86 Å. Despite the structure containing two fairly strong

hydrogen bonds, the calculated binding energy was -0.75 eV. Thus, the addition of an extra acid

functional group does not strengthen binding further. The weakest of the adsorption configurations

was oxalic acid-3 (figure 4.6 (c)), in which oxalic acid formed only a single hydrogen bond to the

surface and an adsorption energy of -0.30 eV was calculated. The weak binding of oxalic acid-3

can be explained by repulsion arguments, as the hydroxyl oxygen of the acid will repel surface

hydroxyl oxygen’s. Thus, resulting in weaker adsorption.
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(a) oxalic acid, -0.78 eV (b) oxalic acid-2, -0.75 eV

(c) oxalic acid-3, -0.30 eV

Figure 4.6: Optimised adsorption geometries and binding energies of oxalic acid adsorbed to the
hydroxylated α-Al2O3 (0001) surface.

Amides were the next class of molecules to be adsorbed onto the hydroxylated α-Al2O3 (0001)

surface, first we adsorbed formamide the simplest amide. All of the adsorption geometries obtained

for formamide adsorption onto the surface form two hydrogen bonds (figures 4.7 (a), (b) and (c)).

The strongest adsorption geometry has an adsorption energy of -0.70 eV, which is less stable than

acetic acid, but comparable with oxalic acid. All hydrogen bonds in the optimised geometries were

formed between a surface hydrogen and the oxygen of the amide (1.66 Å) and the NH2 hydrogen

and surface oxygen (1.84 Å). Formamide-2 (figure 4.7 (b)) was the second most stable amide

adsorption geometry with a calculated binding energy of -0.61 eV and hydrogen bond lengths of

1.87 Å and 1.75 Å. The final formamide geometry, formamide-3 has a calculated adsorption energy

of -0.46 eV and hydrogen bond lengths of 1.94 Å and 2.27 Å.
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(a) formamide, -0.70 eV (b) formamide-2, -0.61 eV

(c) formamide-3, -0.46 eV

Figure 4.7: Optimised adsorption geometries and binding energies of formamide adsorbed to the
hydroxylated α-Al2O3 (0001) surface.

For comparison with formamide, the acetamide molecule which contains a donor (methyl) group

was also adsorbed to the hydroxylated α-Al2O3 (0001) surface. Similar to formamide and the other

small organic molecules we adsorbed we considered several adsorption configurations for acetamide.

Acetamide (figure 4.8 (a)) and acetamide-3 (figure 4.8 (c)) adsorbed to the hydroxylated surface

via two hydrogen bonds, Acetamide-2 adsorbed via a single hydrogen bond. Acetamide-1 geometry

was the most stable geometry, with an adsorption energy of -0.73 eV, the structure is similar to that

of acetic acid-1. The hydrogen bonds in this structure were formed between the surface hydrogen

and the amide oxygen (1.85 Å) and the NH2 hydrogen and a surface oxygen (1.74 Å). Acetamide-2

(figure 4.8 (b)) was the second most stable, with an adsorption energy of -0.72 eV and a hydrogen

bond length of 1.77 Å. Acetamide-3 (figure 4.8 (c)) was the least stable of the geometries with a

binding energy of -0.69 eV. Its hydrogen bonds have a length of 2.32 Å and 1.77 Å. The hydrogen

bonds in this case are longer than those of the first acetamide structure. The bonds were also formed

between a surface hydrogen and an acetamide nitrogen and an acetamide oxygen and a surface OH

hydrogen. Thus, the hydrogen bonds are weaker, as hydrogen bonds formed between a N-H are

weaker than those that form between O-H, as oxygen is more electronegative. The addition of a

methyl group to the amide functional group did not affect the strength of binding, as the binding

93



energies obtained for acetamide were very similar to those obtained for formamide (approximately

-0.70 eV) However, there is a difference in adsorption geometries. formamide is small and adsorbs

almost flat, whereas acetamide adsorbs tilted or upright. Both acetic acid and acetamide can be

considered better representations of biomolecules, because biomolecules themselves are bulky in

nature.

(a) acetamide, -0.73 ev (b) acetamide-2, -0.72 eV

(c) acetamide-3, -0.69 eV

Figure 4.8: Optimised adsorption geometries and binding energies of acetamide adsorbed to the
hydroxylated α-Al2O3 (0001) surface.

Lastly, we adsorbed methyl acetate to the hydroxylated α-Al2O3 (0001) surface. The most stable

geometry has a calculated binding energy of -0.57 eV and a hydrogen bond length of 1.77 Å. The

first methyl acetate geometry (figure 4.9 (a)) illustrates why the ester functional group is not as

stably adsorbed as some of the other organic functional groups. This is due to the O-O repulsion

between the surface OH oxygen and an oxygen on the ester. Methyl acetate-2 (figure 4.9 (b))

which has a hydrogen bond to the ester oxygen is the second most stable ester geometry with

a calculated binding energy of -0.32 eV. The least stable geometry was that of methyl acetate-3

(figure 4.9 (c)) where the molecule was lying flat. The binding energy is -0.19 eV and no hydrogen

bonds were detected for this structure. Therefore, the ester adsorbed to the hydroxylated α-Al2O3
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(0001) surface via VDW dispersion interactions.

(a) methyl acetate, -0.57 eV (b) methyl acetate-2, -0.32 eV

(c) methyl acetate-3, -0.19 eV

Figure 4.9: Optimised adsorption geometries and binding energies of acetamide adsorbed to the
hydroxylated α-Al2O3 (0001) surface.

4.4.2 Adsorption of Water on the Hydroxylated α-Al2O3 (0001) Surface

Our final adsorbate was water, it was adsorbed to the hydroxylated surface as it is naturally present

in soils. Therefore, the binding energy was of particular interest. Amongst all adsorbates water

(water-1 figure 4.10 (a)) adsorbed most strongly to the hydroxylated α-Al2O3 (0001) surface with

a binding energy of -1.40 eV. Upon analysis of this structure, three hydrogen bonds have been

identified between the water molecule and the surface. The first of the these hydrogen bonds is

between a surface OH oxygen and the H of the water molecule, this is the longest of the three

hydrogen bonds with a bond length of 1.83 Å. The second hydrogen bond occurred between the

hydrogen on water and another surface OH oxygen, this had a bond length of 1.76 Å. The final

hydrogen bond identified was the shortest and strongest of the three bonds with a length of 1.55 Å.

This bond formed between the water molecule’s oxygen and a surface hydrogen. Similar results can

be seen in table 4.2 for the adsorbate water-2 (figure 4.10 (b)), which also formed three hydrogen
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bonds upon water adsorption. Water-2 has a binding energy of -1.17 eV and hydrogen bond lengths

of 1.86, 1.79 Å and 1.61 Å respectively. This adsorption geometry is similar in structure to the first

water structure (figure 4.10 (a)). However, the hydrogen bonds are longer and thus the adsorbed

molecule is slightly less stable, as water is less tightly held. Upon analysis of water-3, only two

hydrogen bonds were detected (1.93 Å and 1.91 Å). It is significantly less stable than water and

water-2 with a binding energy of -0.47 eV. The structure of water-3 (figure 4.10 (c)) illustrates

why water-3 was unable to form three hydrogen bonds with the surface. Figure 4.10 (c) illustrates

that the water molecule’ oxygen atom is pointing upwards. Thus, a hydrogen bond cannot form

between that oxygen atom and a surface hydrogen.

(a) water, -1.40 eV (b) water-2, -1.17 eV

(c) water-3, -0.47 eV

Figure 4.10: Optimised adsorption geometries and binding energies of water adsorbed to the
hydroxylated α-Al2O3 (0001) surface.

Although water is most strongly adsorbing of all the adsorbates, it has adsorbed in the same plane

as the surface hydroxyl groups. Whereas, the small organic adsorbates all adsorbed above the

plane of the surface hydroxyl groups. Therefore, the organic molecules would still be able adsorb

to the hydroxylated α-Al2O3 (0001) surface after water adsorption. The organic adsorbates could

also potentially push water molecules into the free spaces between surface hydroxyl groups upon

adsorption. However, we have not tested this hypothesis. The most strongly adsorbing organic

molecule in these investigations was the acid, followed by the amine, amide and alcohol groups

that had similar binding energies.
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4.4.3 Molecular Dynamics

During the adsorption of acetic acid to the hydroxylated α-Al2O3 (0001) surface, acetic acid-MD

(figure 4.11) was obtained. This geometry is distinct, as acetic acid chemisorbed to the surface,

unlike the other structures whereby binding was facilitated by hydrogen bonding. Acetic acid-

MD had a binding energy of -0.64 eV and chemisorption bond lengths of 1.93 Å (H2O-Al) and

2.08 Å (Al-OH of CH3COOH). Acetic acid-MD adsorbed via the OH oxygen (similar to the bare

surface). Interestingly, upon adsorption of acetic acid the surface OH bonded to the same Al

atom acquired a surface H, thus, resulting in the formation of a water molecule. Therefore, we

employed MD calculations to determine whether water or the acid would prefer to desorb. We

ran molecular dynamics calculations at 298K for 7.5 ps starting from the acetic acid-MD structure

using the NVT ensemble to determine the movements of atoms. Several calculations were run for

a sufficiently long period of time. The simulations also considered two temperatures, 298K and

373K. We have reported the results for the 298K calculation results, as the 373K calculation did

not yield significant results.

Figure 4.11: Acetic acid adsorbed to the hydroxylated α-Al2O3 (0001) surface (for referencing
purposes this structure will be called acetic acid-MD
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Figure 4.12: A graph of the total energy in a.u. against time in fs for the MD calculation of
acetic acid-MD.

Figure 4.13: A graph of temperature in K against time in fs for the MD calculation of acetic
acid-MD.

Figure 4.12 is an illustration of how the energy of acetic acid-MD changed during the MD calcu-

lation. It can be seen that the energy remains relatively constant during the entire calculation,

as it ranges between -955.771 a.u. and -955.770 a.u. which is a change of <0.03 eV. Similarly,

the temperature also remained constant, as illustrated in figure 4.13. Figure 4.13 illustrates some

temperature oscillations between 220 and 400 K. However, the average temperature remained at

around 298K. Inspection of the MD trajectory in figure 4.14 illustrates that neither the acid or

water would desorb. Figure 4.14 shows that there has been some movement of both the acid and

the water molecule on the surface. Upon inspection of the bonds, the H2O-Al bond has extended
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to a length of 2.08 Å and the Al-O bond of the acid to the surface has shortened to 1.86 Å. Figure

4.14 also illustrates that the acid OH bond has extended, from 1.02 Å (in figure 4.11) to 1.31 Å. The

extension of the H2O-Al bond could suggest that water would be the leaving group. Interestingly

the acid is now adsorbed through the carbonyl, whereas it was adsorbed via the hydroxyl at the

start of the simulation (figure 4.11). On the timescales of our MD calculations (7.5 ps) desorption

of either water or the acid did not take place. Therefore, longer simulations would be required to

observe desorption of these groups

Figure 4.14: Geometry of acetic acid-MD at the end of the MD calculation

4.5 Conclusion

In this chapter we investigated the binding of small organic molecules with the hydroxylated α-

Al2O3 (0001) surface. This investigation gave a more realistic representation of binding to soil

minerals as the alumina surface is hydrated in natural soil environments, due to the presence of

water. Binding to this surface was facilitated by hydrogen bonding between the adsorbate and the

surface hydroxyl layer. Acids were the strongest adsorbates amongst the small organic functional

groups. All of the organic adsorbates were able to form two hydrogen bonds and sometimes three

with the surface, yielding stable geometries. We also investigated the leaving group ability of

water and the acid functional group using MD simulations. However, conclusive results were not

obtained from these investigations.

A follow up investigation will now be described, where we will bind complex naturally occurring

biopolymers to the hydroxylated α-Al2O3 (0001) surface instead of small organic molecules. These

investigations will produce a more comprehensive understanding of binding between OC and soil

minerals.
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Chapter 5

Biopolymers

Biomolecules are compounds that can form in nature as part of the life cycles of organisms, they

range in structure from simple organic acids, to complex biopolymers.1 Biopolymers are typi-

cally classified into three groups, these groups are based on their origins. Biopolymers can be

plant-based, animal-derived or produced by microorganisms.1,231,232 Plant-based biopolymers are

typically produced from plants (dead and alive) and agricultural scraps. Cellulose, pectin and

lignin are all examples of plant-based biopolymers. Cellulose is the most abundant biopolymer

on earth and the major carbohydrate found in plants. It is is a polysaccharide formed from the

polymerisation reaction of monosaccharides. Two units of the glucose monosaccharide undergo a

polymerisation reaction to produce cellulose, through the elimination a water molecule. The glucose

units are linked together by an oxygen molecule and this link is known as the 1-4 glycosidic bond.1

Pectin is predominantly a polymer of D-galacturonic acid, it includes oxygen containing functional

groups such as aldehyde, carboxylic acid and alcohol groups, with a high exchange capacity.233,234

Pectin is present within the cell walls of plants, particularly in root tips.235 It can also be extracted

from agricultural by-products such as apple pomace and citrus peel.236 After cellulose, lignin is

the most abundant biopolymer on earth.231 Lignin is a relatively hydrophobic aromatic polymer,

that contributes to the formation of cell walls.237 Lignin accounts for approximately one-third of

plant litter biomass. Alongside its alcohol functional groups, the phenol monomers in lignin can

also have aliphatic alcohols and one or two methoxy (O-CH3) substituents on the benzene ring.1
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(a) cellulose (b) pectin

(c) lignin

Figure 5.1: Chemical structures of cellulose,12 pectin13 and lignin.14

Animal-derived biopolymers are the biopolymers that originate from animal sources. Chitin

and chitosan are common animal-derived biopolymers.231 Chitin is the most abundant amino-

polysaccharide in nature, it is the building material that gives strength to the exo-skeletons of

insects, crustaceans, and the cell walls of fungi.238 Through enzymatic or chemical deacetylation,

chitin can be converted to its well known derivative chitosan. Chitin can be completely deacety-

lated or partially deacetylated, to yield chitosan. Chemically, it can be extracted by treatment with

sodium hydroxide.238–243 Chitosan is a water soluble biopolymer, that tends to bind to negatively

charged surfaces.231,244

Figure 5.2: Chemical reaction between chitin and NaOH to produce partially deacetylated
chitosan.15
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Biopolymers such as xantham gum and dextran are the products of bacterial fermentation pro-

cesses. These are considered as microorganism based biopolymers. Xantham gum is an anionic

polysaccharide, produced through the fermentation of glucose and sucrose by the Xanthomonas

campestris bacterium.231 Dextran is an insoluble biopolymer. It is produced through the bacterium

known as Leuconostoc mesenteroides.245 These biopolymers are all commonly present within soils.1

5.1 Adsorption of Biopolymers

Interactions between biopolymers and inorganic surfaces play an important role in soils. The

retention of biomolecules via their interaction with soil surfaces is also of great importance.246

The interaction of large biomolecules and soil mineral surfaces is believed to improve the soil

strengths.247 Large biomolecules are believed to be selectively retained by mineral surfaces within

soils. Thus, protecting soils from microbial degradation248–250 Theoretical and experimental inves-

tigations on the adsorption of large biomolecules onto mineral surfaces have suggested that strong

adsorption occurs across a range of conditions.248,251–259 Inter-facial contact between the surface

and adsorbate, may result in the conformational rearrangement between the adsorbed biomolecule

and mineral surface. This is an adsorption requirement as it maximises the interaction between

the adsorbed biomolecule and the mineral surface253,255,259,260 Surface adsorption of biopolymers

has been demonstrated the release large amounts of free energy, thus favouring inter-facial binding

of biopolymers at mineral surface interfaces in experimental investigations. This is because the

adsorption geometry (biopolymer + surface) is more stable than the biomolecule and free surface

alone.248,250,261

For example, Hoogendam et al.262 conducted adsorption and desorption studies of carboxymethyl

cellulose (CMC) on TiO2 and α-Fe2O3 surfaces experimentally. Long and short chains of CMC

were found to adsorb to the α-Fe2O3 surface at low biopolymer concentrations in the poly-disperse

system. However, with an increase of biopolymer concentration the number of long chains adsorbing

increased, thereby displacing the shorter chains. The desorption of CMC on the α-Fe2O3 surface

was found to be a very slow process. The effects of the pH on adsorption was also investigated.

The pH investigations showed that the amount of CMC adsorbed to both the TiO2 and α-Fe2O3

surfaces decreased with increasing pH. At a high pH CMC will be deprotonated. Therefore,

increasing the pH results in electrostatic repulsion between CMC chains and TiO2 and α-Fe2O3

surfaces, particularly between negatively charged oxygen anions.

The adsorption of pectin was also investigated. Pectin was adsorbed on to the amorphous iron and

aluminium hydroxide surfaces by Wang et al.233 They conducted batch experiments on the ad-
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sorption of pectin to amorphous iron and aluminium hydroxide surfaces, and examined the results

using X-ray diffraction, scanning electron microscopy and FTIR spectroscopy. The adsorption of

pectin on the aluminium and iron surfaces was determined at different pH values. The amount of

pectin adsorbed by amorphous aluminium hydroxide was much greater than the amount of pectin

adsorbed by amorphous iron hydroxide in the pH range of 3.5 - 6.5. This was attributed to the

amount of positive charge on the amorphous iron and aluminium hydroxide surfaces. At the same

pH the positive charge on amorphous aluminium hydroxide was greater than that of amorphous

iron hydroxide. Thus, the electrostatic interaction between pectin and the amorphous aluminium

hydroxide surface was larger than that of the iron hydroxide. With an increasing pH the adsorp-

tion of pectin to both hydroxides decreased. The decrease in positive charge on both Fe and Al

hydroxides led to a decrease in the electrostatic interaction between pectin and the hydroxides,

thus leading to decrease in the amount of pectin adsorbed.

The adsorption of Nucleic acids (deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) onto

mineral surfaces has also been investigated.248,263–265 Nucleic acids are macro-molecular biopoly-

mers and are produced by bio-active macro-molecules. They are present in soil through excretion

from microorgasnisms, plants and animals or by lysis of dying cells.263,266,267 Schmidt et al.248 in-

vestigated the adsorption of DNA/BSA (bovine serum albumin protein) complex onto the goethite

(FeOOH) surface. Spectroscopic studies of DNA/BSA complex adsorption showed that complex-

ation of DNA to the protein BSA hindered the binding of DNA’s phosphodiester groups with

goethite. However, complexation of DNA with BSA reduced DNA-DNA electrostatic repulsion.

Increasing the concentration of the BSA protein in the DNA/BSA complex enhanced the bind-

ing of DNA to goethite, due to the reduced repulsion between the helices of DNA. These studies

were carried out as the formation of molecule rich supra-molecular complexes are important for

the development of mineral stabilised organic matter.248 These investigations illustrate that the

binding of large biomolecules has been investigated. However, there are few literature studies and

the nature of the interactions between other important biomolecules is yet to be understood.

In this research we aim to investigate the binding of several biopolymers to the hydroxylated α-

Al2O3 (0001) surface. We will be investigating the strength of binding to the hydroxylated alumina

surface, which will yield a greater understanding of the mechanism by which these molecules

bind. We will be binding plant-derived biopolymers (cellulose and pectin) and animal-derived

biopolymers (chitin and chitosan), that are commonly present in soils.1 We will determine which

biopolymer yields the most strongly bound adsorption structures. Four biopolymers with different

functional groups have been selected to be adsorbed to the surface. We aim to achieve the most

comprehensive understanding of OC interaction with oxide minerals in soils through our biopolymer

103



adsorption investigations.

(a) cellulose (b) chitin

(c) chitosan (d) pectin

Figure 5.3: Structures of optimised biopolymers to be adsorbed onto the hydroxylated α-Al2O3

(0001) surface.
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5.2 Computational Method

5.2.1 Biopolymer Adsorption to the Hydroxylated α-Al2O3 (0001) Sur-

face

DFT calculations of the hydroxylated α-Al2O3 (0001) surface and adsorption structures were

performed using the CP2K software package.197–199 All DFT calculations used the GGA PBE

exchange-correlation functional200 with Grimme’s D3149 empirical dispersion correction. The cal-

culations utilised double-ζ basis sets with diffuse and polarization functions (DZVP) optimised for

use in CP2K,203 and Goedecker-Teter-Hutter (GTH) pseudopotentials.203 All calculations were

done at the Γ k-point.198 The hydroxylated α-Al2O3 (0001) surface was modelled using periodic

slabs containing 12 atomic layers, where the lattice parameters were fixed at their optimised bulk

values, while the positions of all atoms were fully optimised. Slabs were separated by 15 Å of vac-

uum in the vertical direction and were 6x6 extended to accommodate the adsorbate. The slab had

a length of 47.16 Å and 828 atoms in total. The calculated binding energies reported in this work

were corrected for the basis set superposition error (BSSE) using the counterpoise method,112 the

correction ranged from 0.05 - 0.11 eV. All hydrogen bonds in the calculated structures were anal-

ysed using the vmd268 software package with an angle cut off of 35. All structures were visualised

with the UCSF Chimera205 software package.

105



5.3 Results and Discussion

5.3.1 Adsorption of Biopolymers to the hydroxylated α-Al2O3 (0001)

surface.

The first step in our adsorption calculations of biopolymers to the hydroxylated α-Al2O3 (0001)

surface was extending the 2x2 the hydroxylated surface (the surface in chapter 4). The size of the

surface was chosen based upon the size of the biopolymers. As the average biopolymer length was

approximately 18 Å, the surface was 6x6 extended.

Figure 5.4: Optimised geometry of the 6x6 extended hydroxylated α-Al2O3 (0001) surface.

The adsorption of four common biopolymers to the hydroxylated α-Al2O3 (0001) surface was

investigated. These biopolymers were chosen due to their natural presence within soils as naturally

occurring biopolymers. We also selected these biopolymers, based on our investigations on the

adsorption of small molecules to the bare and hydroxylated alumina surfaces. These investigations

determined that the acid, amine, and amide groups bind to the alumina surface very strongly and

the alcohol group adsorbs with a similar strength to water. Therefore, we selected cellulose (R-OH

groups), chitin (R-OH and R-NH2), chitosan (R-OH and R-CONH2) and pectin (R-OH and R-

COOH). Our model biopolymers contained four monosaccharide units. We employed a systematic

procedure for adsorbing our biopolymers to the surface. For each biopolymer several adsorption

geometries were considered. Biopolymers were adsorbed both parallel and perpendicular to the x-

axis along the lengths of the surface OH rows. We also adsorbed the biopolymers flat and parallel,

as well as in an upright position where they were adsorbed on the edge.

We calculated the binding energies and deformation energies in eV for all biopolymers that were
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adsorbed to the hydroxylated α-Al2O3 (0001) surface. The binding energies were calculated using

the following equation

Ebinding = Esurface+Adsorbate − (Esurface + EAdsorbate) (5.1)

The deformation energies were calculated using the following equation with values generated from

BSSE calculations

Edeformation = Edeformation surface + Edeformation adsorbate (5.2)

where Edeformation surface is the deformation energy of the surface and Edeformation adsorbate is the

deformation of the adsorbate, in this case the biopolymer.

The deformation energy of the Edeformation surface subsystem can be calculated using the following

Edeformation surface = Esurface+adsorbate − Esurface (5.3)

where Esurface+adsorbate is the energy of the surface and the adsorbate and Esurface is the energy

of the surface. Similarly, the Edeformation adsorbate can be calculated using the following equation

Edeformation adsorbate = Esurface+adsorbate − Eadsorbate (5.4)

where Eadsorbate is the energy the isolated adsorbate.

We have investigated five different geometries illustrating a variation of different binding abilities

for each polymer. The results have been illustrated in a graph (figure 5.5) which shows a correlation

between the binding energy to the total number of hydrogen bonds formed between the biopolymer

and the surface upon adsorption.
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Figure 5.5: Number of hydrogen bonds against the binding energy in eV of different adsorption geometries for several biopolymers adsorbed onto the
hydroxylated α-Al2O3 (0001) surface.
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Cellulose

Cellulose was the first biopolymer to undergo adsorption to the hydroxylated α-Al2O3 surface. It

was adsorbed in the centre of the surface for visual clarity. We adsorbed several different geometries

of cellulose along different surface OH rows, as well as flat and parallel and on the edge.

Figure 5.6: Adsorption geometry of cellulose-1, during the adsorption of cellulose to the
hydroxylated α-Al2O3 surface.

Figure 5.7: Adsorption geometry of cellulose-2, during the adsorption of cellulose to the
hydroxylated α-Al2O3 surface.

Figure 5.8: Adsorption geometry of cellulose-3, during the adsorption of cellulose to the
hydroxylated α-Al2O3 surface.
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Figure 5.9: Adsorption geometry of cellulose-4, during the adsorption of cellulose to the
hydroxylated α-Al2O3 surface.

Figure 5.10: Adsorption geometry of cellulose-5, during the adsorption of cellulose to the
hydroxylated α-Al2O3 surface.

Table 5.1: Calculated binding energies, deformation energies and total number of hydrogen bonds
formed between cellulose and the hydroxylated α-Al2O3 (0001) surface.

Biopolymer Binding Energy / eV Deformation Energy / eV No. of H-Bonds

Cellulose-1 -2.72 0.58 9

Cellulose-2 -1.76 0.55 8

Cellulose-3 -1.64 0.59 8

Cellulose-4 -1.38 0.40 8

Cellulose-5 -0.48 11.45 5
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Table 5.2: Hydrogen bond analysis of the hydrogen bonds that formed during the adsorption of
cellulose to the hydroxylated α-Al2O3 (0001) surface, all bond lengths are given in Å.

H-bond Os· · ·Hm Om· · ·Hs Om· · ·Hm

Biopolymer

Cellulose-1 1.78, 2.05, 2.35 1.83, 2.02, 2.36 2.30, 2.33, 2.40

Cellulose-2 1.85, 1.87, 2.23, 2.34 1.83, 1.92 2.25, 2.43

Cellulose-3 1.72, 1.88, 1.92 1.78, 1.92, 2.04 2.30, 2.39

Cellulose-4 1.86, 2.09, 2.19 1.86, 2.03, 2.10 2.31, 2.39

Cellulose-5 1.81 1.71, 2.44 2.26, 2.48

Where the subscripts s and m represent the surface and the biopolymer.

The adsorption structures of cellulose have been labelled cellulose 1-5, to illustrate the different

geometries upon adsorption of cellulose. The most stable geometry obtained during the cellulose

investigations is illustrated in figure 5.6. The calculated binding energy of cellulose-1 is -2.72 eV.

Figure 5.6 illustrates that cellulose adsorbs most strongly to the surface when it is lying flat and

parallel to the surface. In this geometry it is able to form six H-bonds with the surface, which

are additionally stabilised by three internal H-bonds within cellulose. Cellulose-2 is another stable

geometry (as illustrated in figure 5.7). Figure 5.7 illustrates that cellulose has adsorbed in an

vertical position on its edge, whereby the OH groups of cellulose are aligned with the OH groups of

the surface. This alignment maximises hydrogen bonding between the surface and the adsorbate.

Eight H-bonds formed between the surface and cellulose molecule in this geometry, of which six

bound the adsorbate to the surface (similar to cellulose-1) and two were internal cellulose H-bonds.

However, the binding energy is less negative than that of cellulose-1, indicating cellulose-2 has a less

stable than cellulose-1. Hence, cellulose adsorbs more strongly when it adopts a flat and parallel

geometry, than when it adsorbed on its edge. The larger number of hydrogen bonds in cellulose-1

can be attributed to its structure, as it is flat. Therefore, the dispersion interactions are greater,

resulting in a more stable geometry.269–271

Cellulose-3 (figure 5.8) has a binding energy (-1.64 eV) which is similar to that of cellulose-2 (-

1.76 eV), however it is sightly less stable. This geometry is less stable, as it was adsorbed off

centre relative to the row of OH groups on the surface. The final cellulose geometry (cellulose-5)

represents the weakest calculated adsorption energy. In the structure of Cellulose-5 (figure 5.10),

three H-bonds were detected between the adsorbate and the surface, unlike its counterparts that

form 6 H-bonds. Hence, it has a significantly less stable binding energy of -0.48 eV, as fewer H-

bonds were formed between cellulose and the surface. The reduced stability of cellulose-5 can also

be attributed to its deformation energy, as seen in table 5.1. Cellulose 1 to 4 have deformations

111



energies ranging from 0.40 to 0.58 eV. These values suggest there is little deformation of the

biopolymer and surface upon adsorption. However, the deformation energy of cellulose-5 is 11.45

eV. Thus, suggesting that the cellulose biopolymer and surface significantly deformed upon the

adsorption of cellulose, to maximise interactions of cellulose with the surface. Upon inspection of

figure 5.10, the deformation of the surface is visible via an out of plane surface OH group. Upon

further inspection, four OH groups were found to have deformed alongside an OH on cellulose. We

were unable to illustrate all of the deformities, however a clear surface OH deformity can be seen

in figure 5.10.

Chitin

The second biopolymer to undergo adsorption to the hydroxylated α-Al2O3 (0001) surface was

chitin. Chitin is an animal-derived biopolymer that contains, alcohol and amide functional groups.

Unlike its biopolymer counterparts, only half of the chitin molecule can be adsorbed at any given

time. This is because adjacent chains in chitin alternate, such that they are anti-parallel resulting

in a twisted configuration.272–274

Table 5.3: Calculated binding energies, deformation energies and total number of hydrogen bonds
formed between several chitin and the hydroxylated α-Al2O3 (0001) surface.

Biopolymer Binding Energy / eV Deformation Energy / eV No. of H-Bonds

Chitin-1 -1.67 1.10 10

Chitin-2 -1.48 0.66 7

Chitin-3 -1.29 0.50 7

Chitin-4 -1.01 0.15 7

Chitin-5 -0.89 0.49 6
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Table 5.4: Hydrogen bond analysis of the hydrogen bonds that formed during the adsorption of
chitin to the hydroxylated α-Al2O3 (0001) surface, all bond lengths are given in Å.

H-bond Os· · ·Hm Om· · ·Hs Om· · ·Hm

Biopolymer

Chitin-1 1.65, 1.77, 1.89 1.79, 1.83, 2.01 1.79, 1.99, 2.22, 2.37

Chitin-2 2.24, 2.39 2.49 1.76, 2.00, 2.45, 2.50

Chitin-3 2.23, 2.34 1.80, 1.97, 2.03, 2.46

2.47

Chitin-4 1.91 1.80, 2.02, 2.06, 2.20

2.35, 2.45

Chitin-5 1.74, 2.48 1.80, 2.00, 2.27, 2.44

Figure 5.11: Adsorption geometry of chitin-1, during the adsorption of chitin to the hydroxylated
α-Al2O3 surface.

Figure 5.12: Adsorption geometry of chitin-2, during the adsorption of chitin to the hydroxylated
α-Al2O3 surface.
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Figure 5.13: Adsorption geometry of chitin-3, during the adsorption of chitin to the hydroxylated
α-Al2O3 surface.

Figure 5.14: Adsorption geometry of chitin-4, during the adsorption of chitin to the hydroxylated
α-Al2O3 surface.

Figure 5.15: Adsorption geometry of chitin-5, during the adsorption of chitin to the hydroxylated
α-Al2O3 surface.

The most stable geometry of chitin (chitin-1) is illustrated in figure 5.11. With the structure of

chitin in mind, one would expect the adsorption of chitin to be weaker than that of cellulose, as

more of the cellulose interacts with the surface. This is indeed the case, as table 5.3 illustrates
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that the most stable chitin adsorption geometry has a binding energy of -1.67 eV which is -1.05 eV

less stable than cellulose-1. Chitin-1 was able to form 10 hydrogen bonds upon adsorption to the

surface, with six O-H H-bonds between the surface and the adsorbate. Chitin-2 is illustrated in

figure 5.12 and it is the second most strongly adsorbing chitin configuration. The weaker adsorption

energy of chitin-2 can be explained by table 5.4 which highlights that, only three H-bonds formed

between chitin and the surface during adsorption. The additional stability was therefore provided

by the four internal hydrogen bonds within the chitin molecule itself.

Chitin-3 (figure 5.13) illustrates chitin adsorbing in a different geometry which is similar to chitin-1.

However, this geometry is less stable than chitin-1, with a calculated binding energy of -1.29 eV.

Despite seven H-bonds between the surface and adsorbate in chitin-3, there are no internal H-bonds

within the molecule itself. Upon further analysis of the seven H-bonds, the bonds are longer than

those in chitin-1. On the other hand, the bonds in chitin-3 are shorter than those of chitin-2, so we

would expect it to be more stable. Nonetheless, both chitin-1 and chitin-2 have additional internal

H-bonds, providing them with additional stability. Chitin-4 and chitin-5 (figures 5.14 and 5.15)

have similar geometries. Both have one less H-bond than chitin-3 resulting in weaker adsorption to

the surface. The calculated deformation energies range from 0.49 - 1.10 eV, suggesting that there

was no significant deformation of chitin and the surface upon adsorption of chitin to the surface.

This feature can be attributed to the anti-parallel structure of chitin.

Chitosan

Chitosan, the deacetylation product of chitin was the next biopolymer to be adsorbed to the hydrox-

ylated α-Al2O3 (0001) surface. Similar to chitin, chitosan is another animal-derived biopolymer

found in the shells of crustaceans. The functional groups present in chitosan are alcohol and amine

groups.

Table 5.5: Calculated binding energies, deformation energies and total number of hydrogen bonds
formed between several chitosan and the hydroxylated α-Al2O3 (0001) surface.

Biopolymer Binding Energy / eV Deformation Energy / eV No. of H-Bonds

Chitosan-1 -2.34 1.66 11

Chitosan-2 -2.15 1.40 9

Chitosan-3 -1.95 0.15 9

Chitosan-4 -1.53 0.66 9

Chitosan-5 -1.08 0.49 8
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Table 5.6: Hydrogen bond analysis of the hydrogen bonds that formed during the adsorption of
chitosan to the hydroxylated α-Al2O3 (0001) surface, all bond lengths are given in Å.

H-bond Os· · ·Hm Om· · ·Hs Om· · ·Hm Nm· · ·Hs Nm· · ·Hm

Biopolymer

Chitosan-1 1.95, 2.15 1.85, 1.86, 2.06 2.02, 2.08, 2.12 1.93, 1.98

2.38

Chitosan-2 1.56, 1.84 1.89, 2.02, 2.04 1.85 1.62, 1.78 1.75

Chitosan-3 2.18, 2.41 1.86, 2.12, 2.33 1.94, 2.10 1.89, 1.94

Chitosan-4 2.35, 2.38 2.22 1.69, 2.19, 2.47 1.90, 2.24, 2.42

Chitosan-5 2.05, 2.06 2.49 2.49 1.97, 2.02, 2.03

2.08

Figure 5.16: Adsorption geometry of chitosan-1, during the adsorption of chitosan to the
hydroxylated α-Al2O3 surface.

Figure 5.17: Adsorption geometry of chitosan-2, during the adsorption of chitosan to the
hydroxylated α-Al2O3 surface.
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Figure 5.18: Adsorption geometry of chitosan-3, during the adsorption of chitosan to the
hydroxylated α-Al2O3 surface.

Figure 5.19: Adsorption geometry of chitosan-4, during the adsorption of chitosan to the
hydroxylated α-Al2O3 surface.

Figure 5.20: Adsorption geometry of chitosan-5, during the adsorption of chitosan to the
hydroxylated α-Al2O3 surface.

Several structures of chitosan were modelled from parallel structures to structures with chitosan

on its edge. We will now discuss these structures further. Chitosan-1 is the most stable chitosan

geometry (figure 5.16), with a binding energy of -2.34 eV, which is closer to the stability of cellulose-

1. In this geometry chitosan is lying flat and parallel to the surface. This adsorption geometry

is the most stable amongst the chitosan geometries as nine H-bonds formed between the chitosan

adsorbate and the surface. Additional stability for this geometry was provided by two short and

strong internal hydrogen bonds within chitosan. Chitosan-2 (figure 5.17) was the second most
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stable chitosan configuration with a binding energy of -2.15 eV. Chitosan-2 is the only geometry

amongst the nitrogen containing biopolymers with two N-H atom H-bonds. Overall, chitosan-2 has

seven direct H-bonds between the surface and adsorbate. Hence, chitosan-1 is the most stable as it

has more H-bonds between chitosan and the surface. The H-bonds of chitosan-1 are also between O

and H atoms (unlike two N-H hydrogen bonds of chitosan-2). Oxygen is more electronegative than

nitrogen, therefore the electronegativity difference is greater between O and H. Hence, the resultant

H-bond is stronger. Much like chitosan-1 and 2, chitosan-3 (figure 5.18) also adsorbed parallel and

flat to the surface. Chitosan was able to form nine H-bonds with the surface in chitosan-3, which

is the same as chitosan-2. However, upon inspection of the H-bond lengths (table 5.6) the H-bonds

in chitosan-3 are longer than those in chitosan-2. Therefore, chitosan is more strongly held by the

surface in chitosan-2, resulting in a more stable adsorption geometry.

The final two chitosan geometries are illustrated in figures 5.19 and 5.20. Chitosan has adsorbed

on its edge in these configurations. Chitosan-4 (figure 5.19) illustrates that chitosan has adsorbed

with its amine groups pointing downwards towards the surface. Despite the amine groups pointing

downwards, no N-H hydrogen bonds were detected between the hydrogen’s of the surface and the

nitrogen’s of the chitosan adsorbate. Conversely, the structure of chitosan-5 illustrates that the

chitosan molecules OH groups are pointing downwards towards the surface. At first glance, one

would assume that chitosan-5 would have a stronger adsorption geometry due to the interaction

of its OH groups with the surface OH groups. However, upon closer inspection and analysis of

the H-bonds in table 5.6, it can be seen that chitosan-4 has six H-bonds between chitin and the

surface and chitosan-5 only has four. Hence, chitosan-4 has the more stable adsorption geometry.

The data for all chitosan geometries illustrates that chitosan prefers to bind to the hydroxylated α-

Al2O3 (0001) surface in a flat configuration similar to cellulose. Similar to chitin, the deformation

energies range from 0.49 - 1.66 eV, suggesting that there was no significant deformation of chitin

and the surface upon adsorption of chitin to the surface, with the chitosan-1 as the most deformed.

Pectin

Table 5.7: Calculated binding energies, deformation energies and total number of hydrogen bonds
formed between pectin and the hydroxylated α-Al2O3 (0001) surface.

Biopolymer Binding Energy / eV Deformation Energy / eV No. of H-Bonds

Pectin-1 -3.09 -0.50 10

Pectin-2 -2.98 0.88 9

Pectin-3 -2.04 0.77 9

Pectin-4 -1.86 0.63 6

Pectin-5 -1.12 0.45 6
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Table 5.8: Hydrogen bond analysis of the hydrogen bonds that formed during the adsorption of
pectin to the hydroxylated α-Al2O3 (0001) surface, all bond lengths are given in Å.

H-bond Os· · ·Hm Om· · ·Hs Om· · ·Hm

Biopolymer

Pectin-1 1.66, 1.81 1.84, 1.97, 1.99, 2.11 1.73, 1.80, 2.20, 2.20

Pectin-2 1.73, 1.96 1.81, 1.92 1.96, 2.29 1.70, 2.05, 2.44

Pectin-3 1.66, 2.15 1.71, 1.80, 2.27 1.80, 2.15, 2.23, 2.36

Pectin-4 1.73 1.94, 2.30, 2.37 2.28, 2.35, 2.37

Pectin-5 1.91, 1.99, 2.11 1.81, 2.17, 2.29

Lastly, we modelled the adsorption of pectin onto the hydroxylated α-Al2O3 (0001) surface. Pectin

contains the three different functional groups: carboxlyic acid, ester and alcohol functional groups.

Figure 5.21: Adsorption geometry of pectin-1, during the adsorption of pectin to the
hydroxylated α-Al2O3 surface.

Figure 5.22: Adsorption geometry of pectin-2, during the adsorption of pectin to the
hydroxylated α-Al2O3 surface.
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Figure 5.23: Adsorption geometry of pectin-3, during the adsorption of pectin to the
hydroxylated α-Al2O3 surface.

Figure 5.24: Adsorption geometry of pectin-4, during the adsorption of pectin to the
hydroxylated α-Al2O3 surface.

Figure 5.25: Adsorption geometry of pectin-5, during the adsorption of pectin to the
hydroxylated α-Al2O3 surface.

The most stable adsorption geometry obtained during our calculation was pectin-1 (figure 5.21),

with a binding energy of -3.09 eV which is -0.37 eV more stable than cellulose-1 (second most

stable configuration). Pectin-1 is the most stable geometry of all the biopolymers considered in

this work. In this configuration a total of six H-bonds were detected between the pectin biopolymer

and the surface. The additional stability was provided by the internal H-bonding within pectin

itself. Figure 5.21 illustrates that pectin is in an upright position on its edge with its alcohol

groups pointing downwards towards the surface. Interestingly, our previous investigations on small

molecule adsorption to the bare and hydroxylated α-Al2O3 (0001) surface determined that acids

were strong surface adsorbates. Therefore, it is interesting that the acid groups have not directly
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contributed to binding through their OH oxygen atom or their carbonyl oxygen atom. However, the

ester (groups in between the acids) contain a bulky methyl constituent, therefore it is not likely that

a configuration whereby the acid functional groups point downwards towards the surface would be

favoured. We modelled this configuration whereby the acid and ester substituents of pectin were

pointing downwards towards the surface to test this hypothesis. Upon optimisation the geometry

did not remain in the configuration. This is because of the resultant steric clash that occurs

between the surface and pectin’s methyl constituents. However, during adsorption of pectin-2, the

acid functional groups were able to contribute to binding. Figure 5.22 illustrates the geometry

of pectin-2, the second most stable pectin geometry, with a binding energy of -2.98 eV. Pectin-2

formed six direct H-bonds with the surface, of those six, four of the H-bonds occurred between

carbonyl oxygen atoms of pectin and surface hydrogen atoms. pectin-2 has one less internal H-

bond than pectin-1, resulting in a more stable geometry for pectin-1. The carboxylic acid and

ester functional groups in pectin-1 are also providing an inductive effect towards the OH groups

that are involved with binding, hence the resultant H-bonds are stronger.

Pectin-3 (figure 5.23) was the geometry that was obtained with an intermediate binding strength

(-2.04 eV). Five direct H-bonds formed between pectin and the surface in pectin-3. Hence, there

are fewer H-bonds that bind directly to the surface in pectin-3 than pectin 1 and 2. Therefore,

the resultant pectin-3 geometry is less stable than its predecessors. Pectin-4 and pectin-5 (figures

5.24 and 5.25) were the least stable pectin adsorption configurations with binding energies of -

1.86 eV and -1.12 eV. Fewer direct hydrogen bonds were formed upon the adsorption of pectin

to the surface in these two geometries (4 and 3). Therefore, the pectin molecules are less tightly

held in these configurations and have lower calculated binding energies. The deformation energies

of pectin 2-5 illustrate that little deformation occurred during the adsorption of pectin to the

hydroxylated α-Al2O3 (0001) surface. However, pectin-1 has an unusual deformation energy of

-0.50 eV, suggesting that a deeper minimum of the adsorbate (pectin) configuration was obtained

upon optimisation.
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Comparing the Binding Energies of Biopolymers

Here, we will compare the results obtained from our investigations on the adsorption of biopolymers

to the hydroxylated α-Al2O3 (0001) surface. The binding hierarchy for biopolymers is as follows

(most to least stable),

Pectin > Cellulose > Chitosan > Chitin (5.5)

Pectin was the most strongly adsorbing biopolymer, with the largest most negative binding energy

(-3.09 eV). Cellulose is most similar in structure to pectin. The key difference between the two is

the addition of carboxylic acid and ester functional groups along one side of the pectin molecule.

Therefore, one may expect their most stable geometries to be similar. However, in actuality the

most stable adsorption geometry for pectin illustrated that pectin adopts an on-edge position

with its acid and ester functional groups pointing upwards and its alcohol groups pointing down

towards the surface. On the other hand, the most favoured geometry for cellulose, was that which

resulted in cellulose adsorbing flat and parallel to the surface. This is in fact similar to chitosan

which also favoured a flat adsorption configuration where it adsorbed parallel to the surface. The

flat and parallel configuration for cellulose and chitosan allows for maximum interaction between

the surface and biopolymer. Upon the adsorption of pectin in a flat and parallel configuration

(pectin-2), binding was not as strong as on-edge adsorption. Pectin also has methyl constituents

resulting in steric clash with the surface. Therefore, despite the acid groups (in pectin-1) not

directly resulting in binding, their presence still increased the stability of the overall geometry.

The carboxyl groups in the acid and ester groups also have an inductive effect. The calculations

have illustrated (particularly for cellulose, chitosan and pectin), there are two favourable binding

modes of biopolymer adsorption to the hydroxylated α-Al2O3 (0001) surface. These two modes

are flat and parallel adsorption and on-edge adsorption.

Chitin on the other hand adsorbed in a different manner to its biopolymer counterparts. As chitin

is a non-linear twisted molecule, only half of the molecule is able to adsorb to the surface at any

given time. Hence, there is less interaction overall between chitin and the surface. Therefore, chitin

is the weakest adsorption biopolymer despite containing strongly adsorbing amide groups.

The alcohol functional group was the common site for binding in all of our biopolymer investi-

gations. A H-bond either formed between the Os· · ·Hm or Om· · ·Hs (OH groups on the surface

and biopolymer) for most of the biopolymers. Pectin had some interactions to the surface via its

carboxylic acid groups, for example, in pectin-2, whereby the C=O oxygen atom bound to the
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surface OH hydrogen atoms. Both chitin and chitosan contain nitrogen based functional groups

(amide and amine). Thus, the nitrogen atoms had a possibility to form hydrogen bonds with the

surface. However, no N-H hydrogen bonds were detected for chitin. Chitosan was able to form

some N-H hydrogen bonds (chitosan-2). This suggests that the amine group would be favoured

over the amide group during adsorption, as the amine group was directly involved in the binding of

chitosan to the surface. Thus far, we have determined that the alcohol amine and acid groups all

contribute to the binding of biopolymers to the hydroxylated α-Al2O3 (0001) surface. Pectin is the

most favoured adsorption biopolymer as it contains the acid group providing additional stability

to the overall geometry.

We have summarised the results from our biopolymer investigations on a graph (figure 5.5) to

illustrate the strongest adsorbing biopolymers with respect to the total number of hydrogen bonds.

We plotted the binding energy against the number of hydrogen bonds. The graph illustrates a

correlation. The relationship illustrated by the graph suggests that as the number of hydrogen

bonds increases the binding energy becomes larger (more negative). Several stable adsorption

geometries have been found for all of the biopolymers investigated and amongst all geometries, the

flat and parallel and on-edge geometries were favoured.

5.4 Conclusion

Our investigations into the adsorption of biopolymers to the hydroxylated α-Al2O3 (0001) surface

aimed to obtain a realistic picture of OC binding to soil mineral surfaces. We also aimed to identify

strongly adsorbing biopolymers. All biopolymers adsorbed to the surface via hydrogen bonding.

As the number of hydrogen bonds formed between the surface and biopolymers increased, as did

the strength of binding. The flat and parallel and on-edge configurations produced the most stable

structures. Pectin, cellulose and chitosan were the stronger adsorbing biopolymers and chitin the

weakest adsorbate. We find that the presence of carboxylic acid, hydroxyl and amine groups provide

strong binding of biopolymers, while amide groups result in a twisted structure that cannot adsorb

effectively. Overall, pectin adsorbed most strongly above its biopolymer counterparts. Therefore,

pectin is a prime candidate for ’carbon based’ fertilisers as it is a naturally abundant biopolymer

that can be added to soil that will remain strongly bound to soil minerals. Cellulose also emerges

as a good candidate, which provides strong binding and it is also the most abundant naturally

occurring biopolymer.
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Chapter 6

Metal Ions

Hydrated Metal (III) species, particularly Al(III) and Fe(III) species are important and of great

interest in nature. For example, in clays and hydroxide phases.16,275 They are also considered

to be the reactive species involved in sorption processes within soils.83,84,91,276–278 The Fe(III)

species has been subject to a vast array of classical computer simulations (molecular dynamics).

The literature has greatly emphasised the solvation shell structure of Fe3+,279–285 ion and water

diffusion,285 hydrolysis,286 charge transfer287–291 and solvent isotope effects.283,291

Similarly, the Al(III) species has also undergone a vast array of scientific investigations. Inves-

tigations have found that the Al3+ species has a rich variety of solute structures16,292–294 and

has a high toxicity to plants and humans.16,295 Two thirds of the soils (acidic) in the world face

potential Al toxicity problems with respect to the growth of crops. In soil chemistry terms, the

low pH of acidic soils is accompanied by a proton attack on Al-bearing minerals. This leads to the

production of soluble Al in the soil and adsorbed Al on particle surfaces. When the concentration

of free Al3+ ions is in the macro-molecular range, toxicity to plant roots occurs, therefore inhibiting

plant growth.1,296,297 Aluminium solubility in soils is influenced by a variety of minerals such as

gibbiste, kaolinite and beidellite to name a few. Dissolution reactions for these minerals become

essential, such as the following dissolution reaction for gibbsite below1

Al(OH)3(s) + 3H+ → Al3+ + 3H2O(l) (6.1)

The Al3+ and Fe3+ metal cations are similar in charge and size (54pm and 65pm) for Al3+ and

high-spin Fe3+.298,299 It has been determined that Al3+ and Fe3+ cations have a six coordinate,

octahedral first hydration shell8,298–302
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6.1 Metal(III) Ion-Water Interactions

The nature of metal(III) cation binding to water is of paramount interest. Natural soil environ-

ments contain water, therefore one can expect some interaction between metal cations and water

molecules within soils. The polarising ability of metal ions is often quite strong, such that a pro-

ton from a water molecule in the primary hydration shell is repelled by the metal ion in aqueous

complexes.8,303–305 Under this condition the aqueous metal ion acts as an acid (proton donor).

Therefore, the strength of this proton donation is measured using the pKa. Chang et al.8 measured

the pKa values of the first hydrolysis step of several metal 2+ and 3+ cations. They also calcu-

lated binding energies using density functional methods,306–308 particularly molecular dynamics

simulations.

Table 6.1: Binding energies8 of hexa-aqua metal ions with VWN, PB and BLYP functionals in eV

Metal ion VWN BP BLYP

Al3+ -1.11 -1.12 -1.12

Fe3+ -2.73 -2.74 -2.74

The binding energies of Al3+ and Fe3+ metal ions are of particular interest to us. These literature

values are of importance as they are comparing the adsorption energies of different functionals.

Chang et al.8 found that aqueous metal cations with inert electron configurations are more stable

than aqueous cations with partially filled non-inert electron configurations due to the symmetry

of electron alignment and the exchange energy.

aqua − Mg2+,Ca2+ > aqua − Mn2+,Al3+,Sc3+ > aqua − Cr3+,Fe3+ (6.2)

They also found that aqueous cations with a larger ionic radius are more stable than aqueous

cations with a smaller one.

aqua − Ca2+ > aqua − Mg2+ > aqua − Sc3+ > aqua − Al3+ (6.3)

6.1.1 Mechanism of Metal-Water Binding

As the nature of metal (III) cation binding to water is of paramount interest, one should therefore

understand the mechanism by which the binding of water occurs. The binding process to solvated

(III) cations is essentially a ligand substitution process. Many biological and catalytic reactions are
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controlled by the lability of coordinated solvent molecules. Hence, a lot of effort and work has been

devoted to the elucidation of the reaction mechanisms. This is not only to gain an understanding

of the reaction mechanisms themselves, but to also develop knowledge that will enable modification

and systematic control of such processes. Theoretical calculations309–311 alongside sophisticated

high-pressure kinetic techniques such as NMR line broadening312,313 have introduced the nature

of the transition state involved in the substitution process.16,314

One important aspect to consider is the influence of the pH on water exchange reactions. A

multitude of studies16,315–318 have been devoted to investigating the influence of pH and it is now

well documented that the deprotonation of hydrated metal ions such as [Fe(H2O)6]3+ to form the

corresponding mono-hydroxyo [Fe(H2O)5OH]2+ complex leads to a drastic change in the water

exchange rate constant. It also leads to a change in the underlying reaction mechanism from an

associative (A) reaction mechanism to a dissociative (D) mechanism. The D mechanism is induced

by the trans effect of the coordinated hydroxide ion.16,319 Hanauer et al.16 investigated solvent

exchange reactions on the [Al(H2O)6]3+ and [Al(H2O)5OH]2+ complexes. For the former complex,

their calculations determined that the [Al(H2O)6]3+ complex exchanges water via a dissociative

interchange (Id) mechanism.315,320 Deprotonation of [Al(H2O)6]3+ has been reported to increase

the water exchange rate.321

Figure 6.1: Schematic energy profile and structures for the associative (A) water exchange
mechanism.16
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Figure 6.2: Schematic energy profile and structures for the dissociative (D) water exchange
mechanism.16

Figure 6.3: Schematic energy profile and structures for the Interchange (Id) water exchange
mechanism.16

Figures 6.1, 6.2 and 6.3 illustrate the associative (A), dissociative (D) and Interchange (Id) water

exchange mechanisms.16 The A water exchange mechanism was investigated between the hexa-

aqua Al(III) complex and a seventh water molecule and the penta-aqua Al(III) complex and a

sixth water molecule. During the A mechanism the 7-fold transition state of the A mechanism

yielded a 6-fold complex. The D mechanism was favoured for the gas phase. In this mechanism

two transition states were found and they are illustrated in figure 6.2. Lastly, in the Id mechanism

a water molecule was exchanged for another water molecule. Figure 6.3 illustrates this, via a

transition state with weak coordination of two exchanging water molecules.
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6.2 Interaction of Aquated Metal(III) Complexes with or-

ganic molecules

Now that we have discussed the nature of binding between metal(III) ions and water, we will

discuss work in the literature on the interaction of organic compounds with the hydrated Al3+

and Fe3+ complexes. M3+-organic reactions are significant, as they are used in water purification

systems to drive coagulation and precipitation reactions between dissolved organic matter and

minerals.322,323 Complexation of Al3+ and other metals such as Fe3+ by organic matter has been

shown to dramatically reduce the toxicity of metals.296,322,324 Literature studies on the binding be-

tween carboxylic acids and the hexa-aqua [Al(H2O)6]3+ complex have been conducted. Carboxylic

acids are thought to represent metal-complexing functional groups present within the organic mat-

ter in soils.322,325 Thus, allowing the complex nature of Al3+-organic matter to be discovered.

In addition, complexation between simple carboxylic acids can increase the rates of solubility and

dissolution of Al3+ bearing minerals.322,326–328 Hence, the presence of carboxylic acids can affect

the transport of other metals and Al3+ within soils, groundwater and sediments.322,329,330

Kubicki et al.322 calculated the reaction energetics (∆E) of Al3+-carboxylic acid complex formation

in aqueous solution using DFT methods. They calculated complexation energies of several Al3+-

carboxylic acid complexes to determine which resulted in a more energetically stable complex.

The first carboxlyic acids that underwent complexation were the deprotonated acetate and lactate

carboxylate anions. The research found that when the acetate anion replaced a water molecule the

reaction resulted in a negative ∆E, but when the acetate anion replaced an OH−, ∆E was positive.

[Al(H2O)6]3+ + Ac− • 8H2O → [Al(H2O)5(Ac)]2+ + H2O • 8H2O (6.4)

where Ac− represents the acetate anion and ∆E = -168 kJ mol−1.

[Al(H2O)5(OH)]2+ + Ac− • 8H2O → [Al(H2O)5(Ac)]2+ + OH− • 8H2O (6.5)

where ∆E = +13 kJ mol−1.

The second conclusion that was drawn from their investigations was that the formation of bidentate

species was less energetically favourable than the formation of a monodentate species in regards

to the acetate anion. For the lactate anion bidentate formation was more energetically favourable

than acetate.
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[Al(H2O)6]3+ + Ac− • 8H2O → [Al(H2O)4(Ac)]2+ + 10H2O (6.6)

where ∆E = -119 kJ mol−1.

[Al(H2O)6]3+ + Lact− • 4H2O → [Al(H2O)4(Lact)]2+ + 6H2O

where Lact− is the lactate anion and ∆E = -145 kJ mol−1. They also calculated the ∆E values for

the complexation of the oxalate, malonate and malate anions. When replacing a water molecule,

very large negative ∆E values were obtained (-177, -123 and -88 kJ mol−1) for the formation of

the substitution products. Again, positive ∆E values were obtained when replacing an OH− for all

anions. Although monodentate speciation is exothermic, bidentate replacement of water molecules

by oxalate and malate is more strongly favoured.

The aim of our investigations is to understand the nature of binding between Al3+ and Fe3+ metal

cations and organic ligands within soils. Firstly, we will model the [Al(H2O)6]3+ and [Fe(H2O)6]3+

complexes and compare them to literature studies. These initial investigations will enable us to

gain an understanding of the interaction between Al3+ and Fe3+ cations and water ligands. Next,

we will move on to investigating the reactions of the hexa-aqua [Al(H2O)6]3+ and [Fe(H2O)6]3+

complexes with small organic ligands. Thus far in the literature, carboxylic acids have undergone

the ligand substitution reaction with the [Al(H2O)6]3+ complex. Therefore, we would like to

extend our research by investigating the substitution reaction between carboxylic acids and the

[Fe(H2O)6]3+ complex, due the likeness of the Al3+ and Fe3+ metal cations. We will also subject

several organic ligands to the ligand substitution reaction. Investigating several organic functional

groups will yield a greater understanding of the functional groups that bind strongly to the Al3+

and Fe3+ metal cations, enabling us to determine which of the substitution reaction products are

most stable (energetically favourable). Finally, we will compare the results of the binding between

the organics and the [Al(H2O)6]3+ and [Fe(H2O)6]3+ complexes to determine which of the metal

cations produces more stable products.
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6.3 Computational Method

6.3.1 Metal Ions

DFT calculations of metal ions and metal-ligand complexes were performed using the Gaussian

09 software package.331 All calculations on the hexa-aqua [Al(H2O)6]3+ and [Fe(H2O)6]3+ and

their corresponding metal-ligand complexes were performed using the B3LYP144 functional at

the 6-31G++(d,p)144,145,332 level of theory. This level of theory was chosen due to the B3LYP

functionals reliability and extensive use in the literature.160,333,334 The PBE335 functional was also

used in our calculations due to its heightened popularity as a GGA functional,336 with Grimme’s

D3149 empirical dispersion correction. The PBE-D3 functional was chosen for comparison to our

results from other investigations, again at the 6-31G++(d,p)144,145,332 level of theory. The bulk

aqueous solution environment was stimulated by the polarizable continuum model (PCM model).

The model treats the bulk solvent molecules as a homogeneous isotropic dielectric medium.337 With

water as the bulk solvent the Gibbs free energy of reaction, ∆rG was calculated for all optimised

complexes at a temperature of 298K. All structures were visualised with the UCSF Chimera205

software package.
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6.4 Results and Discussion

6.4.1 Hexa-aqua Metal(III) Complex

The [Al(H2O)6]
3+ Complex

In order to mimic the presence of metal ions, specifically Al3+ ions, within soils, the [Al(H2O)6]3+

complex was modelled. Al3+ ions are commonly surrounded by water ligands in soils, due to the

presence of water in natural soil environments. Hence, the octahedral [Al(H2O)6]3+ was studied.

Initially, we modelled the [Al(H2O)6]3+ complex to obtain the total energy (Ee), these values were

then compared to the literature.

Table 6.2: Total energy for the [Al(H2O)6]3+ complex given in Hartree a.u.

Method Basis Set Ee / a.u.

This work PBE-D3 6-31++G(d,p) -700.010

PBE 6-31G++(d,p) -700.007

B3LYP 6-31G++(d,p) -700.652

B3LYP 6-311G++(d,p) -700.812

B3LYP 6-31G+(d,p) -700.649

B3LYP 6-311G+(d,p) -700.787

Literature B3LYP/MP2 SVP +SP -697.97338

MP2/VE cc-PVDZ -698.53339

MP2 cc-PvTZ -699.04339

Next, we modelled the formation of the hexa-aqua [Al(H2O)6]3+ complex from the reaction between

the penta-aqua [Al(H2O)5]3+ complex and a water molecule to determine the stability of the hexa-

aqua [Al(H2O)6]3+ complex.

[Al(H2O)5]3+ + H2O → [Al(H2O)6]3+ (6.7)

The Gibbs reaction energy, ∆rG, was calculated using Hess’s Law

∆rG =
∑

∆G(Products) −
∑

∆G(reactants) (6.8)

where ∆rG is the Gibbs reaction energy and ∆G(Products) and ∆G(Reactants) are the Gibbs

formation energies of the products and the reactants.
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Bench-marking investigations were carried out to investigate which DFT functional and basis set

would best model the [Al(H2O)6]3+ complex in accordance with the literature and computational

expense.

Table 6.3: ∆rG values for the formation of the [Al(H2O)6]3+ complex.

Method Basis Set ∆rG / eV

This work PBE-D3 6-31++G(d,p) -1.17

PBE 6-31G++(d,p) -1.00

B3LYP 6-31G++(d,p) -0.95

B3LYP 6-311G++(d,p) -0.94

B3LYP 6-31G+(d,p) -0.92

B3LYP 6-311G+(d,p) -0.24

Literature B3LYP 6-311G++(d,p) -0.58338

B3LYP 6-311G+(d,p) -0.5916

MP2 6-31G+(d,p) -0.67340

HF cc-vPVDZ -0.63339

Table 6.2. illustrates that all methods yield fairly similar values for the [Al(H2O)6]3+ raw Hartree

energy. Table 6.2 also illustrates the use of more precise basis sets and functionals, such as the MP2

methods and triple zeta basis sets. As the results are within agreement of each other, we will not be

employing the use of the more precise methods, as they are more computationally expensive. Table

6.3 illustrates the stability of the [Al(H2O)6]3+ complex which was calculated from the reaction

between the [Al(H2O)5]3+ complex and single water molecule. The PBE functional was chosen,

our research following the metal ion investigations will be conducted with the PBE functional as

accordance with the literature. Between the PBE and PBE-D3 methods there is a small discrepancy

of -0.17 eV, Hence our research for will be carried out at the PBE-D3 6-31G++(d,p) level of theory

as the added dispersion makes the method more accurate than PBE alone. We have also chosen

to employ the use of the B3LYP functional in our research, as the method is popular amongst the

literature. Again, we will use the 6-31G++(d,p) basis set in keeping with the basis set we used for

the PBE functional. The optimised geometry of the [Al(H2O)5]3+ complex optimised under the

PBE-D3 functional is illustrated in figure 6.4. The B3LYP and PBE-D3 geometries are similar,

hence we will only illustrate the PBE-D3 adsorption geometries for all adsorbates.
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Figure 6.4: Optimised adsorption geometry of the hexa-aqua [Al(H2O)6]3+ complex optimised
under the PBE-D3 functional

The [Fe(H2O)6]
3+ Complex

The [Fe(H2O)6]3+ complex was also investigated. Similar to [Al(H2O)6]3+ studies the optimised

[Fe(H2O)6]3+ complex was also investigated. The binding of the Fe3+ ion to six water ligands

yields the octahedral hexa-aqua metal complex, for which the Gibbs reaction energies, ∆rG, are

given below.

Table 6.4: ∆rG values for the [Fe(H2O)6]3+ complex in Hartree a.u.

Method Basis Set ∆rG / a.u.

This work PBE-D3 6-31G++(d,p) -1720.937

B3LYP 6-31G++(d,p) -1720.669

Literature BLYP - -1721.238

BP - -1721.338

VWN - -1715.578

The calculated Gibbs reaction energies for the formation of the [Fe(H2O)6]3+ complex are -0.76 eV

(PBE-D3 6-31G++(d,p) and 12.101 eV (B3LYP 6-31G++(d,p)). The Gibbs energy values in table

6.4. illustrate that the methods we are employing in our investigation yield energy values very

similar to those cited in the literature. Hence, we will model all calculations with the 6-31G++(d,p)

basis set and the PBE-D3 and B3LYP functionals. We have illustrated the [Fe(H2O)6]3+ complex

in figure 6.5.
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Figure 6.5: Optimised adsorption geometry of the hexa-aqua [Fe(H2O)6]3+ complex optimised
under the PBE-D3 functional

6.4.2 Organic Ligand Binding to the [Al(H2O)6]
3+ Complex

The binding of several organic ligands was investigated. Organic ligands were bound to evaluate

the strength of binding of various different functional groups to the [Al(H2O)6]3+ complex. The

mechanism for the reaction is essentially a ligand substitution reaction. For the ligand substitution

to be favourable (i.e. for the [Al(H2O)6]3+ complex to lose a water ligand) the small organic ligand

must bind more strongly than the water ligand. Thus, resulting in a water molecule being lost in

the reaction. The complexes were constructed by systematically replacing a water molecule from

the [M(H2O)6]3+ complex with an organic monodentate ligand. The equation below represents

the general case for a ligand binding to a hexa-aqua metal 3+ complex, [M(H2O)6]3+.

[M(H2O)6]3+ + OL → [M(H2O)5(OL)]3+ + H2O (6.9)

M is a metal with a charge of 3+ and OL is a neutral monodentate organic ligand.

Using equation 6.9 the ∆rG values for the PBE-D3 and B3LYP systems were calculated as follows

using methanol (with PBE-D3 data) as an example,

[Al(H2O)6]3+ + CH3OH → [Al(H2O)5(CH3OH)]3+ + H2O (6.10)

∆rG =
∑

G([Al(H2O)5(CH3OH)]3+ + H2O)products −
∑

G([Al(H2O)6]3+ + CH3OH)reactants

(6.11)
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∆rG = (−739.22 + −76.35) a.u.− (−700.01 + −115.57) a.u. = 2.65 × 10−4 a.u. ≡ 0.01 eV (6.12)

Table 6.5: ∆rG values the ligand substitution reaction between the [Al(H2O)6]3+ complex and
organic ligands (monodentate binding) for the B3LYP and PBE-D3 functionals at the

6-31G++(d,p) level of theory.

B3LYP PBE-D3

Organic Ligand ∆rG / eV ∆rG/ eV

Methanol 0.05 0.01

Methylamine -0.12 -0.31

Methylthiol 0.75 0.59

Dimethyl ether 0.36 0.28

Formic acid (O-H bound) 0.83 0.75

Formic acid (C=O bound) 0.26 0.24

Acetic acid (O-H bound) 0.92 0.81

Acetic acid (C=O bound) 0.30 0.23

Acetate -6.99 -0.74

Oxalic acid (O-H bound) 1.04 1.17

Oxalic acid (C=O bound) 0.35 0.30

Formamide (O bound) -0.29 -0.26

Formamide (N bound) 0.92 0.78

Acetamide (O bound) -0.23 -0.35

Acetamide (N bound) 0.70 0.47

Methyl acetate (C=O bound) 0.08 0.07

Methly acetate (O bound) 0.84 6.38

Adsorption of Alcohols, Amines, Thiols and Ethers

The first set of organic molecules present within soils to undergo ligand substitution reactions with

the Al-complex were methanol and its analogues. Similar to water, the alcohol, amine and thiol

functional group contain a hydrogen-heteroatom bond that is capable of dissociation. The ether

functional group was also considered due to its structural similarities with the alcohol functional

group. However, ethers do not have the ability to dissociate.
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(a) Methanol = 0.01 eV (b) methylamine = 0.31 eV

(c) Methyl thiol = 0.59 eV (d) Dimethyl ether = 0.28 eV

Figure 6.6: Optimised adsorption geometries of the ligand substitution product from the reaction
between the [Al(H2O)6]3+ complex and methanol and its analogues, at the PBE-D3 level of

theory.

From our investigations methylamine (figure 6.6 (b)) formed strongly bound ligand substitution

products with ∆rG values of -0.31 eV (PBE-D3) and -0.12 eV (B3LYP). The stable negative

∆rG values can be attributed to the electron donating ability of nitrogen, which forms a very

strong bond with the Al3+ cation. The remaining ∆rG values for the ligand substitution products

between the [Al(H2O)6]3+ complex and methanol, methyl thiol and dimethyl ether were all positive.

Methanol yielded ∆rG values of 0.01 eV (PBE-D3) and 0.01 eV (B3LYP). Methyl thiol yielded

∆rG values of 0.59 eV (PBE-D3) and 0.75 eV (B3LYP) and dimethyl ether yielded ∆rG values of

0.28 eV (PBE-D3) and 0.36 eV (B3LYP). As the calculated Gibbs energy of reaction for methanol,

methyl thiol and dimethyl ether are positive, the ligand substitution reaction between these organic

ligands and the [Al(H2O)6]3+ complex are endergonic. Therefore, these reactions are unfavourable

and would require an additional driving force for the reactions to occur. Hence, for the alcohol

functional group and its analogues, methylamine produces the most energetically favourable ligand

substitution product.
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Adsorption of Acids, Amides and Esters

The next set of small organic molecules to undergo the ligand substitution reaction were acids,

amides and esters. The smallest acid to undergo the reaction was formic acid. During our in-

vestigations we considered several different binding modes of acids. Acids can bind through their

O-H oxygen atom, their carbonyl oxygen atom, as a chelating ligand and dissociatively whereby

the O-H bond of the acid is broken. After several attempts to optimise a chelating complex, we

were unable to optimise such structures. Formic acid was bound through both its O-H oxygen

atom (figure 6.7 (a)) and its carbonyl oxygen atom (figure 6.7 (b)). Formic acid also produced

endergonic ligand substitution products with calculated ∆rG values of 0.75 eV (PBE-D3) and 0.83

eV (B3LYP) for binding through the O-H end of the acid. The calculated ∆rG values for car-

bonyl binding were also endergonic with calculated ∆rG values of 0.24 eV (PBE-D3) and 0.26 eV

(B3LYP). The calculated ∆rG values for complexation through the carbonyl end are less positive

than those of the hydroxyl end of the acid. However, both reactions are unfavourable and require

an additional driving force to drive the reaction ahead.

Larger acids also underwent the ligand substitution reaction to see the effect they had on binding.

We continued to bind larger acids through O-H and carbonyl oxygen atoms. Similar to formic

acid acetic acid also yielded ∆rG values of 0.81 eV (PBE-D3) and 0.92 eV (B3LYP) for binding

through the O-H end of the acid. For binding through the carbonyl end (figure 6.7 (c)) the ∆rG

values were 0.23 eV (PBE-D3) and 0.30 eV (B3LYP). Therefore, the addition of a methyl group

had little effects on binding for the acid functional group. The complexation of oxalic acid was also

investigated, to determine the effects of an additional acid functional group on binding. Oxalic

acid complexation follows the trend of its smaller acid predecessors with endergonic binding. The

calculated ∆rG values were 1.17 eV (PBE-D3) and 1.04 eV (B3LYP) for the O-H end of oxalic

acid. ∆rG values of 0.30 eV (PBE-D3) and 0.35 eV (B3LYP) were calculated for the carbonyl

end of oxalic acid (figure 6.7 (d)). Therefore, molecular binding of acids is thermodynamically

unfavourable. The addition of a methyl constituent and an additional acid functional group do

not strengthen binding. Although binding for all of the molecularly complexed acids yielded less

positive ∆rG values when bound through the carbonyl region of the acids, neither binding mode

was preferred. Hence, we have illustrated both binding modes for formic acid and only carbonyl

binding for the larger acids.
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(a) Formic acid (O-H oxygen bound)
=0.75 eV

(b) Formic acid (C=O oxygen bound) =
0.24 eV

(c) Acetic acid (C=O oxygen bound) =
0.23 eV

(d) Oxalic acid (C=O oxygen bound) = 0.30
eV

Figure 6.7: Optimised adsorption geometries of the ligand substitution product from the reaction
between the [Al(H2O)6]3+ complex and several acids, at the PBE-D3 level of theory.

Figure 6.8: Optimised adsorption geometry of the ligand substitution product from the reaction
between the [Al(H2O)6]3+ complex and the acetate anion, at the PBE-D3 level of theory.

The binding of the acetate anion was also investigated to determine the difference in the strength of

complexation when a neutral monodentate ligand undergoes complexation and when a negatively

charged monodentate ligand undergoes complexation. The ligand substitution reaction for the

acetate anion was modelled using the following equation

[M(H2O)6]3+ + CH3COO− + H+ → [M(H2O)5(CH3COO)]2+ + H3O+ (6.13)
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However, upon inspection of the acetate geometry (figure 6.8) it can be seen that the ligand

substitution product follows the equation 6.14

[M(H2O)6]3+ + CH3COO− + H+ → [M(H2O)4(CH3COOH)(OH)]2+ + H3O+ (6.14)

Upon optimisation acetate binding switched from the carbonyl region to the hydroxyl region,

whereby the new acid proton was taken from a nearby complexed water molecule. This reaction

was facilitated by hydrogen bonding and a clear hydrogen bond can be seen in figure 6.8 between

the acid and hydroxyl oxygen. The ligand substitution product was the most stable of all organics

investigated with calculated ∆rG values of -0.74 eV (PBE-D3) and -6.99 eV (B3LYP). Therefore,

the binding of acids is more energetically favourable during dissociative binding. These results

are synonymous with our surface investigations whereby acids bound most strongly in dissociative

configurations.

Similar, to acids, amides can also bind through two different atoms. Our investigations modelled

the binding of formamide through its oxygen and nitrogen atoms. The oxygen bound amide

(figure 6.9 (a)) produced a very strongly bound ligand substitution product, with ∆rG values of

-0.26 eV (PBE-D3) and -0.29 eV (B3LYP). When bound through the nitrogen atom (figure 6.9

(b)) the ligand substitution product had ∆rG values of 0.78 eV (PBE-D3) and 0.92 eV (B3LYP).

Therefore, binding of the amide is dominated through the oxygen end as binding through the

nitrogen is endergonic, hence it is thermodynamically unfavourable. Acetamide was also modelled

to determine the effects of a larger amide. When bound through its oxygen atom (figure 6.9 (c)) it

too produced a highly stable ligand substitution product, with respective ∆rG values of -0.35 eV

(PBE-D3) and -0.23 eV (B3LYP). Similar to formamide, the nitrogen bound substitution product

was also thermodynamically unfavourable.

The final small organic ligand to undergo a ligand substitution reaction was methyl acetate. Much

alike acids and amides, esters are also able to bind through two regions of the molecule. Binding

can occur through the carbonyl oxygen atom (figure 6.9 (d)) or the C-O oxygen atom (figure

6.9 (e)). When bound through the C-O oxygen atom the ligand substitution product had ∆rG

values of 6.38 eV (PBE-D3) and 0.84 eV (B3LYP). Whereas the respective ∆rG values were 0.07

(PBE-D3) and 0.08 eV (B3LYP) when the ester bound through the carbonyl region. Thus, the

ligand substitution products of esters are thermodynamically unfavourable and are not likely to

form under ambient conditions.
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(a) Formamide (Oxygen bound) (b) Formamide (Nitrogen bound)

(c) Acetamide (Oxygen bound) (d) Methyl acetate (C=O bound)

(e) Methyl acetate (Oxygen bound)

Figure 6.9: Optimised adsorption geometries of the ligand substitution product from the reaction
between the [Al(H2O)6]3+ complex and amides and esters, at the PBE-D3 level of theory.

The ligand substitution reaction between the [Al(H2O)6]3+ complex and several small organic lig-

ands has enabled us to determine which organic functional groups form strongly bound substitution

products. Amines, amides and the dissociatively bound acetate anion all form thermodynami-

cally stable substitution products. The remaining organic ligands all produced ligand substitution

products with positive ∆rG values. Therefore, these reactions were endergonic and the products

produced in the reactions were thermodynamically favourable. The scheme below illustrates the

binding hierarchy of small organic ligands, starting from the most strongly binding ligands (left

hand side). The ligands that will not produce stable substitution products are written after the ̸=
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sign.

Acetate >> Amide > Amine ̸= Alcohol,Ester,Acid,Ether,Thiol (6.15)

Following the investigations on the [Al(H2O)6]3+ complex, we will now model the same ligand

substitution reactions between the [Fe(H2O)6]3+ complex and the same small organic ligands.

These investigations will enable us to compare the behaviour of Al3+ and Fe3+ metal ion complexes

to determine whether they would behave similarly in soils, or whether one mineral ion would bind

carbon in the soil more strongly than the other.

6.4.3 Organic Ligand Binding to the [Fe(H2O)6]
3+ Complex

Table 6.6: ∆rG values the ligand substitution reaction between the [Fe(H2O)6]3+ complex and
organic ligands using for the B3LYP and PBE-D3 functionals at the 6-31G++(d,p) level of

theory.

B3LYP PBE-D3

Organic Ligand ∆rG / eV ∆rG/ eV

Methanol -0.05 -1.11

Methylamine -0.77 -0.95

Methylthiol 0.03 -0.21

Dimethyl ether 0.05 -0.14

Formic acid (O-H bound) 0.69 0.60

Formic acid (C=O bound) 0.08 0.02

Acetic acid (O-H bound) 0.72 0.58

Acetic acid (C=O bound) 0.12 0.01

Acetate -7.99 -8.06

Oxalic acid (O-H bound) 0.72 0.58

Oxalic acid(C=O bound) 0.23 0.07

Formamide (O bound) -0.48 -0.56

Formamide (N bound) 0.46 0.27

Acetamide (O bound) -0.38 -0.55

Acetamide (N bound) 0.27 -0.08

Methyl acetate (C=O bound) -0.06 -0.26

Methyl acetate (O bound) 0.55 0.30
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The ligand substitution reaction between the [Fe(H2O)6]3+ complex and several small organic

ligands was also investigated. The reaction follows equation 6.8 resulting in the formation of the

[Fe(H2O)5(OL)]3+ complex and the loss of a water molecule. For the acetate ligand a metal 2+

complex and H3O+ are formed.

Adsorption of Alcohols, Amines, Thiols and Ethers

Similar to the substitution reactions for the Al3+ metal complexes, the amine (figure 6.9 (b))

produced highly stable ligand substitution products for both functionals. The ∆rG values of the

complexes produced were -0.95 eV (PBE-D3) and -0.77 eV (B3LYP). The ligand substitution

product between the [Fe(H2O)6]3+ complex and methylamine produces [Fe(H2O)6(CH3NH2)]3+

and water. The strength of the [Fe(H2O)6(CH3NH2)]3+ complex can again be attributed to the

strong Fe-N bond produced between the highly charged Fe3+ (hard Lewis acid) metal cation and

the highly electron donating nitrogen in methylamine.

The alcohol also produced stable ligand substitution products. For methanol (figure 6.10 (a)) the

respective ∆rG values were -1.11 eV (PBE-D3) and -0.05 eV (B3LYP). The stability of the resultant

complexes can be attributed to the availability of the alcohol lone pair, which forms a strong bond

with the Fe3+ metal cation. Both the ether and the thiol groups have conflicting calculated ∆rG

values. For the PBE-D3 functional the calculated ∆rG values were -0.21 eV and -0.14 ev for the

thiol and ether functional groups. However, the calculated ∆rG values were 0.03 eV and 0.05 eV

when using the B3LYP functional. The B3LYP functional is more reliable for transition metals as

it represents the electrons better. Therefore, the results for the B3LYP functional are more likely

to be more representative than those of the PBE-D3 functional. With this in mind, the ligand

substitution products for the thiol and ether groups can be considered as endergonic, as the ∆rG

values were positive. Hence, no reaction is likely to occur between them and the [Fe(H2O)6]3+

complex.
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(a) Methanol = -1.11 eV (b) methylamine = 0.95 eV

(c) Methyl thiol = -0.21 eV (d) Dimethyl ether = -0.14 eV

Figure 6.10: Optimised adsorption geometries of the ligand substitution product from the
reaction between the [Fe(H2O)6]3+ complex and methanol and its analogues, at the PBE-D3 level

of theory.

Adsorption of Acids, Amides and Esters

Acids and their analogues were the next small organics to undergo the ligand substitution reaction.

Similar to the Al3+ investigations, the smallest acid investigated was formic acid. Again, we bound

acids through their hydroxyl and carbonyl oxygen atoms. Similar to the Al3+ complex results,

formic acid, acetic acid and oxalic acid also produced endergonic substitution products. When

bound through the O-H oxygen atom the respective ∆rG values were 0.60 eV (PBE-D3) (figure

11 (a)) and 0.69 eV (B3LYP). Binding through the carbonyl oxygen yielded substitution products

with ∆rG values of 0.02 eV (PBE-D3) (figure 11 (b)) and 0.08 eV (B3LYP). Acetic acid was the

next acid to undergo the ligand substitution reaction. Again, we modelled binding through the

carbonyl and hydroxyl regions of the molecule, we found that binding through the hydroxyl region

yielded calculated ∆rG values of 0.58 eV (PBE-D3) and 0.72 eV (B3LYP). For the carbonyl region

the calculated ∆rG values were 0.01 eV (PBE-D3) (figure 11 (c)) and 0.12 eV (B3LYP) for the

substitution complexes.

The final acid to be investigated was oxalic acid, to determine the effects of an additional acid

functional group on binding. The results once again demonstrate that the ligand substitution
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reaction was endergonic, due to positive calculated ∆rG values. The ∆rG values for oxalic acid

when bound via the hydroxyl oxygen atom were 0.58 eV (PBE-D3) and 0.72 eV (B3LYP). The

∆rG values for oxalic acid when bound via the carbonyl oxygen atom (figure 11 (d)) were 0.07 eV

(PBE-D3) and 0.23 eV (B3LYP). Hence, the reaction for acids and the [Fe(H2O)6]3+ complex was

unfavourable and would require additional driving forces to drive the reaction forward.

(a) Formic acid (O-H oxygen bound) =
0.60 eV

(b) Formic acid (C=O oxygen bound)
= 0.69 eV

(c) Acetic acid (C=O oxygen bound) =
0.01 eV (d) Oxalic acid (C=O oxygen bound) = 0.07 eV

Figure 6.11: Optimised adsorption geometries of the ligand substitution product from the
reaction between the [Al(H2O)6]3+ complex and several acids, at the PBE-D3 level of theory.

Figure 6.12: Optimised adsorption geometry of the ligand substitution product from the reaction
between the [Fe(H2O)6]3+ complex and the acetate anion, at the PBE-D3 level of theory.
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Binding of the acetate ligand was modelled based on equation 6.13. Again, upon binding the and

further inspection of the acetate geometry in figure 12, binding of the acetate anion reflected binding

of equation 6.14. The calculated ∆rG values were -8.06 eV (PBE-D3) and -7.99 eV (B3LYP). These

highly negative energies indicate that a very stable energetically favourable substitution product

was produced for the reaction between the acetate and the [Fe(H2O)6]3+ complex. Again, the

stability can be attributed to the strong bond that formed between the acetate’s O atom and the

Fe3+ centre and an additional H-bond that can be seen in figure 12.

(a) Formamide (Oxygen bound) = -0.56 eV
(b) Formamide (Nitrogen bound) =

0.27 eV

(c) Acetamide (Oxygen bound) = -0.55 eV (d) Methyl acetate (C=O bound) = -0.26 eV

(e) Methyl acetate (Oxygen bound) = 0.30
eV

Figure 6.13: Optimised adsorption geometries of the ligand substitution product from the
reaction between the [Al(H2O)6]3+ complex and amides and esters, at the PBE-D3 level of theory.

Similar, to acids, we bound amides through two different atoms. Our investigations modelled the

binding of formamide through its oxygen and nitrogen atoms. Oxygen bound formamide (figure
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6.13 (a)) produced a very strongly bound ligand substitution product, with ∆rG values of -0.56

eV (PBE-D3) and -0.48 eV (B3LYP). When bound through the nitrogen atom (figure 6.13 (b))

the ligand substitution product had ∆rG values of 0.27 eV (PBE-D3) and 0.46 eV (B3LYP).

Therefore, formamide binding is preferred through its oxygen atom. Binding through the nitrogen

atom leads to an endergonic reaction (positive ∆rG values), hence the substitution product will

not form. Similar results can be seen for acetamide, a larger amide. Again, binding through the

amide oxygen atom (figure 6.13 (c)) is preferred, as the substitution products yielded ∆rG values

of of -0.55 eV (PBE-D3) and -0.38 eV (B3LYP). Nitrogen-bound ligand substitution products were

again, thermodynamically unfavourable for B3LYP calculations (0.27 eV).

Esters were the final small organic ligand to undergo the ligand substitution reaction. Much

alike acids and amides, esters were also able bound through two regions of the molecule. Binding

occurred through the carbonyl oxygen atom (figure 6.13 (d)) and the C-O oxygen atom (figure 6.13

(e)). When bound through the C-O oxygen atom the ligand substitution product had ∆rG values

of 0.30 eV (PBE-D3) and 0.55 eV (B3LYP). The respective ∆rG values were -0.26 eV (PBE-D3)

and -0.06 eV (B3LYP) when methyl acetate bound through the carbonyl oxygen atom. Therefore,

the ester functional group produces an energetically favourable substitution product when it binds

through the carbonyl oxygen atom, similar to amides. Reactions through the C-O oxygen atom

are energetically favourable.

The ligand substitution reaction between the [Fe(H2O)6]3+ complex and several small organic lig-

ands has enabled us to determine which organic functional groups form strongly bound substitution

products. Several organic functional groups produced energetically favourable ligand substitution

products. The most stable product was produced by the acetate ligand, followed by the amine

and amide. On the other hand, acid, ether and thiol groups all resulted in thermodynamically

unfavourable products.

PBE-D3:

Acetate >> Alcohol > Amine > Amide > Ester > Thiol ̸= Ether,Acid (6.16)

B3LYP:

Acetate >> Amine > Amide > Ester > Alcohol ≯= Thiol,Ether,Acid (6.17)

The schemes above illustrate the binding hierarchies for the PBE-D3 and B3LYP functionals,
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starting from the most strongly binding ligands (left) to the least strongly binding ligands (right).
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Figure 6.14: Calculated ∆rG values for the ligand substitution product produced between the reactions of the [Al(H2O)6]3+ and [Fe(H2O)6]3+ complexes with
organics at the PBE-D3 631G++(d,P) level of theory.
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Figure 6.15: Calculated ∆rG values for the ligand substitution product produced between the reactions of the [Al(H2O)6]3+ and [Fe(H2O)6]3+ complexes with
organics at the B3LYP 631G++(d,P) level of theory.
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6.4.4 Binding of Al3+ vs. Fe3+

Here, we will compare and contrast the results from our investigations to determine which metal

cation produces more energetically favourable products during the ligand substitution reaction

between the [M(H2O)6]3+ complex and small organics. For Al3+ the binding hierarchy for both

functionals can be summed up as follows,

Acetate >> Amide > Amine ̸= Alcohol,Ester,Acid,Ether,Thiol (6.18)

Fe3+ can be interpreted as the following for both functionals,

Acetate >> Amine > Amide > Alcohol,Ester ̸= Acid,Ether,Thiol (6.19)

For both the Al3+ and Fe3+ metal cation investigations the acetate ligand produced the most

energetically favourable ligand substitution products. The strong binding can be explained by the

availability of the oxygen lone pair in acetate, which forms a strong bond with the metal cation.

Inspection of the geometries of bound acetate illustrate that the geometry was further stabilised

by hydrogen bonding between a surface hydroxyl and an acetate hydrogen atom. These results

are in agreement with the surface investigations whereby dissociative acids bound very strongly

to the bare and hydroxylated alumina (0001) surface. Due to time constraints we were unable to

adsorb other dissociated species such as CH3O−. However, the acetate investigations have led us

to believe binding would be strong and favourable between negatively charged species and positive

metal cation centres.

After acetate, both the amine and amide also produced energetically favourable ligand substitution

products. The Al3+ yielded larger ∆rG values when bound to the amide followed by the amine and

Fe3+ yielded larger values for the amine followed by the amide. Similarly, amines and amides also

bound very strongly to the alumina surface. Hence, biopolymers such as chitin and chitosan were

chosen to model amine and amide adsorption in complex molecules. For the Fe3+ investigations

alcohols and esters also produced energetically favourable substitution products. However, Al3+

investigations illustrated that the binding of alcohols and esters was endergonic. Acid, ether and

thiol groups also led to endergonic reactions, therefore their subsequent substitution products were

not energetically favourable and the reaction would require work to be done to drive the reactions

forward.

For both the Al3+ and Fe3+ investigations, particularly during the acid, ester and amide investi-
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gations structures were optimised through different regions of the molecule, a product of different

binding sites. Acids were bound through their carbonyl oxygen atom and their hydroxyl oxygen

atom. They can also bind through the oxygen atom of the dissociated O-H bond to produce the

carboxylate anion, and as a chelating ligand. Unfortunately, we were unable to optimise acids

as chelating ligands due to time constraints. Weak acid adsorption for both the Al3+ and Fe3+

investigations is due the lack of dissociation of the O-H bond. The bond produced between the

M3+ and the carboxylate anion is a lot stronger than the bond between an uncharged acid in a

molecular formation. This is because the attraction between the positive charge of the metal and

negative charge of the anion is strong, thus the resultant substitution complex would be more

energetically favoured. Binding of acids was neither preferred through the carbonyl or hydroxyl

oxygen, as reactions were endergonic, so the substitution products would not form. Binding of

the amide was energetically favourable when it occurred through the amide oxygen. Lastly, ester

binding was preferred through the carbonyl oxygen for our Fe3+ investigations, and reactions were

endergonic for our Al3+ investigations.

Schemes 6.18 and 6.19 both illustrate which ligands produced the most energetically favourable

products during the ligand substitution reaction. Our Al3+ investigations yielded the same results

for the PBE-D3 and B3LYP functionals. However, results for the Fe3+ investigations differed

slightly. For Fe3+ PBE-D3 investigations (scheme 6.16) ethers and acids produced unfavourable

products, whereas in the B3LYP investigations thiols, ethers and acids produced unfavourable

products. Both functional represent the Al3+ well as they yielded similar results. However, Fe3+ is

a transition metal and the spread of electrons is better represented by a hybrid functional (B3LYP)

than a pure DFT functional (PBE).

Figures 6.14 and 6.15 illustrate the most stable complexes for each organic ligand in the PBE-D3

and B3LYP Al3+ and Fe3+ investigations. For all energetically favourable products, one can see

that binding to the Fe3+ cation was preferred. The pKa (dissociation constant) values for the Al3+

and Fe3+ metal cations explain why the Fe3+ cation complexes were more energetically favourable.

The pKa values for the Al3+ and Fe3+ metal cations are 5.0 and 2.2 at 298K.341 Therefore, Al3+

is a weaker acid in solution as it has a larger pKa. Consequently, the resultant complexes from

the ligand substitution reaction between the [Al(H2O)6]3+ complex and the organic ligands will

result in less energetically favoured substitution products when compared directly to the complexes

produced in the reaction between the [Fe(H2O)6]3+ complex and organic ligands.
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6.5 Conclusion

The aims of our metal ion investigations was to investigate the nature of metal cation binding within

soils to identify strongly binding groups. Our research also aimed to compare the binding of Al

and Fe cations and to evaluate the ability of organic groups to capture these metal cations. The

ligand substitution reaction between hydrated Al3+ and Fe3+ cations with small organic molecules

was investigated. In the Al3+ investigations replacing a water ligand with an organic ligand was

unfavourable for ether and acid groups. However, replacing water with acetate, amine or amide

ligands was favourable. The substitution of water with an acetate anion was most favourable. On

the other hand, Fe3+ investigations showed that the substitution of water by organic ligands was

more favourable compared to Al3+. Again, acetate was the strongest binding ligand, followed by

amines and amides. Therefore, the best ligands for binding metal ions in soil solutions are the

amine, amide and dissociated acids. Overall, Fe3+ complexes were more energetically favoured

than Al3+ complexes, as the Fe3+ cation is more acidic than Al3+. Hence, organic molecules bind

more strongly to the Fe3+ cation.
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Chapter 7

Conclusions

In this work we investigated the interaction of organic carbon with soil minerals and soil metal

cation complexes using DFT methods. We calculated binding energies, Gibbs reaction energies

and deformation energies to identify the carbon containing molecules that bound most strongly to

the alumina surfaces and Al3+ and Fe3+ complexes within soils. These investigations enabled us

to gain a quantitative description of binding within soils in an effort to preserve OC within soils.

We began our investigations of OC-mineral interactions by investigating the adsorption of small

organic molecules to the bare α-Al2O3 (0001) surface (chapter 3) using DFT methods. In chapter

3 we adsorbed water and several small organic functional groups to the α-Al2O3 (0001) surface.

Water was first adsorbed as it is an important molecule that is naturally present within in environ-

mental systems. Therefore, organic molecules within soils will have to compete with water when

binding to soil mineral surfaces. Alcohols, amines, acids and amides all bound more strongly than

water to the surface. The acid was the strongest surface adsorbate and its adsorption was facilitated

by hydrogen bonding. All adsorbates chemisorbed to the surface, with the exception of methane

that was bound via dispersion interactions. Several molecules could also adsorb molecularly and

dissociatively and dissociative adsorption was the preferred binding mode for most adsorbates.

Following our bare surface investigations we investigated the adsorption of small organic molecules

to the hydroxylated α-Al2O3 (0001) surface (chapter 4), as mineral surfaces are typically hydrated

in soils. In chapter 4 we adsorbed water and several small organic functional groups on the hydrox-

ylated α-Al2O3 (0001) surface using DFT methods. Unlike the chemisorption adsorption process

occurring in chapter 3, adsorption in chapter 4 was facilitated by hydrogen bonding. Molecules

such as the amide and acid were able to form two hydrogen bonds with the surface. Thus, resulting

in stronger adsorption. Water and the amine functional group were also strongly adsorbing. Sim-
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ilar to chapter 3 the acids were again the strongest carbon containing adsorbate. DFT based MD

simulations were employed to investigate the leaving group ability of water and acetic acid when

bound to the hydroxylated α-Al2O3 (0001) surface. Though there was some movement of bonds

in these calculations, we were unable to obtain any conclusive evidence of either group leaving.

Therefore, further investigation would be required.

We then moved onto our most comprehensive OC-mineral interactions investigations (chapter 5).

In chapter 5 we adsorbed four different biopolymers to the hydroxylated α-Al2O3 (0001) surface,

again using DFT methods. Biopolymers were selected using the knowledge attained from the

investigations in chapters 3 and 4. In chapters 3 and 4 we determined that the alcohol, amine,

acid and amide functional groups were all strongly binding. Therefore, we researched naturally

occurring biopolymers that can be found within soils that also contain these key functional groups.

Hence, we adsorbed cellulose (alcohol groups), chitin (amide and alcohol groups), chitosan (amine

and alcohol groups) and pectin (alcohol, acid and ester groups). From these investigations we found

that the binding of biopolymers is facilitated by hydrogen bonding similar to binding in chapter

4. However, biopolymers adsorbed more strongly to the hydroxylated surface as they were able to

form a greater number of hydrogen bonds upon adsorption. During the biopolymer investigations

two adsorption geometries yielded the largest binding energies, the flat and parallel geometry and

the on-edge geometry. Pectin was the most strongly adsorbing biopolymer and chitin was the

weakest. The weaker adsorption of chitin was a product of its twisted anti-parallel structure which

only enabled half of the chitin molecule to be adsorbed at any given time.

Upon completion of our adsorption investigations of OC to the bare and hydroxylated α-Al2O3

(0001) surfaces, we investigated the binding of OC to the hydrated Al3+ and Fe3+ complexes

(chapter 6). The ligand substitution reaction between hydrated Al3+ and Fe3+ complexes and

small organic molecules yielded interesting results. The most strongly adsorbing ligand in both

of our metal cation investigations was the acetate ligand. Amides and amines followed suit, as

strongly binding ligands. Acids and ethers produced unfavourable ligand substitution products.

The acid was amongst one of the weakest adsorbates in our complex investigations, although it was

the strongest adsorbate in our surface investigations. In solution acids are typically dissociated,

therefore we would expect stronger binding of acids, if dissociated, as was the case for acetate.

Fe3+ complexes were more energetically favoured in our investigations, due to the acidity of the

central Fe3+ cation. The Fe3+ metal cation investigations also yielded an understanding of the

way Fe3+ based minerals may behave in soils and which organic molecules would bind strongly to

them.

During all investigations we adopted a systematic approach for binding a variety of organic

154



molecules to the alumina surfaces and Al3+ and Fe3+ complexes. We considered several structures

for our adsorbates during all of our binding investigations. However, other low energy structures

are likely to exist, but due to time constraints we were unable to obtain every structure. The

investigations carried out gave a representative picture of the interaction between OC with Al-

based and Fe-based species in soil. The results we have obtained enable the prediction of which

organic species are likely to be stable in soil. Generally, molecules containing the the acid and

amine groups and the biopolymers pectin and cellulose are likely to be stable in soils. Based on

our investigations in this work, both pectin and cellulose can be recommended to add into soils,

to increase the carbon content and the retention of organic carbon in soils.

7.1 Future Work

Our investigations on OC adsorption to the bare and hydroxylated alumina surfaces and the

hexa-aqua Al3+ and Fe3+ complexes, has given rise to a greater understanding of the interaction

between organic carbon and mineral surfaces present within soils. Our current research focused on

the adsorption of small organic molecules to the hexa-aqua metal complexes, via a fairly simple

ligand substitution reaction. Our mineral oxide surface investigations focused upon the adsorption

of small organics and biopolymers to the bare and hydroxylated α-Al2O3 (0001) surfaces. With our

research we have gained a better understanding of OC interaction in soils. However, soil chemistry

is vast due to its complex nature.1 Soils contain a multitude of inorganic mineral surfaces, hence,

the interaction of other minerals should also be investigated. A mechanistic understanding of

binding would also be beneficial as one would not only have the knowledge of key groups that

bind to minerals, but also the mechanism, be it associative, dissociative or an interchange type

of mechanism.1,16 Therefore, as a continuation of this project we would further investigate other

species and their role in OC binding. For example, our metal ion investigations determined that

the Fe3+ complexes produced more energetically favourable reaction products. Thus, we would

model adsorption investigations to Fe3+ based mineral oxide surfaces such as hematite (α-Fe2O3)

and goethite (α-FeOOH).

At present, sixteen different types of iron oxides are known. These oxides differ in composition,

oxidation state of the Fe ion and most importantly, crystal structure.342,343 Goethite and hematite

are ubiquitous on the Earth’s surface, as weathering products from iron bearing sedimentary and

metamorphic rocks.344 Hematite is also the most abundant iron oxide on earth and is also iso-

structural with α-Al2O3 (alumina).196,342,345 Both goethite and hematite are antiferromagentic

iron oxides342,346,347 With respect to Alumina the Al3+ binding site is less reactive than the Fe3+

binding site in hematite.196 Hence, knowledge of the interaction between organic carbon and the
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more reactive iron oxide surfaces would be beneficial for creating carbon based fertilisers that bind

to soil minerals more effectively.

Few theoretical studies196,342 were conducted in the literature on the adsorption of OC to iron

oxide surfaces. The majority of the studies were experimental investigations.82,84,90,91,348 A very

recent theoretical study196 compared the γ-Al2O3 (100) surface and the α-Fe2O3 (0001) surface

and demonstrated high reactivity of the hematite surface. These results are consistent with results

from our metal ion investigations. It would be important to investigate the binding properties

of a variety of minerals, in particular the interaction with polysaccharides, as they are naturally

occurring within soils. For example, cellulose is the most abundant plant biopolymer on earth,

hence knowledge of its interaction with several mineral surfaces will give us a greater understanding

of the binding of complex molecules. Ultimately, we would like to design ’carbon based’ fertilisers,

whereby the carbon is of a nature where it strongly binds to mineral oxides within soils. Thus,

allowing us to fine tune the carbon containing molecules, to give the maximum improvement in

soil quality.

Another avenue of our future work would be to consider the adsorption of amino acids. Amino acids

are very important as a half of the nitrogen in soil humus comprises of amino acids. However, their

absorption behaviour to mineral surfaces has not been investigated. Amino acids can be neutral,

basic or acidic. Therefore, they are pH sensitive molecules, which will yield thought-provoking

investigations allowing us to further delve into the complex nature of OC binding in soils.

The interaction of metal cations with soil minerals can also be investigated. Research into the

goethite surface349,350 has revealed the effects of metal cation (Ca2+, Mg2+ and Cr3+) poisoning on

the adsorption of acids. Free metal cations are toxic to the soil and inhibit plant growth. Therefore,

determining the organic molecules that have a higher affinity for the hematite surface than the toxic

metal ions would be beneficial. We would follow on from the experimental work in the literature

on goethite349,350 and also model the hematite surface using theoretical calculations. The outlined

directions of the investigation would gain a more comprehensive and complete understanding of the

interaction between OC and soil minerals. We hope to achieve this by building upon our previous

research on the alumina surface using the hematite and goethite surfaces, to further develop the

design of ’carbon based’ fertilisers.

Finally, our investigations into the binding of organics with soil minerals and mineral cations

predominately focused on thermodynamics. Binding energies and Gibbs energies of reaction were

calculated to deem whether the geometries obtained after adsorption/binding were energetically

stable. However, the reaction kinetics of adsorption processes in soils are also important. We
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obtained several stable geometries, but bonds were broken to create these structures. Breaking

bonds requires energy, therefore these process will have an energy barrier. Hence, the calculation

of activation energies for the adsorption of small organics to mineral surfaces/cations would be

required to determine the rate of reaction. Thus, we would be able to compare both the kinetics

and thermodynamics of adsorption processes within soils, to determine the likeliness of them

occurring.
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