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Abstract

Drastic reduction in the manufacturing cost of sensors and actuators has resulted in con-
siderable growth in the number of smart objects. The so-called Internet of Things (IoT)
blends the real and virtual environments and removes time and distance barriers. It is widely
perceived as a major enabler for the efficient and effective provision of services across a
range of sectors. Low power and lossy networks have grown in importance in recent years.
A good deal of work has been carried out to provide routing with desirable characteristics
over such networks. Of particular note is the Routing Protocol for Low Power and Lossy
Networks, generally referred to as RPL. This is a flexible protocol that can provide routing
for the needs of various applications (such as smart agricultural systems, smart-city, and
smart-home environments). However, the protocol itself is subject to attack with severe con-
sequences. Researchers have proposed different security infrastructures to mitigate harm to
IoT networks. One of these is the Intrusion Detection System (IDS). An IDS is an essential
component for network security and is widely adopted to reinforce the security of the Low
Power and Lossy Network. IDSs for detecting RPL attacks must also cope with the often
significant resource constraints that apply in such networks. Furthermore, due to the evolv-
ing nature of 6LoWPAN data streams, the performance of batch-trained/offline IDSs based
on machine learning may degrade dramatically when computer network traffic changes.

In this thesis, we empirically investigated several machine learning (ML) algorithms (e.g.
OZABagging, KNNADWIN, and One-Class Support Vector Machine), concept-drift detection
algorithms (e.g. ADWIN, DDM, and EDDM), and reinforcement learning algorithms (Deep
Q-Network and Double Deep Q-Network) to develop efficient, robust, and generalised IDSs
for 6LoWPAN. For the first time, we propose an adaptive hybrid ML-based IDS to efficiently
identify a wide range of RPL attacks in an evolving network environment. We propose an
adversarial reinforcement learning framework to generate efficient and generalised incremental
ML-based IDS agents for 6LoWPAN.

We apply our frameworks to networks under various numbers of nodes with varying levels
of mobility and node maliciousness. To emulate different RPL attacks and measure the
performance of the proposed schemes, we use the Tetcos Netsim simulator. The proposed
schemes can detect various RPL attacks, including several intrusions unaddressed by current
research. The outcomes of our experiments show that the proposed schemes are well suited
to the resource-constrained environments of our target networks.
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Chapter 1

Introduction

The Internet of Things (IoT) is a promising technology that is rapidly gaining ground in
the scenario of modern wireless telecommunications. The IoT empowers ubiquitous connec-
tions amongst numerous Things (temperature, humidity, and turbidity sensors, controllers,
storage, motors, valves etc) to sense, analyse, control and record information on aspects of
a wide range of environments. Since the number of IoT devices increases each day and they
are often deployed in hostile, unattended, and unfavourable conditions, securing them be-
comes a colossal challenge. In order to expand the connectivity of nodes in the Low-power
and Lossy Network (LLN) and make them accessible through the Internet, the IETF has
standardised the Routing Protocol for LLNs (RPL) [1]. The RPL is developed for IPv6 over
Low-poweredWireless Personal Area Networks (6LoWPAN). The 6LoWPAN is a low cost and
low-power communication network that connects resource-constrained actuators and wireless
sensors by utilising a compressed IPv6 protocol for networking and IEEE 802.15.4 as a data-
link and physical layer protocol. Conceivably every physical item can be connected to the
6LoWPAN. Furthermore, the inexpensive manufacturing processes and the communicating-
actuating capabilities of the LLN nodes have made the 6LoWPAN both economically and
technically desirable for various applications (e.g. industrial automation, shipment tracking,
surveillance, and environmental controls [2]). Because of the global connectivity, resource
constraints and RPL vulnerabilities, the 6LoWPAN is exposed to various routing threats
internally (within the 6LoWPAN) and externally (through the Internet). The existing rout-
ing attacks (e.g. blackhole, grayhole, wormhole, DIS flooding) [3] cause the RPL to adopt a
sub-optimal routing topology, isolate legitimate nodes, and cause significant overheads over
the target network and nodes to endanger confidentiality, integrity and availability (CIA) of
the 6LoWPAN streaming data.

In this regard, an efficient and effective Intrusion Detection System (IDS) is of utmost
importance in identifying anomalous activities in the IoT networks. A Network-based In-
trusion Detection System (NIDS) [3] analyses collected observations in the given network
to identify abnormal behaviours. The IDS will generate false positives (classifying a legit-
imate activity as abnormal) and false negatives (classifying a malicious activity as safe).
The IDS can be classified based on various axes, e.g. monitoring technique, source of data,
and detection strategy [3]. The detection strategy of IDS can be classified as signature-based,
anomaly-based, specification-based, and hybrid [3]. A signature-based IDS compares the net-
work observation against predefined attack profiles (referred to as signatures). In contrast,
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anomaly-based IDS profiles the network’s legitimate activities and classifies observations as
anomalous if they deviate from the expected profile. Signature-based IDS is known for caus-
ing low false positives; however, it cannot detect unforeseen intrusions, requires considerable
storage space and may cause high false negatives. On the other hand, anomaly-based IDS
is capable of identifying unforeseen intrusions but may cause high false-positives. To incor-
porate the strengths of each detection strategy researchers have developed hybrid IDSs for
6LoWPAN [3]. According to [3], existing IDSs mainly focus on detecting sinkhole (21%),
grayhole (14%), blackhole (10%) and DIS flooding (10%) attacks while increase rank, DIO
suppression, replay and worst parent attacks have received little or no attention.

Although the RPL was initially developed as a routing protocol for stationary LLN’s, a
broader usage of LLN nodes motivated researchers to develop mobility for RPL [3]. Only 13%
of research has considered mobility in detecting RPL attacks [3]. It is vital to develop an IDS
that can identify RPL attacks in the network environment with mobile nodes. Furthermore,
because of the evolving nature of LLN environment (e.g. node mobility and application
variation), the data distribution is non-stationary and shifting. Unpredictable and abnormal
incidents evolve the network environment and induce shifts in the statistical distributions of
data, known as concept drifts. The concept drift occurrences can degrade the performance
of IDSs in LLNs and prevent them from accomplishing their primary tasks.

On the other hand, the streaming data in 6LoWPAN is imbalanced, i.e. the distribution
of instances over the known classes is not equal. The class with abundant instances (legit-
imate activities) is called the majority class, whereas the class with a much fewer instances
(malicious activities) is termed the minority class. In computer networks, the imbalance is a
property of the problem domain, where the natural occurrence of one class dominates other
classes. This is because the process that draws observations from the minority class has lower
frequency. Imbalanced training data results in the development of biased models, specifically
generating models that perform poorly on the minority class. This is a problem since the
minority class is often more critical, with mis-classification of malicious activities as normal,
indicating the IDS is simply failing at its primary tasks.

To the best of our knowledge, existing supervised and unsupervised IDS for 6LoWPAN in
the literature are offline/batch-trained and mostly limited to stationary data environments
[3]. Hence, the existing IDSs cannot identify or adjust to the changes in the network, such
as the breakout of unforeseen intrusions or concept drifts. When implementing learning
algorithms, one often faces the difficult problem of dealing with non-stationary environments
whose dynamics evolve due to some unknown or not directly perceivable cause. In the
evolving environment of 6LoWPAN, an IDS must analyse extensive, noisy, and imbalanced
data. Therefore, a robust and generalised IDS is required to adapt to shifts in the streaming
data and identify RPL attacks accurately.

1.1 Aims and Objectives

The Routing Protocol for LLNs (RPL) is vulnerable to various threats (such as sinkhole,
blackhole, wormhole etc). Furthermore, the evolving data in LLN require a dynamic/robust
means of updating the detection model in real-time. The 6LoWPAN has a non-stationary
/dynamic data environment, where the network data distribution evolves on an unpredictable
basis. To maintain detection performance, it is expected that the IDS modify its detection
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model on a regular basis and incrementally adapt to unforeseen activities. Different IDSs
have been proposed in the literature to detect existing RPL attacks in 6LoWPAN (will be
discussed in Chapter 2). However, the existing IDSs for 6LoWPAN can address only station-
ary network environments and are unable to adapt to any changes in network configurations.
Moreover, because of resource constraints in the LLNs, an IDS cannot explicitly store all the
past traffic in a streaming environment to identify anomalous activities in low power and
lossy nodes. In this regard, an incremental machine-learning-based IDS should be able to
secure 6LoWPAN from any internal and external routing intrusions. Hence, our first formal
hypothesis is:

Hypothesis 1: An adaptive heterogeneous hybrid IDS can identify various internal and
external RPL attacks in 6LoWPAN. The adoption of concept-drift detection approaches can
enable an incremental ML-based IDS to maintain and enhance its intrusion detection perfor-
mance over time by adapting to unforeseen intrusions and data distributions.

Since 6LoWPAN can have a large scale network topology, it is unclear whether a cen-
tralised IDS on the border router can detect RPL attacks when a malicious node1 targets
nodes at the lower level of the network hierarchy. In this regard, a passive decentralised
reinforcement-learning-based (RL-based) IDS can be able to facilitate intrusion detection in
6LoWPAN. As a result, our second hypothesis is:

Hypothesis 2: An RL-based IDS framework can enhance the strength of distributed ML-
based IDS in detecting RPL intrusions. An RL-based IDS will be able to accurately identify
suspicious activities with the help of ML-based IDS agents.

The streaming data in LLN require a dynamic means of updating the detection model on
the fly. Moreover, since the IDS agents cannot accommodate the sheer amount of streaming
data, the IDS needs to train on the succinct (more informative) data only. In this regard, the
application of adversarial reinforcement learning can facilitate the generation of robust and
generalised incremental ML-IDS. The developed IDS agents can make reasonable trade-offs
between the variance and bias for detecting RPL attacks in evolving and imbalanced data
environments of 6LoWPAN. Hence, our third hypothesis is:

Hypothesis 3: An adversarial RL-based IDS framework can generate efficient detectors
using imbalanced training data. The integration of an adversarial RL environment and in-
cremental machine-learning can facilitate the formation of resource-efficient, generalised and
robust IDS detectors.

1.2 Thesis Contributions

The major contributions of this thesis are as follows:

• Proposal and evaluation of an adaptive heterogeneous hybrid ML-IDS, maintaining its

1in this dissertation, we use malicious node and intruder interchangeably.
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effectiveness against environmental change in different scaled 6LoWPANs.

• Proposal and evaluation of an RL-IDS framework to enhance the strength of distributed
ML-IDSs in detecting internal and external RPL intrusions.

• Demonstration of a robust adversarial RL-based IDS framework that can generate
resource-efficient adjustable detectors using imbalanced training data.

• Demonstration of an effective IDS that is capable of identifying and distinguishing
a wide range of RPL attacks, including less researched ones; in this dissertation, we
develop an IDS capable of detecting Increase Rank and DIO Suppression attacks for
the first time.

• Construction of a set of features in a principled way that can facilitate the identification
of RPL attacks.

• Demonstration of an IDS which is resilient against known and previously unseen RPL
intrusions.

• Demonstration of an IDS which is capable of detecting intelligent ML-based combina-
tional intrusions against 6LoWPAN.

• Presentation of the first application of reinforcement learning and incremental machine
learning for IDS in 6LoWPAN.

1.2.1 Desirable properties

Below we identify various desirable properties (DPs) that could be expected of a high per-
forming IDS in our target domain. These are based on our own views and those of other
researchers [3; 4; 5]. In this context, this dissertation aims to achieve the following DPs.

• DP1: the IDS must be adaptive and generalised to enhance its model performance in
the evolving data environment of 6LoWPAN.

• DP2: in case of a concept-drift, the IDS needs to adjust its detection model and tackle
the joint issue of concept drift and class imbalances.

• DP3: due to the resource-constraint nature of the LLN’s nodes, the IDS should not
need excessive memory and computational resources whilst being able to identify rout-
ing attacks precisely.

• DP4: the IDS should be able to detect a wide range of RPL attacks. Published IDS
schemes address only subsets of known RPL attacks and do not evaluate outside the
chosen subsets.

• DP5: the IDS should be able to detect known and previously unseen intrusions.

• DP6: the IDS must be able to identify an ML-based adversary using combinational
attack strategies.

• DP7: the IDS should be capable of identifying routing attacks in 6LoWPAN in the
presence of varying numbers of mobile nodes.
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1.3 Structure of the Thesis

The thesis is structured as follows:

• Chapter 2: “Systematic Literature Review” outlines the existing IDS architec-
tures for 6LoWPAN and provides an IDS taxonomy. It explores the Routing Protocol
for Low Power and Lossy Networks (RPL) and its existing threats, classifies relevant
IDS techniques and identifies areas requiring further investigation. The literature re-
view examines 103 papers.

• Chapter 3: “Adaptive Hybrid Heterogeneous IDS” presents an adaptive hybrid
IDS to efficiently detect and identify a wide range of RPL attacks in non-stationary
environments. We apply our proposed framework to networks under various levels
of node mobility and node maliciousness. We empirically explore the use of several
incremental machine learning (ML) and ‘concept-drift detection’ (e.g. ADWIN, DDM,
and EDDM) algorithms to achieve our goals.

• Chapter 4: “Reinforcement-Learning-based IDS” proposes a Reinforcement
Learning (RL) based IDS to detect various attacks on RPL in 6LoWPANs, includ-
ing those which have been overlooked by the existing literature. The proposed scheme
can detect previously unseen attacks and identify mobile intruders accurately. The
scheme is well suited to the resource constrained environments of 6LoWPAN.

• Chapter 5: “Adversarial Reinforcement-Learning-based IDS” proposes the
use of adversarial reinforcement learning, concept-drift detection, and incremental ML
algorithms for the development of a robust and generalised IDS, and propose a novel
approach to incorporate the salient information of imbalanced attack profiles into the
resource-constrained intrusion detectors. The developed IDS can make reasonable
trade-offs between variance and bias for detecting RPL attacks in the evolving and
imbalanced data environment of 6LoWPAN. Since the 6LoWPAN is subjected to var-
ious known and unknown routing intrusions and has an evolving data environment,
adaptivity and concept-drift detection play vital roles in developing a robust IDS. In
this chapter for the first time, we propose an IDS to detect black-box and grey-box
ML-based adversaries aiming to destabilise the 6LoWPAN.

• Chapter 6: “Conclusion and future work” first presents a summary of the disser-
tation. Subsequently, the contributions of this dissertation are discussed and potential
future work identified.

1.4 Publications

Works in this thesis have appeared in the following publications:

1. Intrusion Detection Systems in RPL-Based 6LoWPAN: A Systematic Lit-
erature Review
A. M. Pasikhani, J. A. Clark, P. Gope, and A. Alshahrani
IEEE Sensors Journal, 2021
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2. Adaptive Hybrid Heterogeneous IDS for 6LoWPAN
A. M. Pasikhani, J. A. Clark, and P. Gope
Submitted to IEEE Transactions on Dependable and Secure Computing.

3. Reinforcement-Learning-Based IDS for 6LoWPAN
A. M. Pasikhani, J. A. Clark, and P. Gope
20th IEEE International Conference on Trust, Security and Privacy in Computing and
Communication (TrustCom2021)

4. Adversarial RL-based IDS for Evolving Data Environment in 6LoWPAN
A. M. Pasikhani, J. A. Clark, and P. Gope
Submitted to IEEE Transactions on Information Forensics and Security.



Chapter 2

Literature Survey

2.1 Introduction

The Internet of Things (IoT) provides a framework where vast numbers of devices can com-
municate with each other and so collaborate to provide services across many domains with
increased efficiency and effectiveness. Such enhanced operation is underpinned by increased
sophistication of information processing. It has become common to describe various nodes
as ‘smart’ but in practice, the degree of smartness encapsulated in individual nodes varies
hugely. However, the ease with which nodes may now communicate means that highly so-
phisticated system operation is possible, with responsibilities for different aspects of service
provision being distributed across the network. Quite basic nodes now play a critical role in
the provision of such sophisticated services. However, many of these ‘things’ in IoT based
systems suffer from limited computational and energy resources.

According to Cisco [6], over 75 billion devices are expected to connect to the Internet
by the year 2025. Due to the increased number of IoT devices, IPv4 does not apply in this
domain and use of IPv6 is essential. Sensors collect and actuate a massive amount of data
that requires precise analysis. However, because of resource limitations, Low Power and
Lossy Networks (LLNs) have to transfer generated data to a device/server with sufficient
computational resources for storing it and for conducting computation tasks, such as data
analysis. Information can then be sent to the actuators to take identified actions. The IPv6
over Low-Power Wireless Personal Area Networks (6LoWPAN) was developed to provide a
compact IPv6 to LLN nodes in Personal Area Networks (PANs) and enable nodes to interact
over the Internet.

Making actuators, sensors, and devices connected to outside wired networks is a prof-
itable business. However, the resource limitations of LLN nodes makes them vulnerable to
internal and external malice and raises many security concerns. Most nodes in LLNs are
battery-powered, lack heavy-computation capabilities, and inherit inadequate computation
capabilities and limited storage capacity as a consequence of the need for low manufacturing
costs. Although IoT devices have slightly better computational resources than Wireless Sen-
sor Network (WSN) nodes and are heterogeneous in design [7; 8], the devices usually need to
work in an unstable environment, where the neighbouring nodes may go on and off to con-
serve energy. Parent nodes may move outside their children’s range and become unreachable;
therefore, children need to find new parents in a timely manner. These require a scalable,

7
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energy- and resource-efficient routing protocol. The Routing Protocol for LLNs (RPL) is
designed to address these needs.

A substantial amount of research has addressed security concerns in LLNs through cryp-
tography, intrusion detection systems (IDSs), intrusion prevention systems (IPSs), authen-
tication and trust-based mitigation approaches, etc. IoT devices and traditional computers
use some similar protocols in the application, transport, network, and physical layers, as
discussed in Section 2.2. The constrained computational and energy resources of a LLN’s
devices are the primary barrier to adopting existing security mechanisms at IoT interfaces
[9]. LLN devices generate huge volumes of data but lack the resources to store and process
it further.

RPL plays a critical and widespread role in service provision in IoT systems. As a
consequence, it is an obvious target for attack and a critical candidate for defence. One
aspect of defence that must now be considered is how intrusions on RPL systems can be
detected. Here we present a systematic review of the most influential approaches and methods
providing IDS for RPL networks. We examine existing routing threats and their negative
impacts. The strengths and weaknesses of IDS strategies and mitigation techniques are also
addressed, as are evaluation methods. Our review classifies and provides a taxonomy of these
IDS methods.

Several surveys and reviews, such as [10], [11], and [12], study RPL functionality, IoT
threats, and some proposed mitigation methods. However, the existing studies provide only
a light introduction to IDSs for RPL and do not cover the state-of-the-art attacks. They
are not comparative and do not evaluate the pros and cons of each proposed method from
different perspectives. Our survey provides a more rigorous characterisation of IDS strategies
together with finer grained evaluation than is currently available in the literature. The
increased evaluation detail will facilitate further research and help those considering IDS
implementation.

We comment on a wide range of aspects: objectives of each proposed approach, the
effectiveness of each proposed detection strategies, monitoring techniques, and to what degree
each research achieved its goals. We also consider evaluation methods, configuration setups,
and testbeds used by researchers. Our study focuses on the most high profile RPL mitigation
techniques, concentrating on IDSs.

The rest of this chapter is organized as follows. In Section 2.1.1 we define a set of research
questions to provide increased rigour and focus to our review. Section 2.2 describes the
functioning and the potential vulnerabilities of RPL. Section 2.3 details discovered intrusions
and vulnerabilities of RPL. Next, IDS in terms of the source of monitored data, detection
strategies, response types, monitoring techniques, and evaluation methods are classified and
described in Sections 2.4.1, 2.4.2, 2.4.3, 2.5, respectively. After providing a taxonomy for
IDSs for RPL, Section 2.7 addresses the identified research questions and provides statistical
evidence for the findings based on our investigation of 103 papers. Finally, Section 2.8
determines the existing research gaps.

2.1.1 Scope of this survey

Our survey is concerned with IDSs that target RPL networks. Salient features and methods
of papers in this context are extracted and the characteristics are detailed. We primarily aim
to address the following research questions:
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Q 1. What types of routing threats exist in this domain and how have they been addressed
so far?

Q 2. What is the impact of each attack in an LLN and to what extent do they damage
6LoWPAN?

Q 3. What are the technical performance objectives of the research in this field?
Q 4. How do the proposed approaches monitor the network to detect anomalies and to

what extent are particular monitoring methods used by researchers?
Q 5. What IDS strategies exist to protect RPL networks and how widely is each used?
Q 6. What are the advantages and disadvantages of each proposed approach?
Q 7. What datasets or simulators are available for RPL networks, and to what extent are

they employed by researchers? What configuration and setup of simulated and test networks
(e.g. number of intruders, the distances between nodes, runtime duration) have researchers
used to conduct their experiments?

Q 8. What evaluation methods are used to measure the performance of the proposed
methods and to what extent have the researchers improved performance?

Q 9. What are open questions in this domain, and what vulnerabilities remained unad-
dressed?

2.1.2 Selection of studies

In this chapter the publications, literature, and methods are chosen with regards to their
research scope, expert opinions, and the quality of the publication and its impact on the
research published afterward. Web of Knowledge, Google Scholar, and IEEE Xplore search
engines were used to discover and obtain the proposed papers between the years 2008 and
2021.

2.1.3 Relevant reviews

In [19], the authors review the security issues and mitigation techniques of the edge layer
in IoT. The paper does not cover RPL attacks and mitigation techniques. A comprehensive
review of trust-based IDS for RPL is given by [12]. In [14], the authors study the impacts of a
few RPL attacks on 6LoWPAN and to what degree the built-in security mechanisms of RPL
can resolve the negative impacts of such attacks. [15] and [11] review several RPL attacks
and a few mitigation techniques. However, they study only a few proposed method and do so
in limited detail. In [10], the authors concentrate on classifying IDS approaches. They do not
provide an overview of RPL attacks and their adverse impact on the 6LoWPAN nor discuss
the computational cost of each IDS approach on the LLN. In [16], the authors provide a
review on the use of Machine Learning (ML) based security infrastructures to detect security
vulnerabilities of IoT, but do not include RPL attacks. Table 2.1 shows the contribution,
scope, and shortcomings of each related review and indicates how our work complements it.

2.2 Preliminaries

Several network protocols have been introduced that form connections between IoT devices
and the various computers on the Internet, as shown in Fig. 2.1 [20]. Such protocols can be
classified based on network coverage, energy overhead, and transmission rate. The 6LoWPAN
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Table 2.1: Related reviews

Ref Contributions Scope Areas needing to be fur-
ther addressed

Improvements made by
our review

[13] Provides a detailed review
of the RPL protocol, its re-
lated attacks, and some pro-
posed mitigation strategies.

Introduces several mitiga-
tion approaches for RPL at-
tacks. including some IDS
proposals enhancing the se-
curity of RPL.

Provides an interesting de-
scription of RPL-based at-
tacks, but omits in-depth
analysis of IDS-specific de-
signs and proposals.

The core of their review is
similar to Q1, Q2, Q6, Q7
and Q9. However, we in-
vestigate and extract more
relevant research questions
such as Q3, Q4, Q5 and Q8.

[12] Introduces RPL vulnerabil-
ities and trust-based secu-
rity mechanisms

IoT routing methods and
existing vulnerabilities of
such routing mechanisms.

The reviewed methods were
designed mostly for WSNs.
Their study does not cover
any IDS approach.

A greater range of high-
lighted vulnerabilities are
given in this chapter. Q3,
Q4, Q5, Q6, Q7 and Q8
of our study provide addi-
tional analysis.

[14] Discusses the negative im-
pacts of some RPL attacks
on the IoT network and
to what degree the heal-
ing mechanism of RPL can
counter them.

Defines negative impacts
of some RPL attacks on
6LoWPAN. Indicates to
what degree built-in RPL
mechanisms can enhance
security. Identifies the
importance of developing
RPL security mechanisms.

Introduces some RPL attacks.
IDS is described briefly with-
out detailed classification

RPL attacks and IDS meth-
ods are classified and ex-
panded in our review. Q3,
Q4, Q5, Q6, Q7 and Q8 ad-
dress this.

[15] Provides a comprehensive
review of RPL attacks. The
attacks are classified based
on the damage they cause in
the network

Introduces majority of RPL
attacks and briefly describes
their adverse impact.

Limited number of earlier
RPL attacks. Very brief re-
view over proposed mitigation
methods.

The attacks are expanded
on and discussed in more
detail. Mitigation tech-
niques are classified and in-
troduced based on the cost
they cause to the LLN.
Q3, Q5, Q6, Q7, Q8 and
Q9 augment the presented
work.

[11] Gives a brief survey of RPL
attacks and their mitigation
mechanisms. Includes some
IDS research proposals.

RPL specific attacks. In-
trusions on the 6LoWPAN
adoption layer. IDS classifi-
cation.

There is a need to thoroughly
review RPL targeted attacks
and mitigation methods and
to present a detailed descrip-
tion of the IDSs.

Major RPL attacks and IDS
proposals are covered. Re-
search questions: Q3, Q4,
Q6, Q7 and Q8 are not ad-
dressed.

[10] Provides a classification of
IDSs in IoT.

Classifies IDS detec-
tion methods, placement
strategy, and evaluation
techniques

A limited number of RPL at-
tacks and IoT security issues
are addressed. Also, moni-
toring methods are not stud-
ied comprehensively. Affects
on LLN networks are not ad-
dressed

Study provides a more
comprehensive classifica-
tion and taxonomy of IDS.
The answers of Q1, Q2
and Q4. enhance their
shortcomings.

[16] Reviews ML-based ap-
proaches for mitigating IoT
attacks. Identifies limita-
tions of ML in securing IoT
infrastructures.

IoT vulnerabilities, mitiga-
tion using ML approaches,
and computational costs of
ML approaches.

Reviews IoT security in gen-
eral and not RPL security
specifically. Only a few IDS
methods are reviewed briefly.
RPL-based attacks not in-
cluded.

Proposed ML-based IDSs
are reviewed and their
strengths and shortcomings
identified. Q1, Q2, Q3 and
Q5 of our study augment
their work.

[17] Surveys RPL and its ex-
isting vunerabilities. Re-
view some proposed IDS
and mitigation methods.

RPL vunerability and miti-
gation techniques.

Some proposed IDS are not
adequately classified in their
context. A comparison of pro-
posed techniques is not made.

Q4 to Q7 address the indi-
cated shortcomings.

[18] Reviews 97 studies related
to RPL, in various direc-
tions and domains. Pro-
vide some statstics on the
reviewed papers.

RPL in general. Briefly describes a few se-
curity methods of RPL and
existing threats. Does not
cover any IDS. The study is
not security-focused and pro-
vides a very general overview
of RPL security concerns and
existing mitigation methods.

we provide different statis-
tics for the proposed IDS for
IoT. The unanswered ques-
tions, Q1, Q2, Q3, Q4, Q5,
Q6 and Q8, would comple-
ment their work.
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is the combination of IPv6 and Low-Power Wireless Personal Network (LoWPAN) protocols
and is the adaption layer of IPv6 for 802.15.4 LLNs. It is a version of IPv6 optimised for
LLNs and was mainly designed to provide Internet connections to resource-constrained nodes
in PANs (Personal Area Networks). However, 6LoWPAN can be implemented over different
platforms and is not restricted to radio links. The 6LoWPAN follows the IEEE802.15.4
standard and covers connection ranges of 10s of meters with ∼250Kb/s transmission rate.
Implementing the original IPv6 is computationally expensive for LLNs. This adaption aims
to provide mechanisms to reduce computational expense, such as address header compression,
packet fragmentation, IPv6 neighbor discovery requirements. There is no default IoT stack
layer in this domain; however, we can see the standards and protocols introduced for IoT
from different perspectives. Fig. 2.1 illustrates the TCP/IP protocol layer and the most
common stack layer described by researchers [20].

2.2.1 Routing Protocol for Low-power and Lossy Networks (RPL)

The Routing Protocol for low-Power and Lossy Networks (RPL) is designed to provide IPv6
communication among LLNs, i.e., IoT devices. LLNs include constrained devices with limited
memory, processing power, and sometimes battery operated energy resources. Such devices
have a lossy connection, typically supporting only low data rates that are usually unstable
with relatively low packet delivery rates (PDRs). RPL was initially designed to work in an
environment with static nodes in fixed locations; however, some mobility methods [21] were
introduced that enable the participation of mobile nodes in the RPL network. In general,
LLNs that use RPL are known for a meagre data rate; usually something below ∼250kbps
[10], and also very high collision and dropped packet rates, which negatively impact the
application throughput. RPL supports three kinds of communication: P2P (peer to peer
also called point to point); P2MP (a central node to multiple points on network); and MP2P
(from multiple nodes to a central server). It uses a distance vector routing protocol based
on its Destination Oriented Directed Acyclic Graph (DODAG). Multiple RPL instances,
each with a unique RPLinstanceid, can operate concurrently in the LLN. RPL is capable of
constructing multiple paths back to the same destination and switches to alternative routes
whenever default routes become corrupted (either intentionally or unintentionally). The
protocol generates a directed acyclic graph (DAG) based on associated policies imposed by
Low power and lossy Border Router (LBR). The LBR is the root of the DAG and usually has
rank 1. This border router and the rest of the nodes interconnect in a hierarchical structure,
which combines mesh and tree topologies referred to as a DODAG. The ranking system
was designed to prevent and detect any probable routing loop in RPL. The rank enables
LLN nodes to identify their parents and children. The RPL requires the nodes to store a
list of parents, allowing a child node to switch to another parent easily should a current one
become unavailable. The Rank in RPL is computed based on the distance from the 6BR with
different metrics, such as Link Quality (LQ), Delay, Hop Counts, Connectivity etc, defined
in the Objective Function (OF).

Although RPL is the most popular and standerdised routing protocol in IoT networks
[22], several other protocols have also been developed to enhance routing in LLNs, namely
CORPL (Cognitive RPL) [23], and CARP (Channel Aware Routing Protocol) [24]. The
CORPL is an extended version of RPL and designed for cognitive networks. However, unlike
RPL, it does not support storage management, and all nodes need to track forwarding records.
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Figure 2.1: IoT stack layer.

(The parents are not the only ones responsible for this task.) The CORPL is designed for
underwater communication scenarios, and unlike RPL, it does not support security and server
technologies. Initially, no mobility was considered in the RPL network and all nodes were
considered to be static. However, several researchers [22] have confirmed the possibility of
placing mobile nodes in RPL.

2.2.2 DODAG

The RPL is capable of building several DODAG graphs [25], with identical roots in each
graph characterised with different DODAG Id’s. Each node is only permitted to join a single
DODAG graph and be a child of a parent node at the same time; however, nodes with
different roots and DODAGs can communicate with each other. A DODAG builds its graph
in several steps, as represented in Fig. 2.2. The formation of the topology starts with the
6BR/Root, also referred to as the sink node. The root multicasts a DODAG Information
Object (DIO) to all nodes in its neighbourhood to initiate the formation of a DODAG. A
DIO packet carries essential information required by nodes to discover an RPL instance, learn
configuration parameters, select a parent set, and maintain the DODAG graph.

Neighbouring nodes receiving the DIOs from the root choose the sender as the parent by
replying with DAO (Destination Advertisement Object) messages. Next, the parent node may
accept their request by sending DAO-ACK to each individual. The neighbouring nodes then
calculate their ranks concerning the parents’ rank value and other parameters and multicast
a new DIO to the nodes in their neighbourhood for attracting potential children. Calculating
the rank depends on several factors, such as the distance from the root, energy resource of
the node etc. The node’s rank identifies its position in the network topology, which is a
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Figure 2.2: DODAG graphing and RPL storing modes.

top-down hierarchy. A child always has a higher, less valuable rank than its parents. IoT
devices consider neighbours with a lower rank value as a parent. Optimal routes (parents,
hops) in the DAG are obtained from metrics and constraints. In order to update the DAG, a
DIO message is multicasted periodically according to the timer set by the border router (as
part of the trickle algorithm).

Meanwhile, if any new node wants to join the DODAG, it will multicast DODAG Infor-
mation Solicitation (DIS) requests to discover a DODAG network and listen for a DIO reply
from a node in its neighbourhood. The DAO is intended to be used for creating a downward
hierarchy. If a node loses connection with its parent, either it can wait for an incoming DIO
message (taking 1-60 minutes) or send a DIS message [26].

If the parent node becomes unreachable or disappears, a couple of repair procedures are
designed to avoid reconstructing the entire topology. The primary technique lets nodes send
their packets through their neighbouring node with the same rank, and the second mechanism
guides them to select another parent from the preferred parent set. IETF [1] also introduces
a global repair mechanism to reconstruct the DODAG topology. Although such a mechanism
can play an essential role in reviving an IoT network, it increases the vulnerability and enables
malicious nodes to sabotage the network. Such attacks can exhaust battery-powered nodes,
leading to shutdown.

The RPL IPv6 header option with the special flag ‘O’ indicates the intended packet
direction, and ‘R’ notifies a rank error occurrence during packet forwarding between sender
and receiver nodes. There are two downward routing modes, namely storing and non-storing
mode, illustrated in Fig. 2.2. Each routing node is stateful in storing mode, and creates
a downward routing table for its sub-DODAG to route incoming and outgoing traffic. In
non-storing mode all nodes transfer their packets towards the border router/root, then the
root node transfers the packet to the destination address.

2.2.3 Routing metrics

In the DODAG, the duty of configuring routing metrics, optimization objectives, rank cal-
culation, and parent selection policy is defined by the OF (Objective Function) policy. The
IETF proposed several OFs, using a variety of link attributes, for different applications and
environmental conditions [27][28][29][30][31]. The OFs follow diverse policies with different
goals. An OF may aim to enhance the packet end to end delay or preserve LLN nodes’ energy
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Table 2.2: Objective functions

Objective Func-
tions

Routing
Metric

Status How does it work?

Objective Func-
tion Zero (OF0)

Hop
count

Fully
defined

It uses only the hop count as a routing metric. The preferred
parent in OF0 is selected to be the neighbouring node with min-
imum rank. It adds the pre-determined value to the prior rank.
The rank increases strictly from the node towards the sink mono-
tonically. [36] The OF0 is the default OF of RPL

Minimum Rank
With Hysteresis
Objective Func-
tion (MRHOF)

ETX
Fully
defined

The aim of this OF is to obtain the route that causes the least
path cost. In this regard, either a path that satifies this need will
be selected as the route, or hysteresis takes place as the second
mechanism. The potential parent is nominated as a parent if its
path cost - the threshold < the current parent path cost [37].
The Expected Transmission Count (ETX) is the default routing
metric of MRHOF. The ETX pursues the discovery of routes that
provide optimal end-to-end throughput.

ETX Objec-
tive Function
(ETXOF) [38]

Hop
count

Draft This OF aims to discover the path providing a packet delivery
with the minimum number of packet transmissions. The ETXOF
is extensively implemented in a large number of IoT experiments,
although it is an expired Internet draft.

Load Balancing
Objective Func-
tion (LBOF)

Childset Draft In order to balance the number of children of each potential par-
ent, and as a result, moderate the traffic in the network, the
number of children is considered as a metric in this OF. This im-
proves the packet delivery rate (PDR) and energy consumption
in nodes.

Traffic Aware Ob-
jective Function
(TAOF)

ETX +
PTR

Draft TAOF combines Packet Transmission Rate (PTR) and ETX to
discover and nominate the path with minimum traffic toward the
root.

LLQ OF RSSI Draft This link quality depends on the distance between the nodes; it
is based on the Received Signal Strength Indicator (RSSI) [39]

resources by avoiding routing through battery-powered nodes. Table 2.2 introduces existing,
fully defined, or drafted OFs.

Energy calculation is not considered as an element in the routing path drawing of MRHOF
and OF0. Several OFs have been proposed to address this limitation, namely Residual Energy
OF, Energy Efficient and path Reliability Aware OF (ERAOF), Energy-Oriented Routing
OF (OF-EOR), and Expected Lifetime OF (ELT). For brevity, this review paper does not
review each OF. The reader is referred to [32] and [33] which provide comprehensive reviews
of OFs and to [34] and [35] which study and analyse MRHOF and OF0 performance over
several measures and LLN scenarios. Based on their findings, both OF0 and MRHOF cause
long hops in a dense network with a large number of nodes, introducing an OF is essential.

2.2.4 Routing protocol vulnerabilities

The 6LoWPAN is vulnerable to various routing threats (such as Sinkhole, Version Number,
Wormhole, etc) and does not have any concrete mechanism to ensure security in its routing
protocol (RPL). [40] provides a comprehensive study and analysis of RPL performance in
an extensive scale network. Studying RPL performance in a multi-hop network reveals the
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Figure 2.3: Illustration of attacks in a RPL network .

existence of link quality, energy exhaustion, information leakage, maintenance of routing
information, integrity, and availability issues.

2.3 RPL Attacks

There are three types of RPL attacks, distinguishable by the harm they cause to the LLN [15],
as illustrated in Fig. 2.3. If the attack is against the victim nodes’ resources, then it falls into
the resource attack category. This category consists of two subcategories, namely direct and
indirect attacks. In a direct attack, the malicious node by itself establishes the attack while
in the indirect category the intruder initiates the attack with the help of legitimate nodes.
Both approaches aim to drain neighboring nodes’ resources. However, detection of indirect
attacks is more challenging because usually there is more than one attacker node present in
the network and detection of their master, the primary intruder node, is harder since it does
not target the LLN nodes directly. If the intruder aims to generate an unoptimised network
topology, it is called a topology attack. Topology attacks divide into sub-optimisation and
isolation subcategories. In the sub-optimisation attacks, the network diverges from optimal
performance. In isolation attacks, targeted nodes become isolated from the network and
cannot receive or transfer packets. The third category is against RPL network traffic, so it is
called a traffic attack. This category divides into Eavesdropping (if the intruder node sniffs
and analyses the network stream) and misappropriation (where the identity of other nodes
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is stolen and used to advantage). In the following, we describe the prevalent RPL attacks in
the framework mentioned above.

Intruders can obtain a malicious rank either by observing its neighbourhood and then
advertising lower, more powerful, malicious rank values or by deceiving neighbouring nodes
by manipulating the OF and persuading other nodes to assign a better rank to it. The
OF manipulation enables the intruder to adapt to the changes in the network and work
dynamically. This makes the detection of intruder nodes harder for the IDS [41]. Usually,
the intruders combine attacks such as sinkhole and blackhole with selective forwarding in
order to achieve their goals by making detection harder. Because such malicious activities
aim to disturb the repair and routing mechanism of RPL, they are termed RPL attacks.
Several researches [14], [42], [43], [44], [45], [41] analysed the adverse effect of different RPL
attacks on the LLN. Watching each attack’s symptoms over the LLNs can help researchers
design a countermeasure by monitoring the affected parameters. Table 2.3 demonstrates the
different negative impacts each RPL attack has on the network [14], [42], [43], [44], [45], [41].

Sinkhole (SH). A sinkhole attack is a sort of eavesdropping attack that sniffs the vic-
tims’ data by persuading them to select the attacker node as the parent. This causes the
construction of an unoptimised topology among the LLN nodes in the network. In Fig.
2.3, node 3 is the intruder and starts a sinkhole attack by multicasting DIO messages with a
lower malicious rank of 2 while its legitimate rank is 7. As a result of this false advertisement,
the neighbouring nodes express their interest in being children of the intruder by unicasting
DAOs. Next, the victim node sends their packets to their parent, now the intruder node, to
transfer the information to 6BR and other nodes. In the illustrated scenario, nodes 1 and 2
refuse the DIOs from node 3 because they already have rank 2, and node 8 is not affected by
the malicious DIO message because it does not receive it. As a result of this falsified adver-
tisement, the malicious node will more frequently be nominated as a preferred parent by its
neighbours, while it does not provide a better performance based on the network Objective
Function (OF). Algorithm 1 provides a pseducode of such an attack.

Blackhole (BH). The blackhole attack divides the LLN into isolated subnetworks, which
cause an adverse effect on the network throughput. Similar to the SH attack, the intruder
node attracts the neighbouring nodes by advertising a better malicious rank with DIOs, but
instead of forwarding application packets, it drops all received information. A BH attack
launched from a strategically chosen node can cause a massive loss in network traffic. A
Selective-forwarding (SF) attack, also called a Grayhole attack, is a variant of this. Here the
intruder selectively or randomly drops some of the packets and forwards the rest. Detecting
this form of attack is more challenging.

Increase Rank (IR). This attack is against LLN nodes’ resources and indirectly dis-
rupts victim nodes to exhaust their computational and energy resources. It also causes a
communication disruption in the LLN. The intruder initiates the attack by increasing its
rank and multicasting DIO messages with the modified malicious higher (less valuable) rank
value to its neighbouring nodes. By doing this, it forces the children to search and find a new
parent to approach the border router. After causing significant network overhead, and when
finally the children find a new parent, the intruder node reverts back to the previous rank or
alternatively advertises a lower (better) rank to attract neighbouring nodes to reselect it as a
parent. The process is illustrated in Algorithm 2; it repeats continuously until it exhausts the
power resources of the victim nodes and forces them to shut down. In Fig. 2.3, the attacker
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Algorithm 1: : Sinkhole, Black-hole, Selective forwarding attacks

1 Initialisation
2 A: Attacker node
3 N: Neighbour list ⊂ legitimate LLN nodes
4 B: a neighboring node ∈ N
5 P: Current packet
6 R: a lower more powerful rank, usually assigned as the sink node rank
7 Attack type = {Sinkhole, Black-hole, Selective forwarding}
Input: “A” receives DIOs from A.N and calculates Min(advertised ranks)
Output: “A”obtains a lower, malicious rank and multi-casts it with DIO to all nodes, ∀

node ∈ A.N
if (P is DIO) ∧ (P.sender id ∈ A.N) then

if P.sender id ∈ A.N ∧ P.sender id ̸= root id then
if DIO.rank ≤ A.malicious rank then

A.malicious rank ←− R

if (A.received(DIS from B)) ∨ (A trickle timer activated) then
A.multicast((DIO with malicious rank) to node ∀nodes ∈ A.N)
B.receive(DIO from A)
if DIO.rank < B.rank then

B nominate A as preferred parent

B unicast application packets to its preferred parent, which is “A” now, in order to
transfer it to the destination

if Attack type is Sinkhole then
A collect packets from B and transfer it to next hop

else if Attack type is Blackhole then
A collect packets from B then drop all of them

else if Attack type is Selective forwarding then
A collect packets from B and selectively or randomly drop some and transfer others to
next hop

node 5, initiates an IR attack by increasing its rank to 6. As a result, its children nodes 7,
8, and 9 lose their connection to the border router and set about finding a new parent by
multicasting DIS messages. Node 4 receives DISs from 7 and 8 and replies to their request by
unicasting a DIO to them. Node 9 is not in the range of node 4 and sends DIOs periodically
until nodes 7 and 8 join the DODAG and respond to its DIS with a DIO. When the intruder
realizes that the victim has found a new route to the border router, it tries to re-attract them
by advertising the original or better rank. This loop continues until all targets run out of
power.

Wormhole (WH). This attack aims to disturb and obstruct the RPL topology by
causing victim nodes to create unoptimised routes with regards to a falsified OF. This happens
when two or more widely spaced attacker nodes, connected through a private channel or
tunnel, over a wired or wireless connection established with the help of a powerful antenna
mounted on the intruder nodes, dominate two parts of the network with their broad radio
coverage. Algorithm 3 demonistrates the implementation of the Wormhole attack. Consider
Fig. 2.3. Here the attack is initiated by the intruder node 9, transferring the collected control
packets from its neighbourhood to its accessory, the intruder node 10, placed on another part
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Algorithm 2: : Increase rank attack

1 Initialisation
2 A: Attacker node
3 N: Neighbour list
4 P: Current packet
5 R1: is the initial, legitimate rank
6 R2: is a high, less valuable rank
Input: “A” increases its rank to much higher rank and multi-casts it with DIO
Output: “A” receives a DIO containing a lower rank from a neighbouring node, then

decreases its rank and multi-casts it with DIO
if (P = DIO) ∧ (P.sender id = A.id) then

if A.rank = R1 then
A.rank ⇐= R2

else if A.rank ̸= R1 then
A.rank ⇐= R1

A.Multicast(DIO to A.N)

if (P is DIO) ∧ (P.sender id ∈ A.N) then
if (P.Rank < A.Rank) ∧ (P.sender id ̸= rootnode id) then

A.rank ⇐= R1

A.Multicast(DIO, ∀ nodes ∈ A.N )

of the RPL network; the node 10 multicasts the received control packets and confuses the
nearby nodes by making them believe that the generators of control packets (i.e. node 4, 8, 13
and 14) are in their neighbourhood. This action encourages the victims to add the initiators to
their neighbour lists. The WH attack causes unoptimised route construction in the network
topology and greatly increases network overheads. Several studies [44], [45] analyse the
negative impact of the WH attack on LLNs. The WH attack can also be considered as an
external intrusion if the attacker creates a tunnel between a node inside the RPL network and
a device outside the LLN. The manipulated or malicious node inside the RPL network can
be equipped with a more powerful antenna to transfer collected data to an external device
outside the network. Due to the fact that in such attack, attackers use a private channel for
transferring data, and the border router is not involved in transferring data, detection of an
external wormhole attack is more sophisticated. As far as we are aware, there are no IDS
proposals to detect external WH attack.

DIS Flooding (DF). This attack aims to exhaust target nodes’ resources by generating
a large amount of traffic in the victim network. This also disrupts communication among
the LLN nodes. The DF attack significantly increases control packet overheads and energy
consumption, and causes routing disruption. In the flooding attack, the intruder node can
be placed inside or outside the network, and in the most extreme scenario, it succeeds in
exhausting all targets’ resources. As explained earlier in Section 2.2.2, a new node or the
node that has lost its connection with its preferred parent and nodes in its parent list, uses a
DIS message to discover a DODAG network in the RPL routing protocol. As in Algorithm
4, the intruder abuses the vulnerability of this method and multicasts a DIS message to
the neighbouring node then listens for a DIO reply; this action repeats in order to drain
resources and cause a considerable number of collisions in the network. Fig. 2.3 illustrates
a DIS flooding attack scenario. In the scenario (A), node 7 is assigned as the intruder
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Algorithm 3: : Wormhole attack

1 Initialisation
2 A1, A2 :Attacker 1 and 2
3 N: Neighbour list
4 B: a neighboring node ∈ N
5 P: Current packet
6 Control Packet = {DIO, DAO, DIS, DAO-Ack}
Input: B Multi-casts Control Packet to nodes, ∀ node ∈ B.N
Output: A1orA2 transfer the received Control Packet from B to its counterpart
if (P is Control Packet) then

if P.source id ∈ A1.N then
A1.transfer(P to A2)
A2.multicast(P, ∀ node ∈ A2.N)

else if P.source id ∈ A2.N then
A2.transfer(P to A1)
A1.multicast(P, ∀ node ∈ A1.N)

and establishes the flooding attack by multicasting DISs to its neighbor list. As a result,
its neighbours reply to its request by multicasting DIOs not only to node 7 but to their
neighbourlist (B). This RPL attack causes network congestion and the saturation of the LLN
nodes. It increases control packet overheads considerably. In the multicast DIS Flooding
attack, the victim node (the receiver node here) will reset its trickle timer and multicast its
DIO message when its receives a multicasted DIS message from the intruder. In a unicast DIS
flooding attack, the receiver node of unicasted DIS message unicasts a DIO to the intruder
without resetting its trickle timer. Since it is not required to be part of the DODAG to send
DIS control packets, an intruder can initiate the DIS flooding attack outside of the network
[15].

Clone Id (CI) & Sybil Attacks. Both of these attacks are inherited from WSNs.
In the Clone ID attack, the intruder node clones or takes the identity (MAC address, IP
address, rank, etc.) of a victim node, then multicasts or unicasts packets to its neighbors
to disrupt the network and threaten confidentiality and integrity of the targeted node data.
On the other hand, in the Sybil attack, the intruder aims to disturb a vast number of nodes
by stealing the identity of several nodes. The intruder then multicasts and unicasts the
control packets of targeted nodes simultaneously. The placement of intruder node(s) in a
Sybil attack affects the degree of negative impact on the network; this has been studied
in [46], [47], [48]. The intruder node(s) can manipulate data by bonding to an area and
disturbing a smaller quantity of nodes by stealing their identity and collecting their data; the
process is presented in Algorithm 5. They are also capable of scaling the attack domain by
influencing nodes in different locations to impact a larger proportion of network. The aim
in this kind of placement is to damage the routing mechanism and make the ranking system
or OF ineffective. Detection of distributed attack scenarios is harder if malicious nodes are
mobile. The study [48], describes various types of Sybil attacks.
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Algorithm 4: DIS Flooding attack

1 Initialisation
2 A: Attacker node
3 N: Neighbour list
4 I: Current node id
5 B: a neighboring node ∈ N
6 V: Victim list
7 P: Current packet
8 Attack type = {Unicast DIS Flooding, Multicast DIS Flooding}
9 Control Packet = {DIO, DAO, DIS, DAO-Ack}
Input: “A” uni-casts or multi-casts DIS to node(s), ∀ nodes ∈ A.N
Output: “B” uni-casts or multi-casts DIO message
if A.Attack type is Unicast DIS Flooding then

A.unicast(DIS =⇒ B, B ∈ A.N)
B.unicast(DIO =⇒ A)

else if A.Attack type is Multicast DIS Flooding then
A.Multicast(DIS, ∀B ∈ A.N)
for ∀B ∈ A.N do

B.Multicast(DIO, ∀node ∈ B.N)

Algorithm 5: Sybil Attack

1 Initialisation A: Attacker node N: Neighbour list P: Current packet L: Target List S: sender
node Control Packet = {DIO, DIS } Attack Types = {Sybil, Clone Id}
Input: Control packet initiated by victim node(s)
Output: “A” steals victim nodes credentials, then uni-casts or multi-casts control packets with
their identities
if (P ∈ Control Packet) ∧ (P.sender id ∈ A.N) then
//attacker can select the victim(s) selectively or target its children
if (S.node id ∈ A.children list) then

if (Attack Type = Sybil) then
if (S.node id ∈ A.L) then

A.clone(S.credential)

A.Multicast(Control Packet =⇒ A.N) ∨ A.Unicast(Control Packet =⇒
A.N[node id])

else if (L.length = 1 ∧ Attack Type = Clone Id) then
A.clone(S.credential)
A.Multicast(Control Packet =⇒ A.N) ∨ A.Unicast(Control Packet =⇒
A.N[node id])

Worst Parent Attack (WP). As in Algorithm 6, the intruder selects the worst parent
to transfer data [41] while multicasting its actual rank with DIOs. The idea behind this
attack is to cause lengthy end-to-end delays and create an unoptimized path from children
nodes to the 6BR. Detection of this attack is more challenging than other attacks because the
intruder does not show any abnormal attitude through multicasting control packets; however,
if the intruder decides to impact larger nodes and attract more children by advertising lower
rank, detection becomes more feasible. No current study covers this attack.

DODAG Inconsistency. The intruder can either multicast malicious control packets
with enabled ‘O’ and ‘R’ flags in the opposite direction or can alter the received packet from a
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Algorithm 6: Worst Parent Attack

1 Initialisation A: Attacker node N: Neighbour list P: Current packet Control Packet = {DIO,
DIS, DAO, DAO-Ack }
Input: “A” discovers the neighbouring node with the highest, least valuable rank, providing the
worst OF
Output: “A” selects the discovered worst parent as the preferred parent to reduce routing
performance
if (P = DIO) ∧ (P.sender id ∈ A.N) then
if (A.preferred parent[rank] < Node.Rank, ∀ Nodes ∈ A.N) then

A.preferred parent = Node.id

Algorithm 7: Version Number attack

1 Initialisation
2 A: Attacker node
3 N: Neighbour list
4 I: Current node id
5 B: a node
6 P: Current packet
7 M VN: Malicious Version Number
8 Control Packet: {DIO, DAO, DIS, DAO-Ack}
Input: “A” collects DIO from the root or a neighboring node and reads the current version

number
Output: “A” increases the current version number and puts it in (M VN) and advertise it

through multi-casting DIO
if (P = DIO ∧ P.destination id = A.id) then

if (P.version number = 1) ∨ (P.version number ≤ M VN) then
A.DIO[version number] ⇐= M VN
A.multicast(DIO, ∀B ∈ A.N)
M VN ⇐= M VN ++

else if (P.version number > M VN) then
A trigger repair mechanism of DODAG and recalculate its rank
M VN ⇐=P.DIO[version number] ++
A.DIO[version number] ⇐= M VN
A.multicast(DIO)

neighboring node and enable its ‘O’ and ‘R’ flags before forwarding it to the destination. This
causes significant control packet and energy overheads and increases packet delivery time. If
the intruder decides to manipulate the received packet before transferring it, the detection
becomes harder. It causes isolation in the network because the receiver node always drops
the packet and initiates the repair mechanism.

Version Number Attack (VN). Since there is no built-in security mechanism to ensure
that only the root node can modify the value of a DODAG version number in a LLN, the
intruder can abuse this vulnerability to cause an adverse impact on the functionality of
a DODAG. In a VN attack (Algorithm 7), the intruder node incrementally increases the
repair mechanism value and then advertises it through its DIO message. This encourages
LLN nodes to enable the global repair procedure and recalculate their routing paths more
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frequently. VN causes significant energy overheads in LLN nodes while exhausting their
computational resources. This attack can become much more sophisticated if the intruder
node is far from the 6BR, i.e., in the lower level of the DODAG hierarchy. In [42], [43], the
authors analyse the negative impact of the VN attack on LLNs.

Ranks Attack (RA). This attack is harder to be detected because the intruder node
does not initiate any malicious packet or manipulate any legitimate packet. It disregards
the rank error initiated by its neighbouring or child node [41]. The DODAG allows only an
increase of the rank in a downward direction and decreases in upward direction, as illustrated
in Fig. 2.2. The nodes have to check the rank condition when sending and receiving packets.
If LLN nodes find any error in this procedure, they have to enable the rank-error bit defined
in the RPL protocol and inform neighboring nodes about inconsistency in the network; this
prevents the formation of a loop in the network. In the rank attack, the intruder does not
enable the rank-error bit when it discovers a rank error. This attack is difficult to detect
because the intruder does not display any abnormal behavior (e.g., it satisfies all protocol
conventions, except honesty). In the long run, this malicious behavior causes the formation of
a loop in the network, damaging the network topology. Moreover, it isolates the nodes with
a rank error in the network and results a massive number of error packets and inconsistencies
in the routing mechanism. It [41] analyses the impact of the rank attack on LLNs.

Local Repair Attack (LR). The intruder initiates this attack by sending a repair
packet to the node in its neighbourlist while there is no inconsistency or error in the network
[49]. This results in computational exhaustion of LLN nodes and an increase in control
packet overheads in the network, because victim nodes have to recalculate their routes to the
malicious node.

Replay Attack. The intruder records legitimate control packets, such as DIO, DAO,
DIS, generated by its neighboring nodes, and then later it unicasts or multicasts the collected
packets. This causes inconsistency and creation of expired routing paths in the network
because some configurations in advertised control packets are outdated and cause the network
to function erroneously. Algorithm 8 represents such an attack. Because the intruder forwards
the collected control packets from legitimate nodes, built-in security mechanisms of RPL and
the use of cryptography cannot prevent it [13].

Even RPL secure mode and cryptography cannot secure the LLN against such intrusions
because knowing the keys is not required for an intruder to replay collected packets. The
consequence of this attack is discussed in Table 2.3. The intruder replays the application
packet in the replay attack for the WSN platform, while in the RPL, the intruder replays
control messages only.

DIO Suppression attack (DS). The authors of [50] study the DIO suppression vul-
nerability of RPL and analyse its adverse impacts on LLNs. In the DS attack, the intruder
advertises a DIO frequently in order to slow down the DIO message process. Neighbouring
nodes of the attacker consider the received DIO consistent after collecting enough similar
DIO messages from the malicious node. This leads victim nodes to suppress their DIO mul-
ticasting process, which in turn leads to the isolation of some LLN nodes since they cannot
discover their neighbouring nodes, and some routes that are providing better OF will remain
undiscovered. A study and analysis of the consequences of a DIO suppression attack in LLN
can be found in [51]. It also proposes a mitigation method [51].

DAO Inconsistency attack (DI). In RPL, the forwarding-error flag is designed to
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Algorithm 8: Replay Attack

1 Initialisation A: Attacker node N: Neighbour list P: Current packet L: Target List R: List of
recorded control packets Control Packet = {DIO, DIS, DAO, DAO-Ack }
Input: “A” records Control Packet initiated by “L”
Output: “A” multi-casts R
if (P ∈ Control Packet) ∧ (P.sender id ∈ A.N) then
//attacker can select the victim(s) selectively or target its children
if (P.sender id ∈ A.L) then

Add(R ⇐= P)

if (Attack triggertimer.status = Activated) then
A.multicast(R, ∀ nodes ∈ A.N)

indicate that the stored path in the routing table of the parent is no longer valid and needs
to be removed. This is done by enabling ‘F’ flag in the option header of the received packet
and replaying it to the parent. In RPL storing-mode, the intruder exploits the vulnerability
of this mechanism to initiate a DAO inconsistency attack. Upon receiving a packet sourced
from an ancestor of the intruder node, the intruder enables the ‘F’ flag of the received packet
and replays it to its parent to claim that the indicated downward route in the packet is
no longer available. This misleads the parent into removing the legitimate downward route
from its routing table. As a result, the parent node also has to inform its parents that the
destination node is no longer available when it receives a packet that wants to use the expired
route. The authors of [52] study the impact of this attack on LLNs.

2.4 Intrusion Detection Systems

Security infrastructures such as encryption may perform well in securing 6LoWPAN against
external intrusions but they are computationally expensive [52; 105; 100] for LLN nodes and
cannot make RPL resilient in the face of internal malicious activities [106; 60]. However,
Intrusion Detection Systems (IDSs) show outstanding performance with acceptable energy
overhead for detection of internal and external intrusions. The structure of IDS for 6LoWPAN
can be classified along several axes, namely the source of monitoring data, analysis type,
detection strategy, monitoring technique, the form of response, and detection time. Next,
each criterion is discussed in detail and the relevant proposed methods categorised. Fig. 2.6
gives a taxonomy of IDS for RPL and Table 2.6 shows the IDS approaches employed by
researchers.

Before classifying IDSs, we define what an IDS is. In recent years we have seen incon-
sistency in the definitions of IDS in RPL. The IDS is the software or hardware designed
to monitor and analyze the events taking place inside the host machine, or packets sniffed
through the network traffic, in order to discover any suspicious activities and raise an alarm.
An IDS does not have any mitigation duty. On the other hand, an Intrusion Prevention
System (IPS) can work with an IDS to detect suspicious behavior.

Although IPS can autonomously prevent intrusions, security administrators sometimes
may prefer to implement IDS rather than IPS. Moreover, detecting suspicious activities (via
an IDS) or mitigating the effects of an intrusion (using an IPS) it is often desired simply
to understand the situation better. For example, administrators like to discover the aim
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Table 2.3: RPL attacks and their impacts on LLNs

Attack
name

Type Against Researches

D1 D2 D3 D4 D5 D6 D7 D8 D9

Sinkhole Insider N L M L M Y L N C/I

[49], [53], [54], [55],
[22], [56], [57], [58],
[59], [60], [61], [62],
[63], [64], [65], [66],

[67], [68]

Blackhole Insider N H M L M Y H Y C/I/A
[69], [70], [59], [62],
[71], [72], [73], [74],

[75]

Selective for-
warding

Insider N M M L M Y M N C/I/A
[76], [54], [22], [58],
[59], [60], [77], [62],
[63], [71], [78], [74]

Wormhole Insider/Outsider N M H H M Y L N C/I
[79], [56], [80], [81],

[82], [83]

Rank attack Insider Y H M M M Y H Y A [49], [25], [61]

Version num-
ber

Insider Y M H H H Y H Y C/I/A
[84], [85], [57], [62],

[86], [87]

Increase rank Insider Y M H H H Y H N A -

DIS flooding
(Unicast)

Insider/Outsider N N M H H N H N A
[88], [89], [90], [85],
[56], [57], [59], [91],

[87], [92]

DIS flooding
(Multicast)

Insider/Outsider N N H H H N H N A
[88], [89], [90], [85],
[56], [57], [59], [91],

[87], [92]

DoS Outsider N N H H H N H N A [93], [94], [95]

Neighbour at-
tack

Insider Y L M M L Y L N C/I/A [49], [90]

Local Repair Insider N H H N H N M N C/I [25], [49], [59], [96]

OF Manipu-
lation

Insider N L N N L Y L N C/I [61]

DIO suppres-
sion

Insider N L M M H Y M Y A -

DAO Incon-
sistency

Insider N H M L H Y M Y C/I/A [97], [52], [98]

DODAG In-
consistency

Insider N N H H H Y H Y I/A [70], [99], [100]

Sybil Insider N H H M M Y M Y C/I
[46], [101], [102],

[103], [59], [62], [48],
[83]

Clone Id Insider/Outsider N L L M L Y L Y C/I [59], [64], [82]

Replay attack Insider N H M M M H H Y C/I/A [51], [104]

Worst Parent
Attacks

Insider Y M N N N Y H N C/I -

Sniffing Insider/Outsider N L M L L Y L N C -

ROUTING LOOP (D1), NEGATIVE IMPACT ON PDR (D2), CONTROL PACKET OVERHEAD (D3), NET-
WORK CONGESTION (D4), DRAIN BATTERY (D5), UNOPTIMISED ROUTE (D6), DELAY(D7), NODE
ISOLATION (D8), CONFIDENTIALITY (C) INTERGRITY (I) AVAILIBILITY (A) (D9), LOW (L), MEDIUM
(M), HIGH (H), YES (Y) , NO (N)

and identity of intruders by tracing the path of attackers seeking information. This may be
achieved, for example, by using a honeypot or a variety of situational awareness tools.
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2.4.1 Source of monitoring data

The source of data for monitoring can be defined with regards to the type of intrusion the
IDS aims to counter. It may aim to secure the IoT network against attacks manipulating the
content of the application layer, such as SQL injection, bruteforce, or side-channel attacks. In
this case, monitoring audit-logs, system events of the client machine, or in some scenarios, the
payload contents of network packets after decryption plays a vital role in detecting intrusions.
On the other hand, the attacks that alter the parameters of a legitimate network packet or
generate malicious packets require the appliance of network security infrastructure such as
an IDS to monitor and analyse network traffic. Therefore, the IDS obtains network-packets
and audit-logs of the host machine, or both, for monitoring purposes.

Network-based IDS (NIDS): Since RPL is in the network layer of the IoT stack,
detecting RPL attacks requires analysing network packets. The NIDS analyses the flow of
network traffic in the LLN. Researchers commonly use NIDS for detecting RPL based intru-
sions. However, NIDS cannot analyse the encrypted contents of packets’ payloads without
possessing the encryption key. The NIDS monitors the network traffic either through several
monitoring agents placed among LLN nodes, or each LLN node is required to participate in
the monitoring task, as discussed in Section 2.5. The advantages and disadvantages of NIDS
in 6LoWPAN are given below. NIDS are widely used by researchers in this domain because
they can monitor 6LoWPAN on a large scale. NIDS operates in hidden mode, also called
ghost-mode, and is concealed from the eyes of intruders; therefore, attackers cannot probe
them in order to compromise them [59].

Additionally, NIDS can function in passive mode and cause less energy and computational
overhead for LLN nodes. This also leads to less disruption in network traffic and less conges-
tion and dropped packets. A strategically placed probe can monitor an extensive network.
However, centralized NIDS are very likely to face difficulties in dealing with volumes of in-
coming data from an extensive scale network, especially if the assigned monitoring node has
resource constrained LLN devices. They may miss incoming attacks during periods of high
traffic. Secondly, NIDS cannot analyse the encrypted content in sniffed packets’ payloads.
Finally, the network communication between the central IDS and the sensors in the active
decentralized, hybrid IDS generates a very significant control packet overhead, leading to
network congestion.

Table 2.4: Strengths of Monitoring techniques and detection strategies in IDS

Strength Monitoring Techniques Architecture
ACIDS ADIDS AHIDS PCIDS PDIDS NIDS HIDS Hybrid

Provide host machine information ✓ ✓ ✓ - - - ✓ ✓
Work in promiscuous mode - - - ✓ ✓ ✓ - -

Global analysis ✓ - ✓ ✓ ✓ ✓ - ✓
Local analysis, lower level of hierar-
chy

- ✓ ✓ ✓ ✓ ✓ - ✓

Provide the participating IDS agents
with main power line and better com-
putational resources

✓ - - ✓ - - - -

ACIDS: Active Centralised IDS, ADIDS: Active Decentralised IDS, AHIDS: Active Hybrid IDS
PCIDS: Passive Centralised IDS, PDIDS: Passive Decentralised IDS

Host-based IDS (HIDS): The HIDS, in its traditional meaning, is designed to monitor
and analyse not only the network inputs and outputs of the host machine but also the
internal system events that are taking place inside the host machine. It monitors system
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Table 2.5: Weaknesses of Monitoring techniques and detection strategies in IDS

Weakness Monitoring Techniques Architecture
ACIDS ADIDS AHIDS PCIDS PDIDS NIDS HIDS Hybrid

Consume LLN’s Computational re-
sources

✓ ✓ ✓ - - - ✓ ✓

Drain LLNs’ Energy resources ✓ ✓ ✓ - - - ✓ ✓
Integrity problem ✓ ✓ ✓ - - - ✓ ✓
Require additional equipment and in-
crease financial cost

- - - - ✓ ✓ - ✓

Increase control packet overhead dra-
matically

✓ ✓ ✓ - - - - ✓

Vulnerable to external intrusions - ✓ - - - - ✓ -

Cannot monitor nodes in lower level
of hierarchy

✓ - - ✓ - N/C ✓ -

Suffer from Single Point of Failure
(SPoF)

✓ - - ✓ - - ✓ -

ACIDS: Active Centralised IDS, ADIDS: Active Decentralised IDS, AHIDS: Active Hybrid IDS
PCIDS: Passive Centralised IDS, PDIDS: Passive Decentralised IDS

logs and events to identify suspicious activities. Because HIDSs are hosted in LLN nodes,
they may place very significant demands on the computational and energy resources of the
host machine. As mentioned earlier, there is no use of HIDS in its traditional definition for
detecting RPL attacks; all researchers employ NIDS to counter such attacks. However, the
use of HIDS is essential, especially for attacks manipulating IoT in the application layer and
when analysing encrypted content of packet’s payload is required. In the RPL domain the
proposed IDS is sometimes called host-based by researchers if LLN nodes are required to send
their device information in terms of geographical location, RSSI (Received Signal Strength
Indication), routing table, neighboring node information etc, to an IDS or an internal IDS of
the node. Researchers typically categorize this IDS as being one of active monitoring.

Hybrid IDS: The IDS is called hybrid, in terms of the data source, if both HIDS and
NIDS security mechanisms are incorporated in a network, among LLN nodes, to monitor the
network events that are taking place from different perspectives. Although this technique
provides the IDS management system with a broader monitoring oversight of the 6LoWPAN
and secures the network against a more extensive range of malicious activities threatening
different stack layers of IoT, there is no research that covers this type of IDS yet.

2.4.2 Detection strategy

There are two main approaches to the analysis of events for detecting attacks [107]: detection
of malicious signatures and detection of anomalies. Signature detection is broadly employed
by most security software companies in the market. Anomaly-based IDS has attracted re-
searchers over many years. A third approach, specification-based IDS, compares behaviours
against reference behaviours defined more formally, e.g. by protocol specifications. Below we
describe each of the proposed methods.

Signature-based: The signature-based IDS, also known as misuse-based, compares the
collected data against the already stored signatures of malicious software to identify abnormal
activities. This type of IDS relies on stored patterns of known intrusions, collected by experts
through real-world experience, and empirical or simulation experiments. A low False Positive
Rate (FPR) is a major strength of misuse-based IDS, while this detection strategy is unable to
detect unknown intrusions. Intrusions are the ones not stored in the system profile/database,
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because it is either a zero-day attack or one whose signature is otherwise not yet included. So
this category of IDS only performs well over known intrusions and shows poor performance
over unknown attacks. Continual updating of the database is needed. Also, signature-based
IDS demands significant storage space, which is scarce in IoT nodes; researchers usually place
such IDS in the 6BR or at the edge.

Anomaly-based: Unlike misuse-based IDS, an anomaly-based IDS adapts to normal
activities and highlights any deviation from the system’s normal behavioural profile. This
enables anomaly IDS to detect unknown attacks. It does so through statistical, knowledge-
based, or machine-learning methods. However, such IDS is known for having a considerable
FPR; that is because lots of normal activities are not considered or have been missed in the
profile-building/training phase. This form of IDS constructs a profile of normal activities
across nodes in the LLN. The anomaly-based IDS requires less storage compared to the
misuse-based IDS, but consumes more processing power, especially in the training period
[22]. Additionally, determining what is normal requires a comprehensive dataset of legitimate
activities and also requires a long adaptation period.

Specification-based: This IDS uses a defined notion of normal behavior and highlights
any deviation from it. However, and unlike the anomaly-based approach, expert manual
assistance is typically required to define the specification of the normal profile. (This may take
the form of a protocol specification for example.) This strategy is widely used by researchers
on account of its small storage requirement and reasonable FPR and FNR performance and
requiring no training period. Furthermore, according to [49], this approach is well-suited
to detecting topology or rank-based attacks in RPL networks. However, specification-based
IDS cannot update its normal profile when the network topology changes or when there is
an increase or decrease in the number of nodes. Manual updates to the specification will be
needed.

Hybrid: To circumvent the shortcomings of the detection strategies mentioned above,
researchers have sought to combine the detection strategies to produce hybrid IDSs to monitor
the network. A hybrid IDS typically provides a better detection rate and performance at
the expense of greater resource (computation and energy) consumption. Researchers seek
practical trade-offs between accuracy and LLN node resource exhaustion.

2.4.3 Response

An IDS generally seeks to detect intrusions. Once detected, a decision needs to be made as
to how to respond. We can categorize responses into two major groups:

Passive response: Here, the security administrator or the system users will be informed
about the occurrence of abnormal activities. No automated corrective action is taken as a
result. The ‘response’ must be manually invoked.

Active response: Here, the response is automatic and takes place when specific cate-
gories of attacks are noticed. Active intrusion detection systems log and notify the security
administrator in the same way as passive ones do, but they can also take extra actions to
counter the intrusion. For instance, they may alter Access Control Lists (ACLs) on a firewall
in order to terminate malevolent traffic, block processes on the server subject to the intrusion,
or guide the intruder to a trap or “safe environment” created by security administrators.
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Table 2.6: State-of-the-art ids techniques

Paper ACIDS ADIDS AHIDS PCIDS PDIDS NIDS HIDS Hybrid Misuse Anomaly Specification Hybrid Response

[92] - - - - ✓ ✓ - - ✓ - - - P

[25] - ✓ - - - ✓ - - - - ✓ - P

[108] - - - ✓ - ✓ - - - - ✓ - AC

[49] - ✓ - - - ✓ - - - - ✓ - P

[84] - - - - ✓ ✓ - - - - ✓ - AC

[53] - - ✓ - - ✓ - - - ✓ - - AC

[79] - - ✓ - - - - - - ✓ - - P

[76] - - ✓ - - ✓ - - - ✓ - - AC

[93] - - ✓ - - ✓ - - - - - ✓ P

[69] - ✓ - - - ✓ - - - - ✓ - AC

[101] - - ✓ - - ✓ - - - - threshold - AC (N/A)

[102] - - - - - - - - - - - - -

[70] - ✓ - - - ✓ - - - - threshold - AP

[89] - ✓ - - - ✓ - - - - threshold - AP

[97] - ✓ - - - ✓ - - - - threshold - AP

[90] - ✓ - - - ✓ - - - threshold - - P

[54] - - ✓ - - ✓ - - - - - ✓ P

[55] - ✓ - - - ✓ - - - - threshold - AC

[22] - - ✓ - - ✓ - - - - - ✓ AC

[8] - - - ✓ - ✓ - - - - - ✓ P

[85] - - - - ✓ ✓ - - ✓ - - - AC

[56] - - - ✓ - ✓ - - - - - ✓ P

[57] N/A N/A N/A N/A N/A ✓ - - - ✓ - - P

[94] - - - - ✓ ✓ - - ✓ - - - P

[99] - - - - ✓ ✓ - - - - ✓ - P

[80] - - ✓ - - ✓ - - - - threshold - P

[58] - ✓ - - - ✓ - - - - ✓ - AC

[109] - - ✓ - - - ✓ - - - - ✓ -

[103] ✓ - - - - ✓ - - - - Trust-based - AC

[110] ✓ - - - - ✓ - - - - Trust-based - P

[100] - ✓ - - - ✓ - - - - threshold - AC

[52] - ✓ - - - ✓ - - - - threshold - AC

[59] - - - ✓ - ✓ - - ✓ - - - P

[60] - - ✓ - - ✓ - - - - threshold ü AC

[61] - - ✓ - - ✓ - - - - ✓ - AC

[77] ✓ - - - - ✓ - - - - Trust-based - P

[87] - - - ✓ - ✓ - - - - Rule-based - P

[81] ✓ - - - - ✓ - - - - - ✓ AC

[88] - - - ✓ - - ✓ - - ✓ - - P

[111] - - - ✓ - ✓ - - - ✓ - - AC

[112] - ✓ - - - ✓ - - - - - ✓ P

[105] ✓ - - - - - ✓ - - ✓ - - AC

[113] - - ✓ - - ✓ - - ✓ - - - P

[62] ✓ - - - - ✓ - - - - - ✓ P

[71] - - ✓ - - ✓ - - - - Trust-based - AC

[63] ✓ - - - - ✓ - - - - - ✓ P

[64] ✓ - - - - ✓ - - - - threshold - P

[114] - - ✓ - - - - ✓ - - - ✓ P

[115] - - - - ✓ ✓ - - - - - ✓ AP

[48] - - ✓ - - ✓ - - - - threshold - AC

[96] - ✓ - - - ✓ - - - - ✓ - P

[116] - ✓ - - - ✓ - - - ✓ - - AP

[72] - - ✓ - - ✓ - - - - ✓ - AC

[73] - - - ✓ - ✓ - - - - - ✓ P

[91] - - - - ✓ ✓ - - - - threshold - AC

[65] ✓ - - - - ✓ - - - - ✓ - AC

[66] ✓ - - - - ✓ - - - - ✓ - AC

[82] ✓ - - - - ✓ - - - threshold - - AP

[117] - - ✓ - - ✓ - - - - - ✓ AC

[67] - - - - ✓ ✓ - - - - ✓ - AC

[68] ✓ - - - - ✓ - - - - ✓ - P

[78] ✓ - - - - ✓ - - - - ✓ - AC

[118] - - ✓ - - ✓ - - - - ✓ - P

[98] - - ✓ - - ✓ - - - ✓ - - AC

[95] - - ✓ - - ✓ - - - ✓ - - P

[86] ✓ - - - - ✓ - - - - ✓ - AC

[74] ✓ - - - - ✓ - - - - threshold - P

[75] - - ✓ - - ✓ - - - - ✓ - AC

[51] - ✓ - - - ✓ - - - - ✓ - AC

[83] - - ✓ - - ✓ - - - - ✓ - P

[104] - ✓ - - - ✓ - - - - ✓ - AC

RESPOND TYPES: ACTIVE PROACTIVE (AP), ACTIVE CORRECTIVE (AC), PASSIVE (P)
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Figure 2.4: Monitoring techniques.

2.4.4 Machine-learning-based IDSs

Another division of IDSs is based on Machine Learning (ML) techniques, where ML algo-
rithms are applied to develop intrusion detection engines. ML-based IDS (ML-IDS) can
be classified according to the type of supervision they receive through the training phase
(supervised, unsupervised, semi-supervised, and reinforcement learning). Supervised learn-
ing methods aim to discover the relation among observations (independent variables) and
the ground truth (dependent variable). The formed relations are represented in a structure
called a model. The ML-based IDS model intends to provide an understanding of malicious
behaviour. The majority of the existing learning methods are based on inductive learning.
The implicit assumption of the inductive learning approach is to generate/acquire a gen-
eralised model which can be applied to future unseen observations. More formally, given
observation (X,Y ) where X = x1, x2. . . xn is a vector of independent features and Y is the
dependent variable (ground truth), a supervised classifier aims to develop a predictor f(x)
to predict yt given Xt, or yt = f(Xt). The correctness of ground truth has a direct im-
pact on the classifier accuracy. Various supervised ML algorithms are employed to develop
ML-IDSs in the literature [119]; namely Decision Tree (DT), Random Forest (RF), Logistic
Regression (LR), K-Nearest Neighbours (KNN), and Support Vector Machines (SVM). On
the other hand, unsupervised learning extracts relations among the independent variables
X to draw its model without having access to a pre-specified, dependent attribute. The
unsupervised learning approach is based on data interpretation, focusing on extracting the
hidden relations within unlabelled data. Clustering is regarded as an unsupervised learning;
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that uncovers hidden patterns in data by grouping similar observations into clusters. In the
semi-supervised learning, the classifier has partial access to the ground truth; for instance in
One-class SVM the classifier only trains over legitimate activities [120] to identify outliers.
Reinforcement learning develops an rational agent capable of interacting with its environ-
ment and consequently take optimal actions. An agent learns to take the optimal action
through receiving a feedback signal (referred to as a positive or negative rewards) from its
environment. We can further classify the ML-IDS into two categories i.e incremental/online
or batch-trained/offline. Next we describe each of these categories in detail.

Batch-trained ML-IDS

In batch learning (also referred as offline learning), the predictor model should train over a
given finite batch of training data (where the data distribution is unknown, yet stationary)
and can only be used when the training is ‘completed’. This learning approach is known
to be very time consuming and computationally intensive. In this learning approach, the
training is carried out in offline mode, after data collection. After the training phase, the
classifier runs the developed model, and it does not have any automatic learning procedure (it
is offline). On the break out of new concept (new intrusions or new network traffic patterns),
the developed classifier must train over the entire training data (including new observations
and old data) to update its model. Next, it needs to discard the old model and execute
the recently developed classifier. Although this method can work efficiently for various ML
tasks, for the streaming data environment of 6LoWPAN (with continuous flow of data), we
need more reactive classifiers that can adjust to new threats on the fly. Furthermore, in a
resource-constrained environment, we need more computationally resource-efficient methods
that strategically use memory space, CPU, and network resources to learn a significant volume
of computer network traffic autonomously. Batch learning methods cannot help with this.

Incremental/Online ML-IDS

In offline/batch learning, the model can be used after the training phase is completed.
Whereas in online/incremental learning, the model does not have access to the complete data
stream; hence the model needs to create a prediction model incrementally. It becomes crucial
to be able to extract essential information from vast, fast-paced datastreams; highlighting
the need for data stream mining. In 6LoWPAN, IDS observes a considerable (unbounded)
volume of data as a continuous flow, hence it is required to be adaptive to change rapidly
and autonomously [121]. Hence, an incremental model is essential in this domain. Once an
incremental ML classifier has learned new observations, it can discard them from its memory
[122]. This mechanism can save significant amount of memory space for IDS. In incremental
learning, the classifier trains over observations sequentially (individually or in small batches).
Every training round means to be computationally efficient to facilitate system adaptation
to new data (concepts) on the fly. The incremental classifiers update their model batch-by-
batch on the arrival of new data. As a result, they are capable of processing the evolving
data streams.

Concept Drift: The streaming data classification task involves the classification of data
in a streaming environment, where data is not available to the system beforehand and will
be observed sequentially (one-by-one). Hence the classifier needs to manage the incoming
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Figure 2.5: Concept drifts.

observations on the fly. Aside from the complexity imposed by the streaming data, there is
another issue of unanticipated changes in data distribution. This phenomenon is known as
concept-drift [121]. In offline learning, the ML-based classifier trains over a finite number of
instances in dataset D, where the D distribution is stationary and unknown to the system.
The rate of concept drift is unknown to the system and can be abrupt, incremental, gradual
or recurring [121], shown in Fig. 2.5. The abrupt drift is a sudden change in data distribution.
In the gradual drift, the previous window instances appear infrequently compared to recently
observed instances in the prevailing window. In the incremental drift, concepts evolve slowly.
In contrast to incremental drift, the concepts systematically recur in the recurring concept
drift. Identifying the concept drift rate is vital for any online (adaptive) IDS model. Adaptive
IDS model refers to an IDS with a learning mechanism that can update its detection model
online (in real-time) during IDS operation to react to concept-drifts [121].

Concept-drift Detection: In [121], concept-drift detection approaches are classified
into three categories: Statistical-based; Windows-based; and Sequential-Analysis-based ap-
proaches. The statistical-based algorithms (e.g. drift detection method and early drift de-
tection method) analyse statistical parameters (e.g. the mean and the standard deviation)
of the prediction results to identify concept drift occurrence. In contrast to statistical-based
algorithms, windows-based algorithms (e.g. adaptive windowing and drift detection methods
based on Hoeffding’s bound) employ a reference window for summarising the past observa-
tions and a sliding window for summarising the latest observations. A significant difference
between distributions of these windows shows concept drift occurrence. There is yet an-
other concept-drift detection approach referred to as Sequential Analysis based approach,
where a detector incrementally assesses prediction outcomes and identify concept drift when
a pre-defined threshold is reached.

Reinforcement Learning: Reinforcement learning (RL) [123] is a framework to solve
sequential decision-making tasks under uncertainty to maximise a long term benefit through
trial and error. RL lies between supervised and unsupervised learning approaches. The
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learner is at the centre of an RL problem, which is called the agent in RL terminology. We
mostly have a single agent in the RL framework; however, if there is more than one agent, the
RL approach is called multi-agent RL (a.k.a MARL), where agents may have collaborative
or competitive relations. An agent aims to learn what action to take in the world that it
lives in, known as the environment. The environment is everything surrounding the agent.
A set of observations representing the situation in the environment is known as a state.
The agent observes the state and takes action based on its observation. The agent interacts
with the environment by taking action. As a result, the agent receives a reward signal
from the environment, and the environment transitions into a new state. The reward is the
environment’s feedback regarding the agent’s action. The agent aims to acquire a long-term
and highest reward. In other words, the agent’s objective is to get the best sequence of actions
that optimise the expected sum of the future rewards without knowing the dynamics of the
environment. In RL, exploration plays a vital role in making the agent find the most efficient
answer for a given task. By this, the agent can achieve the ultimate reward at the end. In
this regard, the agent and the environment form a cyclic path of information in which the
agent takes action, and the environment returns a feedback signal. The process of reaching
the ultimate reward can be formalised using Markov Decision Processes (MDP), where we
can model the transition probabilities for each state. There are two standard solutions to
achieve objective functions, Q-learning and policy learning. The former learns based on the
action-value function, while the latter uses the policy function that maps the best action and
the corresponding state.

2.5 Monitoring Techniques

Earlier IDSs dedicated a solitary monitoring node to analyse and watch the events either in a
hosted device or a specific network. This is called Centralised IDS (CIDS). In the RPL net-
work the CIDS is usually placed at the 6BR because it incurs lower energy and computational
overheads compared with LLN nodes. CIDS is prone to highly sophisticated and distributed
intrusions and Single Point of Failure (SPoF). That is because the computational power of
6BR may sometimes be overwhelmed and cause a considerable proportion of incoming net-
work traffic not to be analysed. To address CIDS issues the Distributed IDS (DIDS) carries
out data monitoring and/or IDS detection tasks at several locations. Although DIDS is a
better candidate for computer networks, demanding 6LoWPAN network nodes participate in
monitoring and detection tasks causes very significant network overheads. Researchers have
considered different placements of DIDS in LLNs to balance the number of agents in a way
that covers a reasonable number of nodes. In the most computationally expensive scenar-
ios the monitoring and detection duty is spread across all nodes. One of the most effective
distributed placements of IDSs, a clustering placement that divides the LLN into clusters
with cluster heads with various combinations of tasks among nodes and heads, is discussed
in detail in [124]. The placement of IDSs and their monitoring nodes plays an essential role
in reducing network overheads, saving energy resources, reducing FAR, and increasing the
detection rate of attacks. Fig. 2.4 depicts existing monitoring techniques for IDS in LLN.

Although the 6BR has sufficient hardware resources to carry out heavy computation and
host a comprehensive IDS, communication between LLN nodes and the 6BR results in very
significant overheads on the network. Placing IDS agents on the sensors can reduce the control
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packet overhead associated with network monitoring. However, such LLN sensors have limited
resources and IDS computation may drain their computational resources (processing, storage,
ROM, and energy). Placing IDS agents across dedicated nodes can reduce monitoring traffic,
provide us with more processing capacity, and enable the IDS to monitor a wider area.

The IDS can be placed at various locations in the IoT network, such as sinknode/6BR,
predefined devices, or all nodes. Nodes that host IDS can have different responsibilities. In
the distributed IDS the nodes can be responsible for monitoring neighbouring sensors. A
node that is responsible for monitoring its neighbours is usually referred to as a watchdog.
The centralised IDS is placed at an individual node and works alone. In an IoT network it
typically is placed on the border router or a dedicated host. Since the border router is the
bridge between LLNs and outside world placing the IDS in the 6BR allows monitoring and
analysis of the internal and external traffic to the 6LoWPAN network [22].

Nevertheless, analysing traffic between LLNs and the Internet that traverses the border
router is not enough to secure the network because it cannot watch the activities that are
taking place among the nodes unless they are near the 6BR. Additionally, the centralised IDS
may have difficulty monitoring compromised nodes.The IDS monitoring technique divides into
two categories called Active and Passive monitoring, whether the LLN node participates in
the monitoring tasks or not. Table 2.4 and Table 2.5 give the pros and cons of each monitoring
technique.

2.5.1 Active monitoring

In this kind of monitoring, the LLN nodes are responsible for monitoring tasks. The moni-
toring tasks can be transferring packets or gathering monitored information, and analysing
them. This monitoring technique divides into three subcategories: centralised, decentralised
or hybrid.

Centralised monitoring: In active centralised monitoring, a single central unit is re-
sponsible for analysing and judging the collected packets. Meanwhile, the rest of the nodes
need to monitor, capture, and store the data and transfer them to the Central Manager unit
(CM). The CM node aggregates received data and analyses it. Usually, the CM has better
computational hardware resources than other nodes in the RPL network. It can be a local
server or manifest itself as a cloud-based service. This type of IDS works well over small scale
networks. However, in larger-scale networks the CM is more likely to face route congestion
and suffer from significant overheads and SPoF.

Decentralised monitoring: This type of monitoring is similar to a centralised approach
where each node still has responsibility for packet collection and transportation. However,
unlike active centralised IDS, the distributed nodes are usually router nodes or cluster heads
and need to perform decision making tasks. Therefore, there would be reduced load on the
LLN nodes in the network compared with centralised monitoring. Although decentralised
monitoring conserves nodes’ hardware resources better than a centralised one, it still places
significant computational and energy demands on LLN resources.

Hybrid monitoring: In an active hybrid approach, both the CM and distributed nodes
share responsibility for monitoring and decision-making in the network. However, LLN nodes
must still collect and transfer their information to IDS agent nodes and so there may be
computational exhaustion of LLN nodes’ resources.
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Figure 2.6: IDS taxonomy.

2.5.2 Passive monitoring

In this approach, monitoring nodes (sniffers) are assigned in the 6LoWPAN to sniff and
collect control packets from their neighborhood. They are responsible for collecting informa-
tion about nodes and events occurring in the target network. Passive monitoring employs
centralised and decentralised approaches, as described below.

Centralised: In this approach, the monitoring nodes passively listen to the communi-
cations in the network, then collect the data before sending it to the sink node, which is
responsible for analysing and decision-making. PCIDS is capable of conducting a more in-
depth analysis of the collected data remotely, on the edge or cloud, where more computational
resources are available; however, this results in a delay for attack detection.

Decentralised: In this approach, the central management unit and several monitoring
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nodes are responsible for monitoring tasks like data aggregation and analysis. Several moni-
toring nodes can be placed in the network to do data collection, and aggregation tasks. The
sniffers can be involved in sending the collected data from their neighbouring nodes to the
monitoring nodes. Next, monitoring nodes can perform data aggregation before forwarding
information to the sink node for deeper analysis. In this way, the target node gets analysed
from both local and global perspectives.

2.6 Evaluation

2.6.1 Evaluation approaches

Researchers use different IDS evaluation approaches [125], as discussed below.
Simulation: This strategy is the most widely used approach for IDS evaluation in this

domain. Here, researchers either validate their method against a dataset generated through
simulation of several normal and attack scenarios or implement their proposed algorithm in
the simulator and validate its performance at run-time using different evaluation metrics.
There are several pros and cons to using this evaluation method. The main advantage of
simulation is its low cost, low implementation effort, and compressed experimental time (i.e.
simulated time is far quicker than real-time). The majority of simulators in this field are open-
source and implementing a large number of nodes does not significantly increase the project
cost. Moreover, the time taken to implement and test ideas can be drastically decreased
compared to empirical approaches. However, simulation outcomes may be less reliable than
those of empirical evaluation.

Empirical: This approach collects the evidence through an experimental network setup.
It is considered as the most reliable approach for evaluating any proposed system. However
due to high economic costs, effort and time barriers, the implementation and use of an
extensive heterogeneous IoT network in a wide geographical area for a long duration is not
feasible using this evaluation method.

Theoretical: a solid theoretical argument to support research outcomes. This includes
relating a model to attribute properties it is intended to represent [125].

Hypothetical: This evaluation strategy is used when the applicability of the proposed
method in practise is not clearly specified.

No evaluation: There are several researches in this field that did not provide any
evidence for their proposed methods. This is the most unreliable approach for evaluation.

2.6.2 Evaluation metrics

Researchers use several metrics to measure the performance of their proposed methods [126].
It is common to measure the accuracy and effectiveness of the proposed IDS in classifying
malicious and normal packets. One of the most comprehensive ways to calculate the per-
formance of a classifier is the confusion matrix, illustrated in Fig. 2.7. It summarises four
aspects of binary classification: the numbers of True Positives (TP), True Negatives (TN),
False Positives (FP), and False Negatives (FN). Each source event is classified as either an
attack or normal. The positive is the intrusion class, and negative is the normal one. Most
studies seek to minimize the False Positive Rate (FPR) and False Negative Rate (FNR). Both
false classification of malicious activity as normal (FN) and the false classification of normal
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packets as malicious (FP) incur costs. In contrast, the correct classification of intrusions
(TP) and normal activities (TN) incurs no cost other than the costs of deploying the IDS
(C0) (Fig 2.7, B). Reducing the FPR is generally considered easier than reducing the FNR.
Of course, the FNR is significantly sensitive to inability to detect unknown intrusions.

Figure 2.7: Decision threshold and confusion matrix.

In Fig. 2.7, FNs and FPs have different negative consequences. A considerable number
of FPs causes system management to waste time and can lead to loss of confidence. A high
FN indicates that the IDS is failing to perform the primary task it was designed for. The
FN rate, equation 2.1, is usually higher than the FP rate [127], equation 2.2. This is because
normal instances (Majority class) usually significantly outnumber malicious ones (Minority
classes); hence, the classifier can classify normal instances more accurately, while classifying
malicious instances is more challenging because of the lack of training instances.

FNR =
FN

FN + TP
(2.1)

FPR =
FP

FP + TN
(2.2)

An ROC curve (or Receiver Operating Characteristic curve) is a plot that summarises
the performance of a binary classification model on the positive class. The x-axis indicates
the FPR and the y-axis indicates the TPR.

The Packet Delivery Ratio (PDR), equation 2.3, is the ratio between the total number of
application packets received (Preceived) by the final destination nodes and the total number
of application packets sent (Psent) by senders.

PDR =

∑n
i=1 Preceivedi∑n
j=1 Psentj

(2.3)

The Detection Rate (DR) or Recall, equation 2.4, is another widely used metric in this
field. It declares how and in what measure the IDS succeeds in detecting the attacks.

Recall = DR = TPR =
TP

TP + FN
(2.4)
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The Control Packet Overhead (CPO) is the total number of DODAG control packets
(DIO, DAO, and DIS) initiated by each node, equation 2.5. In order to calculate the power
consumption of a node, researchers use equation 2.6, which is the sum of total energy con-
sumed by the machine and the network (Energy consumption) divided by the elapsed time
in seconds.

CPO =

n∑
i=1

(DODAGControlPacket)i (2.5)

Power Consumption =
Energy consumed(mJ)

Time(s)
(2.6)

The End to End (E2E) delay gives the average time elapsed when transferring a packet
from a source to its destination, equation 2.7.

E2E Delay =

∑n
i=1 di
n

(2.7)

Accuracy, given in Equation 2.8, is the fraction of all events that are correctly classified
(either as malicious or normal). Precision, given in Equation 2.9, is the fraction of all positive
classifications (i.e. alarms) that are correct. Precision is focused on positive classifications
whilst accuracy considers both positive and negative classifications. F1-measure, given in
Equation 2.10, combines precision and recall into a single measure that captures both prop-
erties and provides the classifier performance. It provides a way to display precision and
recall concerns with a single score.

Accuracy =
TP + TN

TP + FP + TN + FN
(2.8)

Precision =
TP

TP + FP
(2.9)

F1-measure (β = 1) =
2× Precision×Recall
Precision+Recall

(2.10)

In a streaming data environment, the number of instances for each class may evolve and
change. The Kappa [128; 121] statistic is a measure for evaluating the prediction performance
of incremental classifiers. The kappa-statistic is computed as Equation 2.11, where Θ is the
accuracy rate of an intelligent classifier and Θr is the accuracy rate of a random classifier,
which randomly permutes the predictions of the intelligent classifier. The kappa-statistic
takes values between 0 and 1, where 0 indicates that the achieved accuracy is random.

Kappa =
Θ−Θr

1−Θr
(2.11)

2.7 Discussion

Our study reviews 103 papers in order to answer the questions posed in Section 2.1.1. The
results provided by researchers are considered as the basis for evaluating and comparing their
proposed methods. Justifying the correctness and trustworthiness of the provided results
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Figure 2.8: Detected attacks (A) and research objectives (B) proportions.

claimed by authors is not the aim of this study. Table 2.7 and , 2.8 summarise the results
provided in each piece of research using the evaluation metrics discussed in section 2.6.2.
Studying and analysing Tables 2.3, 2.6, 2.7, and 2.8 help us to answer each question in turn.

2.7.1 To what extent are RPL attacks addressed so far (Q 1)

In Section 2.4, we introduced and described a comprehensive set of known RPL attacks.
Fig. 2.8.A illustrates to what extent each RPL attack has been addressed so far, based
on Table 2.7 and 2.8 data. The extracted information shows that the proposals mostly
concentrate on addressing sinkhole, selective forwarding, DIS flooding, and blackhole attacks,
with 21%, 14%, 10%, and 10% of papers, respectively. The rest of the attacks constitute less
than half of the researches’ attention, 45% in total. There are two explanations; either the
dominant attacks are the most disruptive malicious activities that are harming LLN, or the
less considered attacks are less easily detected. Hence, there is a significant need for research
to detect all intrusions or concentrate more on those receiving little attention. Our survey
did not find any study proposing an IDS to detect Worst Parent, External Wormhole, OF
Manipulation Attacks. Also, very few propose IDS to detect Replay, DODAG inconsistency,
DAO inconsistency, Neighbour attacks, and Rank attacks. No comprehensive study in this
field detect all types of RPL attack. Because some RPL attacks are similar in nature, the
ideal IDS should be able not only to detect the occurrence of attacks but also identify the
type of attack accurately and identify intruder nodes correctly.

2.7.2 Negative impact of each RPL attack (Q2)

Studying the proposed methods enables us to determine to what degree each RPL attacks
cause abnormality in 6LoWPAN. Discovering the adverse impact level of each RPL attack
requires an in-depth analysis of each intrusion over several LLN scenarios, which is accom-
plished by the already reviewed researches mentioned in Section 2.3. Table 2.3 shows the
negative impact of each attack from different perspectives that are scaled with regards to
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Figure 2.9: The adverse effects of RPL attacks on LLN

Figure 2.10: Negative impact level of each RPL attack.

terminology used in the studied paper. This answers Q2 and helps researchers to concentrate
more on the most destructive malicious activities. Table 2.3, Fig. 2.9 and Fig. 2.10 reveal
that the version number attack is the most disruptive intrusion on the LLN, while OF ma-
nipulation and worst parent attacks cause the least disruption (which makes their detection
harder). Analysing the affected parameters would help researchers to detect such attacks.
Each RPL attack manipulates and harms the target network in various aspects with differ-
ent strengths; therefore, precise and accurate algorithms are required for IDS to not only
detect the occurrence of attack but also to classify the type of intrusion and to distinguish
the intruder node correctly.

2.7.3 Technical performance objectives (Q 3)

The primary stated objectives of the reviewed IDS approaches are to achieve the high
TPR/Detection Rate (Obj1), low energy consumption overheads (Obj2), low Control Packet
Overhead (Obj3), low FAR(Obj4), ability to protect networks that have mobile nodes (Obj5),
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Figure 2.11: Research objectives.

provide mitigation for multiple attacks (Obj6), evaluation over many and heterogeneous net-
works (Obj7), resilience against unknown intrusions (Obj8), providing intrusion prevention
mechanisms (Obj9), and high PDR (Obj10). There are multiple objectives that can be used
for evaluation purposes. Many pieces of research address only one or a small number of these
and provide no information on the others. We cannot assume that the implemented systems
perform well on objectives that have not been formally evaluated, and so the practical appli-
cability of such IDS in real-world networks is doubtful. Often researchers call their method
comprehensive in all terms without providing sufficient evidence to prove their claim. Table
2.9 and Fig. 2.8.B show the objective of each study based on statements and the results
provided in their paper. In order to discover the minimum, maximum, first quartile, mean,
median, third quartile value of each detection and monitoring technique used by researchers,
we analyse the provided results in Tables 2.7 and 2.8 and extract essential information shown
in Fig. 2.12 and Fig. 2.13. With regards to extracted data we illustrate to what extent
researchers satisfy the objectives, in Fig. 2.11. Enhancing the detection rate (Objective 1) is
the primary aim of 17% of the reviewed papers. Although 58% of researches satisfied the re-
quirement of this objective, 8.7% could not fully answer this need, and 33.3% did not address
this essential requirement of IDS. This study discovers that 65.2% of proposed methods would
be able to detect unknown intrusions (Objective 8) with the attention of 23% of papers.

2.7.4 Monitoring techniques implementation proportion (Q 4)

76.8% of the proposed methods use active monitoring systems and the remaining 23.2% use
passive monitoring, using Fig. 2.14.A. Active monitoring techniques enable the researcher to
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Table 2.7: State-of-the-art research outcomes on ids in low power and lossy net-
work (LLN)

Paper PDR Power Consumption Accuracy Precision Recall / TPR ROC FPR FNR CPO

[92] - - - - N/C - - - N/C

[25] - - - - - - - - -

[108] - 2,65,256 mJ - - 80∼93% - 12% - -

[49] - 6.3% increase - - 100 - 5.92∼6.78 2.64∼6.78 -

[53] 79%∼95% - - - 92% - ∼3% 8% -

[84] - - - - - - 1∼20% - -

[79] -
329 mJ, Energy Overhead

provided
- - AD:94% IND:87% - - - 193

[76] - - - - 100% - - - High

[93] - - - - ∼90% - 5% - -

[69] ∼40% Packet loss - - - - - - - -

[101] 0.009∼0.041 joules - - 53∼100% - - - -

[70]
∼99% packet

delivery
1.25∼1.35 Jouls 10%∼40% saving

compare to attack
- - - - - -

13∼55% saving
compared to attack

[89] - 23%∼Consume more than normal - - - - - - 67%∼overhead
[97] ∼100% 11∼94% more power consumption - - - - - - 25%∼ overhead

[90] - - - - 96%∼ 100% - 0.2∼ 5.85 - -

[54] - -
89.84 ∼
97.38%

- 76.19 ∼ 96.02% -
2.08 ∼
5.92%

- -

[55] 41∼95% ∼0.05J consumed in 30 ms - - - - - - 4.7%∼
[22] - ∼30% Energy overhead - - SH: 79%, SF: 81% - High [49] High [49] -

[8] - - 100% - 91% - - - -

[85] - - - - - - - - -

[56] - 5840mJ ∼100% ∼100% 93.3∼99.4% - 0.002∼0.058 - -

[57] - - - - - - - - -

[94] - - - - - - - - -

[99] - 140∼1250 mJ - - - - - - -

[80] - - - - 41∼76% - - - -

[58] - - - - 50∼80%and 70∼96% - - - -

[109] - - - - - - - - -

[103] - - - - - - - - -

[110] - - - -
70∼93.3% (N/A)
150 attacker nodes

- 28∼62% 3∼20% -

[100] 99% ∼50% save energy - - - - - - 20∼50% reduced

[52]
70∼90% - up to
∼20% packet loss

6%∼ Energy overhead - - - - - - -

[59] - - 94.50% - - 98% - - -

[60] - 1500000∼1600000mJ - - 96.30% - 6.10% - -

[61] - save 4%∼ less than normal RPL 60∼100% - 100% - 0∼10% -
22.2%∼ over UDP but
∼29.4% less over DIOs

[77] - - - - N/C N/C 6∼10% 4∼10% -

[87] - - 96∼99.4% - 94∼100% - 0.2∼1% - -

[81] - - - - 71∼75% - - - -

[88] - - - - 99% ∼1% - - -

[111] - Consumed 46% of energy resources
99.44 ∼
99.97%

- - - - - -

[112] - 2000∼2900mJ 89∼100% - - - - - -

[105] - 10.45% Energy Overhead 97.23% - 96.52% - 2.06% 3.48% -

[113] - - 96.03% 99.51% 95.17% 1.18% 0.98 - 0.13 ∼ 0.42

[62] - - - - TP+TN: 87.08 0.97 - - -

[71] 30% packet loss - - - N/C - - - -

[63] - - - - 80.95 ∼ 97.88% -
1.96 ∼
5.92%

- -

[64] - 0.1876 - - 20 ∼ 100% - - - -

[114] - - - - - - - - -

[115] - - - - - - - - -

[48] 85 ∼ 97% 0.07∼0.15J 95% - 93.5∼97.4% - - - 0.5∼3.5
[96] - - - - 94.4∼95.7% - 0.46∼0.89% - -

[116] 3∼5% packet loss 10∼17J - - 80.1∼90% - - - -

[72] 85∼96% - - - - - - - -

[73] - - - - 100% - - - -

[91] - - - - 83∼100% - ∼11% - -

[65] - ∼20% Energy Overhead provided 62.3∼100% - 60∼97% - ∼36% ∼29% -

[66] -
Reduces energy consumption to

381J
- - - - - - -

[82] - - - - - - - - -

[117] - ∼0.04 mW - - 90∼100% - - - -

[67] - N/C - - - - - - -

[68] - - - - ∼ 100 % - 0% ∼ 15% - -

[78] Increased (N/C) ∼2 Jouls Lower than normal RPL - -
∼ 5% higher than

TSD
- - - -

[118] -
Consume lower power than
neighbour & cluster-based

- - 94% -
Less than

10%
- -

[98] - N/C 88∼94% - - - 9∼50% - -

[95] - - - - - - - - -

[86] 86% Reduced up to 63% 100% - 100% - 0% 0% Reduced up to 71%

[74] - - - - - - - - Low 0.06%

[75] 60∼80% 0.81∼1.1 mW - - 98.50% - ∼3.7% 3.70% -

[51] 50∼90% - - - 60∼94% - - - -

[83] 95∼100% 0.7∼1.4 mW - - 97∼100% - ∼0% - -

[104] - - 65∼94% - - - - - -

ATTACK DETECTION (AD), INTRUDER NODE DETECTION (IND) PACKET OVERHEAD (PO),
NOT ANSWERED (N/A), NOT CLEAR (N/C)
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Table 2.8: State-of-the-art research experiment setup on ids in low power and
lossy network (LLN)

Paper Evaluation
Node
Quan-
tity

Intruder
Quantity

Nodes distance Mobility Duration Delay

[92]
Empirical, PenTest

(Metasploit) + ebbits
5 3 - No

30 test, each test 1
minute

-

[25] Not Validated - - - No - -

[108] Simulation (Cooja) 100 2 - - 30 minutes ∼18%
[49] Simulation (Cooja) 100 1 ∼50m, 600m × 600m No 30 minutes -

[53] Simulation (Cooja) 50 10∼15 or
20∼30%

30∼40m Yes
25 minutes, (Avg 35

runs)
-

[84] Simulation (Cooja) 20 1 - No 10 minutes, (3 runs) -

[79] Simulation (Cooja) 8∼24 1∼2 - No 30 minutes -

[76] Simulation (Cooja) 8∼40 3 ∼50m Yes 60 minutes -

[93] Simulation (NS-2) 25 1∼5 50 m × 50 m terrain No - -

[69] Simulation (Cooja) 26 3 ∼50m No 60 minutes -

[101]
Simulation

(OMNeT++)
20 1∼3 ∼30m No 1000 seconds -

[70] Simulation (Cooja) 10 1 - No 60 minutes -

[89] Simulation (Cooja) 8∼16 1
10∼60m, 200 m ×

200m
Yes 5∼15 minutes -

[97] Simulation (Cooja) 50 3 10 m, 100m ×100m No 30 minutes -

[90] Simulation (Cooja) 20∼40 1∼20% &
30%

20∼ 40m, 100m
×100m

No 30 minutes -

[54]
Simulation (C#), the

simulator is not
available

5∼50 1∼5 ∼10m, 100m x100m No 20 minutes -

[55] Simulation (NS-2) 150 1 (N/A) ∼100m, 500m × 500m No - -

[22] Simulation (Cooja) 8∼64 1∼4 100m ×100m No
5∼30 minutes(Avg 10

runs)
-

[8] Empirical 11 1 (N/A) - No - -

[85] Not Validated - - - No - -

[56] Simulation (Cooja) 8 1∼3 - No 10∼30 minutes -

[57] Simulation (Cooja) 12 1 - No - -

[94]
Hypothetical (No

Result)
10 (N/A) 1 (N/A) - No - -

[99] Simulation (Cooja) 2∼10 1 15∼50m No 8 hours (6 runs) -

[80] Simulation (Cooja) 8∼24 ∼2 (12
attacks)

- No 15 ∼ 60 minutes -

[58] Simulation (Matlab) 10∼60 1 (N/A)
1000m ×1000m

-random
No - -

[109] Empirical - - - - - -

[103] Simulation (Cooja) 50 2∼10 ∼50m, 300m ×300m Yes 330 seconds -

[110] Simulation (Matlab) 1000 ∼300 100m ×100m, random No - -

[100] Simulation (Cooja) 10 1 - No 60 minutes (5 times) -

[52]
Simulation

(OMNeT++)
50 1 ∼30m, 150m×150m No 50000 seconds -

[59] Simulation (NetSim) - - - No - -

[60] Simulation (Matlab) 100 1
∼200m (random),
1000m × 1000m

No - -

[61] Simulation (Cooja) 11∼32 1∼4 ∼50m No 30 minutes -

[77] Simulation (Cooja) 50 2 ∼50m No 60 minutes -
[87] Simulation (Cooja) 50 ∼10% - No 20 minutes -

[81] N/A, C++ 10∼200 ∼2
(N/A)

- No - -

[88] Empirical 11 1 - No 60 minutes -

[111] Empirical 100 N/C - No 90 minutes -

[112] Simulation (TOSSIM) 50∼300 10∼40% ∼15m, 300m × 300m No 900 seconds -

[105] Simulation (C++) - 1 (N/A) - - - -

[113] KDD dataset - - - No - -

[62] Simulation (Cooja) 11 1 - No 30 seconds (8 times) -
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Paper Evaluation
Node
Quan-
tity

Intruder
Quantity

Nodes distance Mobility Duration Delay

[71] Simulation (Cooja) 30 3 ∼50m, 70 m × 70 m No 3600 seconds -

[63]
Simulation (C#),

NSL-KDD
10 2 ∼10m, 100 m × 100 m No 30 minutes -

[64] Simulation (Cooja) 8∼24 ∼2 - No 5∼50 minutes (5 times) -

[114] Hypothetical (Cooja) 7 1 - No - -

[115] Not Validated - - - - - -

[48] Simulation (Cooja) 80 1, clone
1∼60% of
nodes

∼50m, 300 m × 300 m Yes 3000 seconds -

[96] Simulation (Cooja) 100 1 (N/A) ∼50m, 300 m × 300 m No 30 minutes -

[116] Simulation (Cooja) 30∼70 1 (N/A) ∼50m, 100 m × 100 m No 300 seconds (10 times) 1.5∼3
[72] Simulation (Cooja) 20∼50 10∼40% ∼50m, 100 m × 100 m No - -

[73] Simulation (Matlab) 35 1 ∼50m, 100 m × 100 m No
1000 seconds (10

times)
-

[91] Simulation (Cooja) 38∼47 1∼6 - No 25 minutes (5 times) -

[65] Simulation (Cooja) 50 2∼8 ∼30m, 200 m × 200 m Yes 600 seconds
2∼25

seconds

[66] Simulation (Cooja) 100∼200 40% 1000m × 1000m No -
detection
delay
2215ms

[82] Simulation (Cooja) - - - Yes -
41.1 ∼
63.3%

[117] Simulation (Cooja) 4∼8 2 - No - -

[67] Simulation (Cooja) 12 1 25m No -
Minimized
delay
(N/C)

[68] Simulation (Cooja) 32 1∼4 100m No 30 minutes -

[78]
Simulation

(OMNeT++)
100 30 30 m, 200m ×200m No 30000 seconds -

[118] Simulation (N/C) 40 N/C
100m × 100m
(random)

No 800 seconds -

[98] Simulation (Cooja) 10∼100 10∼30% 50 m No 20 minutes -

[95] Simulation (Cooja) 5 N/C N/C No N/C -

[86] Simulation (Cooja) 36 1
50 m, 150m × 150m
(Grid & Random)

No 50 minutes 87%

[74] Simulation (Cooja) 8 1 - No 30 minutes -

[75] Simulation (Cooja) 16∼36 ∼3 50 m No 180 minutes(100 times)
∼1190
ms

[51] Simulation (Cooja) ∼18 ∼4 150m × 150m Yes 1800 seconds
0.25 ∼
1.27

second

[83] Simulation (Cooja) 21∼101 2∼10% 25m, 800m × 800m No 5 ∼ 30 minutes -

[104] Simulation (Cooja) 16 4 150m × 150m Yes 1800 seconds -

reduce the financial cost of the network, as there is no need for extra equipment and sniffers to
probe the LLN. Furthermore, LLN nodes can provide host machine configuration and other
information, which is not available in passive monitoring techniques. However, assigning the
monitoring tasks to the LLN constrained nodes increases network traffic overhead as nodes
need to transfer their information to centralised or decentralised IDSs. The passive monitoring
technique can reduce the active monitoring shortcomings while providing IDS with less detail
about LLN nodes. Moreover, even though passive monitoring can provide a comprehensive
view of the monitored network [129], the use of separate network communication (i.e. a
collection of probes) may increase overhead costs and restricts their benefit to the small-scale
and controlled network. As a result, and as seen from Fig 2.14, most proposals use active
monitoring. Researchers in [99] use a different channel for IDS agents’ communication to
reduce the negative impacts of IDS communication on LLN in passive monitoring techniques.
Table 2.6 shows what monitoring technique is used in each research, and Tables 2.4 and 2.5
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give each monitoring technique’s strengths and weaknesses.

2.7.5 Proposed IDS strategies (Q 5)

Sections 2.4 and 2.5 discussed existing IDS techniques and monitoring methods in the litera-
ture. Fig. 2.14.B, and Fig. 2.14.C show the proportions of each IDS strategy built on by the
reviewed papers and the proportion of their response types, respectively. We can see that
the majority, 54%, of the introduced methods use a specification-based detection strategy
to detect RPL attacks, 21% are hybrid, 17% are anomaly-based, and the remaining 8% are
signature-based IDS. This noticeable difference in proportions is because specification-based
IDS uses less storage space and consumes less computational resource than misuse-based and
anomaly-based detection approaches. However, such IDSs are inflexible and do not adapt
automatically to attacks, as stated in section 2.4.2.

2.7.6 Shortcomings of proposed methods (Q 6)

Studying Fig. 2.11, Fig. 2.12, and Fig. 2.13 shows the vulnerabilities and shortcomings of
each IDS strategy in LLN. Further study is required to address the shortcomings stated in
Table 2.5. From Fig. 2.12 and Fig. 2.13, We can see that researchers obtain the least FPR
and the best TPR using misuse detection techniques with 1% and 95.2% FPR and TPR,
respectively. However, none of the proposed misused-based IDS, which constitute 8% of all
proposed methods, provides any evaluation of FNR, which is an essential metric, especially for
evaluating signature-based IDS. Anomaly IDS provides the researchers with the least FNR
of 5.8% and better detection rate than the specification-based method, on average, 92.3%
TPR. However, as we expect in section 2.4.2, the FPR of anomaly-based and specification-
based methods was higher than signature-based IDS, with 5% and 12.2% FPR, respectively.
Although 21% of researchers attempt to minimise the FPR and receive the optimum TPR by
developing a hybrid IDS, this detection strategy provides researchers with 88.4% TPR and
6.8% FPR on average. The illustrated results in Fig. 2.12 and Fig. 2.13, and the proportion
of detection strategies in Fig. 2.14, reveal the need for further investigation into hybrid
detection strategies to boost the performance of IDS in the 6LoWPAN.

2.7.7 Datasets and simulators used by researchers (Q 7)

There are several well-known intrusion datasets developed through simulations, Capture The
Flag (CTF) competitions, or empirical lab experiments. These have been used by researchers
to train and test their proposed methods to detect various types of attacks. Some very well
known datasets are KDD 99, NSL-KDD, Defcon, and CDX. However, none of the mentioned
datasets include either 6LoWPAN traffic or any RPL-based attacks. This is because they were
not generated through IoT simulation or empirical experiments and mostly include applica-
tion layer intrusions. The lack of an recognised, reliable dataset compelled researchers in this
field to evaluate their proposed methods through simulation or empirical experiments. Table
2.10 introduces several simulators that exist in this field and are widely used by researchers
for simulation and evaluation purposes. Some of these simulators are employed more than
others. 73% of the proposed researches in this domain have used the Cooja simulator for
simulation and evaluation purposes. The authors of [130] compared different simulators for
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Table 2.9: Researchers objectives

Paper Obj 1 Obj 2 Obj 3 Obj 4 Obj 5 Obj 6 Obj 7 Obj 8 Obj 9 Obj 10

[92] ✓∗ - - - - - - - - -

[25] - - - - - ✓∗ - S - -

[108] ✓ ✓ - ✓ - - ✓ S ✓ -

[49] ✓ ✓ - ✓ - ✓ ✓∗ S - -

[84] - - - ✓∗ - - - S ✓ -

[53] ✓ - - ✓ ✓ - ✓ A ✓ ✓
[79] ✓ ✓ ✓ - - - ✓ - - -

[76] ✓ - ✓ - ✓ - ✓ A ✓∗ -

[93] ✓ - - ✓∗ - - ✓ - - -

[69] - - - - - - ✓ - ✓∗ ✓
[101] ✓ ✓ - - - - - - ✓∗ -

[102] ✓ - - - - - - - ✓∗ ✓
[54] - - - - - - ✓∗ - ✓ -

[70] - ✓ ✓ - - ✓∗ - S ✓∗ ✓
[89] - ✓ ✓ - ✓ ✓∗ - S ✓∗ -

[97] - ✓ ✓ - - - ✓ S ✓∗ ✓
[90] ✓ - - ✓∗ - ✓∗ ✓ A - -

[54] ✓ - - ✓∗ - ✓∗ ✓ S, A - -

[55] - ✓ ✓ - - - ✓∗ S ✓∗ ✓
[22] ✓∗ ✓ - ✓∗ - ✓∗ ✓ - ✓ -

[8] ✓ - - - - - - - - -

[85] - - - - - ✓ - - ✓∗ -

[56] ✓ ✓ - ✓∗ - ✓ - - - -

[57] - - - - - ✓ - - - -

[94] - - - - - - - - - -

[99] - ✓ - - - - - - - -

[80] ✓∗ - - - - - ✓∗ S - -

[58] ✓∗ - - - - ✓∗ ✓∗ S ✓ -

[109] - - - - - - - - - -

[103] - - - - ✓ - ✓ S ✓ -

[110] ✓ - - ✓ - - ✓ S - -

[100] - ✓ ✓ - - - - S ✓ ✓
[52] - ✓ - - - - ✓∗ S ✓ ✓
[59] ✓ - - ✓ - ✓ - - - -

[60] ✓ ✓ - ✓∗ - ✓∗ ✓∗ - ✓ -

[61] ✓ ✓ ✓ ✓∗ - - - S ✓ -

[77] - - - ✓ - - ✓ S - -

[87] ✓ - - ✓∗ - ✓ - - - -

[81] ✓∗ - - - - - ✓ - ✓ -

[88] ✓ - - - - ✓∗ - A - -

[111] ✓ ✓ - - - - ✓∗ A ✓ -

[112] ✓∗ - - - - ✓ - - -

[105] ✓ - - - - - - - ✓ -

[113] ✓ - ✓ ✓∗ - - - - - -

[62] ✓ - - ✓ - ✓ - - - -

[71] ✓ - - - - - - S ✓ ✓
[63] ✓ - - ✓∗ - ✓∗ - - - -

[115] - - - - - - - A - -

[48] ✓ ✓ ✓ - ✓ - ✓∗ S ✓∗ ✓
[96] ✓ - - ✓∗ - - - S - -

[116] ✓ ✓ ✓ - - - - A ✓∗ ✓
[72] - - - - - - - S - ✓
[73] ✓ - - - - - - A - -

[91] ✓ - - ✓∗ - ✓∗ - S ✓ -

[65] ✓ ✓ - ✓∗ ✓ - - S - -

[66] - ✓ - - - - ✓ S ✓∗ -

[82] - - - - ✓ - ✓ A - -

[117] ✓ ✓ - - - - - H ✓∗ -

[67] - ✓ - - - ✓ - S ✓∗ -

[68] ✓ - - ✓ - - - S - -

[78] ✓ ✓ - - - - - S ✓∗ ✓
[118] ✓ ✓ - - - - - S ✓∗ -

[98] ✓ - - ✓∗ - - ✓ A ✓ -

[95] - - - - - ✓ - A - -

[86] ✓ ✓ ✓ ✓ - - ✓∗ S ✓ ✓∗
[74] - - ✓ - - ✓∗ - S - -

[75] ✓ ✓ - ✓ - - ✓ S ✓ ✓
[51] ✓ - - - ✓ - ✓ S ✓ ✓
[83] ✓ ✓ - ✓∗ - ✓∗ ✓ S - ✓
[104] ✓ - - - ✓ - ✓ S ✓ -

Obj1: ✓∗ below Quartile 1(25th percentile) Obj4: ✓∗ denotes either FPR or FNR not provided. Obj6: ✓∗ indicates the research detect more
than one but less than 3 RPL attacks. Obj7: ✓∗ determines only one attacker node placed among a large number of normal nodes. Obj8: There is
not any research to provide a result for this objective. We can consider the possibility of addressing this objective by mentioned detection strategy,
Anomaly-based (A), or Specification-based (S). Obj9: ✓∗ states that the proposed method contains a prevention mechanism; however, the study
did not provide the amount of FPR, which is essential for such mitigation methods. Obj 10: The provided PDR is below quartile 1(25th percentile)
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Figure 2.14: The proportion of each monitoring and detection strategy.

RPL networks. However, some well-known simulators such as Netsim, Opnet, NS-3, and
Matlab did not appear in their study; we include them here while adding more detail to the
information on existing simulators. The average numbers of normal and malicious nodes in
the testbeds are 49 and 4, respectively. Researchers model 8.2% of nodes as malicious on
average. The minimum, average, and maximum experiment runtimes were 30, 2196, and
50000 seconds, respectively.

Figure 2.15: The evaluation metrics and their usage.
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2.7.8 Used evaluation methods (Q 8)

We investigated to what extent each evaluation method was used to measure the performance
of the proposed detection technique in this domain. Using a simulator for evaluation has
the lion’s share with 86%, while empirical evaluation makes up only 7%. Providing more
evaluation results can help the readers to understand the strength and weaknesses of the
investigated IDS. However, researchers mostly did not provide sufficient evidence to justify
the achievement of their aimed contribution by comparing the performance of the proposed
method over normal and attack scenarios. Researchers provide the least evidence for FNR
while it is crucial for evaluating the capability of IDS. Fig. 2.15 reveals to what extent each
evaluation metric was considered by researchers.

2.8 Existing Research Gaps

Reviewing the proposed IDS approaches for RPL enables us to identify gaps and research
opportunities. We believe further study on the aforementioned and less-investigated research
questions can enhance RPL security and make it more resilient. Below we summarise the
remaining gaps and provide some suggestions to address them. Further study opportunities
are provided to answer Q9.

2.8.1 Comprehensive in detecting attacks

Existing studies in IDS are often limited to the detection of one or a very small number of
RPL attacks. Our review did not find any proposed IDS securing LLN against all known types
of RPL attacks. There seems to be significant opportunity for detectors that can operate
effectively over the range of possible attacks (both known and unknown).

2.8.2 Exploiting machine learning for defence

Table 2.11 shows the ML-based IDSs proposed to secure networks against RPL-attacks.
Some of the proposed approaches [56] are scenario-based and may not perform well in LLNs
different to the training target. There is a significant opportunity to further explore the rich
defensive possibilities offered by ML. Crafting resource efficient intrusion detectors seems an
obvious and important target for the application of ML, e.g. use ML to synthesise RPL
attack detectors that consume little power.

2.8.3 ML-based intrusions

ML has proven to be very powerful and effective in detecting intrusions but what if intruders
decide to use ML to establish ML-based RPL intrusions? After discovering vulnerabilities
in the targeted LLN, intruders can adopt an ML-based malicious system (e.g., using a rein-
forcement learning algorithm) to enter a game with the RPL network and discover the most
effective intrusion for damaging nodes’ CIA (confidentiality, integrity, and availability). Since
intruders may use advanced ML algorithms to achieve their goals, detecting such intrusions
might be challenging. Thus, ML may be used to synthesise effective and highly stealthy
strategies for attack. This study has not found any IDS research capable of securing LLN
against such sophisticated intrusions.
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Table 2.10: The most popular network simulators

Simulator Strength Shortcoming Scripting

Cooja - A comprehensive level of detail in simulating RPL net-
works. - Adjustable OF (ETX is the default OF). -
Cooja is called an emulator rather than a simulator; the
compiled firmware in the Cooja can upload and emu-
late over real devices (e.g., Tmote Sky, Z1). - Provide
power consumption, CPU, RAM, ROM usage. - Open-
source. - MRHOF and OF0 have been implemented;
adding a new OF is possible - There is no limitation
in the number of border routers in this simulator. -
Several sensors/mote types with heterogeneous compu-
tational resources are available in the simulator.

- Does not include the repair mecha-
nism of DODAG. - Limitation in the
maximum number of nodes. - Low
accuracy, especially in large-scale sce-
narios. - It cannot simulate commu-
nication between the border router
and other network technologies. –
lack of official documentation.

C

Netsim - A comprehensive level of detail in simulating RPL
networks. - Provide power consumption. – Emula-
tor feature connects the simulation environment to real
hardware and devices to generate more accurate re-
sults. - Can simulate a large-scale scenario with a signif-
icant number of nodes. - Can connect border router to
other network technologies. Netsim supports other net-
work technologies, namely 5G NR, LTE, Vanets, Manet,
Satellite communication. – Support MRHOF and OF0.
-Adjustable API code. – Comprehensive documenta-
tion. – Can interact with Node-red environment.

- DODAG repair mechanism is not
supported. - Paid license. - Unlike
Cooja, Netsim cannot provide CPU,
RAM, ROM usages of nodes in the
simulation environment. - Cannot
place more than one border router in
a scenario - The existing sensors are
not heterogeneous in terms of compu-
tational resources; however, there is a
possibility to develop heterogeneous
sensors in terms of transmission rate
by modifying the API codes.

C

Matlab Easy to implement. Generic support of RPL. Paid license. Matlab

NS-3 - Open-source. - Although it can simulate scenarios with
a massive number of nodes, increasing the number of
nodes cause a negative impact on the accuracy and pre-
cision of its simulation results

- The GUI is only supported for sim-
ulating traffic flow. - Generic sup-
port of 6LoWPAN and AODV. - In-
adequate support in MAC and PHY
layer development.

C++&
Python

NS-2 Open-source - Only support GUI in simulating
traffic flow, Not supporting RPL,
6LoWPAN, but WSN. - The number
of nodes cannot be more than ∼100
nodes. - Highly errored and unsta-
ble simulation environment. - Lack
of IDE debugger.

C++ &
OTcl

TOSSIM - Support an extensive scale network with thousands
of nodes. - Support energy consumption with power
TOSSIM add-on. - Open-source.

- Cannot simulate power consump-
tion. – Only support few hardware
types. - Although TinyRPL supports
RPL, the TinyOS simulator does not
include TinyRPL and cannot support
the RPL simulation.

C++ &
Python

OMNeT++ - Open-source. - Support power monitoring. - Generic level of detail. - Simple
Tree, Multipath Rings network exist
in OMNET++; however, RPL can
simulate in OMNET++

C++ &
NED

OPNET - Support power monitoring. – Support different net-
work technologies (e.g., Zigbee, WSN, Satellite). - It
can simulate a pervasive network scenario in an immense
geographical scale, cities, countries. - Known for very
accurate simulation results. - Educational license avail-
able

- It does not support RPL, 6LoW-
PAN.

Proto - C

WSim/WSNet - Acceptable level of detail in simulating RPL networks.
- Open-source. - Provide power consumption, CPU,
RAM, ROM usage.

It does not have any GUI interface for
configuration and simulation results.

C

J-Sim - Support up to ∼500 nodes; however, this impact sim-
ulation times significantly. - Open-source.

- Hard to interact with. - Only sup-
port IEEE 802.11 and not compatible
with RPL.

Tcl
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Table 2.11: ML-based IDS for RPL

Ref Algorithm Attack Evaluation

[88]
Neural Network, Genetic

Algorithm
Man in the

Middle (MitM)
Empirical (11

nodes)

[111] Decision Tree, NB, LDA
SYN Flood,
HTTP Flood,
Exploit attack

Empirical (100
nodes)

[63]
Supervised Optimum-Path
Forest (OPF) and Modified

OPF (MOPF)
SF, SH

Simulation (12
nodes) and
NSL-KDD

[62] Voting (MLP, Random Forest)

Version, Rank,
Sybil, Decrease

Rank,
Blackhole

Simulation (12
nodes)

[113]
Weighted voting, Bat, Random

Forest
No RPL attack KDD dataset

[81]
unsupervised K-means and
supervised Decision Tree

WH
Simulation (∼200

nodes)

[54]
unsupervised Optimum-Path
Forest Clustering (OPFC)

SH, SF, WH
Simulation (∼50

nodes)

2.8.4 Evaluating the detection of unknown attacks

The anomaly-based, specification-based, and hybrid IDSs are known for their capability in
detecting unknown intrusions. Although 17%, 54%, and 21% of existing IDSs employ such
detection strategies respectively, we did not find any performance evaluation of these IDS
over unknown attacks. Here, an unknown intrusion is an attack that IDS is not trained for.

2.8.5 Adaptive IDS

The existing ML-based IDSs for 6LoWPAN are offline/batch trained. As discussed in Section
2.4.4, such ML-based IDSs require training over the training dataset to update/rebuild their
detection engines, where the dataset includes new observations and old ones, where re-training
a pre-constructed classifier using the entire training dataset is strenuous and expensive con-
cerning computational exhaustion and time. Hence, an adaptive ML-based IDS is required
for 6LoWPAN to facilitate this need. However, developing an adaptive/incremental IDS that
capable of accurately classifying the 6LoWPAN evolving data stream is a challenging task.
The IDS needs to update its detection classifier incrementally with the change (shift) in the
network environment to be robust and maintain its intrusion detection accuracy.

2.8.6 Study dynamic scenarios

The proposed IDSs mostly consider a network scenario with a fixed number of nodes in a
static environment. However, an LLN is a lossy and unstable dynamic network. Nodes may
continuously move in and out of the LLN. Hence, the number of nodes increases and decreases
over time. Therefore, it is essential to consider such a dynamic, unstable and scalable network
while developing IDS for RPL because such elements have a direct effect in the detection of
attacks such as DIS flooding, SH, SF etc.
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2.8.7 RPL attack dataset

There is a pressing need for a comprehensive RPL network dataset that is freely available for
researchers. This would be a major research enabler, allowing meaningful evaluation of any
proposed RPL IDS techniques.

2.8.8 Real time notification

Accurate and timely detection of malicious activities critically depends on the monitoring
technique adopted. The ability to detect breaches early is the most valuable aspect of any
IDS. As stated in section 2.5, there are several proposed methods for deciding on where
to place the monitoring nodes and the IDS agents for monitoring and detection purposes.
However, the large number of geographically spaced connected devices makes it hard to
inspect packets in real-time. This negatively impacts the alarm and response time. There is
a need for more research to provide these means for IDS to detect RPL attacks accurately
while providing real-time notifications.

2.8.9 Adopt a lightweight approach

The LLN nodes are constrained by nature and barely function properly for their assigned
tasks; they are constrained in processing, memory and power and may not be able to hold
tasks other than the ones assigned to them. Furthermore, 6LoWPAN suffers from a wide
range of different disruptive attacks, as mentioned in section 2.3. Designing a complex de-
tection algorithm that can detect major RPL attacks is more likely to exhaust LLN node
computational and energy resources. Therefore, future IoT-RPL intrusion detection solutions
must be robust yet lightweight.

2.9 Summary

The features and capabilities of IoT devices allow them to be utilized and incorporated
everywhere: in health care sectors, smart cities, smart homes, and industrial environments.
They are exposed to various types of routing attacks. The RPL protocol underpins the
network operation of many modern LLNs. This review has explored attacks against this
protocol and identified the state-of-the-art in the use of IDSs to detect attacks on networks
that run this protocol. We have identified existing research gaps and possible future research
directions. In the literature, several RPL attacks (e.g. Increase Rank, Worst Parent, and
DIO Suppression) are overlooked or not addressed at all. Additionally, the lack of adaptivity
in existing RPL-based IDS deprive detection models to adapt/adjusting to any shifts in the
6LoWPAN data environment.



Chapter 3

Adaptive Hybrid Heterogeneous
IDS for 6LoWPAN

Developing a security infrastructure for 6LoWPAN is made difficult by resource constraints
of nodes. Further challenges are posed by the streaming and evolving environment of LLNs.
IDSs have been proposed as a means to detect RPL attacks but in practice their focus
has been limited to specific attacks and they typically assume a stationary environment.
Furthermore, IDSs for detecting RPL attacks must cope with the often significant resource
constraints indicated above. This chapter introduces an adaptive hybrid IDS scheme to
accurately detect and identify a wide range of RPL attacks in evolving data environments.
We apply our proposed scheme to the networks under various levels of node mobility and
maliciousness. To develop an adaptive hybrid Centralised IDS (CIDS), we experiment with
several incremental machine learning (ML) approaches and various ‘concept-drift detection’
mechanisms (e.g. ADWIN, DDM, and EDDM).

3.1 Introduction

The 6LoWPAN has a streaming data environment. An IDS does not have access to the entire
data stream at any point in time and cannot afford to store all incoming instances (data is
unbounded). Existing IDSs proposed for 6LoWPAN work only in stationary environments
where the number of nodes in each scenario does not change. However, 6LoWPAN has an
evolving data environment, where node movement, inaccessibility, change in a node applica-
tion, and unforeseen attacks, alter the data stream distribution. In 6LoWPAN, nodes cannot
accommodate a large volume of data in their memories. Moreover, in non-stationary evolving
environments, the data distribution evolves unpredictably and so the system needs to update
its model incrementally or retrain it using recently observed batches of data. To address
the aforesaid issues, “concept drift” detection approaches have been introduced in different
network paradigms to enable adaptivity in IDS [121], where the “concept” can be defined as
a joint distribution P (X|Y ), where X denotes a vector of attributes values (features) and
Y is the target value (label) [131]. Concept drift is a shift in the data distribution P (X),
where Pt(X,Y ) ̸= Pt+1(X,Y ). The rate of concept drift is unknown to the system and can
be abrupt, incremental, gradual or recurring [121]. Concept-drift Detection (CD) methods
can enable an IDS to adapt to unforeseen intrusions and identify other shifts in the network

53
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data stream [120]. Additionally, the CD approaches make efficient use of storage and memory
resources and facilitate fast classification.

Developing an adaptive IDS capable of accurately classifying the 6LoWPAN evolving data
stream is a challenging task. The classifier needs to update itself with each change (shift)
in the environment to continue to detect novel attacks. Retraining a classifier using the
entire training data is computationally expensive. This chapter proposes an adaptive form of
hybrid ensemble IDS capable of enhancing system performance using streaming data mining
techniques and drift detection. The proposed scheme is capable of identifying various internal
(sourced inside 6LoWPAN, e.g., sinkhole, blackhole, and grayhole) and external (sourced
over the Internet, e.g., wormhole and DIS flooding) routing threats targeting 6LoWPAN.
Different ensembling techniques have been adopted and compared in this chapter. We employ
a passive decentralised monitoring technique (where anomaly-based IDS agents passively
monitor network communications and send abnormal/suspicious observations to the central
IDS for further analysis) to collect and monitor LLN traffic from different locations and avoid
additional computational overheads over legitimate nodes for intrusion detection purposes.

3.1.1 Related work

A broad range of routing vulnerabilities in 6LoWPAN and the lack of effective built-in security
mechanisms in RPL [3] have encouraged researchers to develop IDSs for detecting RPL attacks
and have adopted various monitoring and detection strategies [3]. These schemes [132; 79; 99;
65] use a specification-based IDS to detect Sinkhole (SH), Wormhole (WH) and DIS flooding
(DA) attacks. 54% of existing IDSs employed a specification-based detection strategy for
detecting routing attacks in 6LoWPAN [3]. Specification-based IDSs employ a set of static
rules for identifying intrusions; they cannot update their rules automatically. Only 21%
of the reported works have considered a hybrid detection strategy [3] but none considers
mobility of nodes. The shortcomings of the statistical and rule-based detection approaches
[3] have encouraged researchers to apply machine learning (ML) algorithms to enhance the
performance of IDS in 6LoWPAN. Among existing hybrid IDSs for 6LoWPAN, only a few
[81; 62; 54] are ML-based. Moreover, they [62; 81; 56; 54] used offline ML approaches, where
the intrusion detection model is constructed using a stationary batch of training data. Due to
the evolving data stream of 6LoWPAN, the detection performance of the batch-trained ML-
IDS degrades over the time [120]. Nevertheless, because of memory constraints in 6LoWPAN,
legitimate nodes cannot store extensive records of malicious activities. Hence, less critical
records should be replaced with vital ones over time. However, to the best of our knowledge,
no existing IDS for 6LoWPAN does this.

Various proposed monitoring techniques observe inter-node communication in the 6LoW-
PAN [3] (e.g. centralised and decentralised active or passive monitoring approaches). They
[132; 79; 65; 117; 22; 90; 62; 81; 54] employed an active monitoring technique to detect RPL
attacks in 6LoWPAN. According to [3], ∼77% of existing IDSs used an active monitoring
technique, where legitimate nodes were required to participate in intrusion detection tasks
with centralised or decentralised intrusion detectors. Active monitoring can provide more
information about node configuration (e.g. geographical location, energy consumption, and
CPU, RAM, ROM usage) and result in more accurate detection of RPL attacks. However,
it also causes additional computational overhead on the legitimate nodes. Consequently,
some 6LoWPAN IDS papers employed passive centralised [56; 111] and passive decentralised
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Table 3.1: Related works

Scheme Method Attacks Considered Desirable Properties
DP1 DP2 DP3 DP4 DP5 DP6 DP7

[22] Hybrid active decentralised IDS SH and GH (using Cooja
simulator)

× × × × × × ×

[132] Specification-based IDS, Highest
Rank Common Ancestor

WH and Sybil (using Cooja
simulator)

× × ✓ × × × ×

[65] Specification-based active cen-
tralised IDS

SH (using Cooja simulator) × × × × × × ✓

[81] Unsupervised Anomaly-based
K-Means and Supervised
Signature-based Decision Tree

WH × × × × × × ×

[62] Ensemble Voting (MLP and RF) SA, VN, SH, and BH × × × ✓ × × ×
[54] Unsupervised Optimum-Path

Forest Clustering
SH, WH, and SF × × × × × × ×

[56] Hybrid ML-IDS using passive
monitoring technique

SH, WH, and DA (using
Cooja simulator)

× × × × × × ×

[117] Active decentralised hybrid IDS
(requires geographical informa-
tion of nodes)

SH (using Cooja simulator) × × × × × × ×

[90] Active decentralised anomaly-
based IDS

DA and NA × × × × ✓ × ×

[94] Passive decentralised signature-
based IDS

DA (using Cooja simulator) × × ✓ × × × ×

[49] Active decentralised
specification-based

WP, DA, SH, and DF × × × ✓ × × ×

[133] Online adaptive RF + concept
drift

KDDCup99 (application
layer attacks)

✓ ✓ ✓ D/N × × D/N

[134] Online RF (Hoeffding Trees) KDDCup99 (application
layer attacks)

✓ ✓ ✓ D/N × × D/N

[113] Ensemble Weighted Voting, RF KDDCup99 (application
layer attacks)

✓ × ✓ D/N × × D/N

[135] Concept drift (HDDM) based
ensemble incremental learning
approach in IDS

KDDCup99 (application
layer attacks)

✓ ✓ ✓ D/N × × D/N

[136] Online Sequential-Extreme
Learning Machine (OS-ELM)

NSL-KDD 2009 (applica-
tion layer attacks)

✓ D/N D/N D/N × × D/N

Our Scheme One-Class SVM, incremen-
tal OzaBaggingADWIN using
KNN, and HalfSpace-Trees

SH, BH, GH, DA, DS, IR,
WH, and WP (Netsim v13)

✓ ✓ ✓ ✓ ✓ × ✓

∗D/N: Different Network-technology. ∗ In the “Attack” column, the later entries refer to available datasets that contain a variety
of attacks, (but these exclude RPL attacks); ✓: Satisfy; ×: Not addressed; SH: Sinkhole, BH: Blackhole; WH: Wormhole;
DS: DIO Suppression; WP: Worst Parent; GH: Grayhole; DA: DIS Flooding; IR: Increase Rank;

[94; 99; 84] approaches. Passive monitoring does not cause any additional computation over-
head for legitimate nodes [84]. Nevertheless, it can provide IDS only with control packets
that are multicasted or unicasted by monitoring nodes’ neighbours.

According to [3], existing IDS mainly focus on detecting sinkhole (21%), grayhole (14%),
blackhole (10%) and DIS flooding (10%) attacks while other RPL attacks are overlooked.

There is no research in the literature to develop and evaluate the performance of IDS
against external routing attacks (external DA and WH). Furthermore, only 13% of RPL IDS
research has considered mobility [3]. Table 3.1 describes the related works in the literature
and the contributions that this chapter makes.
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3.1.2 Motivation and contribution

The Routing Protocol for LLNs (RPL) is vulnerable to various routing threats (e.g. sinkhole,
blackhole, and wormhole). Further more, the 6LoWPAN data environment evolves on an
unpredictable basis. Different IDSs have been proposed in the literature to detect existing
RPL attacks in 6LoWPAN (as discussed in Section 3.1.1). However, none of the existing IDS
satisfies all the desirable properties (as mentioned in Section 1.2.1).

Although batch-trained ML algorithms can enhance the performance of an IDS in de-
tecting RPL attacks in a stationary data environment, they are offline and require a large
training dataset to develop their detection engine. In 6LoWPAN, an IDS observes a con-
siderable (unbounded) volume of data as a continuous flow; hence, it cannot explicitly store
all observations to identify anomalous activities. To maintain detection performance, it is
expected that the IDS modify its detection model on a regular basis and incrementally adapt
to unforeseen data distributions. We propose and evaluate an adaptive heterogeneous en-
semble hybrid IDS framework to detect various types of RPL attacks in 6LoWPAN. The
hybrid detection strategy helps the proposed framework to balance the computational cost of
the anomaly-based intrusion detection and the storage cost of the signature-based intrusion
detection on legitimate nodes. Besides, various incremental ML algorithms and ensemble
techniques are evaluated to determine the most suitable combinations for the proposed sys-
tem. The major contributions of this chapter are to provide:

• A new adaptive hybrid IDS to detect internal and external RPL attacks.

• An efficient concept-drift-based ML-IDS, maintaining effectiveness in the face of envi-
ronmental change.

• A powerful IDS identifying a wide range of RPL attacks, including less researched ones
(e.g. Increase Rank, DIO suppression, and Worst Parent attacks)

• A comparative study of the proposed scheme with closely related existing schemes.

• A comprehensive dataset for ML-based IDSs containing different RPL attacks, namely
Sinkhole, Blackhole, Selective Forwarding, Increase Rank, DIS Flooding, Worst Parent,
DIO Suppression, Replay, and Wormhole. The generated dataset is publicly available
to facilitate further research.

3.1.3 Organisation

The rest of the chapter is organised as follows. In Section 3.2, we present our proposed
scheme. In Section 3.3, we describe our implementation and evaluation details. Section 3.4
concludes the chapter.

3.2 Proposed Scheme

Our proposed scheme employs a passive decentralised monitoring approach [84] using a
cluster-based placement [124] strategy to analyse the data stream in 6LoWPAN. Anomaly-
based detectors are spread over the 6LoWPAN to analyse their neighbours’ control packets
and report abnormalities to the Centralised IDS (CIDS) on the 6LoWPAN Border Router
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(6BR). The CIDS is an adaptive heterogeneous hybrid IDS that protects 6LoWPAN against
internal and external intrusions. Fig. 3.1 illustrates the system architecture. The proposed
scheme has three components: an anomaly-based network IDS (ANIDS), incremental ensem-
bles of signature-based IDS, and incremental ensembles of anomaly-based IDS. These are
described in subsequent sections. Algorithm 9 shows the proposed scheme.

Figure 3.1: System model.

3.2.1 Anomaly-based network IDS (ANIDS)

Since the CIDS on the 6BR cannot observe network communications of distant nodes (since
the 6BR has limited radio range and RPL may operate in storing mode [3]), the proposed
scheme distributes Anomaly-based Network IDS (ANIDS) agents to passively monitor multi-
casted and unicasted control packets of their neighbouring nodes without requiring significant
storage space. As shown in Experiment 1 (Section 3.3.2), a One-Class SVM (OCSVM) can
provide excellent performance in detecting intrusions with negligible false-alarms and excel-
lent recall value. The OCSVM is a novelty detection algorithm that develops a profile (model)
of safe activities and classifies instances as an outlier if they deviate from that profile. The
outcome of an OCSVM is bipolar, yt = −1 for xt ∈ outliers and yt = +1 for xt ∈ inliers.
In OCSVM, the classifier assumes that the given training dataset X contains only normal
(safe) instances, X={x1, x2, ..., xN} xi ∈ Normal, and considers the origin of a kernel-based
transformed representation as an outlier. OCSVM aims to discover a separating boundary
(hyperplane) w.ϕ(xi) that maximises the distance between normal instances (x) and the ori-
gin (0, 0), w.ϕ(xi)− ρ = 0 (define the hyperplane) where w and ϕ(.) denote weight and SVM
kernel respectively; ρ denotes the maximal margin (threshold), Eq. 3.1, with N instances
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Algorithm 9: Adaptive Hybrid Heterogeneous IDS

1 Initialisation
2 A stream of pair (x, y), as (x0, y0), (x1, y1)... (xT , yT ), arriving one-by-one over time.
3 X is an evolving data stream (X → ∞), where xt is a set of features observed at time t (now).
4 y is the real class label and y is the classifier prediction, where Y = {−1, 1}
5 CA: COCSVM ∪ CHST // Anomaly Classifiers.
6 COCSVM : One-class SVM Classifiers ⊆ CA.
7 iT ree: a HalfSpace-Tree.
8 ω: Window Size.
9 AScore: Anomaly Score.

10 CHST : HalfSpace-Trees ensemble classifier ∈ CA.
11 M is the number of models in the ensemble.
12 hm is an adaptive OzaBagging ensemble model induced by learners m ∈ {m1...mn}.
13 Count ← 0.
14 r: mass profile of a node in the reference window. //mass is used as a measure to rank

anomalies.
15 l: mass of a node in the latest window.
16 k: Generate poisson (λ = 1)
17 ψ: is the generalised Kronecker function: ψ(a, b) is 1 if a == b, and 0 otherwise.
18 for all (x) in X do
19 δ ← using Eq. 3.3 c classifies (xt), where c ∈ COCSVM

20 if δ == -1 (c has classified (xt) as malicious) then

21 predict y = arg maxy∈Y

∑M
m=1 ψ(hm(xt), y)

22 for all m ∈ hm do
23 ŵ ← exp(−1)/k!
24 Update m with (xt, yt) and weight ŵ

25 if y == -1 (hm detect (xt) as normal) then
26 AScore ← 0
27 for all iTree in CHST do
28 AScore ← AScore + Score(xt, iTree) // accumulate scores
29 UpdateMass(xt, iTree.root, false) // update mass l in iTree

30 Report AScore as the anomaly score for xt
31 Count++
32 if Count == ω then
33 Update model : Node.r ← Node.l for every node with non-zero mass r or l
34 Reset Node.l ← 0 for every node with non-zero mass l
35 Count ← 0

36 if ADWIN detects change in error of one of the models (hm) then
37 Replace the model with highest error with a new model

38 Output: Notify administrator if xt is anomalous
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xi∈<1,N>. According to [137], the OCSVM can be solved efficiently using the quadratic Eq.
3.2. The ν (Nu) is upper bounded by the fraction of outliers and lower bounded by the
fraction of support vectors. The ν intends to fine-tune the trade-off between over-fitting and
generalisation. The conjoint usage of ν and the slack variable ξ (ξ ≥ 0) enables the system to
mitigate a dataset that contains a small fraction of outliers. In other words, ν is the proba-
bility of finding an outlier in X, where outliers ⊆ X. The γ (gamma) determines how much
influence a single training example has. The larger γ is, the closer other examples must be to
be affected. Since it is expected that ANIDS agents will generate some false-positive alarms
(wrongly classify safe instances as intrusions), the instances that are classified as anomalies
will be further analysed by CIDS.

w.ϕ(xi) ≥ ρ− ξi ∀xi ∈ X and ξi ≥ 0, ∀ i ∈ {1, ..., N} (3.1)

Minw,ξ,ρ =

[
1

2
∥w∥2 +

(
1

νγ

n∑
i=1

ξi

)
− ρ
]

(3.2)

yi = sign(w.ϕ(xi)− ρ) (3.3)

where the yi in Eq. 3.3 is an inliner (+1) if w.ϕ(xi)− ρ ≥ 0 and an outlier (-1) otherwise.

3.2.2 Central IDS

The CIDS contains an incremental heterogeneous hybrid IDS and is responsible for analysing
internal and external data streams. Experiments 2 and 3 (in Section 3.3.2) show that the
incremental ensemble of OZABagging with KNNADWIN learners and HalfSpace-Trese (HS-
Trees) [138] create a hybrid IDS that provides excellent performance in detecting intrusions.
Concept-drift Detection (CD) enables the framework to enhance its intrusion detection perfor-
mance over time by adapting to unforeseen intrusions and data distributions. The outcomes
of experiments 4, and 5 show that the adaptive sliding window (ADWIN) CD algorithm [121]
enhances the performance of the proposed scheme while using limited processing and memory
at any point in time.

Oza Bagging Ensemble Classifier

Incremental ensemble classifiers provide better detection performance at the cost of more
computation and memory usage [128]. An ensemble classifier f(C1(xt), C2(xt)...Cn(xt)) is a
set of classifiers (Ci) that make predictions over a given instance of feature set (xt). The
Ozabagging classifier builds an ensemble of classifiers such that ∀ ci ∈ C, ci is trained over
different bootstrap instances. Since it is challenging to draw samples with replacement in an
online streaming environment, the Oza bagging classifier weights the observed instances using
a Poisson1 in bootstrap replica [141]. The OZABAGADWIN [142; 143] is the OzaBagging
with ADWIN (adaptive windowing) concept-drift detection. The OZABAGADWIN imple-
ments several ADWIN drift detectors to monitor classifier error rates. On the detection of

1As N (number of samples) → ∞ the distribution of K (number of copies of each n) tends to a Poisson(1)

distribution: K ∼ exp(-1)

k!
[139; 140]
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concept drift, OZABAGWIN replaces the worst classifier ci ∈ C with a new classifier, de-
scribed as a “replace the loser” strategy [141]. The classification of the majority of individual
classifiers that make up the ensemble is taken as the classification of the instance. Where the
number of classifiers is odd, there is always a majority for one class. Where the ensemble has
an even number of classifiers, then a tie is possible. In such a case, the instance is judged to
be malicious [142; 143].

Incremental ensemble of anomaly-based IDSs

Although adopting adaptivity (concept-drift detection) enables a signature-based IDS to learn
unforeseen intrusions (discussed in Section 3.2.2), a signature-based IDS (OzaBagADWIN)
is prone to some degree of false-negative alarms for unknown intrusions. hence, to enable the
proposed framework to identify unknown intrusions, the HalfSpace-Trees (HS-Trees) algo-
rithm [138] analyses observations that are classified as normal so far. In HS-Trees, each tree
contains nodes that capture the number of data items (known as mass) within a subspace
of streaming data. In this context, the mass is used to profile the degree of anomaly. The
OzaBaggingADWIN and HS-Tree form an incremental hybrid IDS on the 6BR.

Adaptivity

Adaptive learning updates the predictor model to respond to the concept drift through the
predictor operations. The 6LoWPAN traffic routing evolves as nodes move or become un-
available (e.g. their energy resource may deplete), which results in reconstruction of the
DODAG routing graph. Data forms a stream into the IDS with a distribution that varies
over time. To reduce memory use, concept-drift-based IDS trains over a small number of
training data at any point in time and does not load the entire dataset into memory [120].
The fundamental function of any concept drift detection approach is the mechanism to de-
tect the drift occurrence timestamp. Accurate identification of the time that drifts happen
plays a vital role in enhancing the system’s adaptivity performance. Since the model never
has full access to the entire data in a continuous environment, our proposed scheme employs
the adaptive sliding window (ADWIN) concept [144] to perform concept drift detection. A
window w is a snapshot of data; it gives more importance to the recently observed data and
periodically discards the older data. ADWIN slides a window w on the prediction results
as they become available, in order to detect drifts. The method examines two sub-windows
of sufficient length, i.e., w0 of size n0 and w1 of size n1 where w0 • w1 = w. The symbol •
represents the concatenation of two windows. A significant difference between the means of

two sub-windows indicates a concept drift, i.e., when |µ̂w0 − µ̂w1 | ≥ ε where ε =
√

1
2m ln 4

δ′
,

m represents the harmonic mean of n0 and n1, and δ
′
= δ/n. Here δ is the confidence level

while n is the size of window w. Once a drift is detected, elements are removed from the tail
of the window until no significant difference is observed. Algorithm 9 shows the proposed
scheme.
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Table 3.2: Simulation parameters

Parameters Values

Number of nodes 16, 32, 64, 128

Number of Malicious nodes ∼10%, ∼20%, ∼30%
Number of Workstations 4, 8

Transmission Range 50m

Number of ML detectors ∼10%
Number of Mobile nodes ∼20%
Scenario Dimension (Terrain) (250 × 250) to

(850 × 850) s.meters

Traffic Rate 250 kbps

Simulation time ∼ 21,600 seconds

Application Protocols COAP, CBR

RPL mode Storing mode

Mobility Modes Random Walk, Group Walk

Path Loss Model Log Distance, Exponent(n): 2

Distance between nodes 25 ∼ 45 m

Objective Function (OF) OF0, LQ

Receiver Sensitivity -85 dBm

3.3 Implementation and evaluation

In this chapter, we use the Netsim simulator to evaluate the performance of the proposed
scheme against different RPL attacks. In this context, we consider different network configu-
rations (e.g. number of malicious and legitimate nodes, and objective function), as described
in Table 3.2. The simulated 6LoWPAN scenarios include 16 to 128 LLN nodes (excluding
6BR and external computers), where 10% to 30% of the nodes are assigned as malicious (we
round a decimal number1). In all scenarios, we consider 20% of the nodes, including half of
the malicious nodes, walk around the terrain with a velocity of 5 m/s. Nodes distribute over
terrain covering 250m2 ∼ 800m2 and are 25∼45 meters apart, with 50 metres transmission
range. Each scenario is simulated for ∼480 minutes for performance benchmarking. This
chapter uses the interleaved test-then-train approach to evaluate the proposed scheme [143].
It is assumed that the packets in the streaming data D sequentially appear in the target
network, where xt is an unlabeled instance vector observed at time t, containing different
attributes about the node configurations and the DODAG. The actual label yt of instance xt
will be available to the system at different points in time. In the continuous data environment
like 6LoWPAN, the ground truth yt may not be available immediately before observing xt+1,
and it may be available at some point in future [120]. Additionally, the observations of the
data stream in the 6LoWPAN are independent. That means there is no relation between
(xt+1, yt+1) and (xt, yt).

1if the last digit (the number of tenths) is less than 5, a rounding down is carried out. Otherwise, if it is 5
or above, rounding up is carried out
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3.3.1 Data-set and feature construction

The simulations generate a dataset D, representing the malicious and normal (safe) network
communications. Each observation x in D denotes a set of n features x = {f1, f2...fn}, where
fi contains specific information about the sender and receiver. The header of each RPL
control packet (e.g. DIO, DIS, DAO) contains different information about the sender of the
packet [1; 2] that can facilitate the identification of anomalous network activities.

Engineering a set of informative features is essential to develop an IDS to accurately
classify all types of RPL attacks in the streaming data environment. Therefore, in this
chapter we perform feature engineering to facilitate the classification of data streams for
IDS. The extracted features can enable the anomaly-based classifiers to correctly identify
the anomalies through training over normal instances and make signature-based classifiers
to accurately classify each type of RPL attack. The raw instances of 6LoWPAN simulations
contain a set of features that are not applicable for conducting intrusion detection tasks. For
instance, features that represent node identities (e.g. IP address, MAC address, and node id)
can inhibit scheme generalisation. Since this chapter employs a passive decentralised moni-
toring approach [84], any feature that requires the internal configuration of legitimate nodes
(e.g. power consumption, geographical location, CPU/RAM/ROM usages) are excluded. We
simulated several pairs of networks (A,B) where A contains only the normal nodes and B
contains both the normal and malicious nodes. Observing the statistical difference of control
and application packets in A and B enables us to identify the adverse impact that each RPL
attack has in the networks in B. A simulated 6LoWPAN includes legitimate (safe) network
communications (control and application packets) and malicious traffic. In each RPL attack
scenario, malicious nodes cause adverse impacts inside the network by either generating mali-
cious network traffic (e.g. DIS flooding, DIO suppression, and sinkhole attacks) or modifying
legitimate network communication of their neighbouring nodes (blackhole and grayhole at-
tacks). Witnessed system features which differ considerably between the two types of network
can be used as indicators of malice, i.e., they are information rich features for such purposes.

We extract three types of features: basic, time-based, and connection-based features. Ba-
sic features contain general node information derived from ICMPv6 control packet headers
(node rank, source and destination addresses, flags etc). Time-based features provide infor-
mation about the number of times that the current node sends or receives a specific type
of application or control packet. Connection-based features carry salient information about
the sender’s routing configuration (RSSI, link quality etc) and the number of collided control
and application packets perceived by an IDS detector. The connection- and history-based
features play vital roles in detecting the routing attacks in 6LoWPAN. Table 3.3 depicts the
set of features engineered.

3.3.2 Performance evaluation and discussion

As discussed in Section 3.2.1, the novelty or anomaly detectors of the proposed scheme are
responsible for identifying anomalies by observing the control packets of their neighbours;
if the current observation is identified as anomalous, it will be further analysed by the het-
erogeneous hybrid ensemble IDS on the 6BR. Below, different outlier detection, incremental
ensembling, and concept drift detection algorithms are evaluated and their performance have
been compared against different criteria. We seek the best combination to gain the optimal
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Table 3.3: Engineered features

Feature Description

pkt type Type of packet (DIO, DAO, DIS, App etc)

pkt status Packet status (Collided, Successful)

dio count No. of DIO advertised by sender

avg hopcount Average No. of hopcount (global view)

dis count No. of DIS unicasted/multicasted by sender

dao count No. of DAO unicasted by sender

daoack count No. of DAO-Ack unicasted by sender

neighbour count No. of neighbouring node

child count No. of children

avg intpkt time Average delay between packets

rnk alt count No. rank alteration

cmp snd prt lq Compare LQ of sender with its parent

snd ctrl count No. control packet transferred by sender

cmp lq Sender LQ & rnk < Receiver LQ & rnk

rcv dao count No. of DAO received by current node

rcv dio count No. of DIO received by current node

rcv dis count No. of DIS received by current node

rcv daoack count No. of DAO-Ack received by receiver

trans app count No. of application okts trans by sender

pkt e2e delay Packet end-to-end delay

pkt loss Application packet loss ratio

cpkt loss Control packet loss ratio

src rank Sender rank in DODAG

adv vn Advertised version number

rx sens Average receiver sensitivity

tx power Average transmission power

rssi Received signal strength indicator of sender

same parent Sender has same parent as a detector node

rcv cpkt count No. of control packets received by receiver

prt bst lq Current parent provide best link quality

F1, accuracy, recall, precision [3] and kappa [128; 121] with least False Negative Rate (FNR)
and False Positive Rate (FPR) [3]. In this context, we conduct six experiments utilising the
underlying features of the Netsim emulator to execute the proposed framework over several
Raspberry Pi 4 (model B, 4GB RAM) micro-controllers, to measure the execution time, and
measure the power consumption using a UM25C digital multimeter.

Experiment 1. The anomaly-based detector (also known as novelty detector) plays a
crucial role to identify outliers in the proposed scheme. Here we measure the performance
of OCSVM in detecting RPL attacks. We have evaluated OCSVMs with different parameter
values for Nu ν ∈ (0, 1] and Gamma γ ∈ (0, 1] for finding the optimal configuration; Fig. 3.2
shows that the OCSVM with ν ∈ (0.01, 0.25) and γ ∈ (0.6, 1] can maximise recall. However,
since the aim of the ANIDS is to identify all the intrusions and maximise TPR, here we assign
the OCSVM with ν = 0.2 and γ = 0.9 to achieve 99.74% TPR with 89.39% recall (weighted
average). Our experiments suggest that an OCSVM outperforms other existing anomaly
detection algorithms, majority-voting ensemble of Local Outlier Factor and Isolation Forest,
as shown in Fig. 3.3.
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Table 3.4: Performance bench-marking

N M Accuracy FNR
SH BH GH DA IR WH DS WP SH BH GH DA IR WH DS WP

16
10% 91.5 91.8 96.2 99.8 95.8 98.3 97.4 98.6 14.1 13.8 3.4 0 7.3 2.4 2.6 2.7
20% 98.7 95.4 98.4 100 97.9 96.5 98.7 97.5 1.8 5.4 3.0 0 4.0 4.4 2.3 2.9
30% 97.6 97.0 96.6 100 94.1 99.6 98.2 99.5 3.4 5.4 5.8 0 11.3 0.1 2.9 0.2

32
10% 93.3 96.3 98.5 99.8 97.8 99.7 98.5 99.6 10.0 5.4 2.0 0.3 3.8 0.2 2.2 0.5
20% 98.7 98.2 98.2 100 97.8 94.8 98.4 95.2 2.4 3.1 2.0 0 3.6 9.5 2.0 8.7
30% 98.6 98.3 98.7 100 97.0 90.1 98.7 91.9 2.3 3.2 2.4 0 5.3 16.0 2.4 13.2

64
10% 92.5 93.1 90.6 99.9 94.9 91.6 89.5 92.7 13.8 13.2 16.8 0.1 9.1 12.0 18.9 10.6
20% 93.0 93.4 96.2 100 94.9 91.0 97.0 96.3 11.0 11.4 6.7 0 8.4 10.7 4.9 6.7
30% 93.7 93.8 96.2 100 96.4 94.5 98.7 96.6 11.5 9.4 7.1 0 5.0 10.1 2.4 5.9

128
10% 97.2 93.0 91.2 99.8 95.5 93.5 94.0 92.3 5.4 13.4 16.0 0.4 8.1 9.2 8.2 11.3
20% 93.6 93.9 94.1 100 95.9 94.4 96.0 93.1 11.7 11.0 10.0 0 6.1 10.5 6.7 13.3
30% 94.3 94.9 96.9 100 96.9 95.2 96.7 95.4 10.0 8.4 5.8 0 4.7 8.5 5.8 7.8

SH: Sinkhole, BH: Blackhole; GH: Grayhole; DA: DIS Flooding; IR: Increase Rank; WH: Wormhole;
DS: DIO Suppression; WP: Worst Parent; N: No. Normal nodes; M: No. Malicious nodes;

Figure 3.2: OCSVM recall

Experiment 2. Experiment 1 showed that although the OCSVM algorithm can ac-
curately identify outliers it also incurs 20.25% FPR (i.e. it mis-classifies inliers to an un-
acceptable degree). To address this issue, we conduct our second experiment to measure
the performance of different incremental ensemble algorithms to rectify ANIDS misclassifi-
cations. Here, we have compared the performance of OzaBagging [142], LearnPPNSE [145],
Online Boosting [139], Online AdaC2 [139], Accuracy Weighted Ensemble [146], and Online
SMOTE Bagging [139] algorithms in detecting RPL attacks. The outcome of our experiment
(as shown in Fig. 3.5, Fig. 3.6 and Fig. 3.4) shows that the combination of OzaBagging
using KNNADWIN provides the best possible means to identify known intrusions. OzaBag-
ging using KNNADWIN with n estimators as 4 and n neighbours as 6 receives 91.5% F1 and
7.8% FPR and with n estimators as 8 and n neighbours as 6 receives 92.2% F1 and 7.3%
FPR.

Experiment 3. Above, we showed how an incremental ensemble approach can iden-
tify known intrusions efficiently. Our proposed hybrid IDS targets both known and unknown
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(a) Local Outlier Factor Recall. (b) Isolation-Forest Recall.

Figure 3.3: Performance of different outlier detection algorithms.

intrusions. Accordingly, we now investigate an incremental ensemble of anomaly-based classi-
fiers which can rectify false-negative classifications of the signature-based IDS. False-negatives
are very costly and indicate the IDS failing in its primary task. In this experiment, we show
how the inclusion of an incremental HalfSpace-Trees (HS-Trees) classifier can enhance the
overall performance of the system. Fig. 3.5 and Fig. 3.6 show that the HS-Trees algorithm
forms a better hybrid IDS when it combines with the OzaBagADWIN compared to other
incremental algorithms by around 6 to 10%. Fig. 3.5 and Fig. 3.6 give the current and
moving mean (also referred to as moving average) F1, recall, kappa, and accuracy of the
incremental ML algorithms.

Experiment 4. The concept drift detection method is the key mechanism for making
the proposed scheme adaptive. Here, we investigate to what extent concept-drift detection
can provide system adaptivity. We evaluate different drift detection algorithms to select
one that can provide adaptivity in the system and enhance the framework performance over
time. We consider the following (seven) concept-drift detection algorithms: Adaptive Win-
dowing methods (ADWIN), Drift Detection Method (DDM), Early Drift Detection Method
(EDDM), Kolmogorov-Smirnov Windowing (KSWIN), PageHinkley, Drift Detection Method
based on Hoeffding’s bounds (HDDM) with moving weighted average-test (HDDM-W) or
moving average-test (HDDM-A) concept drift detection methods [135; 121]. Results are pre-
sented in Fig. 3.9 and Fig. 3.10. From Fig. 3.10 we can see that ADWIN gives the best
accuracy of the concept-drift detection methods and does so in the shortest time interval (as
shown in Fig. 3.9).

Experiment 5. In this experiment, we measure the time complexity of each component
in the proposed framework. We consider 64 LLN nodes in 6LoWPAN, with 20% assumed
malicious. Fig. 3.7 illustrates the outcome of our analyses over 1500 network packets, where
50% of instances are assumed normal and the remaining 50% include each RPL attack type
equally.

ANIDS and CIDS are different components of our proposed scheme; we measure the time
complexity for each component separately. Fig. 3.7 shows the time complexity that the
OCSVM with ν = 0.2 and γ = 0.8 causes the least time complexity in the system. On
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Figure 3.4: OzaBagging ADWIN (KNN) F1.

Table 3.5: Time complexity.

Comp Training (sec) Testing (sec)

ANIDS O(n): O(log(n)):
0.36 + -2.4E-08*n 0.22 + -0.0021*log(n)

CIDS - O((log n)k):
-2.3 * log(n)0.94

the other hand, the adaptive heterogeneous hybrid IDS, developed in our Experiments 2
and 3, using 4 learners and 8 neighbours (KNN) causes O(log(n)) time complexity in the
system. Table 3.5 shows that ANIDS has linear and logarithmic time complexity in training
and testing, while CIDS has polynomial time complexity in the proposed scheme. In order to
measure the power consumption of each component, in this experiment here we use the Netsim
Emulator feature to connect the physical microcontrollers with the simulation environment.
By connecting digital ammeters to the microcontrollers, we measure the energy consumption
of both ANIDS and CIDS. In this regard, we run our experiment for 10 minutes by disabling
all the unnecessary background tasks and applications. At the end of the experiment, we
find that the energy consumption of an ANIDS and the CIDS in a LLN with 64 nodes was
3.505 J/s and 3.754 J/s, respectively, whilst a legitimate node without any AIDS or CIDS
consumed 3.17 J/s.

Experiment 6. Our sixth experiment comprises two sub-experiments, where we first
evaluate the performance of the proposed scheme to detect each RPL attack in LLNs with
different proportions of legitimate and adversarial nodes, as shown in Table 3.4. In the final
part of Experiment-6, we consider the detection of unforeseen intrusions (shown in Table 3.6),
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Figure 3.5: Performance of the proposed scheme in detecting RPL attacks (F1
and Kappa) in streaming data environment
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Figure 3.6: Performance of the proposed scheme in detecting RPL attacks (Recall
and Accuracy) in streaming data environment
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Figure 3.7: One-Class SVM time complexity.

Figure 3.8: CIDS time complexity.

where each RPL attack was excluded from the pre-training data one-by-one and exclusively
covered all the adversarial activities of the evaluation data stream.

Routing threats in 6LoWPAN and threats against RPL are highly significant. In this
chapter, we have introduced an adaptive hybrid heterogeneous IDS scheme that is effective
and efficient and can readily cope with changes to the environment and detect known and
unseen routing intrusions in the 6LoWPAN. Table 3.7 gives an indicative comparison between
our scheme and the results obtained by other authors. However, we stress our results are
obtained in a much more challenging environment. We provide our results here as a bench-
mark for the research community.
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Figure 3.9: Comparison of concept-drift detection methods.

Figure 3.10: Concept drifts comparison (accuracy).

3.4 Summary

Due to the global connectivity, limited resources and RPL vulnerabilities, the 6LoWPAN is
exposed to various routing threats internally (within the 6LoWPAN) and externally (through
the Internet). The existing routing attacks (e.g. blackhole, grayhole, wormhole, DIS flooding)
[3] cause the RPL to generate the suboptimalise routing topology, isolate legitimate nodes,
and cause significant overhead over the target network and nodes to endanger confidential-
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Table 3.6: Unknown attack detection

Unknown Performance Metrics
Attack Accuracy Precision F1 TPR FPR

SH 90.85% 91.16% 90.79% 86.52% 5.17%

BH 89.75% 90.30% 89.74% 83.62% 3.55%

GH 93.9% 94.07% 93.88 % 90.97% 3.31%

IR 91.75% 92.20% 91.71% 86.61% 3.25%

DA 98.30% 98.36% 98.29% 96.57% 0%

WH 98.35% 98.36% 98.34% 97.04% 0.30%

DS 93.95% 94.05% 93.94% 91.62% 3.76%

WP 95.10% 95.18% 95.09% 92.93% 2.71%

Table 3.7: Performance bench-marking with offline IDS in 6LoWPAN

Paper No. No. Duration Mobility RPL Attacks
Nodes Malicious minutes SH BH GH IR DA DS WH WP

[54] 5∼50 1∼5 20 No 100% - 85.36% - - - 96% -
∼92.68% ∼97.53%

[90] 20∼40 1∼30% 30 No - - - - 100% - - -

[62] 11 1 30 No 93.14% 93.14% - - - - - -

[94] 10 1 - No - - - - - - - -

[99] 2∼10 1 480 No - - - - - - - -

[56] 8 1∼3 ∼30 No 100% - - - 100% - 100% -

[79] 8∼24 1∼2 30 No - - - - - - 94% -

[22] 8∼64 1∼4 ∼30 No 79% - 81% - - - - -

[117] 4∼8 2 - No 90% - - - - - - -
∼100%

[81] 10∼200 ∼2 - No - - - - - - 71% -
∼75%

Proposed 16∼128 10∼30% 360 Yes 91.5% 91.8% 90.6% 94.1% 99.8% 94.0% 90.1% 91.9%
Scheme† (20%) ∼98.7% ∼98.3% ∼98.7% ∼97.9% ∼100% ∼98.7% ∼99.7% ∼99.6%
∗results indicate the accuracy of the proposed IDS in detecting each type of RPL attack;
†Details are shown in Table 3.4;

ity, integrity and availability (CIA) of the 6LoWPAN streaming data. In this chapter, we
have introduced an adaptive hybrid heterogeneous IDS scheme that can identify RPL attacks
accurately and adapt to changes/shifts in the network data stream promptly. The experi-
ments have shown that our proposed scheme is effective, efficient, and agile compared to the
related solutions. The proposed CIDS using the ADWIN concept-drift detection algorithm
has the highest accuracy and shortest response time. Although the obtained results support
“hypothesis 1”, the proposed scheme employs batch-trained OCSVM to identify anomalous
activity inside the 6LoWPAN. Consequently, the failure of ANIDS (Anomaly-based NIDS)
in identifying an attack may cause false-negative in the proposed scheme. Moreover, the
anomaly-based IDSs are prone to false alarms (both false positive and false negative) on the
occurrence of concept drifts (they may identify new/unforeseen data distribution as anoma-
lous). In this chapter, we evaluate the performance of the proposed scheme in 6LoWPANs
with the OF0 and LQ objective functions; hence, the performance of the proposed scheme on
the 6LoWPAN using a different objective function (e.g. MRHOF, TAOF, and LBOF) is still
unclear. The CIDS is the main decision-maker in the proposed scheme; all abnormal activities
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detected by ANIDS should be transferred to the CIDS for accurate classification. Moreover,
the CIDS is the only incremental ML-IDS in the proposed scheme. The lack of adaptivity
in ANIDS detectors can reduce their performance on the occurrence of concept drifts. Since
the proposed ANIDS (the first detection layer) provides 89.39% recall and 20.25% FPR, the
false alarms may cause additional network overhead in the 6LoWPAN. Therefore, more ac-
curate ML-IDS detectors are required to monitor the internal network communications of
6LoWPAN.



Chapter 4

Reinforcement-Learning-based IDS
for 6LoWPAN

Protecting LLN nodes against RPL attacks is of critical importance. However, due to the
computational limitation of the LLN nodes, sometimes it is difficult to adopt any highly
promising leading-edge approaches (such as ML-based approaches). In the previous chapter,
we discussed the requirements of an adaptive hybrid IDS that is placed on the border router
to analyse alarms generated through the IDS agents located at nodes around the system. In
this chapter, we present an RL-based IDS to enhance the intrusion detection performance
in large-scaled 6LoWPANs, where the central IDS on the border router cannot perceive and
analyse the entire network communications.

4.1 Related Works and Motivations

Below we classify the relevant research articles into three categories: IDS for RPL, ML-IDS
for RPL, and RL for IDS. No extant research uses an RL-based IDS to detect RPL attacks.
(Some studies use RL to enhance IDS performance against threats to different network tech-
nologies.) Researchers have investigated the detection of RPL attacks using signature-based,
anomaly-based, and specification-based approaches, or a hybrid of those approaches. (For a
survey of IoT-related IDS systems the reader is referred to [3]). Svelte [22] proposes a hybrid
(signature-based and specification-based) IDS designed to monitor an LLN in a distributed
manner, collecting traffic from nodes. As Svelte addressed only grayhole and blackhole at-
tacks, the authors of [132] were encouraged to develop a specification-based IDS to detect
Sybil and wormhole attacks. In [79] a different approach to detect wormhole attacks was
taken, considering nodes to be equipped with GPS to transfer their location information to the
centralised specification-based IDS. [79] and [62] use passive monitoring techniques to analyse
LLN traffic and detect RPL attacks using a specification-based detection strategy. The limi-
tations of specification-based detection strategies encouraged researchers to propose ML-IDS
for mitigating RPL attacks. In [62] the use of various ML methods (Näıve Bayes, MLP, SVM,
and Random Forests) was investigated to detect version number, sinkhole, blackhole, Sybil,
and decrease rank attacks targeting RPL using the MRHOF and OF0 objective functions
(specific performance metrics the RPL routing algorithm seeks to optimise) [147; 3]. They
evaluated their proposed hybrid IDS over a small-scale LLN with a single malicious node.

73
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Similarly, [56] investigated different ML methods (J48 Decision Tree, Logistic, MLP, Näıve
Bayes, Random Forest, and SVM) and propose a hybrid ML-IDS with passive monitoring
to detect sinkhole, wormhole, and DIS flooding. The unsupervised K-means and supervised
Decision Tree (DT) algorithms are used by [81] to develop a centralised hybrid ML-IDS ca-
pable of detecting the wormhole attack. The work of [54] uses unsupervised Optimum-Path
Forest Clustering (OPF) to develop specification-based anomaly-based decentralised ML-IDS
to detect wormhole, sinkhole, and grayhole attacks.

Extant research has not proposed using RL to ensure security in the 6LoWPAN network.
However, there are several studies [148; 149; 150; 151; 152; 153] where RL is used to enhance
IDS performance in detecting application-based attacks. [148] employs Q-learning and a
centralised hybrid IDS to perform the detection task over the data received through cluster
heads in the WSN. The work of [149] employs Deep RL (DRL) for developing a centralised
anomaly IDS. In their proposed model RL is used to enhance anomaly IDS detection per-
formance. Similarly, [150] investigates different RL methods, namely DQN, Double DQN
(DDQN), Actor-Critic, and Policy Gradient (PG), to improve the performance of a super-
vised anomaly-based IDS over the training phase. Enhancement of IDS performance using
an adversarial RL training environment has been used by [151], [152]. In [152], researchers
employ distributed DRL to boost IDS performance and prepare it against adversarial attack.
The authors of [153] investigate the use of model-free Q-learning in intrusion detection us-
ing the NSL-KDD dataset. Table 4.1 describes the related works in the literature and the
contributions that each article makes.

4.1.1 Our contribution

In this chapter, we introduce a new RL-based IDS (RL-IDS) that utilises heterogenous ML-
based IDSs over the 6LoWPAN. A variety of internal (inside 6LoWPAN) and external (over
the Internet) RPL attacks (Sinkhole, Blackhole, Grayhole, DIS flooding, Wormhole, DIO
Suppression, Increase Rank, and Replay) are handled by our proposed approach. In this
chapter we:

• propose an RL-IDS to enhance the strength of distributed ML-IDS in detecting internal
and external RPL intrusions.

• engineer a set of features and correlate its elements with the effects each RPL attack
has on an LLN.

• evaluate different supervised and unsupervised ML algorithms and develop a hybrid
ML-IDS approach better suited to detection of known and previously unseen malicious
activities and attacks.

• propose for the first time an IDS to detect Increase Rank (IR) , DIO Suppression (DS),
and Replay attacks [15; 3].

• address for the first time attack scenarios with malicious mobile nodes.

• address for the first time both individual and combinations of RPL attacks.

• evaluate the performance of the proposed scheme in various scaled LLNs with respect
to different numbers of malicious nodes.
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Table 4.1: Related works

Scheme Method Attack Desirable Imperative Features for IDS
DP1 DP2 DP3 DP4 DP5 DP6 DP7

[132] Specification-based IDS, Highest Rank
Common Ancestor

Wormhole and Sybil
(Cooja)

× × ✓ × × × ×

[99] Specification-based IDS with a passive de-
centralised monitoring system Threshold-
based

DODAG Inconsistency
(Cooja)

× × ✓ × × × ×

[79] Specification-based IDS (requires geo-
graphical information of nodes)

Wormhole (Cooja) × × × × × × ×

[22] Hybrid Sinkhole and Grayhole
(Cooja)

× × × × × × ×

[62] ML-IDS using voting technique (MLP,
Random Forest)

Version, Rank, Sybil,
Decrease Rank, Black-
hole (Cooja)

× × × ✓ × × ×

[56] Hybrid ML-IDS using passive monitor-
ing technique J48 Decision Tree, Logistic,
MLP, Näıve Bayse, Random Forest, and
SVM

Sinkhole, Wormhole,
and DIS Flooding
(Cooja)

× × × × × × ×

[81] Hybrid ML-IDS (Unsupervised K-means
and supervised Decision Tree)

Wormhole attack (un-
known C++ platform)

× × × × × × ×

[54] Anomaly ML-IDS Unsupervised
Optimum-Path Forest Clustering (OPF)

Sinkhole, Grayhole,
and wormhole (un-
known C platform)

× × × × × × ×

[150] Anomaly-based IDS using RL in train-
ing phase. Experiment different RL algo-
rithms (DQN, DDQN, Actor-Critic, and
PG)

NSL-KDD and AWID ✓ × D/N D/N × × D/N

[148] Use RL Q-learning algorithm to develop
centralised hybrid IDS in WSN

KDD Cup 1999 ✓ × D/N D/N × × D/N

[149] Centralised anomaly-based IDS using
Deep RL (DRL)

NSL-KDD and UNSW-
NB15

✓ × D/N D/N × × D/N

[153] RL (Q-learning) based IDS NSL-KDD ✓ × D/N D/N × × D/N

[151] Use DRL and Q-learning to enhance
IDS performance through the adversarial
training procedures

NSL-KDD and AWID ✓ × D/N D/N × × D/N

[152] Distributed DRL for IDS NSL-KDD, UNSW-
NB15 and AWID

✓ × D/N D/N × × D/N

Our scheme RL-based heterogeneous hybrid IDS SH, BH, GH, IR, RA,
DA, WH, DS

✓ × ✓ ✓ ✓ × ✓

∗ In the “Attack” column, the later entries refer to available datasets that contain a variety of attacks (but these exclude RPL attacks);
✓: Satisfy; ×: Not addressed; ∗D/N: Different Network-technology;

The rest of this chapter is organised as follows. In Section 4.2 we indicate how informative
features are developed and selected. In Section 4.3, we describe the RL-based intrusion
detection scheme, ML-based detectors, and the development of a flexible system using RL
algorithms. In Section 4.3.3, the simulation setup is described, the experiments are carried
out, and results reported. Finally, concluding remarks and analysis of results are given in
Section 4.5.

4.1.2 Reinforcement learning

Reinforcement learning is an important area of machine learning that enables an agent to
interact with its environment and learn through a trial and error process by receiving feedback
from the actions it takes. Specifically, it helps an agent/decision-maker learn the system’s
dynamic through observations and interactions with the environment. The environment is
everything outside the agent. The agent receives the observation (current state st) and the
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reward (rt) from the environment at each iteration and follows its action value-function (Q)
to take the action that increases the long-term reward. The action is the thing that agent
can do in the environment given it is in the current state. The action value-function qπ(st, at)
informs the agent how taking the action at is good (in terms of expected return) at the given
state st while following policy π. The reward (rt) can be positive or negative (penalty) and
indicates to the agent how well the agent has behaved.

In RL a transition function can be formulated as a Markov Decision Process (MDP), a
mathematical framework for modelling sequential decision-making. An MDP characterises
the agent interaction with its environment in a sequential decision-making process; the envi-
ronment computes transition and rewards, and the agent generates the policy. The policy π
is probability distribution that forms the behaviour of the agent. Formally, π is defined as
π(a|s) = P [At = a|St = s]. This is Markovian (Markovian means memoryless) because the
actions depend only on the current state, not how the system got into that state.

There are different approaches for computing policies and value-functions, namely look-
up tables and approximation methods [150]. Since 6LoWPAN has a continuous environment,
using a look-up table would be a highly resource-intensive task. Therefore this chapter uses
the DQN and DDQN approximation methods.

4.2 Feature Engineering

The data elements that feed into our decision making algorithms are generally referred to as
‘features’. Obtaining sets of high performing informative features is generally referred to as
Feature Engineering (FE). We have identified a variety of potential features and determined
how correlated they are with the effects of the various RPL attacks considered. In order
to illustrate the importance of engineered features in classifying each RPL attack, here we
employed the Pearson Correlation Coefficient’s absolute value, as depicted in Fig. 4.1 and
Fig. 4.2.

Enhancing algorithm accuracy and interpretability is the main aim of feature selection
methods [154]. Feature selection may improve accuracy and efficiency. Feature selection
reduces the memory footprint necessary for storing and executing the models and storing
the raw data to a lesser degree. Similarly, it can reduce run-time, both during training
and prediction. This study employs feature selection methods for constructing and selecting
subsets of features to generate a good predictor.

In normally distributed and categorical data, the predominant advice is to use Chi-Square.
Mutual information and Gini Impurity are also reasonable options to consider. The Analysis
of Variance (ANOVA) works well for categorical features (independent variables) and a con-
tinuous target (dependant variable); Pearson’s R2 works well for continuous features and a
continuous target.

Since the RPL traffic dataset contains both continuous and categorical features and a
categorical target, we use filter method feature selection Chi-square, Gini impurity to reduce
the feature set’s size and make it less costly in terms of time and computational resources. The
Wrapper feature selection methods are computationally expensive [154]; therefore, this study
avoids implementing such methods. Based on our experiments, chi-square is fast and can
avoid over-fitting while it is computationally inexpensive compared to other feature selection
methods.
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The Chi-square (X2) [155] is a statistical filter method that measures the deviation from
the expected distribution considering the feature event is independent of the target value.
X2 measures how expected count (E) and observed count (O) deviate from each other Eq.
4.1. The intuition is that if the feature is independent of the target, it is uninformative for
classifying observations. The Oij is the observed count for the cell in row i, column j. The
Eij uses the Eq. 4.2.

X2 =
∑
i,j

(Oij − Eij)
2

Eij
(4.1)

Eij =
(ith row sum) × (jth column sum)

grand total
(4.2)

4.3 Proposed Scheme

In this section, we present the proposed IDS methodology for 6LoWPAN networks. Since LLN
nodes have limitations in terms of the computational resources, hence they cannot afford the
computational requirements of extensive ML algorithms. This chapter seeks to address the
above issue by proposing an RL-based intrusion detection scheme that uses several lightweight
ML-based detectors for analysing 6LoWPAN traffics. Each ML detector trains over a subset
of the training data that includes different proportions of the different attacks. Therefore each
detector may have various strengths and weaknesses in detecting the various RPL attacks.
The proposed method uses an RL algorithm to identify the appropriate detector for analysing
current network terrific. Fig. 4.3 illustrates the proposed scheme design. Details of the Fig.
has been discussed in next two sections.

4.3.1 ML-based intrusion detection

Machine learning (ML) is an intelligent method that optimises system performance using
sample data. More precisely, ML classification algorithms build models of a problem by
applying mathematical techniques on sample data sets. The sheer amount of data generated
in an LLN can make ML bring intelligence to the system for various purpose, including
security. ML algorithms are mainly supervised and supervised methods. (In supervised
approaches data is labelled with its actual class. In unsupervised approaches it isn’t.)

The number of features, training samples, and parameters of ML algorithms play vital
roles in defining classifiers’ complexity over training and prediction phases. A higher number
of features and training data increase algorithm complexity significantly and may cause an
adverse effect on model generalisation. Although increasing the ML algorithms’ sensitivity
(assigning higher depth in the decision tree, C value in SVM, smaller k in KNN etc.) may
enhance model detection performance, it increases the model’s complexity dramatically and
leads to over-fitting [4]. Table 4.2 shows the complexity (O) of different ML classification
algorithms [4].

This research employs both signature-based and anomaly-based IDS (hybrid IDS) [3] to
detect known and unknown intrusions efficiently. The RPL attack detection ability of vari-
ous supervised and unsupervised ML algorithms is investigated, Fig. 4.7. Some of these ML
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Figure 4.3: RL-IDS.

algorithms provide a slightly better performance, but this comes with the cost of greater com-
putational complexity and resource usage that many LLN nodes cannot afford [4]. Since IoT
has heterogeneous nodes with different computational resources, this research picks various
ML algorithms over the LLN to analyse RPL’s communications.

4.3.2 Reinforcement learning-based IDS

Supervised and unsupervised ML algorithms mainly focus on data analysis problems, while
RL is preferred for comparison and decision-making problems [4; 150; 148]. Fast convergence,
finding the action-value function Q(s, a) and optimal policy (π∗) are the main challenges in
implementing RL algorithms in a dynamic environment like LLN. The tabular RL meth-
ods, such as Temporal Difference, SARSA, and Monte Carlo, are exhaustive and inefficient
methods for continuous environments that have large state space. The 6LoWPAN has a
non-stationary (continuous) environment with an infinite number of states. Applying tabu-
lar methods reduces IDS efficiency and increases its computational needs since the agent will
use a lookup table for taking action in each state. Therefore an RL approximation method is
required to make the system generalise in the face of unforeseen states and reduce the system
complexity. This chapter uses DQN and DDQN algorithms to find an optimum policy (π∗)
that result in the maximum long-term reward (R). The policy (π) represents a probability
distribution over actions given the current state (packet).
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Table 4.2: ML algorithms’ complexity

Algorithm Training Prediction

Decision Tree
(DT)

O(n2p) O(p)

Support Vector
Machine (SVM)

O(p2n+ p3) O(nsvp)

k-Nearest Neigh-
bours (KNN)

O(np) O(np)

Gradient Boosting
(GB)

O(npntrees) O(pntrees)

Q-learning - O(n3)

k-Means Cluster-
ing

Zero(negligible) O(n2)

Neural Network - O((pnl) + (nl1)(nl2) + ..)

Random Forest
(RF)

O(n2pntrees) O(pntrees)

n = number of training samples; p = number of features; O = complexity;
ntrees = number of trees; nsv = the number of support vectors;
nl= the number of neurons at layer i in a neural network;

The DQN and DDQN are model-free off-policy value-based RL algorithms. The model-
free algorithm does not build a model of the environment to generate policy. A model-free
algorithm estimates a value function or a policy from experience (the agent-environment
interaction) without using neither the transition function nor the reward function. The
model-free algorithms are suitable options for LLN since building the environment’s dynamics
is an expensive and unnecessary task. In off-policy learning, the agent can explore freely -
its actions need not correspond to the current policy. In the DQN algorithm (Algorithm 10),
the Deep Learning (DL) uses a Q-function Q(s, a), also known as the action-value function,
to approximate the value of taking a specific action (at) in the given state (st) to help RL
in finding the optimum policy (π∗). Since there is no relation between sequence of states in
6LoWPAN (st+1 is not the result of the action the agent has taken at st), the discount value
(γ) is assigned as 0.001 in this chapter.

The Deep Q-Network (DQN) approximates the Q function. The DQN with probability ε
selects a random a and with probability 1 − ε selects optimal Q-function (Q∗), (4.3). After
executing the selected action at the agent observes next state st+1 and reward rt and stores
(s, a, r, st+1) in the replay buffer D. Algorithm 10 shows how DQN functions.

Although there is a slight correlation between the incoming network traffic, the experiment
replay strategy [156] is employed to guarantee the data are independent and identically
distributed (IID) to avoid significant oscillations or divergence. The replay buffer D is a data
structure including agent experiences e1, e2, . . . , en where et = (st, at, rt, st+1).

π∗(a|s)← argmax
a∈A

Q(s, a) (4.3)
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This chapter implements a lightweight Neural Network (NN) consisting of two hidden
layers using the ReLU activation function, 100 nodes, and adam optimiser to approximate
the Q-function. The agent’s action space A comprises a set of actions A = {a1, a2, ..., an},
where the action at of the RL agent is the selection of a ML-IDS agent to classify st. If the
selected action at (an ML-based IDS detector) makes a correct classification of the current
state st (network observations), the reward is +1 and -1 otherwise. Since in this chapter, the
states are not sequential (the packet that the agent receives at st+1 is not the result of the
action that the agent has taken at the previous time step st, the γ value assigned is near to
zero (0.001).

To train the NN, the loss function needs to be determined. Since the goal of NN is to pre-
dict Q(s, a), this chapter uses the squared difference between the actual action-value function
and the prediction, (4.4) where θ represents the Q-function’s parameter, i.e., the trainable
weights of the network. The model aims to decrease the error and make current policy out-
comes closer to the true Q-values. Therefore the model performs gradient (∇) descent over
the loss function using (4.5) where Qtarget = (r + γmax

a′
Q(s

′
, a

′
; θ−). The (s, a, r, s

′
) ∼ U(λ)

indicates that an experienced sample (s, a, r, s
′
) is drawn uniformly at random from the replay

buffer λ.

L(θ) = Eπ[(r + γmax
at+1

Q(st+1, at+1; θ)−Q(s, a; θ))2] (4.4)

∇θiLi(θi) = E(s,a,r,s′∼U(λ))[Qtarget −Q(s, a; θi))∇θiQ(s, a; θi)] (4.5)

Figure 4.4: System architecture.

DDQN adds double learning to the DQN agent by using two Neural Networks (NNs).
DDQN implementation and hyper-parameters are identical to DQN, and both use the off-
policy Temporal Difference (TD) target [157]. However, DDQN employs two NNs, one for
action prediction and another for action evaluation. Moreover, instead of MSE, DDQN uses
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Algorithm 10: Deep Q-learning with experience replay

1 Initialisation
2 Initialise replay memory λ to capacity N
3 Initialise action-value function Q with random weights θ.

4 Initialise target action-value function Q̂ with weights θ− = θ.
5 T: final time step of an episode. τ : assigned to ten.
6 ϕ: refers to the preprocessing (scaling using normalisation) of the given state.
7 for episode=1, M do
8 Initialise the environment, get s1, and prepossess ϕ1 = ϕ(s1)
9 for t=1, T do

10 With probability 1− ε
at ← argmaxaQ(ϕ(st), a; θ)

11 Otherwise
at ← select a random action

12 Execute action at in emulator and observe rt and st+1

13 Preprocess ϕt+1 = ϕ(st+1)
14 Store transition (ϕ, at, rt, ϕt+1) in λ
15 Sample random mini-batch of transitions (ϕj , aj , rj , ϕj+1) from λ
16 if episode terminates sj+1 then
17 yj = rj

18 else

19 yj = rj + γmaxa′Q̂(ϕj+1, a
′; θ−)

20 Perform a gradient descent step on (yj −Q(ϕj , aj ; θ))
2 with respect to the network

parameters θ

21 Every τ steps reset Q̂ = Q

Huber loss for loss calculation. Huber loss tunes between MSE and Mean Absolute Error
(MAE) using the parameter δ as threshold value [158].

We experiment with different epsilon (ε) values in this research; a higher ε value leads
to exploration and taking less selected actions (detectors). This can help the model identify
undiscovered ML classifiers that are precise in analysing particular types of network traffic and
RPL attacks. Exploiting enhances the system performance by selecting actions (detectors)
that have proven to be good at detecting particular types of attacks. Balancing exploration
and exploitation by tuning the ε (0 < ε < 1) value is vital in designing an efficient system.
The agent with probability epsilon (ε) explores and with probability (1 − ε) exploits. The
best strategy is to initialise epsilon as a high value for more exploration and decay it over
time to select greedy actions and accumulate more rewards. This study experiments with
different exploration-exploitation, ε association strategies (softmax, linearly decaying ε value,
etc.) and found that the exponentially decaying ε-greedy strategy [159] provides superior
performance.

The computational complexity of Deep Q-Network (DQN) depends on various factors:
the number of hidden layers, the number of neutrons per layer, etc. In DQN and Double
DQN (DDQN), the environment has continuous state space, and computational complexity
differs based on the algorithm strategy. In DQN using the experience replay method, the
batch size defines the complexity [4].
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Algorithm 11: RL-IDS Algorithm in action

1 Initialisation
2 Spkt: Collected packet
3 Cpkt {DIO, DAO, DIS, DAO-Ack, Application Packet}
4 CIDS: Central IDS
5 RLalg: RL algorithm
6 RLagent: RL agent
7 IDSlist: List of available IDSs
8 An IDS agent collects Spkt from a LLN node
9 if Spkt ∈ Cpkt then

10 D1 ← IDS.analyse(Spkt)
11 if D1 == Abnormal then
12 Transfer Spkt → RL Agent
13 Regarding RL function-approximation algorithm (DQN or DDQN) compute
14 a← argmaxQ∗(st, a) (select IDS agent) given current state st(Spkt)
15 Take action ‘a’, (Transfer Spkt → IDSlist[at])
16 D2 ← IDSlist[at].analyse(Spkt)
17 Send D2 → RL agent
18 if D2 == Abnormal then
19 Transfer the alarmed packet (Spkt) to CIDS and notify Administrator
20 if CIDS.analyse(Spkt) == intrusion then
21 Send Reward (+1) → RLagent

22 Notify Administrator

23 else
24 Send Penalty (-1) → RLagent

25 RLagent receives feedback from CIDS and updates Q-function

4.3.3 Data-set Preparation

Exploring Datasets In this chapter, the dataset is generated through simulations of sev-
eral RPL scenarios with different number of malicious nodes. In each scenario, static and
mobile nodes are randomly distributed over an LLN. The Tetcos Netsim simulator is used to
simulate different RPL attack scenarios and generate raw datasets. The imbalanced dataset
will be rectified during the pre-processing phase. The redundant, less informative records
are removed from the dataset to make normal and malicious traffic equally distributed in the
training dataset. Some ML algorithms (SVM, Logistic regression, etc.) are very sensitive
about the scale of data [4] ; therefore, feature normalisation (Min-Max Scalar) and standard-
isation (Standard Scalar) techniques are adopted to scale features. This prevents IDS from
being over-fitted to a particular type of traffic. The training dataset contains 48 features and
80,000 instances. The normal traffic constitutes 50% of the dataset, while each attack type
equally has 5% of the dataset.

Data Preprocessing The data pre-processing reduces dataset complexity for ML algo-
rithms; therefore, the ML algorithm can be trained over the pre-processed data faster and
more efficiently than the raw data [160]. In this chapter, the data-processing constitutes data
reduction, feature engineering, normalisation, and data sampling [160].
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Figure 4.5: Simulation environment.

Data Generation This chapter uses Tetcos Netsim Simulator to simulate normal, and
anomalous RPL traffics, Fig. 4.5. The Netsim is a well known paid license software known
for accurate simulation of different network technologies, including 6LoWPAN. This chapter
simulates several network scenarios (using the scenario generator feature of the simulator)
for each type of RPL attack with different number of static and mobile nodes, from 8 to 128
nodes. Concerning the network’s scales and the number of normal nodes, 10% to 30% of
nodes associate as malicious nodes in scenarios. In Wormhole and DIS flooding attacks, half
of the malicious nodes associated as external intruders. In all scenarios up to 10% of nodes
are considered as IDS detectors in simulations. To generate a sufficient amount of malicious
and normal traffic, based on the type of RPL attack each scenario is simulated for ∼21,600
seconds.

Feature Construction Feature construction, also referred to as feature engineering, em-
phasises that engineering salient features from the observed traffic leads to enhancement
in classification. Every observed network packet contains different information about node
configurations and identity. Training using the identity information of nodes leads to over-
specialisation (over-fitting). Therefore such features should be excluded from training datasets.
Constructing features based on nodes’ geographical location [79], computational resource us-
age (CPU, RAM, ROM usages) [62], and power consumption [62; 56] can exhaust LLN nodes’
resources [3]. Moreover, this significantly increases network overhead [84] on the LLN because
nodes need to transfer such logged information to the IDS.

The header of RPL control packets (DIO, DAO, DIS, and DAO-Ack packets) contains
information about node configurations, version number, advertised rank [147; 3]. Extracting
information from these unicasted/multicasted control packets can help in constructing several
features, described in Table 4.3. The engineered features play a vital role in improving the
proposed IDS performance in detecting each RPL attack.
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Table 4.3: Engineered features

Feature Description

pkt type Type of packet (DIO, DAO, DIS, App etc)

pkt status Packet status

dio count No. of DIO advertised by sender

avg hopcount Average No. of hopcount (global perspective)

dis count No. of DIS unicasted/multicasted by sender

dao count No. of DAO unicasted by sender

daoack count No. of DAO-Ack unicasted by sender

neighbour count No. of neighbouring node

child count No. of children

avg intpkt time Average delay between packets

rank alteration count No. rank alteration

cmp sender parent lq Compare link quality of sender with its parent

snd ctrl count No. control packet transferred by sender

cmp lq compare if sender has lower link quality than current
node but advertise better rank

rcv dao count No. of DAO received by current node

rcv dio count No. of DIO received by current node

rcv dis count No. of DIS received by current node

rcv daoack count No. of DAO-Ack received by current node

trans app count No. of application packet transferred by sender

pkt e2e delay packet end-to-end delay

pkt loss Application packet loss ratio

cpkt loss Control packet loss ratio

src rank Sender rank in DODAG

adv vn advertised version number

rx sens Average receiver sensitivity

tx power Average transmission power

rssi Received signal strength indicator of sender

same parrent sender has same parent as detector node

rcv cpkt count No. of control packets received by sender node

prt bst lq Current parent provide best link quality

4.4 Experimental Methodology

The proposed scheme employs both signature-based and anomaly-based ML algorithms to
enhance the performance of IDS in detecting known and unknown intrusions. The proposed
hybrid RL-IDS uses a passive decentralised monitoring technique [84] using a cluster-based
placement [124] strategy to analyse 6LoWPAN traffics. The intended flow of the proposed
scheme is shown in Fig. 4.4, the algorithm itself is described in Algorithm 11. We now
evaluate the performance of the proposed method over 6LoWPANs with respect to different
configurations and numbers of malicious nodes.

To evaluate the performance of the proposed scheme in detecting RPL attacks, four ex-
periments (denoted as Exp1-Exp4) are conducted over different network configurations. In
Exp1 we evaluate the performance of the proposed scheme using different homogeneous algo-
rithms. Exp 2 evaluates the performance of the proposed RL-IDS using various heterogeneous
ML detectors for detecting RPL attacks. Different scaled LLNs have been simulated with
10% ∼ 30% of malicious nodes. Exp 3 aims to evaluate the performance of RL-IDS using
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Figure 4.6: Evaluation results of heterogeneous and homogeneous ML detectors.

heterogenous detectors (hybrid detection strategy) in detecting unknown intrusions. Finally,
in Exp 4, the performance of the proposed RL-IDS is evaluated against different types of RPL
attacks using heterogeneous detectors, while 20% of nodes, including half of the malicious
nodes, were mobile and in movement. All results are obtained from ten executions of each
experiment.

This study evaluates the performance of RL-based IDS in terms of True Positive Rate
(TPR), False Negative Rate (FNR), True Negative Rate (TNR), False Positive Rate (FPR),
Accuracy (Acc), Precision (Pre), and F1 measure. The performance results are presented in
Section 4.4.1. Here we use similar evaluation metrics as described in [3].

4.4.1 Experimental setup

RL-IDS with homogenous detectors: In the first experiment, we aim to evaluate ho-
mogenous ML algorithms’ performance in detecting RPL attacks to discover the best com-
bination of ML-detectors for hybrid heterogeneous RL-IDS. The parameters of each ML
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Table 4.4: Simulation parameters

Parameters Values

Number of nodes 16, 32, 64, 128

Number of Malicious nodes ∼ 10%,∼ 20%,∼ 30%

Number of Workstations 4, 8

Transmission Range 50m

Number of ML detectors ∼ 10%

Scenario Dimension (Terrain) (250 × 250) to (850 × 850) s.meters

Traffic Rate 250 kbps

Simulation time ∼ 21,600 seconds

Application Protocols COAP, CBR

RPL mode Storing and Non-storing

Mobility Modes Random Walk, Group Walk

Path Loss Model Log Distance, Exponent(n): 2

Distance between LLN Neighbors 25 ∼ 45m

Objective Function (OF) OF0, LQ

Receiver Sensitivity -85 dBm

algorithm are configured to produce lightweight detectors with low complexity in the system.
Each detector is assigned a batch of data to train over. The batch assigned to a detector
is subject to chi-square feature selection to determine importance, and SelectKBest is then
applied, with k=4, to determine the subset of features to be adopted by that classifier to
train over. Since each training batch includes a different proportion of each RPL attacks
and normal traffic, the chi-square nominates a different set of features for each ML detector.
This chapter evaluates RL-based (DQN [158] and DDQN [157]) homogenous DT, KNN, K-
means, SVM, and Logistic Regression (LR). The performances of different homogeneous ML
algorithms using DQN and DDQN over ten runs are depicted in Fig. 4.6. In each run, we
consider 10 IDS detectors present in the LLN. The performance of the proposed RL-IDS is
the result of ten runs.

RL-IDS with heterogeneous detectors: Since each IDS detection strategy has unique
strengths and weakness [3; 5], this chapter develops RL-based IDS with hybrid heterogenous
ML detectors to incorporate the strengths of signature-based and anomaly-based IDSs. We
develop combination of SVM, One-class SVM, DT, K-means, KNN, and LR to identify RPL
attacks. The heterogeneous hybrid ML can provide optimum performance when we use an
RL algorithm (DQN) for action-value selection, Fig. 4.6. To measure the performance of the
proposed scheme against LLN’s with different proportions of malicious nodes, we evaluate
the performance of heterogeneous RL-based IDS against LLN’s with different configurations,
Table 4.4. Table 4.5 and Table 4.6 show the results of Exp 2.

Unknown Attack Detection: Table 4.7 indicates how our proposed IDS approach detects
RPL attacks that were not present in the training dataset. We select each attack type in turn,
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Table 4.5: Evaluation results, true positive rate and true negative rate

N M TPR TNR
SH BH GH DA IR WH DS R SH BH GH DA IR WH DS R

16
10% 98.8 98.4 96.7 100 93.3 99.2 92.6 98.5 97.5 99.1 93.9 100 97.2 94.8 97.3 92.3
20% 97.9 97.6 98.4 100 100 100 98.0 99.2 100 97.5 100 100 100 100 99.3 99.5
30% 96.6 94.1 98.0 100 94.2 98.5 98.8 100 94.9 98.6 94.9 100 96.6 99.5 91.2 100

32
10% 91.4 98.8 93.0 100 98.5 100 98.0 94.1 97.7 97.9 98.6 100 99.6 100 97.3 99.2
20% 98.8 98.8 98.0 100 99.2 100 100 100 99.3 99.3 99.3 100 99.5 100 100 100
30% 97.8 98.4 99.4 100 97.9 91.8 100 98.6 98.3 99.6 95.2 100 96.7 96.4 100 98.3

64
10% 99.7 98.7 92.2 100 98.1 95.2 94.6 100 98.4 98.6 94.3 100 98.6 97.7 85.9 100
20% 90.7 91.4 93.8 100 98.9 100 92.7 98.7 99.0 97.1 97.2 100 96.9 100 96.3 98.5
30% 91.8 89.7 92.8 100 95.3 98.8 98.7 100 99.5 98.8 95.0 100 97.0 100 100 99.5

128
10% 98.8 95.5 95.9 100 98.4 100 93.7 94.8 99.4 98.6 100 100 99.5 97.6 99.2 100
20% 100 91.5 98.1 100 96.7 98.4 92.2 98.5 100 96.7 97.8 100 86.4 92.3 99.3 97.9
30% 99.0 95.6 98.7 100 98.5 100 94.8 99.0 99.3 98.0 100 100 98.0 98.6 100 99.5

SH: Sinkhole, BH: Blackhole; GH: Grayhole; DA: DIS Flooding; IR: Increase Rank; WH: Wormhole;
DS: DIO Suppression; R: Replay; N: Total number of nodes; M: Number of Malicious nodes;

Table 4.6: Evaluation results, Accuracy and F1

N M Accuracy F1
SH BH GH DA IR WH DS R SH BH GH DA IR WH DS R

16
10% 98.2 98.8 95.4 100 95.2 97.2 95.0 95.6 98.1 98.8 95.4 100 95.2 97.2 94.9 95.5
20% 99.0 97.6 99.2 100 100 100 98.6 99.4 98.9 97.6 99.2 100 100 100 98.6 99.4
30% 95.8 96.4 96.5 100 95.4 99.0 95.2 100 95.7 96.4 96.5 100 95.4 99.0 95.1 100

32
10% 94.5 98.4 95.8 100 99.0 100 97.6 96.7 94.5 98.3 95.8 100 99.0 100 97.6 96.7
20% 99.1 99.1 98.6 100 99.4 100 100 100 99.1 99.1 99.6 100 99.4 100 100 100
30% 98.0 99.0 97.4 100 97.3 94.1 100 98.5 98.0 99.0 97.4 100 97.3 94.1 100 98.5

64
10% 99.1 98.6 93.2 100 98.3 96.5 90.1 100 99.1 98.6 93.2 100 98.3 96.5 90.1 100
20% 95.2 94.2 95.5 100 98.0 100 94.6 98.6 95.2 94.2 95.5 100 97.9 100 94.6 98.6
30% 96.0 94.2 93.9 100 96.2 99.4 99.3 99.8 95.9 94.2 93.9 100 96.2 99.4 99.3 99.8

128
10% 99.1 97.0 98.0 100 98.9 98.8 96.4 97.4 99.1 97.0 98.0 100 98.9 98.8 96.4 97.4
20% 100 94.1 98.0 100 91.3 95.6 95.8 98.2 100 94.1 98.0 100 91.3 95.5 95.8 98.2
30% 99.2 96.8 99.3 100 98.3 99.4 97.4 99.2 99.2 96.8 99.3 100 98.3 99.4 97.4 99.2

SH: Sinkhole, BH: Blackhole; GH: Grayhole; DA: DIS Flooding; IR: Increase Rank; WH: Wormhole;
DS: DIO Suppression; R: Replay; N: Total number of nodes; M: Number of Malicious nodes;

train our system on the remaining 7 attack types, and then evaluate how well the trained
system detects the omitted attack type (i.e. the evaluation set comprises only that attack
type and normal). To the best of our knowledge, extant research does not address this issue
[3].

LLN with mobile nodes: Only a few studies in the literature [3; 5] consider mobility
among LLN nodes while mitigating some RPL attacks (SH, GH, DA, Sybil and Clone Id).
To the best of our knowledge, there is no research that considers malicious mobile nodes on
6LoWPAN. In this chapter we take an initial step to shed light on the rationale underlying
this prominent issue. In this regard, we measure the performance of the proposed RL-based
IDS with heterogeneous detectors against different RPL attack scenarios (SH, BH, GH, DA,
DS, IR, WH, and RA) with 20% of nodes, and half of the malicious nodes, being mobile.
Fig. 4.8 shows the performance of the proposed scheme.
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Table 4.7: Unknown attack detection

Unknown Performance Metrics
Attack Acc Pre TPR FNR TNR FPR

SH 87.3 87.7 92 8 82 18

BH 88.8 89 85 15 93 7

GH 95.8 95.9 98 2 94 6

IR 94.8 95.2 90 10 100 0

DA 100 100 100 0 100 0

WH 98.7 98.8 97 3 100 0

DS 94.9 95 92 8 97 3

RA 87.96 88.88 96 4 80 20
∗Acc: Accuracy; Pre: Precision.

4.5 Analysing results

Both the DQN and DDQN converge to optimal policies in the proposed scheme; however,
DQN converges faster than DDQN with lower bias and variance, as shown in Fig. 4.6. The
proposed scheme provides an adaptive, robust intrusion detection solution (DP1 ) against
RPL attacks. The adaptivity and robustness of the deep reinforcement learning not only
helps the IDS to become flexible against various types of known intrusions but also makes
them effective in detecting unknown intrusions, as shown in Table 4.7 (DP5 ). From the
evaluation results (shown in Fig. 4.7, Table 4.5, and Table 4.6), we can argue that the
proposed RL-IDS is effective against different RPL attacks for the networks with different
configurations. Fig. 4.8 shows that heterogeneous RL-IDS is effective in detecting malicious
nodes in mobile scenarios (DP7 ). Although all homogeneous detectors 4.4.1 converged to the
optimal policy after 20 to 40 episodes, heterogeneous detectors using RL-based IDS converge
faster with better performance in the detection of known and unknown intrusions. This is
because heterogeneous detectors use a combination of signature-based and anomaly-based
ML detectors to develop hybrid RL-IDS. Table 4.5 and Table 4.6 show that the proposed
hybrid RL-IDS can provide an LLN with security against different internal (SH, BH, GH,
IR, DA, WH, DS, and RA) and external (DA and WH) intrusions (DP4 ). Nevertheless, to
ensure low overhead over LLNs (DP3 ) the proposed scheme uses the passive decentralised
monitoring with its RL-based IDS.

4.6 Summary

In this chapter, we have presented a new RL-based IDS that employs hybrid heterogenous
lightweight ML detectors to passively monitor 6LoWPAN traffic. Our approach has exhibited
comprehensive feature engineering and has been shown to detect a much greater range of RPL
attacks than extant research, including several previously unaddressed attacks. The work also
addresses for the first time combinations of attacks. Also, as far as we are aware, evaluation
against previously unseen RPL attacks has never been demonstrated in the literature. It
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remains to be seen how the proposed scheme can perform in a larger scaled 6LoWPAN (with
more than thousand LLN nodes). In such networks, we may require more than one RL-
IDS (multi-agent RL-based IDSs) to identify RPL attacks. Furthermore, the ML-based IDS
agents in the proposed scheme were batch-trained and incapable of adapting to new types of
intrusion.



Chapter 5

Adversarial RL-based IDS for
6LoWPAN

In Chapters 3 and 4, we proposed batch-trained anomaly-based and signature-based “IDS
agents”, respectively, to detect intrusions in 6LoWPAN; these developed IDS agents could not
adopt new data distribution or unknown intrusions. This chapter aims to develop a frame-
work to generate adaptive and resource-efficient IDS agents using adversarial reinforcement
learning, concept-drift detection and incremental machine learning algorithms. Moreover, in
this chapter, we also evaluate the performance of our proposed scheme against black-box and
grey-box ML-based RPL attacks. In Chapter 2 (Section 2.8.3), we discussed the vulnerability
of 6LoPWAN against ML-based intrusions.

5.1 Introduction

In 6LoWPAN, the RPL forms a destination-oriented directed acyclic graph (DODAG) to
connect the nodes to the 6LoWPAN Border Router (6BR). Each node in a DODAG has a
rank that indicates its position relative to other nodes and with respect to the 6BR. In RPL,
the Objective Function (OF) [32] defines how nodes should calculate their ranks through
constructing a tree-based routing graph, known as a Directed Acyclic Graph (DAG). The
node’s rank expresses its distance from the 6BR; the closer nodes are to the 6BR (known as
root). Although the RPL was initially developed as a routing protocol for stationary LLNs,
a broader usage of LLN nodes motivated researchers to develop mobility for RPL [21]. Only
13% of research has considered mobility in detecting RPL attacks [3]. It is vital to develop an
IDS to identify RPL attacks in the evolving environments. Because of evolving nature of the
LLN environment (e.g. node mobility and application variation), the distribution of traffic
is non-stationary. Furthermore, unpredictable and abnormal incidents cause the network
environment to evolve and induce shifts in the statistical distributions of data known as
concept drift. The concept drift occurrences can degrade the performance of IDSs in LLNs
and prevent them from accomplishing their primary tasks.

In an imbalanced classification problem, the distribution of instances over the known
classes is not equal. The class with abundant instances is called the majority class, whereas
the class with a lower proportion is termed the minority class. In computer networks, the
imbalance is a property of the problem domain, where the natural occurrence of one class

94
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dominates other classes. This is because the process that draws observations in the minority
class has less frequency. Imbalanced training data results in the development of biased mod-
els, most typically models which exhibit poorer performance on the minority class. Since the
minority class is often more critical, misclassifications of this class are particularly problem-
atic.

Existing supervised and unsupervised IDS for 6LoWPAN in the literature are batch-
trained (offline-based) and are tuned to the environment of the specific, fixed (stationary)
training data [3]. Hence, they are not robust in detecting/learning shifts in the network,
such as the breakout of unforeseen intrusions or concept drifts. When implementing learning
algorithms, one often faces the difficult problem of dealing with non-stationary environments
whose dynamics evolve due to some unknown or not directly perceivable cause. In the
evolving environment of 6LoWPAN, IDSs must analyse extensive, noisy, and imbalanced
data. Hence, the proposed adversarial reinforcement-learning-based IDS (ARL-IDS) implies
over-sampling and under-sampling on the imbalanced data environment of the LLN to develop
a robust and generalised IDS. A non-stationary dynamic environment drives reinforcement
learning (RL) methods to relearn the policy from scratch continuously. Therefore this chapter
we employ Concept-drift Detection (CD) algorithms to generate accurate defenders upon
different concept drifts in the 6LoWPAN. Learning under concept drift is associated with
sequential decision making, where training and testing observations are conducted in temporal
sequence (timestamps).

The streaming data in LLN require a dynamic security approach capable of updating the
detection model on the fly. Moreover, since the IDS cannot accommodate the sheer amount
of streaming data, it needs to train on succinct data explicitly. This chapter presents the first
application of adversarial reinforcement learning, concept-drift detection, and incremental ML
algorithm (KNNADWIN [161]) for development of robust and generalised IDS, and proposes
a novel approach to incorporate the salient information of imbalanced attack profiles into
the resource-constrained intrusion detectors. The developed ML-IDS can make reasonable
trade-offs between variance and bias for detecting RPL attacks in evolving and imbalanced
data environments of 6LoWPAN. Since the 6LoWPAN is subjected to various known and
unknown routing intrusions and has an evolving data environment, adaptivity and concept-
drift detection play vital roles in developing robust IDS.

5.1.1 Organisation

The rest of this chapter is organised as follows. Section 5.2 provides an overview of state-
of-the-art related literature. Section 5.3 presents our proposed scheme. Section 5.4 provides
the foundation for adversarial ML-based attacks. Section 5.5 describes our implementation
and gives evaluation details and provides a concise analysis of the proposed scheme. Finally,
Section 5.6 concludes the chapter.

5.2 Related Works and Motivations

More than a hundred articles have been published proposing IDS for 6LoWPAN in the
literature[3]. 54% and 58% of the proposed IDSs are specification-based and utilise the active
monitoring [3] (where legitimate nodes are required to participate in intrusion detection tasks
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by collecting and aggregating data); while only 21% of the literature have considered a hybrid
detection strategy[3]. There has been an ongoing interest to develop ML-based IDS (ML-IDS)
for 6LoWPAN [62; 81; 56; 54] (DP5 ). Existing ML-IDSs perform offline training to develop
an IDS model for the 6LoWPAN; hence, the lack of adaptivity degrades their performance
against concept drifts [121; 133; 113; 135]. To the best of our knowledge, existing articles
in the literature assume that the 6LoWPAN data distribution remains stationary over time
and develop their IDS model with regards to a prespecified LLN configuration [3; 49; 94; 90]
(DP1, 2, and 6 ).

Researchers in [132; 49] propose a specification-based IDS using active monitoring (active
monitoring is explained in [3; 84]), where legitimate nodes have to report their observations
to the IDS. Likewise, the proposed system in [90] utilises active monitoring in developing
an anomaly-based IDS. The shortcomings of active monitoring (e.g. the computational and
network overhead that they cause on LLNs) [3] encouraged the authors of [94] to utilise
a passive monitoring approach (passive monitoring is explained in [3; 84]) in developing a
signature-based IDS. To enhance the performance of IDS in 6LoWPAN, and to incorporate
the strength of different detection strategies, [81; 62; 54] propose hybrid ML-IDS (DP5 ). Al-
though the proposed ML-IDS’s may identify RPL attacks in the 6LoWPAN with a stationary
data environment, the detection performance of offline ML-IDS degrades dramatically under
concept drifts. To the best of our knowledge, there is no concept-drift based incremental
IDS for the 6LoWPAN in the literature (DP6 ). Although ML algorithms can enhance the
performance of an IDS in identifying routing intrusions, existing ML-IDS in the literature
address stationary network environments and are incapable of adjusting to shifts in network
configurations. Nevertheless, researchers in [135; 113; 134; 133] utilise concept-drift detection
and incremental ML algorithms (e.g. Hoeffding Tree, and RF) to develop IDS for different
network technologies (using the KDD dataset).

On the other hand, the adoption of RL can make the IDS robust. [162; 153; 149; 150; 148]
utilise RL approaches to develop IDS for different network technologies. With the evolving
nature of the network environment, the network observations are imbalanced toward the ma-
jority class (legitimate activities). An imbalanced training dataset causes a negative impact
on the performance of IDS over minority classes (malicious activities) (DP1 ). Therefore,
[163; 152; 151] utilise an adversarial RL approach to train IDS over more important instances
of minority and majority classes. Researchers in [62] employ the Synthetic Minority Over-
sampling Technique (SMOTE) algorithm to generate balanced offline training datasets and
develop balanced ML-IDS for a stationary 6LoWPAN environment. However, to the best
of our knowledge, there is no article in the literature that utilises RL or adversarial RL
approaches for IDS in the 6LoWPAN. Regarding the scarcity of training data, existing ar-
ticles are mostly restricted to a limited set of stationary network scenarios [3], which may
induce an over-fitted model. Despite the wealth of literature available in the field, there is
a lack of generalised and robust IDS for 6LoWPAN (DP1 ). The desirable IDS should ac-
commodate succinct data and be generalised across different scaled 6LoWPAN and routing
intrusions (DP3 ). Table 5.1 compares related works to our approach with respect to the
method applied, attacks considered, and desirable properties (as discussed in Section 5.2.1).
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Table 5.1: Related works

Scheme Method Attacks Considered
and Datasets

Desirable Properties

DP1 DP2 DP3 DP4 DP5 DP6 DP7

ID
S
∗

[132] Specification-based IDS WH and Sybil × × ✓ × ✓∗ × ×
[90] Active decentralised

anomaly-based IDS
DA and NA × × × × ✓∗ × ×

[94] Passive decentralised
signature-based IDS

DA × × ✓ × × × ×

[49] Active decentralised
specification-based

WP, DA, and SH × × × ✓ ✓∗ × ×

M
L
-I
D
S
∗

[81] Hybrid ML-IDS (k-means
and decision tree)

WH × × × × ✓∗ × ×

[62] Ensemble Voting (MLP and
RF)

SA, VN, SH, and BH × × × ✓ ✓∗ × ×

[56] Hybrid ML-IDS using pas-
sive monitoring

SH, WH, and DA × × × × ✓∗ × ×

[54] Unsupervised Optimum-
Path Forest Clustering

SH, WH, and SF × × × × × × ×

[164] Transfer-learning-based
centralised IDS

WP, DA, SH, and VN ✓ × × ✓ ✓ × ×

[165] Reinforcement-Learning-
Based IDS

SH, BH, GH, IR, DA,
WH, DS

✓ × × ✓ ✓ × ✓

C
D
-I
D
S

[133] Online adaptive RF +
Concept-drift detection

KDDCup99 ✓ ✓ ✓ D/N × × D/N

[134] Online RF (Hoeffding
Trees)

KDDCup99 ✓ ✓ ✓ D/N × × D/N

[113] Ensemble Weighted Voting,
RF

KDDCup99 ✓ × ✓ D/N × × D/N

[135] CD-based ensemble incre-
mental ML-IDS

KDDCup99 ✓ ✓ ✓ D/N × × D/N

R
L
-I
D
S

[148] Q-learning, centralised hy-
brid IDS for WSN

KDDCup99 ✓ × × D/N ✓∗ × D/N

[150] Anomaly-based IDS using
RL

NSL-KDD and AWID ✓ × × D/N ✓∗ × D/N

[149] Centralised anomaly-based
IDS using Deep RL

NSL-KDD and UNSW-
NB15

✓ × × D/N ✓∗ × D/N

[153] Q-learning based IDS NSL-KDD ✓ × × D/N ✓∗ × D/N
[162] Non-stationary multi-

armed bandit RL
Smart Home Cyber-
Physical

✓ ✓ × D/N ✓∗ × D/N

A
R
L
-I
D
S

[151] Adversarial DRL to en-
hance IDS performance

NSL-KDD and AWID ✓ ✓ ✓ D/N ✓∗ × D/N

[152] Distributed DRL for IDS NSL-KDD, UNSW-
NB15 and AWID

✓ × × D/N ✓∗ × D/N

[163] DQN and SMOTE using
adversarial DRL

NSL-KDD ✓ ✓ ✓ D/N ✓∗ × D/N

Proposed Adversarial DRL, CD, and SH, BH, GH, DA, ✓ ✓ ✓ ✓ ✓ ✓ ✓
Scheme Incremental ML DS, IR, WH, WP, and

RL-based Adversary

D/N: Different Network-technology. In the “Attack” column, the later entries refer to available datasets that contain
a variety of attacks, (but these exclude RPL attacks); ✓: Satisfy; ×: Not addressed; SH: Sinkhole, BH: Blackhole;
GH: Grayhole; DA: DIS Flooding; IR: Increase Rank; WH: Wormhole; DS: DIO Suppression; WP: Worst Parent;
∗ They proposed IDS for 6LoWPAN; ✓∗: It may satisfy but has not justified it.

5.2.1 Contribution

Various IDSs have been proposed in the literature to identify existing routing attacks (e.g.
sinkhole, blackhole, and wormhole) against 6LoWPAN. However, none of the existing schemes



CHAPTER 5. ADVERSARIAL RL-BASED IDS FOR 6LOWPAN 98

in the literature satisfies all the desirable properties that are mentioned in Section 1.2.1. The
major contributions of this chapter can be summarised as follows:

• The proposed scheme is novel in developing adversarial RL, concept-drift detection,
and incremental-ML approaches for generating efficient, robust, and generalised IDS.

• Our work is the first to use the exploratory data analysis (EDA) approach to char-
acterise each RPL attack and engineer a set of features to aid their identification in
6LoWPAN.

• A new sophisticated adversarial ML-based attack called RL-based combinational intru-
sion has been introduced for 6LoWPAN, where the adversary uses RL approaches and
desires to maximise the negative impacts upon the target network while avoiding its
exposure. These intrusions are difficult to identify by existing IDSs in the literature.

• Our evaluations are carried out using a more extensive range of routing attacks than we
have encountered in the literature, including less researched ones (e.g. Increase Rank,
DIO suppression, and Worst Parent attacks).

5.3 Proposed Scheme

In this section, we propose our adversarial reinforcement learning scheme for developing
efficient incremental IDS that is stable and robust against different intrusions in various
scaled networks.

The proposed scheme consists of three phases: initialisation (Algorithm 12), drift detec-
tion, and concept drift adaptation. In the initialisation phase, instead of sampling all the
intrusions in various scaled networks, the proposed adversarial environment jointly trains a
second agent (called the adversarial agent) to disrupt the original agent (called the defender
agent) by selecting the most sophisticated intrusions. The adversary obtains a reward only
when the defender fails to classify the intrusions, where reward is a real number Rt ∈ R. Ac-
cordingly, the adversary learns to sample the difficult instances (malicious activities that may
cause the defender agent to fail) over time. On the other hand, the defender agent applies
an incremental concept-drift-based classifier to develop a detector robust to any intrusion
generated by the adversary. The development of the defender agent classifier in the proposed
adversarial environment enhances its stability and robustness to different training/testing
conditions. Next, the drift detection phase enables the proposed scheme to detect concept
drifts (e.g. gradual, sudden, and recurring [121]) in the streaming data environment. If a
fluctuation of the defender error rate is proven to be significant statistically, a drift warning
will be raised. In the concept drift adaptation phase, the proposed scheme re-initialises the
developed detectors through the drift adaption and adversarial environment. This makes the
proposed scheme dynamic and robust against an adversary that changes its strategies over
time, as depicted in Fig. 5.3. Without windowing and buffering, analysis of streaming data
in real-time is impractical on resource-constrained devices [162]. Furthermore, because of
volume of streaming data, upstream network and width saturation and throttling, it proves
impractical to offload the processing of observations. Fig. 5.1 depicts the proposed system
architecture. Our proposed scheme employs a passive decentralised monitoring approach
using a cluster-based placement strategy to analyse the data stream in 6LoWPAN.
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Figure 5.1: System architecture.

Initialisation: The major bottleneck in developing a high-capacity detector is its depen-
dency on large amounts of balanced training data. Consequently, accumulating and accom-
modating such large amounts of data is time-intensive and could be infeasible for an LLN
node. As a result, instead of sampling all types of intrusions in a variety of networks, the
proposed adversarial environment jointly trains the adversarial agent to disrupt the defender
agent by selecting the most sophisticated intrusions. In order to eliminate the imbalances
and ensure the generalisation of the defender agent, each observation frequency is adjusted
based on the adversarial-agent action-value function Qadv(s, a). To develop an efficient IDS,
the proposed adversarial RL model performs appropriate over-sampling and under-sampling
of the categories within the imbalanced data environment. The proposed adversarial envi-
ronment generates network data streams (states) and rewards a defender agent that aims to
identify the true nature of the current state. The adversarial environment is also leveraged to
provide the most intriguing instances by adjusting the RL exploration-exploitation strategy.
The utilised sampling approach circumvents the unbalanced learning issue for the minority
class intrusions.

Now, in order to implement the proposed adversarial environment, we make some re-
quired changes in the RL environment. The modified RL environment has stochastic non-
stationary state space. Each state si ∈ S is a feature vector set of network observations
X = {< x1, x2...xn >} (shown in Table 5.3). Considering S = {st, st+1, ..., s∞} as the states
corresponding to the network communication between nodes (containing features that are
engineered in section 5.5.1), where st and st+1 are not correlated. That means both the st,
and st+1 may be generated from two different data distributions i.e., Dt ̸= Dt+1 where D
denotes an underlying distribution. In the proposed adversarial environment, the responsi-
bility of the defender agent is to classify the states generated by the adversarial agent. The
adversarial environment generates positive or negative rewards based on the defender agent’s
correct or incorrect action adef (classification) given the current state st.

The adversarial agent dynamically explores and exploits different available actions in its
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Algorithm 12: Initialisation (Adversarial RL)

1 Initialisation
2 Initialise two replay memories λadv and λdef to capacity N
3 Initialise action-value function Qadv(s, aadv) and Qdef (s, adef ) with random weights θadv and

θdef
4 Initialise target action-value functions Q̂adv with weights θ−adv = θadv and Q̂def with weights

θ−def = θdef ;

5 T: final time step of an episode; τ : assigned to 10; M : assigned to 100. s: is a feature
vector set X = {< x1, x2...xn >} ϕ: refers to the preprocessing (scaling using
normalisation) of the given state.

6 for episode=1, M do
7 Preprocess ϕ1 = ϕ(s1)
8 for t=1, T do
9 With probability 1− εadv

aadvt ← argmax
aadv

Qadv(ϕ(st), aadv; θadv)
10 Otherwise

aadvt ← select a random action from Aadvt

11 With probability 1− εdef
adeft ← argmax

adef

Qdef (ϕ(st), adef ; θdef )
12 Otherwise

adeft ← select a random action from Adeft

13 Take adeft and observe radvt , rdeft
14 aadvt+1

← Qπ
adv(ϕ(st), aadvt)

15 Random sample st+1, where st+1 ∈ S(y = aadvt+1)
16 Prepossess ϕt+1 = ϕ(st+1)
17 Store transition (ϕ, aadvt , radvt , ϕt+1) in λadv, and
18 (ϕ, adeft , rdeft , ϕt+1) in λdef
19 Sample random mini-batch of transitions

(ϕj , aadvj , rj , ϕj+1) from λadv, and
(ϕj , adefj , rj , ϕj+1) from λdef ;

20 if episode terminates sj+1 then
21 ψadvj = radvj
22 ψdefj = rdefj

23 else

24 ψadvj = radvj + γmax
a′
adv

Q̂adv(ϕj+1, a
′
advj

; θ−adv)

25 ψdefj = rdefj + γmax
a′
def

Q̂def (ϕj+1, a
′
defj

; θ−def )

26 Perform gradient descent steps on
(ψadvj −Qadv(ϕj , aadvj ; θadv))

2 with respect to
the network parameters θadv, and
(ψdefj −Qdef (ϕj , adefj ; θdef ))

2 with respect to
the network parameters θdef

27 Every τ steps reset Q̂ = Q

action space aadv = {a0, ..., a9} ∈ A to diminish the rewards R of the defender agent by
initiating the intrusions that the defender agent can not identify. When the defender agent
incorrectly identifies the current state st, the adversary agent receives a positive reward. The
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Figure 5.2: Adversarial RL-based IDS.

action executed by one agent affects the goals and objectives of the another and vice-versa.
Consequently, the incorrect predictions and negative rewards force the defender agent to learn
the most sophisticated observations and adapt its mistakes to accumulate more rewards in
the long-run. By obtaining rewards, the adversarial agent tries to obtain a policy (π) that
maximises negative impacts to the 6LoWPAN through initiating intrusions that the defender
agent fails to identify. In general, both the adversarial and defender agents intend to maximise
their total amount of discounted rewards following time t (Gt =

∑∞
k=0 γ

krt+k+1) [123] where
a reward received k time steps in the future is worth only γk−1 times what it would be worth
if it were received immediately.

The primary component of Q-learning algorithms is a method for efficiently and properly
estimating the Q-value. In Q-learning, the Q-value is updated by the equation 5.1.

Q(st, at)← Q(st, at) + α[Rt+1 + γmax
A
Q(st+1, at+1)−Q(st, at)] (5.1)

Where (st), (st+1), (at), (at+1), (rt+1) denote the current state, next state, current action,
next action, and next reward-value, respectively. On the other hand, the parameters (α), (γ)
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denote the learning rate and the discount factor, respectively. The Q(st, at) is the motivation
of the action at in state st, which means the agent will choose the action with the maxQ. In
equation 5.1, α and γ are the attenuation parameters, within domain (0, 1]. Since the Deep
Q-Network (DQN) [166] employs the experiment replay approach for sampling, the drawn
states by the adversary agent are not in sequential order [151; 163]; hence, in the proposed
scheme, the γ is set close to zero. Consequently, the algorithm is not required to remember
prior states. The α and γ are initialised with values 1.0 and 0.001, respectively.

The Q-leaning (off-policy temporal difference) is a tabular-based algorithm that represent
the expected state-value function V (s) or the Q(s, a) in a lookup table; however, in the
non-stationary environment, when the number of states increases, the table’s size increases
exponentially, making Q-leaning impractical. Hence, in this chapter we employ the DQN
[166] and Double Deep Q-Networks (DDQN) [157], model-free, and off-policy algorithms that
approximate the Q(s, a) using NN. Since the DQN and DDQN are Off-policy algorithms, they
are independent of the policy being followed to act in the environment. Deep Q-Learning
replaces the regular Q-table with a neural network (NN). The agent that employs a NN
to represent the Q-function is referred as a Q-network, which is denoted as Q(s, a, θ). The
parameter θ denotes the weights of the NN, and the Q-network, trained by updating θ at each
iteration to approximate the real Q-values. Deep Q-network that utilises Deep NN (DNN) is
referred as DQN, and it is proven to be more favourable with better performance and more
robust learning [166]. In general, DQN utilises two primary techniques for stabilising the
Q-learning:

• Target-Q-Network, that is a stationary network to generate the target Q-values, used
to calculate the loss for each action during the training procedure. Furthermore, the
target network will be synchronised with the primary Q-network at every τ steps by
copying directly. The fixed target-Q-network (Q̂) uses the previous weights of NN i.e.,
θ− for the Q-learning target ψi, shown in equation 5.2.

ψi = r + γmax
at+1

Q̂(st+1, at+1, θ
−) (5.2)

• Experience Replay, that save its interactions experience tuple et = (st, at, rt, st+1) at
time t into a replay-memory λt = {e1, ..., et}, and randomly draws a batch of instances
from the experience pool to train the deep convolutional network’s parameters rather
than directly applying the online instances as in Q-learning. An experience replay-
memory λ stores the k most recent experiences an agent has gathered. (In this chapter
the k is assigned to 100.) If λ is full, the earliest experience is discarded to make space
for the latest one (first in, first out buffer).

As discussed, our goal is to find the best parameter θ in the deep neural network such
that Q(s, a, θ) ≈ Qπ(s, a). In DQN, optimising θ can be done sequentially by minimising a
sequence of loss functions Lossi(θi) that is optimized at each iteration and represented in
equation 5.3.

The DQN applied in the proposed scheme helps to gather experiences used in approxi-
mating the Q-function, as follows. The DQN uses the current state st, which corresponds
to the features extracted from the network observations, as an input. The output of the
DQN denotes the Q-function Q(s, a) for a ∈ A. The Q(st, at) is the agent’s motivation and
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corresponds to how good it is if the agent take some action at in the given state st. The
DQN model applies Equation 5.3 to update the Q-function. In DQN, the evaluation network
updates quickly and is used to estimate the value of Q̂; however, the Q̂ updates slowly and
is employed to approximate the Q value.

L(θ) = Eπ[(r + γmax
at+1

Q̂(st+1, at+1; θ
−)−Q(s, a; θ))2] (5.3)

Considering the imbalanced evolving environment of 6LoWPAN, normal traffic is highly
over-represented and is referred to as the majority class. However, the proposed adversarial
RL is cautious to avoid developing an imbalanced IDS model by performing a dynamic and
intelligent data re-sampling method. The defender agent predicts the attack type for the
given state (st) by taking action at. On the other hand the adversary agent selects the target
type (yt), which will be used to draw the next state, where y ∈ {RPL attacks ∪ Normal
activities}. Now, due to the low frequency of appearance or the difficulty in predicting some
states, the proposed adversarial environment more often presents some instances where the
defender agent may fail to classify. In order to address this issue, the adversary agent needs
to emphasise such deceptive observations to enable the formation of a generalised defender
agent. All positive rewards R+ for the defender agent will be considered as penalties R−

for the adversarial agent. Hence, this chapter employs adversarial DQN which is responsible
for optimising the adversary agent inside the environment. The Q-function responsible for
optimising the environment has a set of actions (A ∈ [0− 9]) corresponding to each possible
RPL attack in the data-set. On the other hand, the defender agent gradually develops an
incremental model that can reduce negative impacts of the adversarial agent.

Balancing exploration and exploitation by tuning the ε (0 < ε < 1) value is vital. The
agent explores with probability epsilon (ε) and exploits with probability (1 − ε). The best
strategy is to initialise ε as a high value for more exploration and decay it over time to
accumulate more rewards (have experimented in section 5.5.2). This study experiments
with different exploration-exploitation, ε association strategies (softmax, linearly decaying ε
value, etc.) and found that the exponentially decaying ε-greedy strategy [159] provides good
performance.

We consider each episode as a training round throughout the entire data-set; The ad-
versary agent chooses its action considering its policy πadv(at|st), being the lower bound of
epsilon different for each case. The lower bound of the adversary ε will be set as 0.5. This
chapter empirically finds that a higher ε-value for adversary agent can enhance the defender
agent generalisation and robustness. Initially, the adversarial agent takes stochastic actions.
However, the adversarial agent improves and takes actions (initiates intrusions) to maximise
its reward, that is fluctuating over time. Fig. 5.9 depicts that the distribution of the initiated
attacks has a stochastic trend, but it also has the tendency to exaggerate the importance of
several intrusions.

Through the development of defender agent in the proposed adversarial environment, we
consider the following sequences:

(1) The Q-function of the adversary agent is randomly initialised. The initial state si is
arbitrary drawn from available states st ∈ S to maintain the Qadv and acquire the action
value for the given state Qadv(s, a).

(2) The adversary agent takes action aadv (selects an intrusion type) following its πadv
and the st.
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Figure 5.3: The evolution of a defender agent against an adversarial agent in
the initialisation phase (confusion matrix).

(3) The environment draws an instance (Xt, yt) from the labelled dataset, where yt =
aadvt , and returns st to both agents. Xt is then sent to the defender to classify.

(4) Given the state drawn by the adversary agent inside the environment, the defender
agent attempts to classify st using its classifier and takes an action adef .

(5) The defender computes a class prediction for the given st, where st = Xt, and takes
action adef by sending its prediction yt to the environment; if yt = yt, a positive reward R+

will be given to the defender agent, otherwise adversary agent will receive the R+.
(6) Adversary agent takes action aadvt+1 using policy derived from Qπ

adv(st, at). The st+1

is generated based on aadvt+1 .
(7) With the reward values obtained and the next states inferred, the policy function of

the adversary agent is updated according to the DQN update rule, and the defender agent
updates its classifier using the actual label yt of the observation xt.

After the initialisation phase, the proposed scheme preserves the observations of minority
and majority classes that contribute to the current defender model generation, denoted as
Dpast.

Drift-detection: In non-stationary stochastic environments, the defender agent faces an
additional problem i.e., detecting concept drift, which is an arbitrary, partially perceptible
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shift in the underlying distribution of the objects of interest. Formally, the concept drifts in
the target environment can be defined as follows, given a time period [t0, T ], a set of samples,
denoted as C = {ct, ct+1...cT }, where ci = (Xi, yi) is one observation, Xi is the features and
yi is the target label. Concept drift at time t can be defined as the change of joint probability
of X and y at time t, denoted as equation 5.4. Since the joint probability Pt(X, y) can be
decomposed Pt(X, y) = Pt(X) × Pt(y|X), concept drift can be classified as virtual concept-
drift (where Pt(X) ̸= Pt+1(X) while Pt(y|X) = Pt+1(y|X)), actual concept-drift (where
Pt(y|X) ̸= Pt+1(y|X) while Pt(X) = Pt+1(X)) or the combination of both.

∃X : pt(X, y) ̸= pt+1(X, y) (5.4)

The fundamental function of the concept drift detection approaches is the mechanism to
detect the drift occurrence’s start time-point, drift period, and end time-point. Accurate
and prompt identification of the drift occurrence plays a vital role in the learning system of
the proposed scheme. The proposed scheme, employs the Drift Detection Method (DDM)
[121] algorithm for detecting concept drift occurrence. In the streaming data environment,
the ground-truth are available to the model sequentially with delay. When a new (X, y)
is available, it is classified using the actual model, where X is the vector of features for
different attributes and y is the ground truth. In this chapter, the proposed scheme identifies
concept-drift using the reward prediction accuracy. Every timestamp, t, the ratio of errors
is calculated as the probability of misclassifying (pt), with standard deviation (σ), denoted
as σt =

√
pt(1− pt)/t. In online learning, the statistical theory proves that when the data

distribution is stationary, the pt reduces [122]. On the other hand, when the distribution
shifts, the pt will increase, and the defender model becomes inappropriate. If the concept is
unaffected, then the 1−β confidence interval for pt with n > 30 observations is approximately
pt±zβ/2σt, where zβ/2 denotes the (1−β/2)th percentile of the standard normal distribution.
The β depends on the confidence level. DDM manages the values of pmin and σmin and
updates them with pt and σt at time stamp t if pt + σt ≤ pmin + σmin.

In order to compute an appropriate concept window size, the proposed scheme utilises
a warning level. The concept window includes the earlier observations that are joint with
the recently observed concept and a minimal representation of instances from the preceding
concept. Suppose that there is an observation at time t with corresponding pt and σt in the
sequence of streaming observations that traverse a node. The utilised concept-drift detection
method stores observations in short-term memory while pt + σt ≥ pmin+2σmin is satisfied. It
rebuilds the classifier from the stored examples and resets all variables if pt+σt ≥ pmin+3σmin.
DDM raises a warning level to indicate the possible occurrence of drift. The utilised threshold
for the warning level is the relaxed version of the drift level; the warning level and the drift
level are set p-values of 2σ (95%), and 3σ (99.7%), respectively. The data gathered between
the warning and drift levels are applied as the training set for updating a learning model. In
the proposed scheme, the severity of concept drift indicates the difference between current
concept and the earlier one, denoted as ∆ = δ(Pt(X, y), Pt+1(X, y)), where δ measures the
discrepancy between Dt and Dt+1, and t is the timestamp of the concept-drift occurrence.
In the proposed scheme, the ∆ measures the difference between p̂min and p̂i, denoted as
∆ ∼ p̂i − p̂min. A very large value of ∆ shows a high severity in the concept drift.

Concept-drift Adaptation: The concept-drift adaption is a mechanism for generating,
updating and selecting one among several defender models (M), shown in Algorithm 13.
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Algorithm 13: Concept-drift Adaption

1 Initialisation
2 new model : Generate a new defender agent (Initialisation phase)
3 E : Quality signal; δ : threshold
4 M : Set of all available defender models
5 mcur: The current defender model
6 η: Maximum number of defender models (assigned to ten)
7 y: Ground truth

8 if mcur = ∅ then
9 mcur ← new model()

10 M←M∪ {mcur}
11 at ← πmcur (st)
12 Observe yt and reward rt
13 for ∀m ∈M do
14 ∆Rm ← Q(st, at)− rt

15 em ← 1− 2σ(
(∆Rm)2

(Rmax −Rmin)
2 )

16 Em ← Em + ρ(em − Em)

17 mcur ← argmax
m∈M

(Em)

18 if Emcur
< Emin then

19 if length(M) = η then
20 discard arg min

m∈M
(Em)

21 mcur ← new model()
22 M←M∪ {mcur}
23 st ← st+1

The defender models have incrementally developed their detection performance on the given
network observations. Since the occurrence of concept drift causes a negative impact on the
defender agent’s performance, the defender agent should re-adapt to concept drifts to main-
tain its performance. The concept drifts intentionally (opponent strategy) or unintentionally
(evolving environment) drive the defender agent to gradually hinder its former policy while
adapting a new one (known as catastrophic forgetting [167]). Hence, the proposed scheme
maintains previous copies of the defender agent to circumvent this issue.

To maintain the detection performance, the IDS should systematically adjust to unfore-
seen data distributions. This chapter implies that maintaining multiple representations of
defender agents (and their respective policies) can enhance the system performance versus
different concepts in the evolving data stream. The employment of multiple defender agents
enables the proposed scheme to partition the knowledge of environments with different con-
cepts into representative models. Each model (m ∈ M) is associated with being responsible
for analysis of a particular type of concept drift. In this regard, one model can be active at
any given time t. On detection of concept drift, the active model will be replaced.

In the proposed scheme, the quality factors [168] are used to compute a total quality for
the defender agent in terms of the instantaneous error in reward prediction accuracy, using
ρ ∈ (0, 1] to weight the impact of new measurements. Where ∆Rm denotes difference between
expected reward Q(s, a) and actual reward r.
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em = 1− 2σ(
(∆Rm)2

(Rmax −Rmin)2
(5.5)

Em ← Em + ρ(em − Em) (5.6)

An agent maintains this error signal, for all concept models m ∈ M, including its ac-
tive concept mcur and all stored concepts, and uses Em to explicitly identify concept-drifts,
Eq. 5.6. Whenever some previous model mi outperforms the current defender agent, mcur,
the system re-activates mi. A minimum quality threshold, Emin, is utilised to specify the
minimum performance performance execution. When ∀m ∈ M : Em < Emin, a new de-
fender agent will be created (through an initialisation phase). To overcome the issue of class
imbalances, the new defender model needs to collect observations of minority classes in the
past concepts and propagate them into the latest concept (Dtrain ← Dpast ∪Dnew) through
the initialisation phase. Observations seen in previous concepts should be preserved and ac-
cessed. The system begins with only one model mcur and then gradually develops new ones
when they needed. Note that, the model recognition and re-initialisation enable the proposed
scheme to mitigate the catastrophic forgetting dilemma [167]. Furthermore, the adoption of
adversarial RL enables the proposed scheme not to load the entire training data into memory
and only utilise the defender model that is relevant to the current data distribution.

5.4 Adversarial ML-based Attack

In this type of attack, the adversary uses its policy πadv and state st to select observations
of different attacks from its attack profile (profileadv = {X1, X2, ...Xn}, where yi|Xi is ai ∈
Aadv) to distort the exposure of the adversary node. The exponentially decaying ε-greedy
strategy [159] enables our adversary model to explore and exploit different intrusions in its
attack space (action-space Aadv). Each state si ∈ S is a feature vector set of network features
X = {< x1, x2...xn >} (shown in Table 5.3). In this scheme, incrementally, the adversary
crafts adversarial policies to evade the defender agent.

The primary policy of the adversary node is to select malicious observations (take actions)
that the defender IDS would misclassify as benign. After sufficient attempts, the adversary
node possesses the cunning to select malicious observations with a lower degree of distortion
to reduce the probability of intrusion exposure. In reality, the Network-based IDS (NIDS)
performs in ghost mode and is not perceivable by malicious nodes [3]; however, in this chapter,
we assume that the adversary can perceive the reaction of the IDS to its attack. This chapter
concentrates on two primary attack strategies that the adversary could perform:

(1) Black-box setting: The adversary has zero knowledge about the features and param-
eters that the defender agent employs for detecting intrusions; however, it can observe
the defender’s reaction (adef ) to the intrusions that it initiates (aadv) at the state (st),
and receives reward (R+) or penalty (R−) with regards to that.

(2) Grey-box setting: In this type of attack, the adversary performs in a grey-box setting,
where it has constrained knowledge or limited access to the defender configurations and
can perceive the impacts of its actions by observing the next-state (st+1) and reward (r).
The grey-box setting indicates that the adversary can observe the defender’s actions
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and knows all properties and features that the defender extracts and monitors to detect
intrusions;

In both adversarial attacks, initially, the adversary has zero knowledge about the defender
agent model and reinforces its policy gradually by exploration and exploitation. The adver-
sary tries to find a malicious behaviour that will be misclassified to class cadv /∈ cattack while
also trying to minimising its exposure probability in the long term. The adversary selects
instances of multiple attacks from its dataset through each attack profile (depicted in Fig.
5.4), where each attack profile constitutes a hundred observations. Note that, there are some
works (e.g., [169; 170]) where a perturbation value has been applied to the samples in order
to increase the misclassification errors of the classifier. However, in 6LoWPAN, applying
adversarial perturbation would cause the network traffic to lose its functional behaviour and
make the attack impractical. For instance, if the adversary increases a rank value to avoid
exposure, the altered control packet might fail to attract any neighbouring nodes. Hence,
in our proposed scheme we do not allow the adversary to carry out any perturbation on the
sampled network traffic.

Figure 5.4: Combinational malicious activities.

5.5 Evaluation

In order to show the effectiveness of the proposed scheme we now conduct several experiments
using the Netsim emulator to simulate various routing attacks against 6LoWPAN. During
our evaluation process, we consider different network configurations (as shown in Table 5.2).
In this regard, the emulated network configurations contain 16 to 128 LLN nodes (excluding
6BR and external PCs), where 30% of nodes are malicious. In each scenario, 30% of the nodes
were in movement with a velocity of 5 m/s. All simulations are performed for ∼240 minutes.
In our experiments, we consider sixteen network topologies, where half of the topologies are
for the initialisation phase (section 27) and another half for evaluation. In this regard, eight
networks are in hexagon-shaped (photonic) topologies. In another eight topologies, nodes are
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randomly distributed on the terrain. In all the topologies, nodes distribute over the terrain
with 250m2 ∼ 800m2 and 20∼45 metres apart.

The emulated network scenarios have a streaming data environment. The nodes are
mobile with network data generation profiles that vary over time. In the evolving environ-
ment, the IDS needs to analyse streaming data with an imbalanced data distribution, where
the majority of observations are legitimate, and a minority of them are abnormal. In this
context, classifying an instance from the majority class (legitimate activity) as an instance
from the minority class (malicious activity), is known as a false positive alarm. Although a
false-positive error is undesirable, it is less critical than misclassifying an observation from
a minority class as a member of the majority class (classifying malevolent observation as a
legitimate activity), a so-called false negative. It should be noted that the exisitng solutions
in the literature evaluate their proposed models using two types of evaluation metrics, namely
the threshold metrics (e.g. accuracy and F-measure), and the ranking methods and metrics
(e.g., receiver operating characteristics (ROC) analysis and area under the curve (AUC)). In
our proposed scheme the developed models are evaluated against both types of evaluation
metrics.

It is crucial to assure that we are collecting data that will help us to draw conclusions.
Hence, after feature extraction, we perform data wrangling [171] to pre-process the data and
getting it into a shape that can be utilised for data analysis (using inferential and descrip-
tive statistics to identify potential data issues and perform the sanitisation, normalisation,
discretisation, and data encoding [127]). Next, to facilitate the intrusion detection task, this
chapter performs exploratory data analysis (EDA) over different routing intrusions to analyse
them in more depth and extract the network irregularities they cause on the 6LoWPAN.

To perform EDA, here we simulate several pairs of networks (A,B) where A contains only
the legitimate nodes and B contains both the legitimate and malicious nodes. Observing the
statistical difference of control and application packets in A and B enables this study to
identify the adverse impact that each RPL attack causes in B. Through EDA, we utilise
visualisations and summary statistics to obtain a better perception of the simulated data.
EDA helps identify appropriate features for our ML-based intrusion identification classifiers.
Fig. 5.5 illustrates the outcomes of EDA. Next, to illustrate the importance of the engineered
features as shown in Fig. 5.6 here we use the Mean Decrease in Impurity (MDI) importance
metric.

5.5.1 Data-set and feature construction

In 6LoWPAN, the majority of RPL attacks’ observations are slightly imbalanced (fall in mi-
nority class) in nature. Our experiments show that sinkhole (SH), blackhole (BH), grayhole
(GH), DIS flooding (DA), increase rank (IR), wormhole (WH), DIO suppression (DS), and
worst parent (WP) imbalance ratios ranging from 4:100 up to 56:100. In [62], authors ap-
plied SMOTE to balance the offline training data for a stationary 6LoWPAN environment.
However, in the streaming data environment, the incremental classifier must be dynamic and
adapt to concept drifts where the new data distribution is severely imbalanced (contains no or
negligible proportion of different minority classes). The problem with imbalanced data-sets is
that classifiers are often biased towards the majority class (legitimate activities); hence there
is a higher misclassification rate in the minority classes (representing positive cases). In this
chapter, we develop an adversarial reinforcement learning environment (discussed in section
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Table 5.2: Simulation parameters

Parameters Values

Number of nodes 16, 32, 64, 128

Number of Malicious nodes ∼30%
Number of Workstations 4, 8

Transmission Range 50m

Number of ML detectors ∼10%
Number of Mobile nodes ∼30%
Scenario Dimension (Terrain) (250 × 250) to

(850 × 850) s.metres

Traffic Rate 250 kbps

Simulation time ∼ 14,400 seconds

Application Protocols COAP, CBR

RPL mode Storing mode

Mobility Modes Random Walk, Group Walk

Path Loss Model Log Distance, Exponent(n): 2

Distance between nodes 20 ∼ 45 m

Objective Function (OF) OF0, LQ

Receiver Sensitivity -85 dBm

27) to address this issue. The proposed approach eliminates the fundamental imbalance issue
that plagues defender agent initialisation. Analyses of the EDA outcomes demonstrate the
impact of each routing attack on the extracted features from 6LoWPAN traffic (e.g. DIO,
DAO, and DIS control packets). In this section, we perform feature engineering to construct
features that can reveal the abnormalities caused by each RPL attack.

Engineering a set of salient features has a vital role on how accurately an IDS classifies
all types of RPL attacks in the streaming data environment. The extracted features can
enable the anomaly-based classifiers to correctly identify all the anomalies through training
over normal instances and make signature-based classifiers classify each type of RPL attack
accurately. The raw instances of 6LoWPAN simulations contain a set of features that are
not applicable for conducting intrusion detection tasks. For instance, including features that
represent nodes identities (e.g. IP address, MAC address, and node id) can prevent the
proposed scheme from having general applicability. Since in this chapter we employ a passive
decentralised monitoring approach [84], any features that require the internal configuration of
legitimate nodes (e.g. power consumption, geographical location, CPU/RAM/ROM usages)
are excluded.

We now extract three types of features, namely basic features, history-based features and
connection-based features. Basic features contain the general information about the nodes
that are derived from ICMPv6 control packet headers. The history-based features provide
information about the number of times that the current node (the sender of current packet)
sends or receives a specific type of application or control packet. Connection-based features
carry salient information about the routing configuration of sender (RSSI, link quality etc)
and the number of collided control and application packets perceived by an IDS detector.
Based on our observations, the connection-based and history-based features play a vital role
in detecting routing attacks in 6LoWPAN. Table 5.3 depicts the set of features engineered in
this chapter. A row describes an observation about an entity. A feature describes some prop-
erty of the observation. In this streaming data environment, observations are pre-processed
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Table 5.3: Engineered features

Feature Description
B
a
si
c

pkt type Type of packet (DIO, DAO, DIS, App etc)
pkt status Packet status (Collided, Successful)
src rank Sender rank in DODAG
rcv rank Receiver rank in DODAG
adv vn Advertised version number

H
is
to

ry
-b

a
se
d

snd dis count No. of DIS unicasted/multicasted by sender∗

snd dio count No. of DIO advertised by sender∗

snd dao count No. of DAO unicasted by sender∗

snd daoack count No. of DAO-Ack unicasted by sender∗

rcvd dis count No. of DIS rcvd by current node in past∗

rcvd dio count No. of DIO rcvd by current node∗

rcvd dao count No. of DAO rcvd by current node∗

rcvd daoack count No. of DAO-Ack rcvd by receiver∗

rcvd cpkt count No. of control packets rcvd by receiver∗

snd cpkt 3sigma cpkt sent by sender (σ, 2σ, and 3σ)∗

snd cpkt pct rank Pct-change-rank of cpkt sent by sender∗

snd ctrl count No. control packet issued by sender∗

avg intpkt time Average delay between pkts issued by snd
rnk alt count No. rank alteration by sender∗

prt alt count No. times sender changed its parent∗

vn alt count No. version number alteration by sender∗

trans app count No. of application trans by sender∗

pkt e2e delay Packet end-to-end delay

C
o
n
n
e
c
ti
o
n
-b

a
se
d

cpkt loss Control packet loss ratio
pkt loss Application packet loss ratio
avg hopcount Average No. of hopcount (global view)
neighbour count No. of neighbouring node
child count No. of children
same parent Sender and the detector have same parent
rx sen Average receiver sensitivity
tx pwr Average transmission power
rssi Received signal strength indicator of sender
prt bst lq Current parent provide best link quality

∗In the past 5 seconds.

(sanitised, normalised, discretised, and encoded) on the fly through each window interval.

5.5.2 Performance evaluation and discussion

In this section, performance analysis is undertaken to determine the effectiveness of the
proposed scheme using different measures. Here, we intend to detect the direct-resources-
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topology (dis-flooding), indirect-resources-topology (increase-rank), sub-optimisation-topology
(sinkhole, wormhole, replay, dio-suppression, and worst-parent), and isolation-topology (black-
hole, and grayhole) attacks against 6LoWPAN. The streaming class-imbalanced data causes
the development of a model with accuracy paradox performance. As the accuracy metric
does not differentiate the numbers of correctly classified instances in the minority and ma-
jority classes, it provides erroneous evaluation results in the streaming data environment.
Therefore, we apply F-measures to balance the evaluation of precision and recall. Since in
IDS the sensitivity (TPR) is more desirable than specificity (TNR), we now measure the
performance of the proposed scheme in terms of both F2-measure (β=2, less weight on pre-
cision, and more weight on recall) and F1-measure (β=1, equal weighting on precision and
recall). On the other hand, since the ranking metrics do not make any assumptions about
class distributions, this chapter also measures the performance of the proposed scheme in
terms of ROC and AUC [172]. In order to evaluate the proposed scheme, we have conducted
seven experiments and analysed the outcomes. We evaluate the performance of the proposed
scheme in three different 6LoWPAN environments: (i) stationary (to demonstrate whether
the integration of ARL and concept-drift algorithms cause a negative impact to the per-
formance of the defender agent). (ii) non-stationary (to demonstrating the performance of
the proposed scheme against concept drifts). and (iii) non-stationary with black-box and
grey-box adversaries (adversarial ML-based attacks discussed in Section 5.4). This chapter
implements shallow multi-layer perceptrons (with 2 hidden layers, 100 nodes, Adam opti-
miser, Huber loss, and Relu activation function) for DQN and DDQN. Experimental results
show that our proposed method offers better performance than existing IDSs for 6LoWPAN
[3].

Table 5.4: Performance bench-marking

N M F2 measure (β = 2) FPR
SH BH GH DA IR WH DS WP SH BH GH DA IR WH DS WP

16
No 99.29 99.19 98.49 100 98.89 98.32 98.59 98.69 0.04 1.2 0.28 0 0.05 0 0.06 0.26
Yes 99.2 98.99 99.69 100 98.79 99.62 99.29 97.58 0.08 0.14 0 0 0.02 0.07 0.02 0.48

32
No 98.89 99.69 99.49 100 99.49 99.79 99.8 91.29 0.07 0.04 0 0 0.04 0.04 0.02 0.48
Yes 99.59 99.49 99.49 100 99.79 100 99.89 90.75 0.06 0 0.02 0 0.04 0 0 0.49

64
No 99.79 99.09 98.09 100 99.89 99.69 92.34 90.2 0 0 0.06 0 0 0.06 0.29 0.57
Yes 99.09 99.69 96.98 100 98.59 99.89 94.68 90.95 0 0 0.06 0 0 0 0.31 0.47

128
No 99.59 99.39 95.77 100 98.79 99.8 93.24 93.28 0 0.02 0.12 0 0 0.02 0.57 0.22
Yes 99.19 99.29 96.27 100 98.12 99.79 90.09 91.68 0 0.04 0.04 0 0 0.04 0.47 0.71

N: No. Nodes (here ∼30% of nodes are malicious); M: Mobility; SH: Sinkhole, BH: Blackhole; GH: Grayhole;
DA: DIS Flooding; IR: Increase Rank; WH: Wormhole; DS: DIO Suppression; WP: Worst Parent;

Experiment 1. To evaluate the performance of the proposed scheme we now apply
different discount values for the adversarial agent and the defender agent in the initialisation
phase. Here, our aim is to find the best γdef and γadv values for the proposed scheme. Fig.
5.7 shows our experimental results with different exploration and exploitation parameters
(ε-value strategies) for the adversarial and defender agents (in the initialisation) to find
configurations that facilitate IDS convergence to high performance over all types of attacks.
Fig. 5.7 provides convincing evidence in favor of a defender agent with ε-value between 0.01
and 0.2. In order to find a suitable discount factor for our proposed scheme, we evaluate the
performance of the proposed scheme using different (γ). As illustrated in Fig. 5.8, a lower
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Figure 5.7: Defender agent and adversarial agent minimum ε-values.

discount value for defender agent can ensure a higher F2 (∼95%) for the defender agent.
Hence in this chapter we associate the discount factor close to zero (γdef=0.001).

Experiment 2. In this experiment we identify the strengths and limitations associated
with the defender agent under different RPL attacks. Fig. 5.9 illustrates the frequency
of initiated intrusions by the adversarial agent during a hundred epochs. This illustration
shows how the adversarial environment systematically adjusts the imbalanced data in order
to enhance the classification results. It is evident that the emerging frequencies of sub-
optimisation and isolation topology attacks reflect the meagre competence of the defender
agent against some intrusions within the corresponding attack profiles. Our investigation
reveals that the striking resemblance between sinkhole, blackhole, and grayhole attacks is the
reason behind the defender agent’s inability to differentiate them. Thus, the adversary desires
to take these actions more often to accumulate more rewards. The performances of DQN,
DDQN, and KNNADWIN defender agents are depicted in Fig. 5.10. The demonstrated
results are outcomes of ten runs.

Experiment 3. The Concept-drift detection method is a critical indicator for measuring
the variance of a data distribution over time and is also regarded as a crucial mechanism
for making the proposed scheme adaptive and robust against the evolving data environment
of 6LoWPAN. In this experiment, we empirically evaluate different concept-drift detection
algorithms to select one that can ensure the system’s adaptivity and enhance the proposed
scheme performance over time. The candidate concept-drift detection algorithms are: Adap-
tive Windowing method (ADWIN), Drift Detection Method (DDM), Early Drift Detection
Method (EDDM), Kolmogorov-SmirnovWindowing (KSWIN), Drift Detection Method based
on Hoeffding’s bounds (HDDM) with moving weighted average-test (HDDM-W) or moving
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Figure 5.8: Searching for γdef and γadv

Figure 5.9: Marginal histogram of the initiated intrusions by an adversary.

average-test (HDDM-A) [135; 121]. Outcomes of our analyses are presented in Fig. 5.11. The
general picture emerging from the analysis is that the performance of DDM and HDDM-A
are higher than the other concept-drift detection methods

Experiment 4. In this experiment, we measure the time complexity and energy con-
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Figure 5.10: Initialisation phase rewards (mean and confidence intervals for ten
runs).
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Figure 5.11: Concept-drift detection methods against a grey-box adversary.

sumption of the generated defender agent. In our experiment, we consider 64 LLN nodes
in 6LoWPAN, where 20% of the nodes are assumed to be malicious. Next, we measure the
prediction time complexity of the defender agent. In our experiments, a defender agent using
KNNADWIN has O(n) : 0.038+0.038∗n (linear) time complexity. On the other hand, DQN
has O(n) time complexity. As a rule of thumb, the O(n) and O(n log n) algorithms are con-
sidered linear time and desirable for online approaches [119]. In Fig. 5.12 we have illustrated
the response times of KNNADWIN with different settings. On the other hand, a defender
agent using DQN has a 10.7 milliseconds response time (average of thousand predictions).

In order to measure the power consumption of the defender agent, we use the Netsim
Emulator feature to connect the physical microcontrollers (Raspberry Pi 4 4GB) with the
simulation environment. By connecting a digital ammeter to the microcontrolers, we measure
the energy consumption of the developed IDS. In this regard, we run our experiment for ten
minutes while all unnecessary background tasks and applications are deactivated on the
microcontrollers. On the basis of our observations, we find that the energy consumption of a
KNNADWIN and the DQN in a LLN with 64 nodes were 1.8 J/s and 1.9 J/s, respectively,
whilst a legitimate node without any IDS consumed 1.4 J/s. Therefore the KNNADWIN and
DQN have 463.15 mJ/s and 485.54 mJ/s energy overheads on a LLN node, respectively. In
Fig. 5.14, the largest generated KNNADWIN (with window-size 1000) occupies ∼440kb on
a hard disk. The windows size is the maximum size of the window storing the last viewed
observations [161]. The response times of defender agents using different settings are included
in Appendix C, (i.e., Fig. C.6.) of the supplementary material.

Experiment 5. In this experiment we evaluate our proposed scheme to show how it
can ensure the security of 6LoWPAN upon various RPL attacks. Tables 5.4 highlights the
benchmarking outcomes of the proposed scheme against different RPL attacks in the litera-
ture. In Table 5.4, ∼30% of nodes (average number of malicious nodes in the literature [3])
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Figure 5.12: KNNADWIN prediction time complexity.

were associated as malicious.
Experiment 6. In this experiment, we evaluate the performance of the proposed scheme

in detecting the RL-based (DQN) black-box and grey-box adversaries (discussed in section
5.4). Here, we implement the adversarial ML-based attacks to deteriorate the performance
of the proposed scheme. The adversary uses the query-response pairs Qadv(s, a) to craft an
adversarial intrusion and find optimal destabilisation policy. Hence this experiment is di-
vided into two sub-experiments. In both experiments, the primary aim of the adversary is
to maximise its total reward by malevolently luring the defender to mis-classify. The detec-
tion performance of proposed scheme is illustrated in Fig. 5.13. In the black-box adversary,
we consider the adversary has access to several basic features (src ip, dst ip, packet type,
DODAG version number, and advertised rank). Our proposed scheme received 96.3% ac-
curacy and recall, 96.29% precision, and 96.29% F1 against a black-box adversary (average
results of ten runs), while it receives 92.2% accuracy and recall, 92.22% precision, and 92.19%
F1 against grey-box adversary (average results of ten runs). Next, we benchmark the per-
formance of different standard ML algorithms along with SMOTE oversampling approach
against a grey-box adversarial ML-based attacks, shown in Fig. 5.15.

Experiment 7. In this experiment, we first compare the performance of the proposed
scheme against different standard ML algorithms (e.g. support vector machine, decision
tree, random forest, and k-nearest neighbors). We apply different oversampling and under-
sampling techniques to change the composition of the training dataset and enhance model
performance against imbalanced training data; namely, the Synthetic Minority Over-sampling
Technique (SMOTE), Adaptive Synthetic (ADASYN), Random Over Sampling (ROS), and
Random Under Sampling (RUS). Our testing environment has evolving/dynamic 6LoWPAN,
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Figure 5.13: KNNADWIN against adversarial ML-based attacks (Y-axis shows
number of instances)

Figure 5.14: KNNADWIN against a grey-box adversary.

where 40% ∼ 80% of nodes are mobile and nodes transfer different application packets over
the time. Fig. 5.16, illustrates the outcomes of this experiment where ML classifiers perform
the binary classification task. Contrary to our expectations, batch-trained SVM and KNN
were more generalised to outperform XGBoost and Random Forest. In Fig. 5.15, we evaluate
the performance of standard ML classifiers’ performance along with SMOTE against the grey-
box adversary.

5.6 Summary

The broad connectivity of LLN nodes has exposed the 6LoWPAN to various routing threats
(discussed in Chapter 2). Furthermore, the 6LoWPAN has an evolving and imbalanced data
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Figure 5.15: Standard ML classifiers (using SMOTE) against a grey-box adver-
sary.

environment; hence, any security mechanism needs to be robust, efficient, and adaptive to
perform its primary task in this network accurately. The proposed adversarial reinforcement
learning plays a vital role in generating robust and generalised incremental ML-based IDSs for
6LoWPAN. The outcome of our experiments show that the proposed scheme can enhance the
performance of an IDS agent against various RPL attacks. The proposed scheme can detect
and also adopt changes in computer network traffic. Our experimental outcomes confirm that
the proposed RL-based adversarial environment can efficiently train incremental ML-based
IDSs over more challenging observations. This approach leads to the generation of more
robust, generalised, and resource-efficient IDS. In this chapter, we measure the performance
of our proposed scheme against intelligent ML-based RPL attacks. Our experiment outcomes
confirm that the developed IDS can identify adversarial ML-based RPL attacks that are hard
to identify by any standard ML classifier.

On the other hand, the adversary may also initiate a white-box attack against 6LoWPAN,
where the adversary is assumed to have the complete knowledge about the IDS configurations
and also knows what training data is used by the IDS classifier to develop its detection engine.
Using this knowledge, the adversary can create a clone of the IDS in its system to find the
IDS’s vulnerabilities before initiating any intrusion. Since, identifying a white-box adversary
is more challenging, in this dissertation the protection against the white-box attack has not
been considered and is left as potential future work.

Moreover, it is not clear that up to what extent the proposed adversarial reinforcement
learning environment can enhance the performance of other incremental ML classifiers in
identifying RPL attacks. In future, we will evaluate the performance of our proposed scheme
using hoeffding tree and adaptive random forest algorithms.
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Figure 5.16: Bench-marking the proposed scheme with standard ML classifiers
(binary classification) in a dynamic environment.



Chapter 6

Conclusions and future work

In this chapter, we summarise this dissertation and provide conclusions drawn from it. Re-
maining issues and potential future work are discussed.

6.1 Context

The IPv6 over low-power wireless personal area networks (6LoWPAN) standard enables
resource-constrained devices to connect and interact over the Internet. Because of the seam-
less connectivity and significant computational constraints of Low power and Lossy Network
(LLN) nodes, a new routing protocol called the Routing Protocol for low power Lossy net-
works (RPL) has been proposed to associate routes between the LLN nodes and the IPv6
Border Router (6BR). In this context, the routing relies on the construction of the suit-
able Destination Oriented Directed Acyclic Graphs (DODAGs) using node rank values to
structure the graphs. Although, the ranking system enables various properties such as route
discovery, loop prevention, and overhead management, it is vulnerable to several attacks (as
discussed in Chapter 2) which may significantly degrade resource utilisation, routing mecha-
nisms and general network performance. Therefore, protecting against any attacks on RPL
is vital; however, the computational limitations of the LLN nodes are a barrier to the adop-
tion of highly promising leading-edge approaches such as those based on machine learning
(ML). Moreover, 6LoWPAN has an evolving data environment, where node movement and
inaccessibility alter the data distribution unpredictably, and so the IDS needs to update its
model incrementally or retrain it using recently observed batches of data. Therefore, IDS
must employ intelligent algorithms to monitor the evolvement in the network environment
and update itself effectively. In this context, even though adaptivity plays a major role in
the robustness of IDS in 6LoWPAN, extant articles have not considered it.

This dissertation has sought to determine the best possible approaches in the develop-
ment of a robust and generalised IDS for 6LoWPAN. We aimed to develop an adaptive IDS
that can secure 6LoWPAN against various types of RPL attacks (including overlooked and
less researched ones) and robustly adjust to the evolving data environments and learn new
types of intrusion. In Chapter 3, we proposed an adaptive heterogeneous hybrid IDS (which
we termed the central IDS) that is placed on the 6BR to secure the 6LoWPAN against inter-
nal and external intrusions. Since the proposed Central IDS (CIDS) on the 6BR could not
observe network communications of distant nodes, the proposed scheme employs Anomaly-

123
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based NIDS (ANIDS) agents to passively monitor control packets of their neighbours. The
developed ANIDSs are responsible for reporting suspicious activities to the CIDS for fur-
ther analysis. In this context, the obtained results (as shown in Section 3.3.2) support the
“Hypothesis 1: An adaptive heterogeneous hybrid IDS can be able to identify various inter-
nal and external RPL attacks in 6LoWPAN. The adaptivity through concept-drift detection
should/will enable an incremental ML-based IDS to enhance its intrusion detection perfor-
mance over time by adapting to unforeseen intrusions and data distributions”. To assess the
detection performance of the proposed scheme, we conducted six experiments. The outcomes
of our experiments (presented in Section 3.3.2, of Chapter 3) show that the proposed CIDS
can accurately identify RPL attacks and adjust to concept drifts (changes in data distribu-
tion). However, in our proposed scheme the ANIDS agents operate an off-line model, hence
they cannot maintain accuracy against evolving network environments.

Therefore, in Chapter 4, we proposed an reinforcement learning-based IDS for 6LoWPAN
to analyse network communications in a large-scaled network (with up to 128 LLN nodes)
using light-weight ML-IDS agents. The proposed RL-based IDS seeks to identify the strength
of each neighbouring ML-IDS in classifying different types of RPL attacks. To reduce compu-
tational complexity of ML classifiers, each ML-IDS trains over a small proportion of training
dataset using salient features that they select through the chi-square feature selection ap-
proach. In Chapter 4, Section 4.4, the outcomes of our experiments support “Hypothesis 2:
An RL-based IDS framework should/will be able to enhance the strength of distributed ML-
based IDS in detecting RPL intrusions. An RL-based IDS will be able to accurately identify
suspicious activities with the help of ML-based IDS agents”.

In Chapters 3 and 4, we proposed batch-trained anomaly-based and signature-based “IDS
agents” to detect intrusions in 6LoWPAN; therefore, the IDS agents will not be able to au-
tonomously adapt to any new intrusions or concept-drifts. Hence, in Chapter 5, we propose
an adversarial reinforcement learning scheme to develop efficient IDS agents with an excellent
performance against targeted RPL attacks. In this regard, we proposed an adversarial RL-
based environment to develop resource-efficient and generalised incremental ML-based IDS
agents. The outcomes of our experiments (as shown in Section 5.5.2) show the significant
enhancement in the intrusion detection performance of the IDS developed through our pro-
posed scheme compared with standard ML classifiers. We further evaluate the performance
of the proposed IDS against adversarial ML-based RPL attacks, where the adversary is using
RL to identify the weakness of the IDS. The outcomes of our experiments, in Section 5.5.2,
support “Hypothesis 3: A robust adversarial RL-based IDS framework will be able to gen-
erate efficient detectors using imbalanced training data. The integration of adversarial RL
environment and incremental machine-learning should be able/will facilitate the formation of
resource-efficient, generalised and robust IDS detectors”.

In Section 2.7.8, we stated that 86% of articles in the literature used a simulator to evalu-
ate the detection performance of their proposed model in 6LoWPAN. In this dissertation, we
employ a network simulator to evaluate the performance of our proposed scheme against RPL
attacks in various scaled networks. Network simulation provides distinct advantages over a
full-scale, real-world deployment: namely, fast implementation, more flexibility concerning
network layout and communication parameters, and the capability of running network sce-
narios under identical conditions. The emulation capability of the adopted simulator enabled
this dissertation to connect real hardware to the simulation environment and obtain more
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realistic simulation outcomes. Moreover, we employed real micro-controller to measure the
energy exhaustion of our proposed schemes.

6.2 Summary of Contributions

The major contributions of this thesis are outlined as follow:

• In Chapter 3, we proposed an adaptive heterogeneous hybrid ML-IDS, which can main-
tain its effectiveness against environmental change in different scaled 6LoWPAN. We
constructed a set of features that can facilitate the identification of RPL attacks. Our
experimental outcomes show that the proposed scheme can ensure 90∼100% accuracy
in detecting RPL attacks (shown in table 3.4); However, the developed ANIDS (the first
detection layer) provides 89.39% recall and 20.25% FPR (discussed in Section 3.3.2).

• In Chapter 4, we proposed an RL-IDS framework to enhance the strength of the dis-
tributed ML-IDS in detecting internal and external RPL intrusions. The proposed
scheme is the first application of reinforcement learning for IDS in 6LoWPAN. Al-
though the developed ML detectors are batch-trained ML classifiers and cannot detect
and adapt to concept drifts, the proposed scheme can identify RPL attacks accurately
(shown in Table 4.6).

• In Chapter 5, we proposed a robust adversarial RL-based IDS framework that can gen-
erate resource-efficient adjustable detectors using imbalanced training data. We pre-
sented the first application of reinforcement learning and incremental machine learning
for IDS in 6LoWPAN. The proposed IDS is capable of detecting intelligent ML-based
combinational intrusions against 6LoWPAN. The outcomes of our experiments (dis-
cussed in Section 5.5.2) show that the proposed scheme can develop IDSs to identify
various RPL attacks accurately and efficiently in evolving environment of 6LoWPAN.

• It should be noted that, in Chapters 3, 4, and 5, we proposed effective IDSs that are
capable of identifying and distinguishing a wide range of RPL attacks, including less
researched ones; In this dissertation, we develop IDSs which are capable of detecting
increase rank, DIO suppression, and replay attacks for the first time. The outcomes
of our experiments show that the proposed scheme can accurately identify known and
previously unseen RPL intrusions.

6.3 Extensions and Future Work

In this section, we explicitly suggest four potential future research ideas:

6.3.1 Development of a comprehensive, collaborative IDS

In Chapter 2, Fig. 2.14.A and Table 2.6 show that the majority of proposed methods em-
ploy active hybrid monitoring techniques. However, the conducted researches consider only
one DODAG with a single border router in their scenarios. Securing 6LoWPAN against
sophisticated intrusions (e.g. cooperative attacks) requires the development of a distributed
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collaborative IDS to monitor several LLNs from a global perspective, with different LLNs
informing each other of newly discovered intrusions.

6.3.2 Host-based and Network-based IDS development

We did not find any combination of HIDS and NIDS to secure IoT against both application
layer and network layer attacks. IoT faces significant attacks from both levels and so fusing
the best aspect of HIDS and NIDS seems essential.

6.3.3 Improve validation strategies

Validating a detection technique in order to design effective security measures for IoT net-
works and, more specifically, for RPL-based networks, requires realistic traces. The main two
approaches to generate traces are simulation and testbeds. Several simulation tools available
in this domain, some open-source and others with paid licenses, are compared in Table
2.10. Modeling the real world IoT-RPL environment requires a sophisitcated simulation tool.
Having the right RPL behaviour will enable the researchers to simulate the aforementioned
attacks and evaluate practical detection and mitigation techniques.

A physical testbed provides another validation means. However, researchers generally use
very small-scale collections of devices which cannot mimic the actual IoT networks running
RPL as the routing protocol. As indicated in Section 2.7.7, the average number of nodes
of the testbeds implemented by researchers was 49. In this dissertation, we evaluate our
proposed scheme in LLNs with up to 128 nodes. A large-scale testbed of, say, a smart city,
that includes a large number of IoT devices would be a major resource.

6.3.4 White-box adversarial ML-based attack

In Chapter 5, we developed an IDS capable of identifying adversarial black-box and grey-
box ML-based attacks; however, we did not evaluate our proposed scheme against a white-
box attack where the adversary has complete knowledge about the IDS configurations and
knows what training data is used by IDS classifier to develop its detection engine. Using
this knowledge, the adversary can create a clone of the IDS in its system to find the IDS’s
vulnerabilities before initiating any intrusion. Hence, identifying a white-box adversary is
more challenging and further research is needed to do so effectively.
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