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Abstract

The automotive industry is heading towards the introduction of fully autonomous vehicles.

However, before this type of vehicles are commercially available at mass scale, some is-

sues need to be solved. A major issue is the ethics involved in the decision-making during

an accident; this research presents an analysis of how to approach this issue and a way to

implement a solution based on concepts from Belief-Desire-Intention agent modelling. The

first part of this research identifies and defines a pre-programmed system with different ethi-

cal settings based on five formal ethical theories. For each, eight ethical concerns are defined

and ordered accordingly. These concerns are defined in terms of harm to self and harm to

others. The ethical concerns are used as a guideline to define the level of importance of each

person or object in an accident scenario. The resulting rank of concerns is novel in the field

of ethical decision-making for autonomous vehicles and serves as basis for the implementa-

tion of an ethical decision-making agent for unavoidable collisions. The second part of this

thesis focuses on the design, derivation and implementation of the decision-making system

in a BDI agent framework. With the proposed system, the vehicle is partially tailored to

the ethical preferences of different users while still being bounded by legal requirements to

avoid any misuse. The resulting outcomes of the decision-making system under different

scenarios are shown and discussed. In these discussions it is clear that the proposed system

successfully captures ethical concerns, priorities and behaves in accordance to the ethical

theories.
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Chapter 1

Introduction

In recent years, there has been an increasing interest in the development of Autonomous

Vehicles (AVs) . Academy and industry have taken different approaches. Recently, the com-

petition between automakers to commercialise AVs has amplified the interest in addressing

different issues stated by governing authorities and the public.

One of the concerns about the introduction of autonomous technology is related to the

ethical and legal aspects of the behaviour of the vehicle in an emergency. The main issue

is to decide what manoeuvre should the vehicle perform in a situation where a collision

cannot be avoided? Further more, who is to decide it? The programmer, the carmaker or the

government? And who will be accountable for the the consequences?

In the following sections, the motivation for this work, the objectives and contributions

are presented.

1.1 Motivation

Despite the increasing interest in AVs, from the literature can be identified that there is little

research on how to tackle the moral and legal questions derived from their use. Simulta-

neously, from the engineering perspective, there is lack of emphasis on this predicament.

These issues have been mostly researched from a philosophical, legal and a psychological

point of view; however, there is little understanding about how to translate the findings to an

engineering solution.

Another gap identified in the literature is that most of the research is focused on how to

avoid crashes, but does not provide a solution as to what to do in case of an unavoidable

1



Chapter 1. Introduction 2

accident. This is particularly important, as it is difficult to guarantee that any autonomous

vehicle is going to be 100% secure [2, 3], especially during their first interactions with

regular vehicles and people who are unfamiliar with this technology.

Equally important is the lack of emphasis on solutions to the moral questions surrounding

autonomous vehicles. Studies related to user preferences show that the utilitarian approach

has a good acceptance level, though most subjects also agree that they would not buy a

utilitarian car. Furthermore, they are not willing to accept governmental enforcement of

this approach [4] [5]. In addition, surveys found in the literature are usually not neutral;

their questions tend to be too specific about the type of pedestrian (children, elderly people,

different gender or occupation and friends) which can cause unwanted biases [6] [7].

1.2 Overview and Main Contributions

The aim of this research is to develop a decision-making system for autonomous vehicles

that defines their behaviour in case of an emergency in which a collision cannot be avoided.

Parameters to consider consist of passenger preferences, the characteristics of the vehicles as

well as their dynamics, the objects and pedestrians in the vicinity and safety systems present

in the vehicle. Particular objectives include:

• Perform a literature review of the different ethical approaches, existing legal frame-

works and Advanced Driver-assistance Systems (ADAS)

• Identify different ethical perspectives that can be applied to autonomous vehicles.

• Define the algorithms to implement the selected ethical perspectives.

• Design the decision-making system, implement it and test it .

• Evaluate the system in terms of the inputs to the system, the real-time decision process

and compliance with current legislation requirements.

This thesis is organised as follows. In Chapter 2 we present the definition of the ethical

theories that we are using and some legal considerations. Chapter 3 introduces the ethical

perspectives employed in this research. Chapter 4 covers the design of the ethical decision-

making agent. In Chapter 5 we present the environment simulation, the testing scenarios and
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the outcome for each ethical theory. Finally, Chapter 6 provides a summary of the results

and a discussion of the limitations and future directions for this work.

1.3 Associated Publications

Part of this work has been published in:

Conference Proceedings

1. L. Millán-Blanquel, S. M Veres, and R. C. Purshouse, “Ethical considerations for a

decision-making system for autonomous vehicles during an inevitable collision”,

2020 28th Mediterranean Conference on Control and Automation (MED), 2020, pp.

514–519.



Chapter 2

Literature Review

In this chapter we present the state of the art and previous works that motivate this research.

To the best of the author’s knowledge, systems like the one proposed in this work were not

published at the time of starting this work. However, during the course of this research, some

examples have been published. We discuss them at the end of this chapter.

The literature review is separated in three parts: Ethical considerations. legal consider-

ations and Advanced driver-assistance systems. In each of these parts we touch on several

concepts and tools that we have used to derive the results of the present research.

2.1 Ethical Considerations

Autonomous vehicles pose several challenges including technological developments and

ethical dilemmas. These dilemmas must be solved in order to AVs to be implemented and

accepted by society. In this section, we discuss the ethical theories that can aid in this task.

2.1.1 Ethical Theories

In the philosophy field, there exists a number of interpretations for ethics. Ethics are moral

philosophies that encompass rules and behaviour standards that can serve as a guide for

decision-making [8]. Different ethical perspectives are encountered through the literature;

however not all of them may be applicable to AVs. In this section we present the main five

that we have selected for our system. A more comprehensive explanation of these theories

can be found in [9, 10, 11].

Utilitarianism looks for the greater good. It defines the morality of an act in terms

4



5 2.1. Ethical Considerations

of its consequences; if a decision produces good for the most people, then it is morally

correct [10]. Although utilitarianism may be the solution preferred to implement in AVs,

one of the problems with it, it is that it does not solve the question of what to do when

the number of persons harmed is equal for both decisions. Imagine a situation where the

problem is to decide if the AV should save its passenger or a pedestrian. In this situation

utilitarianism does not provide a clear answer.

Deontology is a moral theory focused on duties and rights, with an emphasis on the action

itself and not the result of said action. This contrasts to other theories like utilitarianism,

where the focus is on the outcome of the action [12]. Different authors have given their

interpretation of deontology; one of the most known is by Kant.

Distributive justice is a theory developed by John Rawls where he emphasizes a fair and

equal allocation of resources [11, 13]. The key to this theory is to place the self in what he

calls ‘the original position’ this means taking a perspective where the relative merits of each

position or role in the scenario are understood, but from these positions, the one occupied by

the self is unknown. Since the self is ignorant of its position, Rawls argues that the situation

can be analysed without biases with the objective to optimise the worst outcome, as that

could be the self’s outcome itself.

Altruism is to care for the well-being of the others, even if that may lead to self-sacrifice

to protect other people [10]. This theory can be applied to AVs. However, not all potential

buyers may agree to ride on a vehicle that not prioritise their safety.

Egoism can be divided into two types. The first one is psychological egoism, where

decisions are made based on a natural impulse of self-satisfaction and instant gratification.

The second one, ethical egoism, argues that the self should seek its happiness using its ra-

tional judgment, deciding according to principles such as integrity and honesty. As opposed

to altruism, some philosophers argue that caring for one’s self is also morally acceptable

[12, 9, 13]. While egoism is a theory that might be suitable for AVs, it will require legisla-

tion, as it may not be acceptable to cause harm to many in order to save one person. For our

system, we will implement an ethical egoism approach.

2.1.2 Ethics and Autonomous Vehicles

Imagine a situation where five persons are unexpectedly on the road and there is not enough

time to stop the vehicle. The only option is to steer the vehicle, but in doing so, it would
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hit another person. This is known as the trolley problem [14]. This dilemma has been

widely used in the literature to approach the problem of ethics in autonomous vehicles. In

[7] it is explained the importance of ethical decision-making for AVs. A proposed solution

to the dilemma is to give back the control of the vehicle to the driver. However, this may

be impossible in some situations due to the time required for the driver to regain control,

analyse the situation and react accordingly. Moreover, this solution is not compatible with

the goal of having fully automated vehicles.

While driving, humans make decisions based on their knowledge and experience. During

an emergency, stress, time constraints, and emotions are factors that influence the decision-

making process. However, when a machine makes a decision, it is based on calculations and

logical processes. Machines do not feel stress and can analyse a situation faster than a human

can. Autonomous vehicles would make these critical decisions without the intervention of a

human. However, when faced with a situation that involves human lives, society needs more

that a set of probabilities to justify and understand why certain decisions were taken [15].

The conditions to decide who would be the one to be harmed have also been debated.

To decide between hitting one person or another, using criteria as age, race, gender, pro-

fession or disability can be considered a discrimination issue, and is prohibited not only by

governments [16] but also by Engineer associations [17].

Using a utilitarian approach is constantly discussed between scholars. The question with

these approaches is to define what is more important, to preserve the liberty and the individ-

ual rights of each person, or to seek the greater good for the community. In [18], the author

points out that the user of the vehicle should be able to decide the ethical behaviour of the

vehicle, as may not be a good or wrong answer in setting moral behaviours. However, some

researchers [19] defend a mandatory ethical setting over a personal one, arguing that most

people would select an egoistic behaviour that would make the situation worst for everyone.

Hence, a mandatory ethical setting would benefit everyone. The guidelines for designing the

decision-making algorithms should be carefully reviewed to ensure that no hidden discrim-

ination or parameters that can bias the decision of the AV are present to the detriment of a

certain group of people [20].

Although, the trolley problem has been popular in the debate over ethical questions about

AVs, some authors argue that this abstraction is inappropriate [21]. One difference between

a trolley problem scenario and AVs is that, in the case of the AVs, the decision was made a
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long time before the accident, whereas in a trolley problem the person is forced to make the

decision in real-time. Additionally, in the case of AVs the decision needs to be made with a

thorough analysis of the situation and should be agreed upon by various stakeholders (e.g.

car manufacturers, system developers, society, lawmakers). Another point of comparison is

that the outcome of the trolley problem is assumed to be completely certain, whereas AVs

only work with estimates and should consider risk assessment and decision-making under

uncertainty to define the best actions.

While it is true that the trolley problem may be a simplistic case, its use in research is

useful to develop safety features, as there are suggestions that autonomous vehicles would

not be 100% safe [22]. Hence the importance on developing systems that can help to resolve

these ethical issues.

2.1.3 Ethical perspectives in the context of AV

Some of the mentioned ethical theories have been discussed in the context of AV in the

literature. Utilitarianism is the most popular suggestion for implementation in AVs [18, 19].

One of the problems with this scheme is that it does not solve the question of what to do

when the number of persons harmed is equal for all possible outcomes. Take, for example,

a situation where the problem is to save the passenger of the vehicle or to save a pedestrian.

In this situation, utilitarianism does not provide a clear answer.

Altruism is another theory that has been implicitly discussed in relation to AVs [4]; how-

ever not all potential buyers may agree to ride in a vehicle that will not prioritise their safety.

Egoism may also be suitable, but it requires legislation as it may not be acceptable to cause

harm to many people just to save one person. In general, it is not clear that any single ethical

perspective can universally satisfy all possible sets of preferences or scenarios.

2.1.4 Surveys

To solve the ethical question about AVs, researchers need to know the societal views on

these moral questions. Some surveys have been conducted to understand what actions peo-

ple believe are morally correct. In [4] six surveys that shed light on this issue are presented.

Through an online platform they asked the participants what would be the moral course of

action in a trolley problem situation, where the vehicle should decide between protecting one
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pedestrian or protecting several pedestrians. In this scenario, the majority agreed that the ve-

hicle should protect the greater number of lives. However, in a variation of the problem,

where the car should decide between the driver or the pedestrians, with just a 23% of ap-

proval, they do not agree to sacrifice the passenger to save just one life, although from two to

more pedestrians saved, the approval ratings increased. Interestingly, when the participants

were asked if they would buy a car programmed to behave in a utilitarian way, the majority

said they would not. Further questions relate to governmental enforcement of utilitarian be-

haviours, again, they agreed that it is morally acceptable to sacrifice the passenger but they

do not approve of having this behaviour legally enforced. These results are consistent with

those on [5]. On the first scenario of their survey, they present the participants the classic

trolley problem, obtaining a 95.4% approval to save more than two lives. However, in the

scenario in which the driver is sacrificed to save just two lives, the approval rating decreases

to 52%. While the utilitarian behaviour still has a high acceptance approval, it is clear how

people’s perception changes when it is their own life at risk. Similarly, most participants on

[23] preferred the utilitarian decision; however, this study did not ask participants whether

they would buy a utilitarian vehicle or not. In their second experiment participants were

asked who they think should have the responsibility for taking a decision in a dilemma situ-

ation; the majority said that ethics researchers carry a greater obligation to define how AVs

should behave.

The already mentioned surveys, study what people think is the correct decision and how

a vehicle should behave. However [24] highlights the fact that, people are averse to allowing

machines to make moral decisions. This is caused by the perception of a lack of emotions

and expertise of the machines. The authors found that, when comparing a human to a ma-

chine making the same decision with the same outcome, the participants always deem it

more permissible for the human to make the decision. This is regardless of the positive or

negative impact of said decision. The only circumstance in which the participants preferred

the machine to make the decision is when it is explicit that the machine has a higher rate of

success, for example taking medical decisions. If it is not clearly stated in a pair-wise com-

parison, people prefer an average human to take the decision, even if the machine is more

expert. The authors also suggest that people are more open to accepting decisions made by

humans aided by machines, but ultimately the human should make the decision. By contrast,

[25] reports that human aversion to machines making moral decisions could be intuitive and
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hard to rationalize. While this study also concludes that participants preferred humans to

make decisions, the authors were not able to point out a reason for this aversion. They argue

that it is important to continue research within this field and that the industry should not dis-

count people’s moral aversion to machines, as this could negatively affect the AVs market.

As mentioned in [26], ethical concerns could be a factor of resistance for the acceptance of

autonomous vehicles.

Another aspect that must be addressed is cultural differences; car sales are a global mar-

ket with each country holding different expectations for their vehicles. Hence, it is important

to consider those cultural differences that may influence the selection of an ethical setting.

[27] explains that people’s behaviour may not always match their moral judgements; it is

possible that one person judges some action to be morally correct but decides to take a differ-

ent course of action. In their experiment, they compare responses from British and Chinese

nationals about the classic trolley problem. They found that Chinese participants were less

willing to take action than the British, giving reasons like fate and respect for human life.

2.1.5 Proposed Implementations

Although there has been a lot of research in accident management, few of these studies

address the moral questions of decision-making, aiming mainly at collision mitigation or

avoidance solutions. However, as already mentioned, it is important to know the reasons

behind these decisions so that they are defensible in a legal and ethical framework.

An ethical framework alternative to the utilitarianism, based on Rawls’ moral theory is

presented on [28]. The idea behind it is to achieve a Pareto-optimal solution; this means a

solution where no participant situation can be improved without making another participant

situation worse. The algorithm is based on the idea that the participants do not know what

role they are playing (passenger, pedestrian, etc.) hence it is in their best interest to maximise

the utility of the worst outcome. To make a decision, the algorithm takes into account the

probability of survival of each participant on each possible manoeuvre. Within this set, the

algorithm selects the actions that have the lowest payoff and a new set is created. From this

new set it is selected the manoeuvres that have the highest payoff. This process is repeated

until just one manoeuvre remains, this would be the decision output. If two or more actions

tie with the same pay off, then the decision is randomised.

A three levels system to be implemented as the technology becomes available, is pre-
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sented on [2]. In the first phase, a rule-based system would be encoded, these rules should

be agreed on by ethicist, automakers and lawyers. The behaviours selected would be those

that minimise damage. Although a problem with this implementation is that, in case of a

scenario not covered by the rules, the car would just brake and evade, which in a collision

situation, does not provide a real solution. Nevertheless, in phase two, machine learning

techniques, like neural networks, would be implemented to increase the vehicle understand-

ing on ethical decision. A shortcoming with this approach is that, if the neural network is not

trained with a diverse and appropriated set of scenarios, the morals learnt by the algorithm

can show extremist behaviours or discriminatory biases. Phase three of Goodall’s approach

consists of receiving feedback from the automated systems to understand the logic used to

make a decision. However the implementation of this step may be slow as more research is

needed on how to extract such information from neural networks.

These previously presented implementations are to be pre-programmed in the AV. Alter-

natively, Contissa et al [29] presents a customisable knob with three broad settings: (1) an

altruistic mode which gives preference to other people lives; (2) an impartial mode, where

passengers and other persons have equal importance; and (3) an egoistic mode, where the

passengers lives have preference. The author also argues for a continuous mode, in which

the knob would allow the user to select the weight of the passenger life relative to other per-

sons. The system would take into account the probability for the passenger and third parties

to suffer harm resulting from the AVs decision, to select the option with the smallest disu-

tility. A problem of this implementation is that selecting too egoistical value would cause

the vehicle to protect the passenger at all costs even if the probability of harm is very low,

unnecessarily exposing the life of the pedestrians. The authors argue that the limits over the

value that the passenger gives to their life should be regulated by law to avoid this situation.

2.2 Legal Considerations

One of the most attractive benefits of the introduction of AVs to our roads is that they may

help to reduce the number of traffic accidents. Although thousands of lives may be saved,

it is important to recognise that fatalities cannot be completely avoided. The intervention

of AVs would create a new set of victims that in other circumstances may have not been

damaged [30]. This situation creates a trade-off between the lives that can be saved and
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the lives that would be affected by AVs. Even if it can be said that the greater good should

prevail, this is a trade-off that may not be sustainable from a legal perspective. However

some researchers argue that this not may be the correct way to interpret the situation, as

the introduction of AVs would reduce the chance of an accident and that is to the benefit of

everyone, regardless of whether an accident occurs or not [31].

With autonomous cars already being tested in different cities, the first accidents have

already happened [32, 33]. However, there is still no legislation in place to determine who is

responsible for the damages caused by AVs. It is important that these regulations are in place

before these vehicles are available to the public [34]. There are three main legal branches

that cover AVs [35]:

• Administrative law oversees issues such as the traffic rules and technical norms for the

operation of AVs on public roads;

• Civil law covers civil liability for injury or damage and product liability related to

damages caused by a defective product;

• Criminal law manages responsibility when a crime has been committed.

One of the questions that researchers have been exploring relates to who would be re-

sponsible for the actions of an autonomous vehicle: owners, manufactures, programmers or

the machine itself. Some authors suggest that the owner of the vehicle should be considered

morally responsible in case of an accident [31]. This perspective could be considered as a

shared responsibility within all the owners of AVs, since they are introducing a risk by using

this type of vehicles. This can be applied as some sort of special insurance, tax or collective

fund to compensate those affected [36], [37].

There are also proposals to protect the automakers from too harsh legislation, that could

steer them away from the development of AVs. To limit the criminal responsibility of the

manufacturer, a margin of tolerance for errors that may occur from the programming of the

vehicles could be set [36]. Moreover, sacrificing the passenger to protect somebody else can

be acceptable assuming that the passenger has signed a contract stating in clear terms that

she or he understands and accepts this decision [38].

Under current legislation, some of the principles that can be applied to the programming

of AVs are as follows. The doctrine of necessity [38] is a legal approach in criminal law
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to regulate those cases where damage has been intentionally inflicted to a third party when

avoiding all evils is impossible. Within this doctrine, the theory of justification is found.

It dictates that under extraordinary circumstances an otherwise prohibited action can be ac-

cepted. Programming a vehicle to harm under certain circumstances (to target someone that

anyway was going to be harmed, in order to protect more people) can be acceptable as part

of the theory of justification. However, to intentionally harm a third party unaware of the sit-

uation (swerve and harm a passer-by in the sidewalk) would not be acceptable. Nevertheless

human lives should always be protected over property [36]. Some authors hold that ethi-

cal egoism should not be programmed in the AVs as it cannot be viewed as legally correct

[39]. However utilitarianism also poses a challenge to the legal system since, in a democratic

system, everyone has rights that cannot be ignored to justify social benefit.

Nevertheless, even if some guidelines can be drawn from current legislation, scholars

suggest that governing agencies should review their legislation incorporating feedback from

the public, the industry and relevant government agencies [40, 41, 35, 42]. Including the

views of all the affected parties would help to establish clear rules to help boost the develop-

ment of intelligent vehicles.

2.3 Advanced Driver-assistance Systems (ADAS)

Different approaches have been proposed for the development of automated systems. The

earliest methods to support lane change assistance are in the form of warnings delivered

to the driver through visual channels to aid them in the decision-making. Further develop-

ments perform the lane changes in an automated way on constrained scenarios and more

autonomous systems can navigate in a highly automated fashion.

In general, to achieve automated driving certain tasks need to be completed. A mapping

of the environment along with a priori knowledge such as the road type or car status are the

prime source of information to define a suitable path to follow. Algorithms for path planning

and collision avoidance are then fed with this information to derive secure manoeuvres. Once

the system has defined possible actions to perform, a decision-making module is needed to

select the best option. Finally, a control module is used to execute the preferred manoeuvre

through the actuators in the vehicle. Even though all these aspects are important for the

development of autonomous vehicles, this literature review is focused in the decision-making
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stage, as the scope of this is to understand how this system decides what action to perform.

In the next sections, a review of some of the systems found in the literature is provided.

2.3.1 Warning systems

Different methods have been used to aid the decision-making problem, the simplest of them

just sends a warning to the drivers, usually information about lane change, to aid them to

reach a decision. Bayesian networks are used in [43] and [44] to derive a preferred ma-

noeuvre. These are formed by chance nodes, decision nodes and utility nodes. The chance

nodes represent the different situation variables that are determined from the perception re-

sults. The estimation is in terms of if it is possible, impossible or safe to perform a change

lane. This probability is used along with a utility table to evaluate the most appropriated

manoeuvre. The utility is assessed in terms of safety and it is obtained from a conditional

utility table. This table is constructed considering all the combinations of the situation (lane

change left, lane change right, ego lane) and the decision alternatives (keep lane, change left,

change right). The resulting utility depends on the current situation and the decision. The

table is constructed on the basis that a human driver is behind the wheel and considering

German traffic laws. The decision made by the system is presented to the driver in the form

of a visual warning. The final decision is based on the expected utility, the higher the utility

the more preferred.

Other warning systems like the one in [45], performs a situation assessment and derives

a warning using ensemble learning methods. The authors state that, a higher classification

accuracy in the situation assessment and decision-making can be achieved using these meth-

ods. The methods used are random forest and AdaBoost. The output of these methods is a

binary classification, “lane keep” or “lane change”. The model was built with observations of

traffic data from segments of two USA highways, speed and position were obtained through

observation of 1-s intervals and from there two driver behaviours were identified, either lane

changing or lane keeping. This data was used to compare the output of the model. Factors

such as vehicles speed, speed difference and distance between vehicles, were identified as

decisive to change or keep lane and were used as inputs of the model.
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2.3.2 Automated lane change

More advanced lane assistant systems than warning systems, evaluate the situation and per-

form the appropriate manoeuvre in an autonomous way. A state space model is used on [46]

to assess the situation and derive a behaviour decision. With information from the sensors,

the road is divided into 8 segments, three front areas, two side and three rear areas. The state

variables provided by the object tracking system like position, velocities, dimensions of the

tracked vehicles and the time to collision, are stored into a state matrix that is used to ob-

tain the traffic situation. The process that leads to a manoeuvre is structured in a hierarchical

fashion. At the top is the situation evaluation, next is the driving request (keep desired veloc-

ity, change lane, keep lane, etc.) and below are the feasibility assessment and the execution.

If a lane change is requested, a Lane Change Gap Approach algorithm is used. This assesses

the feasibility to perform a lane change, taking into account the gaps on the target lane and

the trade-off between time and safety. The implementation of the decision-making system

is through an event-triggered deterministic finite state machine that includes the longitudinal

and lateral states, modelled using hierarchic abstraction levels.

A system to assess if a lane change manoeuvre is feasible and desired, as well as when

is the best moment to perform it is presented in [47]. The decision-making process is done

through a utility function representing the utility of each available lane. To perform a safe

change of lane, the vehicle should maintain a safe distance to all surrounding vehicles while

positioning itself in a gap between vehicles in the target lane. The trajectory planning is

computed as longitudinal and lateral Model Predictive Control (MPC) problems. To perform

a change lane manoeuvre on top of being feasible it also needs to be desirable. Uncertainties

from the sensor readings are handled increasing the safety distance that the vehicle must

maintain to others. For a lane change, the expected utility of the desired lane should be

higher than the current lane. Once that a lane change manoeuvre is assessed desirable, the

algorithm determines an appropriate traffic gap in the target lane in terms of the maximum

and minimal position that the vehicle can reach at a certain time instance, the minimum

safety margin and the position of other vehicles. To plan a safe and comfortable lateral and

longitudinal trajectory, constraints are applied to position, velocity and acceleration.
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2.3.3 Vehicle navigation

Other approaches study more specific urban situations like what to do when the vehicle

encounters an uncontrolled intersection or a narrow road, [48] is a decision-making system

presented to assist in this cases. Knowledge about the car and the environment is represented

by ontologies. A conceptual description is used for modelling data, it describes objects

trough statement in the form of subject-property-object. For example, the road would be

the subject, and it has properties like intersections, lanes, road segments, max speed, etc.

The object is used to assert the relations between lanes as well as to identify the driving

direction. Two ontologies are used; the first is the map ontology that contains information

about driving environment information like, different types of roads, intersections, lanes,

and the relations among them. Second ontology is the control ontology, used to represent

paths and driving directions of the vehicles. Using properties of control, the path segment,

that can be any part of the road like intersections or lanes, is indexed and is defined by start

and end nodes, also it can be linked to the next connected path segment. Another property

present is the collision warning defined to indicate upcoming collisions. When a collision

warning is detected, the rules reasoner is executed according to the situation to give as result

an action to be performed.

Fuzzy theory is also applied for decision-making, [49] presents the behaviour decision

module using a vision system called Expectation-based Multifocal Saccadic vision (EMS-

vision) system. Decisions are processed in three units; the central decision unit has the

highest authority for decision-making and oversees all the resources available to fulfil the

goal. Also solves conflicts between the other two modules. Behaviour decision for locomo-

tion in charge of the locomotion capabilities available from the locomotion expert vehicle

control. Behaviour Decision for Gaze and Attention controls the vision strategies to satisfy

the needs of the perception expert. The experts refer to the data processing and knowledge

needed to control submodules able to perform certain capabilities like follow a lane or per-

ceive obstacles in the road. These capabilities are represented in a capability net which is

used to communicate the behavioural decision unit with the experts through commands to

control the capabilities such as initialize, parametrise or stop. The situation analysis module,

part of the central decision unit, performs the calculation and storage of linguistic variables

that represent the situation aspects. These variables are evaluated by fuzzy IF-THEN rules

and suitable capabilities and their parameters are defined. In the capability control module,
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the rules that are mostly fulfilled trigger their respective capabilities, if a rule is no longer

fulfilled then the capabilities associated with it are stopped or deleted.

In [50] a navigation algorithm based on fuzzy rules is presented. The algorithm first

analyses the environment to detect any dynamic obstacles and then estimates the state vec-

tors, then by means of fuzzy rules the velocity for the robot is defined. The optimal velocity

would allow the robot to decelerate to wait for the object to pass or to accelerate in order

to avoid the object. The decision-making process is started if, after estimating the path of

the obstacle, this interferes with the robot path. The objectives are to safely reach the target

point in the smallest time possible. Two fuzzy goals are implemented, which are defined

in terms of time that the robot and the object takes to arrive to certain point, and a control

parameter defined by the designer. An exponential sigmoid function is used to design the

membership functions of the goals; these can be expressed with a min-max operation where

the alternative with the highest value is selected as the velocity to implement.

2.3.4 Naturalistic driving

Other researchers have focused their work on analysing how human drivers make decisions,

especially in urban scenarios. In [51] the authors constructed a virtual traffic environment to

collect data from non-professional drivers. The collected information was divided into two

categories, the first involving the vehicle movement parameters such as the vehicle velocity,

acceleration and steering wheel angle. The second was basic information about the driver

like age and driving experience. The experiment consisted on a transition from car following

to lane changing. After analysing the obtained data, it was stablished that in car-following

conditions the vehicle maintains a lateral acceleration in the range of −2 to 2 m/s2 hence

a lane changing manoeuvre starts when the acceleration exceeds this threshold. To extract

driving decision rules, the vehicle data for lane-change is discretised through a break point

on each attribute (distance, velocity and acceleration) to construct a decision table, taking the

lateral acceleration as the decision attribute. The decision rules generated are extracted from

the decision table and are based on the lateral acceleration and the relative distance between

vehicles. An analysis of the driver’s behaviour showed that, the relative speed and distance

between vehicles are the factors that have more influence on the decision-making once they

exceed or fall below a certain threshold. With this information, a car-following model based

on driver’s cognitions was derived. This was used in the tactical planning module, which
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chooses the driving strategy of the vehicle.

2.3.5 Fully autonomous vehicles

Petri nets and multiple criteria decision-making are used on [52] and [53] to allow fully au-

tonomous driving. The decision-making module is divided in two stages. In the first, all the

available manoeuvres are evaluated and only the safe ones are selected. In the second stage,

the selected safe manoeuvres are evaluated using the additive weighting method to choose

the most appropriated one and the attributes to execute it. The decision-making is processed

through a hierarchical structure, where different levels of objectives are specified. These

objectives can be measured by their attributes. The attributes serve the purpose of rank the

objectives, this is done assigning weights to the attributes. Each possible manoeuvre can

be executed with different parameters. When discrete values are assigned to these parame-

ters, they represent the decision variables in multiple-criteria decision-making. An objective

function is also implemented, this represents the level of achievement of an objective by

an alternative. The efficiency of an alternative to fulfil the goal is measured through utility

functions evaluated based on heuristics that represent the preference of the driver on a scale

from zero to one. The weight assigned to each attribute varies depending on the type of road,

as certain situations require different actions.

There are other approaches that do not have a decision-making module per se but derive

decisions from other methods, [54] presents an optimization-based manoeuvres system that,

takes into account the passenger comfort, safety distances and the dynamics of the vehicle.

Data driven vehicle dynamics along with optimization-based manoeuvre planning are used

to compute a collision free trajectory. The dynamics of the vehicle are modelled in a way

such that all the states that can lead to skidding or loss of control are excluded. A state that

includes constrains and a set of weights for the manoeuvre optimization function is used

to bias the generation of a guiding path. A Boolean function is generated to determine if

the set of controls is feasible or not. To select the best path, a cost function is minimised.

This integrates a path cost that measures the vehicle success in following a route and the

comfort cost that penalizes any control that may be uncomfortable for the passengers. Lane

changes are often dangerous or in some cases prohibited by law, hence a manoeuvre cost is

added to discourage this action. A proximity cost is also added to avoid passing too close to

neighbouring objects. As a result of this stage, the most appropriate set of controls is chosen
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and passed to a PID controller that executes them.

2.3.6 Collision avoidance

A proposal to design decision systems for collision avoidance, considering a human driver,

is presented in [55]. Every time that the system intervenes, whether with a warning or an ac-

tion, it generates a cost for the driver. This generated cost is important because systems with

high cost are detrimental not only for the comfort of the driver but also for safety, as they can

divert the driver attention. The proposed process aims to increase safety and decrease cost.

These two objectives are labelled as accuracy and liability respectively. In the first instance,

the driving state is determined through the parameter Time to Lane Crossing, which is the

parameter that drivers use to estimate when a steering action is needed. With an estimate of

this time, the unsafe driving situations are determined. Next, a set of possible actions to be

carried out by the system is created. The decision problem is then to define which of these

actions to select. The accuracy (utility) and liability (cost) attributes are the utilities used, the

utility of an action is determined by the probability that the action causes consequences and

the accumulated safety payoff caused by the action. The cost of an action depends on the

probability that the action interferes with driver autonomy and the accumulated cost incurred

by these actions. To select an action, two principles are implemented, the burden of proof

and the domination principle. In the first, the safety enhancement and the incurred cost are

evaluated, the satisfying set is created by those actions whose accuracy is high enough to

justify their cost. Then a dominance analysis is performed over this set yielding the strongly

satisfying set that consists of the non-dominated actions. A driver parameter is also imple-

mented, this will further aid in selecting the best action, this parameter can be adapted to

different drivers, as some may be comfortable with continuous warnings to enhance safety

and others may prefer a less invasive system.

A Collision Mitigation system that uses different levels to allow a flexible parametriza-

tion, is presented in [56]. This work is explained in more detail in the following sections, as

it has been used as a base for the future work of the present research.



19 2.3. Advanced Driver-assistance Systems (ADAS)

2.3.7 Existing Proposals

Dennis et al [57] propose a framework where the ethical decisions are drawn from the ethical

codes and regulations governing the profession related to the function of the machine. They

assume that each professional domain has already developed ethical principles and substan-

tive rules to evaluate how ethical an action is when there is no ethical option available: the

system should then take the least unethical decision. The authors provide an example of an

autonomous aircraft, considering that the machine should act as a pilot would do. In their

proposal they establish a set of ethical concerns and define which of them are more ethi-

cal to violate. The system presents two operational modes. The first is controlled by the

pre-programmed plans where the programmer assumes responsibility and the second mode

where the ethical reasoning is needed to operate when no plan is available or all plans have

already been implemented but failed. A rational agent determines which of the new plans,

supplied by an external planning mechanism, are the most ethical to follow.

A benefit of this system is that it can evaluate how ethical a decision is but is not limited

to only perform ethical actions; an unethical action can be performed provided that there are

no more ethical actions available. Additionally, the framework is designed to be verifiable,

meaning that if a decision made is considered unethical it can be proven that the system

believed that it was the minimally unethical action from those available. A limitation in a

system like this is that driving a regular vehicle is different to operating an aircraft. While

there are traffic codes that must be followed, these vary from country to country and do not

always resolve ethical issues.

Dennis et al’s concept - defining a set of ethical concerns and arranging them in order of

importance according to an ethical policy, used in [57] serves as the basis for our proposal

presented in Chapter 3.

More recent works like DeMoura et al [58] propose the implementation of three poli-

cies based on the ethical principles of contrarianism, utilitarianism and egalitarianism. The

decision-making algorithm that they propose is based on a Markov Decision Process (MDP)

which controls the vehicle in normal conditions. This is done with the use of a reward func-

tion based on the vehicle performance, measured as the distance to the endpoint of the path

being followed. The action consequences are measured by the adherence to the traffic code

and proximity to other road users. The traffic rules implemented in this model are a velocity

limit and the presence of other vehicles on the opposite lane and the pavement. The reward
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function determines the best trajectory to follow without involving ethical considerations in

this process. Ethical considerations are introduced through the estimation of the expected

harm for each road user, this value is applied to the ethical policies selected. For the contrar-

ian approach, their objective is to minimise the larger expected harm. For the utilitarian part,

the objective is to minimise the total amount of expected harm, to find the least wrongful

action. In the egalitarian approach, they distribute the expected harm among the road users

to avoid large discrepancies. In the egalitarian decision making, the number of passengers

or pedestrians is not considered.

In Evans et al [59] the authors propose a strategy called Ethical Valence Theory (EVT), in

which they indicate that each road user holds a different moral claim on the vehicle behaviour

and has certain expectation of how they should be treated by the AV. This philosophical ap-

proach is known as a form of moral claim mitigation where the objective is to find an optimal

response to the claims made by the road users. It is assumed that the strength of this claims

can vary according to the type of road user; a pedestrian claim to safety is stronger than that

of a passenger as it could be more seriously injured. The vehicle control implemented in this

approach is the MDP control presented in [58] who estimate the expected harm in the same

way. For the ethical approach they define two sets of rules, the first one covers the interac-

tion between road users and the second set reflects the traffic code. In the first instance, each

action available is assessed based on the two sets of rules defined. If an acceptable action is

not possible, the EVT chooses which action to execute. The valence concept is introduced

here, where the valence is the degree of social acceptability that is attached to the claim

of the road users. The strength of the valence depends on physical characteristics that are

ranked according to their importance and vulnerability. For example they use the age and

type of road user, so the valence of young pedestrians is more important. The valence value

and the expected harm are used in the ethical deliberation to select an action that maximises

the welfare of all road users.

2.3.8 Conclusion

After an initial review of the presented literature, certain gaps were identified; the most

critical is the lack of analysis of the system’s behaviour in case of an unavoidable collision.

All the reviewed systems are tested under very particular and staged conditions, however

real-world driving situations, especially in urban environments, are vastly more complex.
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For example, in [53], if there is no safe manoeuvre the vehicle can perform, it stops and

waits until one becomes safe. However in a real-world scenario, this kind of actions may not

always be safe.

Additionally, since the presented systems do not consider the possibility of a collision, an

ethical discussion about the decision-making process is not present in the literature. Ethical

considerations, according to German and US government guidelines, is an essential part in

the development and future roll out of autonomous technology [60], [61]. However little

research in the matter has been done leaving a gap that needs to be fulfilled.

The novelty of our work is that, rather than assuming a fixed ethical policy, we cater for

a multiplicity of theories (five in the present work) and allow a theory to be selected by the

user. This approach results in a different manoeuvre depending on the theory that is selected

by the user, accommodating for the ethical views and preferences of each individual, while at

the same time upholding pre-established rules and laws as implied by [29]. In the proposal by

Dennis et al the ethical concerns are defined by a specific set of rules to follow and a decision

is made based on how unethical the rule is to break and does not differentiate the gravity with

which each principle is violated, simply establishes that violating two separate principles is

worse than violating just one. The system proposed in the present work does not contemplate

rules. The ethical concerns are defined by considering all the possible participants in an

accident scenario. These concerns are then prioritised according to what is expected in each

ethical approach.

There has been a recent rise in research about ethical decision-making for autonomous

vehicles. The work presented by DeMoura et al [58] presents similarities to our research.

They present a system capable of deriving an action to be implemented based on the evalu-

ation of different ethical theories. However our system is different because we have defined

eight ethical concerns and all of them relate to a different type of road user (inside and

outside of the vehicle) with varying degrees of importance, while they do not differentiate

between the different types of road users when applying their ethical settings.

Comparing our work to the one presented in Evans et al [59] we can note two differences.

First, they are using physical characteristics like age to determine how acceptable is to harm

a road user, which could lead to potential discrimination. In our system we do not include

any differentiation between people. Another point to note is that they assume that the system

has a lot of knowledge about the road users, and while the type of user (pedestrian, cyclist,
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etc.) and possibly their age can be identified by vision systems and object classification

algorithms, information about the passengers of other vehicles might require communication

capabilities, from which privacy concerns could arise.

Another difference is that our system aims at allowing the user to select the ethical theory

that they prefer, instead of using a predetermined one.



Chapter 3

Ethical Perspectives

In this chapter we propose a novel approach for a decision-making system for autonomous

vehicles, followed by the identified ethical concerns, their definition and analysis of these

according to each ethical theory. Finally a discussion about some of the issues that could

arise with this implementation are touched upon.

3.1 Ethical decision-making System

We propose a system for fully autonomous vehicles, capable of taking decisions based on the

user’s preferences. The user will be able to select an ethical view that aligns with their own

through a user interface in the vehicle’s screen. This setting will be stored in the vehicle’s

memory and will be retrieved if needed. Through the normal operation of the vehicle, if a

dangerous situation is encountered, the vehicle will calculate the possible manoeuvres that

it can perform. If a safe manoeuvre is available this will be implemented. In case that there

is no possibility to avoid a collision then the vehicle will evaluate the possible manoeuvres

against the user preferences and the legal requirements previously stored in the vehicle’s

memory and will perform the one that complies with the greatest number of the constraints.

To the best of our knowledge, a system like the one presented here has not been studied

before.

The system’s proposed aim is to give the user the opportunity to have an input on the

behaviour of the autonomous vehicle. While the vehicle computer will be the one making

the final decisions, it will consider the wishes of the user. With this, we want to give a

different perspective over the issue of who should make the decisions in an autonomous

23
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vehicle. Our system would accommodate cultural and ethical preferences. And also address

the discomfort some users experience when a machine takes the decision. In this chapter we

present an analysis of the ethical theories that will be implemented in our system and the

different ethical concerns that will form the base guidelines to establish the course of action.

3.2 Ethical Concerns

Similar to the work of [57], we have defined eight ethical concerns for the vehicle to follow.

These concerns were defined considering the most likely participants in an automotive ac-

cident; people, vehicles, animals and objects. Current ethical discussions and governmental

policies for the development of AVs [62, 60, 16] were also taken into account. A distinction

between passengers and people outside the vehicle is made to reflect situations where it is

not possible to protect everyone and an ethical decision is required. To be able to evaluate

the same concerns in all ethical theories, these have been extended to fit in the context of

AVs The concerns are as follows:

• Harm the least possible number of people (c1)

• Do not harm passengers (c2)

• Do not harm people outside the vehicle (c3)

• Inflict the least damage possible to people (c4)

• Do not harm vehicles with passengers (c5)

• Do not harm children or incapacitated people inside the vehicle (c6)

• Do not harm animals (c7)

• Do not collide with inanimate objects (c8)

As discussed in Section 2.1.1, we have selected five ethical perspectives to be applied

to the system. These are utilitarianism, distributive justice, Kantian ethics, altruism and

egoism.

The ethical concerns have been defined in terms of harm to self and others; depending

on the selected ethical approach, these will have more or less importance to the system. As
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Table 3.1: Ethical concerns ranked according to each ethical theory from highest priority at
the top to lowest priority at the bottom

Ethical concerns (for reference, unranked) Utilitarianism
Distributive

justice
Kantian Altruism

Ethical

Egoism

Harm the least possible number of people (c1) c1 c4 c3 c3 c2

Do not harm passengers (c2) c4 c1 c1 c2 c3

Do not harm people outside the vehicle (c3) c2 c2 c2 c1 c1

Inflict the least damage possible to people (c4) c3 c3 c4 c4 c4

Do not harm vehicles with passengers (c5) c5 c5 c5 c5 c5

Do not harm children or incapacitated people inside the vehicle (c6) c6 c6 c6 c6 c6

Do not harm animals (c7) c7 c7 c7 c7 c7

Do not collide with inanimate objects (c8) c8 c8 c8 c8 c8

“passengers”, we define any person that is travelling in the vehicle. The “people outside the

vehicle” refers to either pedestrians or bystanders. A concern for “vehicles with passengers”

has been added to make these vehicles distinct from our definition of “inanimate objects”,

where we refer to any element like empty cars, walls and poles. A concern related to children

travelling inside the vehicle has been added. The distinction between harming the least

possible number of people and inflicting the least damage possible to any individual is that

in the first we are referring to overall numbers where fewer people damaged is better, and in

the second it is permissible to harm more people if that means that the most damage to any

individual would be less. For example, it would be better to harm two people but keep them

alive, rather than sacrifice one to avoid harming the other. A distinction between animals and

objects is included since animals are sentient beings that are important for humans, based on

a recommendation from [16].

For the utilitarian approach, we are looking to maximise overall good, hence the most

important thing is to try to harm the least possible number of people (c1) irrespective of

whether they are inside or outside the vehicle. The next most important thing is to try to

inflict the least possible damage to any individual (c4). Do not harm passengers (c2) and

people outside the vehicle (c3) concerns are equally important as, in an utilitarian approach,

their location is irrelevant.

When using the distributive justice principle, the most important thing is to inflict the

least damage possible to people (c4) followed by to harm the least possible number of people

(c1). In this approach it is also irrelevant if the persons involved are inside or outside the

vehicle, hence concerns two (c2) and three (c3) are equally important.

In the Kantian view, the most important thing is to protect people outside the vehicle
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(c3), as we give them value as a person and avoid using them as means to our objectives.

Next the system will aim to harm the least possible number of people (c1) followed by not

harming the passengers (c2), and lastly to inflict the least damage possible to people (c4).

Altruism and egoism give a similar order to the concerns with the exception of the two

first. For altruism, the most important thing is to protect the people outside the vehicle (c3),

while for egoism, the most important thing is to protect the passengers (c2). One important

thing to note here is that the egoism condition can only be applied when the number of

people outside the vehicle is the same as the passengers, as it is not possible to value the life

of one person more than the lives of two or more.

The order that we have given to these concerns, based on the different ethical approaches,

is presented in Table 3.1. In first instance, concerns seven (c7) and eight (c8) always occupy

the last two places, as animal and objects are always less important than people. Concern six,

do not harm children or incapacitated people inside the vehicle (c6) is always above concern

seven (c7). Concern five, do not harm vehicles with passengers (c5), is above number six.

3.2.1 Discussion

The system proposed in this work aims to allow the users to select an ethical behaviour that

aligns with their preferences. A potential disadvantage of a system like this is that it could be

misused. However, assuming certain conditions, this can be prevented. Examples of these

conditions are: (1) the user will not have control over the driving at any time, meaning that

any accident would be due to a vehicle malfunction or other external factor and not because

the user acted in bad faith; (2) the system should be parametrised according to the law and

this can vary for different countries. For example, trading off the lives of two or more people

to save one is not permitted.

An argument against allowing the user to select the ethical behaviour of the system is

that it could defeat the purpose of an autonomous system. However, while it is certain that

the user acquires a duty and accepts the risk of using an autonomous vehicle, it is also true

that external factors completely out of their hands can cause an accident and they still should

have the right to decide how they want their vehicle to behave. This does not mean that

they should not be held responsible for their decisions but rather to change the focus from a

potential criminal liability to a civil one, as discussed in Section 2.2.

In legal terms, an issue that arises with the pre-programming of actions that may lead to
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people being harmed is if that could qualify as premeditation. Under current legal standards,

planning an action that leads to someone being hurt is a crime. However, in the case of

the proposed system, neither the programmer or the user knows the circumstances nor are

expecting or planning for an accident to happen and since they do not drive the vehicle they

can not purposefully cause an accident. Here, the user is simply setting behaviour parameters

in case that something occurs. In the current legal framework of most countries, the use of

autonomous vehicles has not been contemplated and it is hard to judge such vehicles under

the same rules that apply to a human driver. New legal standards for these vehicles are under

development. Hence, in the future, a legal framework that contemplates a system like the

one proposed here could be possible.

Another question that arises is why not let a body of experts in ethics decide how these

vehicles should be programmed. Although this approach could be a solution, the general

public may not agree with the experts’ conclusions. Examples of different ethical views can

be found in many areas of contemporary life, such as abortion and immigration. Debate in

these areas has existed for a long time, and even laws have been established and applied to

some countries but not in others. These continuing debates suggest that reaching a consensus

over these ethical questions is not straightforward and cannot always be universal.

3.3 Conclusions

In this chapter we have identified a set of ethical perspectives that can be applied to an

autonomous vehicle. Ethical concerns for the usage of this vehicles have been identified and

evaluated against the corresponding ethical theories and ordered according their importance

in each particular theory.

A novel approach for decision-making systems has been presented. One of the advan-

tages of this proposal is that it can be used to fit a wide range of user expectations about the

behaviour of the AVs. A system with this flexibility can be attractive for both industry and

users, allowing further development and acceptance of these vehicles.



Chapter 4

Decision-making system

The structure of this chapter is as follows. In section 4.1 we introduce our proposed system.

In Section 4.2 we present the agent architecture. In Section 4.4 we give an introduction to

the language used to develop the agent. In Section 4.5 we explain the logic for each ethical

setting. Finally, in Section 4.6 we provide conclusions on the development of the Ethical

decision-making agent.

4.1 Proposed System

In this chapter we derive a system that allows the driver to select the ethical settings defined

in Chapter 3. Such a system will operate the behaviour of the vehicle in case of an unavoid-

able accident and will provide a new way of answering ethical questions about autonomous

vehicles.

The part that differentiates this work from other avoidance collision systems is that we

propose the inclusion of a moral component that reflects the user’s ethical preferences. Un-

like systems that develop moral standards through artificial intelligence, our system would

give the user the power to decide which ethical vision suits their preferences best. This of

course should be within a legal framework. At the time of writing this thesis, legislation for

the usage of autonomous vehicles is not yet clear. However, different governmental author-

ities have published guidelines for the future operation of this technology [16, 61]. In this

research, we will use this as a guide to tailor our system. To the best of the author’s knowl-

edge, this is the first system that aims to have input from the user on the ethical behaviour of

the vehicle, rather than a unique behaviour setting decided by the programmers.

28
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Figure 4.1: Proposed system.

The proposed system is presented in Figure 4.1. As a first step, the user will be able to

select the desired ethical setting through a user interface accessible from the screen in the

vehicle’s dashboard. This information will be stored in the vehicle memory and retrieved if

necessary i.e. during an unavoidable collision. When the vehicle encounters an emergency,

it evaluates the situation and calculates possible manoeuvres. If the collision cannot be

avoided it starts the decision-making phase. Here the user preferences are retrieved and the

existing legal requirements are taken into account. Finally, a manoeuvre that complies with

both conditions is selected and performed.

Different elements that influence the outcome of a situation can be considered to calcu-

late the different scenarios, like the number and location of the passengers, the safety systems

integrated into the vehicle, the objects in the vicinity and the type of collision; the system

will process this information as illustrated in Figure 4.2. While the vehicle is moving, it will

check for possible collisions. If a possible collision is detected, the system calculates the

possible manoeuvres to avoid the collision. If the collision can be avoided, it performs the

manoeuvre. Otherwise, it re-calculates the possible movements and evaluates them against

the ethical settings selected by the user and any legal requirements of the vehicle. Once a

suitable action is found, it proceeds to perform it.
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Figure 4.2: Flow diagram of the proposed system.
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MATLAB / Simulink
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control system
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Java / AgentSpeak
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(sense environment)

decision-making Agent

Figure 4.3: Architecture of the ethical agent and simulation

4.2 Agent Architecture

For the implementation of the system we selected an hybrid architecture similar to the one

presented in [63]. Hybrid systems are defined as those that combine an agent-based decision

maker with continuous control systems [64]. In our case, the ethical decision-making agent

is implemented in Jason; the vehicle control system and the environment are simulated in

Matlab, as shown in Figure 4.3. Jason is a Java interpreter to develop BDI agents. This

agent will be in charge of perform the ethical the decision-making process. The vehicle

control and dynamics are implemented in MATLAB along with the sensing and the physical

environment. Between the agent and MATLAB, there is a layer in Java that processes the

information sent between them. This abstraction layer translates the sensors readings to

perceptions that are used by the agent as its source of knowledge about the word. This layer

also translates the instructions of the agent to be implemented in the vehicle control.

4.3 BDI agents

The belief-desire-intention (BDI) model is based on the theory of practical reasoning pre-

sented by Michael Bratman in [65]. This theory involves deciding the goals the agent wants

to achieve (-deliberation) and how it is going to achieve them (-means-ends reasoning) [66].

This process starts by understanding the options available, these options generate a set of
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alternatives. From these alternatives, one must be chosen and commit to achieving it. The

chosen options become intentions.

The three principal elements of the BDI model are:

• Beliefs: the information the agent has about the world.

• Desires: the possible affairs that the agent might want to accomplish.

• Intentions: the states of affairs that the agent has decided to work towards.

For the deliberation stage of the practical reasoning, intentions are central in the BDI-

model. Intentions have some key properties; the first is that they lead to action, i.e. if the

agent commits to an intention, is reasonable to expect that the agent will act to achieve such

intention. Secondly, intentions persist, i.e. the agent needs to remain committed to its in-

tention to achieve it. However, if it becomes clear that it is not possible to achieve what the

agent is expecting or if the reason for having that intention disappears, the intention should

be dropped. And lastly, intentions are also related to the agent’s beliefs about the future. The

agent must believe that it can achieve its intention, otherwise, it would be irrational to act to

achieve something that it does not believe can be achieved.

An issue with the BDI model is that the agent needs to achieve a balance between the

properties of the different intentions. In consequence, on occasions the agent needs to recon-

sider its intentions to check if the intention needs to be dropped either because it is already

achieved or it believes that it will never be achieved. From [67], we get that for static environ-

ments a pro-active goal-directed behaviour is enough. However, for dynamic environments,

a reactive agent is more necessary.

In the means-ends reasoning part, also called planning, the system takes a goal or in-

tention, the current beliefs of the agent about the state of the environment and the actions

available to the agent. With this data it generates a plan. This plan then is implemented and

once it is completely executed the goal used as input will be achieved.

Additionally to the set of beliefs, desires and intentions, a BDI agent has other functions

to aid in the process of practical reasoning. A belief revision function used to update the

agent beliefs, and an option generation function that determines the options available based

on its current beliefs and intentions. From this function we get a set of current options.

There is also a filter function which represents the deliberation process and determines the
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agent’s intentions based on its current beliefs and desires, a set of current intentions which

are those affairs that it has committed to trying to achieve and an action selection function

which determines an action to perform.

4.4 AgentSpeak and Jason

AgentSpeak is a programming language for rational agents based on logic programming for

the development of BDI agents [68]. The main elements of the language are a set of beliefs

and a set of plans. The beliefs of an agent represent the things that it knows about the world,

usually through perception. Plans are actions that the agent can perform to achieve a desired

state, they have the following structure:

triggering event : context <- body

• A triggering event can be a change in the environment or the acquisition of a new

goal, this event may commence the implementation of a plan. There are four types of

triggering events: the addition of beliefs or goals, and the deletion of beliefs or goals.

• The context is a series of literals that must be a logical consequence of the agent’s

current beliefs for the plan to be applicable.

• The body of the plan is a series of actions to follow in order to handle the event that

triggered the plan. These actions will not necessarily have an impact on the environ-

ment. They can be sub-goals or internal actions.

Jason is a Java-based interpreter for an extender version of AgentSpeak. This interpreter

allows us to combine the structure of an agent written in AgentSpeak with calls to Java code.

In Jason, the agents operate following a reasoning cycle illustrated in Figure 4.4 (reproduced

from [1]).

The cycle the agents follow consists of ten main steps that are labelled with numbers. In

rectangles, we find the main components that determine the agent state: the belief base, plan

library, set of events and the set of intentions. The check context, unify event and execute

intention functions, represented in circles, are essential parts of the interpreter. Diamonds

are selection functions; these mean that they select an item from a list i.e. an event, an
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intention, or a plan. Selection functions can be customised if the agent needs to prioritise an

specific event, intention or plan.

At the start of the program, the initial beliefs initialise the belief base. This process

causes belief addition events that are incorporated to the initial set of events along with the

initial goals. At this stage, the initial plans are added to the plan library. Every cycle starts

with the perception of the environment, a list of percepts is compiled and send to the belief

update function (BUF). In this function, the list of perceptions is compared to the belief

base. If a perception is not on the belief base, then it is included, and if a belief on the belief

base is not present in the list of perceptions, it means that it is no longer perceptible in the

environment and is deleted from the belief base.

The changes in the belief base generate new events. On each cycle, a single event is

selected by the event selection function SE. However, there might be more than one event

that needs to be handled, so this function can be customised according to the priorities of the

agent.

Once an event is selected, it is unified with the plans in the plan library. Then, the event

is compared to the triggering event on each plan and a list of relevant plans is created. From

this list, the context of each plan is checked and a list of applicable plans is obtained. From

here, the option selection function SO selects a plan. Plans are ordered in the order in which

they were written in the source code.

Next step in the cycle is to select an intention. This is done through the select intention

function SI. If the intention is a plan, the body of it is executed. If the intention is a test goal,

the intention is updated, if is an achievement goal, the action is executed and this ends the

cycle.

4.5 Ethical Decision-Making Agent

An overview of the decision-making agent system is presented in Figure 4.5 using the

Prometheus notation [69]. The agent is in the centre and the stars represent the perceptions

it receives. The possible perceptions that the agent can have are:

• collision Avoidance(action): When a collision is perceived, the agent is in-

formed of the two possible actions that can be performed to avoid it: brake or steer.

• PAX(No.): The number of passengers inside the ego vehicle (PAX).
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Figure 4.5: Overview of the ethical decision-making system using Prometheus notation.

• POTV(No.): The number of people outside the ego vehicle (POTV).

• MIO(mioType): The most important object, i.e. the one nearest the ego vehicle.

• LeftObj(objType): The type of object to the left of the ego vehicle.

• RightObj(objType): The type of object to the right of the ego vehicle.

Also there are two sources of information. First, the user ethical preferences, and second

the legal requirements necessary to operate the system. Finally, we have the two possible

actions to implement: braking or steering.

4.5.1 Environment perception

In this section, we will explain the ways in which we have implemented the interaction be-

tween the environment and the agent in our setup. The class diagram for the environment

of the ethical decision-making agent is shown in Figure 4.6. The main class is WorldEnv,

which inherits from Environment, the base environment class provided by Jason. With its

methods it initializes the environment, gets instructions from the agent to apply to the vehi-

cle, calls for an update on the environment and checks for the existence of perceptions in the

belief base. The VehicleComm class is used for the communication with the vehicle. This
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Figure 4.6: Class diagram of the ethical decision-making environment.

implements three methods, one to establish the connexion with the vehicle, and the other

two to send and receive data. The sendCommand(int command) method writes the neces-

sary parameters to the buffer to execute the action defined by the agent while the update()

method reads the data from the buffer to be used as perceptions. The attributes of this class

simply are the number of the port used for the connection with the vehicle. The methods

necessary to set up this connection are defined in the EDMSSocket class.

Because of the way the reasoning cycle operates (see Figure 4.4), the agent tries to force

the perception after each internal action is performed. To overcome this problem we imple-

mented the plans shown in Code fragment 4.1 to force the perception until after an external

action, either brake or steer, has been executed. We do this through a set of flags. If the

agent does not perceive that a collision avoidance action is necessary, it keeps updating the

environment (+update( ): not wait & not done <- updateEnv). When an action is required,

a flag is raised to indicate the agent to hold the update until the action has been performed.

Once this happens, a belief indicating that the braking (+b actionImplemented) or steering

(+s actionImplemented) has been implemented is added to the belief base, triggering the

environment update (updateEnv).

Code fragment 4.1: Perception update
1+ u p d a t e ( ) : n o t w a i t & n o t done <− updateEnv .
2+ b a c t i o n I m p l e m e n t e d ( )<− updateEnv .
3+ s a c t i o n I m p l e m e n t e d ( )<− updateEnv .
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4.5.2 Decision-making

As mentioned before there are two possible actions: brake or steer. As shown in Code frag-

ment 4.2 (Lines 1-3), when the action is to brake (+collision avoidance(brake, )),

the agent sends the instruction to the vehicle control. When the action is to steer (Lines

5-9) (+collision avoidance(steer, )) it has to analyse the scenario and decide the

direction; here the agent has three options depending on the ethical preferences and legal

requirements: Steer left, steer right or not changing direction.

The latter could appear counter-intuitive as the purpose of the system should be to avoid

the collision, however, depending on the selected ethical setting, to continue in the same

direction might be the most sensible option. For example, let us say that avoiding all pedes-

trians by steering is impossible as they are located to the left and right. However, the number

of pedestrians that would be harmed is less if the vehicle keeps going forward than if it steers,

then it would make sense not to change the direction. Let us keep in mind that avoiding the

collision is not possible, yet the agent still has to decide what to collide with and what to

avoid.

Code fragment 4.2: Collision avoidance
1+ c o l l i s i o n a v o i d a n c e ( brake , )<−
2. p r i n t ( ” Risk o f c o l l i s i o n d e t e c t e d , b r a k i n g . ” ) ;
3b r a k e .
4

5+ c o l l i s i o n a v o i d a n c e ( s t e e r , ) : edms1 . m a n n e r O f C o l l i s i o n ( Rt , L f t ) &
6edms1 . c r a s h S e v e r i t y ( Rt , Lf t , RtCS , LftCS )
7<− + r tCS ( RtCS ) ;
8+ l f t C S ( LftCS ) ;
9! d e c i s i o n M a k i n g .

To decide the steering direction, the agent first defines the manner of collision and the

crash severity. This is done through a couple of internal actions such as manner of collision

(mannerOfCollision(Rt, Lft)). This function returns the manner of collision for the

right side (Rt) and the left side (Lft). The other one is crash severity (crashSeverity(Rt,

Lft, RtCS, LftCS)), which takes as inputs the manner of collision and returns the crash

severity value for the right (RtCS) and left (LftCS) sides. These two concepts will be

further explained in Sections 4.5.3 and 4.5.4 respectively. The class diagram for them is

presented in Figure 4.7. To customise internal actions, we use the DefaultInternalAction

class provided by the interpreter to simplify the creation of new internal actions. The method

DefaultInternalAction is called by Jason to execute the action. The first argument contains

information about the current state of the agent and the second argument is necessary in case
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Figure 4.7: Internal action class diagram.

the values bounded to any AgentSpeak variables need to be used by the action. The last ar-

gument contains an array of terms to be used within the internal action. The output of these

functions is used as an input for the ethical decision-making.

When the plan +!decisionMaking is added, the agent checks what ethical setting was

selected; utilitarian, distributive justice, Kantian, altruism or egoism, and generates a new

event to trigger the plan relevant to it as shown in Code fragment 4.3 (Lines 1-6). All

the plans handling the selected ethical setting (Lines 8-27) have the right (RtCS) and left

(LftCS) side crash severity result as an input, the plan for the egoist agent (+!egoistDM)

also considers the number of passengers (pax) and the number of people outside the vehicle

(potv). The logic of each plan to reach a decision that is induced through an ethical setting

is presented in Sections 4.5.6 to 4.5.10. At the end of all the plans, the steering action is

executed <- !steer(D), where the D represents the direction selected by the agent for the

steering.
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Code fragment 4.3: decision-making
1

2+! dec i s ionMak ing <− i f ( u t i l i t a r i a n a g e n t ) { ! u t i l i t a r i a n D M }
3e l i f ( d i s t r i b u t i v e J u s t i c e ) { ! d i s t r i b u t i v e J u s t i c e D M }
4e l i f ( k a n t i a n ) { ! kantianDM}
5e l i f ( a l t r u i s m ) { ! a l t ruismDM }
6e l i f ( egoism ) { ! egoistDM } .
7

8+! u t i l i t a r i a n D M : r tCS ( RtCS ) & l f t C S ( LftCS ) &
9edms1 . u t i l i t a r i a n D M ( RtCS , LftCS ,D)
10<− ! s t e e r (D ) .
11

12+! d i s t r i b u t i v e J u s t i c e D M : r tCS ( RtCS ) & l f t C S ( LftCS ) &
13edms1 . d i s t r i b u t i v e J u s t i c e D M ( RtCS , LftCS ,D)
14<− ! s t e e r (D ) .
15

16+! kantianDM : r tCS ( RtCS ) & l f t C S ( LftCS ) &
17edms1 . kantianDM ( RtCS , LftCS ,D)
18<− ! s t e e r (D ) .
19

20+! al t ruismDM : r tCS ( RtCS ) & l f t C S ( LftCS ) &
21edms1 . a l t r u i s t D M ( RtCS , LftCS ,D)
22<− ! s t e e r (D ) .
23

24+! egoistDM : r tCS ( RtCS ) & l f t C S ( LftCS )
25& pax (PAX) & po tv (POTV) &
26edms1 . egoistDM ( RtCS , LftCS , PAX, POTV,D)
27<− ! s t e e r (D ) .
28

29+! s t e e r (D ) : t r u e <−
30. p r i n t ( ” Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e ” ,D ) ;
31s t e e r (D ) .
32

33−! s t e e r (D ) : t r u e <− . p r i n t ( ” s t e e r a c t i o n has f a i l e d ” ) .

4.5.3 Manner of Collision

According to the NHTSA [70], the manner of collision is a classification for crashes when

the first harmful event involves two vehicles. This describes the way in which two vehicles

initially came together. This information is important because, as shown in statistics com-

piled by the NHTSA on their Fatality Analysis Reporting System (FARS) [71], some types

of contact between vehicles or objects, are deadlier than others. In our system, this informa-

tion is used as a parameter to aid the decision-making. The manners of collision considered

in the system are:

• Angle: Two vehicles that impact at an angle. Figure 4.8
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Figure 4.8: Angle Collision.

• Head on: Two vehicles travelling in opposite directions. The front end of one vehicle

impacts with the front end of the other. Figure 4.9

Figure 4.9: Head on collision.

• Rear-end: Two vehicles travelling in the same direction. One vehicle front end collides

with the rear end of the other. Figure 4.10

Figure 4.10: Rear-end collision.

• Sideswipe: Two vehicles travelling either in the same or opposite direction. One vehi-

cle impacts the other in a manner that there is no involvement of the front or rear end

areas. The impact then swipes along the surface of the other vehicle. Figure 4.11

Figure 4.11: Sideswipe collision.
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Table 4.1: Crash severity
Collision with vehicle Collision with fixed object Collision with non-fixed object Non-collision:

Angle 0.17 Pole/Post 0.04 Parked Motor Vehicle 0.012 Rollover 0.078

Rear End 0.072 Culvert/Curb/Ditch 0.067 Animal 0.05 Other/Unknown 0.012

Sideswipe 0.027 Shrubbery/Tree 0.071 Pedestrian 0.17

Head On 0.010 Other/Unknown 0.10 Other/Unknown 0.039

Other/Unknown 0.05

Through the perceptions of the environment, the agent knows if the collision is with a vehi-

cle. If that is the case it determines the type of collision according to both vehicles positions

and travel direction.

4.5.4 Crash Severity

To determine the crash severity, the system utilizes the manner of collision or the type of the

object involved in the accident. Using statistics available in the NHTSA website [71] we are

able to assign a numerical value that represents how dangerous a type of crash can be. Higher

values mean that particular type of collision has statistically presented more fatalities. The

values assigned are normalised in a scale of 0 to 1 and the sum of all values is equal to 1.

Such values are presented in Table 4.1.

To determine the crash severity, the system takes into account the manner of collision or

the type of object involved in the crash, then it gives a score for the left and right side.

4.5.5 Etical Decision-making framework

An overview of the agent in the BDI framework is presented in Figure 4.12. The agent

has two beliefs sources. First, there are the internal beliefs of the agent. These refer to

the things that the agent knows from the vehicle, like the ethical setting selected by the

user or the number of passengers. The second source is the percepts. This is information

from the environment, like the number of people outside the vehicle (potv), other vehicles

or objects as well as their location. From the percepts, the agent also acquires knowledge

about external events that will trigger the decision making process, in this case an event is

a collision warning. The desires of the agent are the ethical concerns in the priority order

defined for each ethical theory and the legal requirements that it needs to comply with. The
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plans available to the agent are the actions that it can perform to achieve its goals. In this case,

the available actions are to brake, steer to the left or right and keep driving. Once the agent

has all this information, it starts the decision-making process. This stage for each ethical

theory is explained in the following sections. Once the decision making process selects the

applicable plan, this becomes the intention to achieve which should be a manoeuvre that

complies with the user setting and the legal requirements. Finally, the agent sends the order

to execute the manoeuvre to the vehicle’s actuators and updates the belief base.

Figure 4.12: Ethical agent framework.
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4.5.6 Utilitarian decision-making

To derive the final decision for each ethical setting, the agent implements the concerns de-

fined in Chapter 3. From Table 3.1 we have that for the utilitarian option the most important

concern is to harm the least possible number of people. The logic for this option is presented

in Algorithm 1. The algorithm uses as inputs the percepts list p and the crash severity value

for left (Left α) and right (Right α) sides. The first step is to determine which is greater,

the number of passengers or the people outside the vehicle, this will help to determine if the

priority should be the passengers or the pedestrians. If the priority is the passengers, then

it checks if the people outside the vehicle can be safely avoided. If that is the case, then IT

proceeds to manoeuvre in that direction. If the priority is the pedestrians, the agent tries to

manoeuvre in a manner that the passengers suffer the least damage possible.

To do the above, we implemented a priority score to characterise each type of object.

The values assigned are normalised in a scale of 0 to 1 and the sum of all values is equal to

1 as shown in Table 4.2. The higher the priority score is, the less preferred that option is.

These values are then added to the crash severity, if applicable, resulting in a severity score

for each direction. For example, if all manoeuvres involve a car crash but one is an angle

collision and the other a rear end collision, then the rear end option would be preferable

since it is less dangerous. Let us denote the crash severity as α and the priority score as β ,

the severity score is calculated as γ = α +β . The preferred manoeuvre is passed to the agent

in the form of a direction: left, right or front.

Although the calculation of the severity score γ is done as a sum of two quantities α

and β as proposed above, said calculation could be performed in several ways since it is

a problem without an established methodology. For example, another straightforward way

to obtain a severity score would be the multiplication of α and β . We briefly study this

approach and show the results of utilizing such calculation in our set up in Chapter 5, Section

5.4.4.

Table 4.2: Priority score values for avoiding objects
Type of object Priority score β

Cannot avoid pedestrians 0.4

Cannot avoid vehicles 0.3

Cannot avoid animals 0.2

Cannot avoid objects 0.1
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Algorithm 1: Utilitarian decision-making
Input : A set of percepts p, Right α , Left α ,
Output: The steering direction D

1 if p.pax > p.potv
2 if Free left: True ;
3 D → Left;
4 else if Free right: True ;
5 D → Right;
6 else if Can not avoid pedestrians left and can not avoid pedestrians right ;
7 if potvLeft > potvRight ;
8 D → Do not steer;
9 else if Can not avoid pedestrians left and can avoid pedestrians right ;

10 D → Right;
11 else if Can not avoid pedestrians right and can avoid pedestrians left ;
12 D → Left;
13 else if p.potv > p.pax
14 Calculate γ for each D;
15 if Right γ < left γ ;
16 D → Right;
17 else D → Left;
18 end if
19 end if

4.5.7 Distributive Justice decision-making

In this setting the most important concern is to Inflict the least damage possible to people

(Table 3.1). For this, the agent first calculates the severity score for each possible direction

and then it checks in which direction there would be less people harmed (NoP), irrespectively

if they are passengers or pedestrians, and selects the option with the smallest severity score

and that harms the least possible number of people. The decision process of the distributive

justice decision-making is presented in Algorithm 2.

Algorithm 2: Distributive justice decision-making algorithm
Input : A set of percepts p, Right α , Left α

Output: The steering direction D
1 if Free left: True ;
2 D → Left;
3 else if Free right: True ;
4 D → Right;
5 else ;
6 Calculate γ for each D;
7 NoP= p.pax+p.potv for each D;
8 D → min {NoP1 ∗ γ1, . . . ,NoPk ∗ γk} ;
9 end if;



Chapter 4. Decision-making system 46

4.5.8 Kantian decision-making

For the Kantian setting, the most important concern is not harm people outside the vehicle

(Table 3.1). First, the agent tries to safely avoid the people outside the vehicle (potv), if

this is not possible then steers towards the direction with less pedestrians. If it can avoid all

pedestrians but is still colliding with an object, then it calculates the severity score and selects

the direction with the smallest score. The decision process of the Kantian decision-making

is presented in Algorithm 3

Algorithm 3: Kantian decision-making algorithm
Input : A set of percepts p
Output: The steering direction D

1 if Free left: True ;
2 D → Left;
3 else if Free right: True ;
4 D → Right;
5 else if Can not avoid pedestrians left and can avoid pedestrians right ;
6 D → Right;
7 else if Can not avoid pedestrians right and can avoid pedestrians left ;
8 D → Left;
9 else if Can not avoid pedestrians left and can not avoid pedestrians right ;

10 D → min {p.potv1, . . . , p.potvk};
11 else if Can avoid pedestrians right and can avoid pedestrians left ;
12 Calculate γ for each D;
13 D → min {γ1, . . . ,γk} ;
14 end if
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4.5.9 Altruism decision-making

For the altruist decision-making the principal concern is not to harm people outside the

vehicle (Table 3.1). The agent first checks if colliding with potv can be avoided, if not then

the objective is to collide with the least possible number of people. If the pedestrians can

be avoided, then the agent calculates the severity score of each possible direction to select a

manoeuvre. The decision process of the altruist decision-making is presented in Algorithm 4.

Algorithm 4: Altruist decision-making
Input : A set of percepts p, Right α , Left α

Output: The steering direction D
1 if Free left: True ;
2 D → Left;
3 else if Free right: True ;
4 D → Right;
5 else if Can not avoid pedestrians left and can avoid pedestrians right ;
6 D → Right;
7 else if Can not avoid pedestrians right and can avoid pedestrians left ;
8 D → Left;
9 else if Can not avoid pedestrians left and can not avoid pedestrians right ;

10 if p.potvLeft >p.potvRight;
11 D → Right;
12 else;
13 D → Left;
14 else if Can avoid pedestrians right and can avoid pedestrians left ;
15 Calculate γ for each D;
16 D → min {γ1, . . . ,γk} ;
17 end if
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4.5.10 Ethical Egoism decision-making

The egoist setting is very similar to the altruist one, the only difference is on the two first

concerns. Here the main concern is to not harm the passengers (Table 3.1), however this

should be carefully considered, as it might not be legally and morally acceptable to harm a

high number of people just to save the passenger. This particular setting can be useful in

conjunction with utilitarian setting to solve dilemmas where the number of people harmed

is equal on both sides.

In this setting the agent checks if pedestrians can be safely avoided, if not, then it cal-

culates the severity score of each direction. If the number of passengers is higher or equal

to the number of potv and avoiding them results in a bigger severity score than to keep

driving in their direction, then the vehicle keeps its trajectory. If the number of pedestrians

affected is higher, then the egoist setting can not be applied and the agent instructs the vehi-

cle to perform the manoeuvre that avoids the pedestrians. The decision process of the egoist

decision-making is presented in Algorithm 5.

Algorithm 5: Ethical Egoism decision-making
Input : A set of percepts p, Right α , Left α

Output: The steering direction D
1 if Free left: True ;
2 D → Left;
3 else if Free right: True ;
4 D → Right;
5 else Calculate γ for each D;
6 end if
7 if p.pax ≥ p.potv ;
8 D → min {γ1, ...,γk};
9 end if;

10 else if p.potv ≥ p.pax ;
11 Exclude potv;
12 D → min {γ1, ...,γk} ;
13 end if
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4.6 Conclusions

In this chapter a proposal for a system that implements the ethical concerns defined in Chap-

ter 3 has been presented along with a framework for it implementation. This implementation

is done through an hybrid architecture with the vehicle control and environment simulation

on MATLAB and a rational agent, programmed on AgentSpeak, in charge of the ethical

decision-making part. The proposed agent is able to analyse the vehicle surroundings and

implement two actions: brake or steer, in case that a collision is detected. To aid this deci-

sion, the agent takes into account the ethical concerns of each ethical settings and the crash

severity of each collision.

The work presented in this chapter carries some challenges and limitations. At the

present time, the statistics used to calculate the severity score in Section 4.5.6 do not differ-

entiate between pedestrians and passengers. More research is needed about how to represent

the severity score. Performing an accurate representation of the score with the available in-

formation is a significant challenge. One of the limitations is that we are assuming that if

the car crashes with the pedestrian it would be fatal for them. However, in reality, this is not

always the case as it depends on many variables like the speed of the car or the safety sys-

tems fitted in the vehicle. Having this information could benefit the system, as one potential

consequence of this limitation is that the agent might not get the information needed to get a

more accurate decision. The way in which the severity score is presented in this work is just

one proposal, but this could be expanded to increase the framework’s accuracy.

Another limitation that could arise with the proposed way of calculating the severity

score is the fact that we are giving a numerical value to an ethical decision, and that we are

doing it while pairing it with our defined concerns. Such quantification might not be enough

to justify certain ethical decisions in dilemma situations. Further research is required to

derive possible solutions to this limitation such as ways to map this ethical decisions to

engineering solutions, as well as more defined legal requirements that can provide a clearer

answer for ethical dilemmas.



Chapter 5

Simulation and scenario analysis

5.1 Introduction

To test the system proposed and defined in Chapter 4, different scenarios were designed.

In section 5.3 this scenarios are presented. Section 5.4 shows the outcomes of each ethical

theory for each scenario and in section 5.5 a discussion of these results is presented.

5.2 Vehicle and Environment Implementation

The vehicle control system and the environment simulation are done in MATLAB. The de-

velopment of a vehicle control system is outside the scope of this work hence we have

used the tools already included within the software to create a simple control system and

environment simulation. The MATLAB model is composed by the following modules: ve-

hicle control, vehicle dynamics, actors and sensor simulation, tracking and sensor fusion and

communication, as shown in Figure 5.1. The communication module is the one that interacts

with the ethical agent presented in Chapter 4. These modules are explained in more detail in

this section.

The different scenarios for the simulation, further explained in this chapter, were created

using the Driving Scenario Designer application in MATLAB. This allows us to define the

road, the ego vehicle which is the vehicle with the decision-making agent, and the actors,

which encompass all the other participants in a scenario. The possible actors are divided

in 5 different types: car, truck, bicycle, pedestrian and barrier. Vision and radar sensors

characteristics and location on the vehicle can also be defined in the application.

50
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Vehicle control

Actors and
sensors

simulation

Tracking and
sensor fusion

Data
analysis

Communication

Agent

Figure 5.1: System Matlab model

In our simulations we can identify two coordinate systems: The world coordinate system,

a universal system where all the actors are placed, and the vehicle coordinate system, which

is anchored to the vehicle. In this case the centre is located in the middle of the rear axis.

The position of the ego vehicle and all actors can be expressed in relation to the ego

vehicle, we call this the vehicle coordinate system.

Vehicle Control System The control system comprises the vehicle control and vehicle

dynamics modules. For the vehicle dynamics module we utilise the Simulink block vehicle

body 3DOF single track. This module allow us to calculate longitudinal, lateral, and yaw

motion and is based on the bicycle model. The bicycle model simplifies the four wheels of

Figure 5.2: Coordinate systems for the simulation.
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Figure 5.3: 3-DOF Bicycle model used for simulation.

the vehicle into two wheels, combining the front and rear wheels respectively, as shown in

Fig. 5.3. This model is widely used for the modelling of vehicle systems, the equations of

motion for this model are readily available in the literature [72, 73]. In the following sections

we include the ones used by the Simulink block.

The system has three inputs; the front wheel steering angle, and the front and rear forces.

These allow us to control the steering of the vehicle as well as the acceleration and brake

operations. As outputs, we obtain the x and y displacement of the wheel along the x and y

earth-fixed axes, the lateral and angular velocities ẏ and ψ̇ and the yaw angle ψ . These are

measured in m, m/s, rad and m/s2 respectively.

To calculate the dynamics of the vehicle, the block uses the following equations:

ÿ =−ẋr+
Fy f +Fyr

m
, (5.1)

ṙ =
aFy f −bFyr

Izz
, (5.2)

r = ψ̇, (5.3)

ẍ = ẏr+
Fx f input +Fxrinput

m
, (5.4)

where ÿ is the lateral acceleration, ẋ is the longitudinal velocity, Fy f and Fyr are the lateral

tire forces applied to front and rear wheels respectively, m is the vehicle mass, a and b are the
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distances from the front and rear wheels to the vehicle centre of gravity CG, r is the angular

velocity, Izz is the moment of inertia of the vehicle body, ẍ is the longitudinal acceleration,

ẏ is the lateral velocity and Fx f input and Fxrinput are the longitudinal forces applied to the

front and rear wheels. These last two are provided by the throttle and brake control that

communicates with the ethical agent to control the vehicle.

To calculate the slip angles of the front α f and rear αr wheels, the block uses the ratio of

the local and longitudinal and lateral velocities ẋ and ẏ and the front and rear steering angles,

δ f and δr:

α f = atan
(

ẏ+ar
ẋ

)
−δ f , (5.5)

αr = atan
(

ẏ+br
ẋ

)
−δr. (5.6)

The tire forces Fy f and Fyr are

Fy f =−Cy f α f µ f
Fz f

Fznom
, (5.7)

Fyr =−Cyrαrµr
Fzr

Fznom
, (5.8)

where Cy f and Cyr are the front and rear wheel cornering stiffness and µ f and µr are the front

and rear wheel friction coefficient.

To maintain the pitch and roll equilibrium, the block calculates the normal force applied

to front Fz f and rear Fz f wheels as follows:

Fz f =
bmg− (ẍ− ẏr)mh

a+b
, (5.9)

Fzr =
amg− (ẍ− ẏr)mh

a+b
, (5.10)

where h is the height of the vehicle CG.

The vehicle parameters used for simulation are presented in Table 5.1. The values of the

friction coefficient µ f , µr and the cornering stiffness Cy f ,Cyr used for this simulation are the

ones provided as default by Matlab.

Actors and sensors simulation The outputs from the vehicle control module are passed
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Table 5.1: Vehicle parameters used for simulation.
Parameter Value

Mass m 1575 kg

Inertia (about Z-axis) Izz 2875 kgm2

Front Axle to centre of gravity a 1.2 m

Rear Axle to centre of gravity b 1.6 m

Height of vehicle centre of gravity h 0.35 m

Friction coefficient µ f , µr 1

Front tire corner stiffness Cy f 12000 N/rad

Rear tire corner stiffness Cyr 11000 N/rad

to the Scenario Reader block. This reads the ego vehicle data and a Driving Scenario object

which contains information about the road, such as its width and number of lanes, and the

actors i.e. number of actors, physical characteristics (width, length) and type of object.

Then this information is passed to the Vision Detection Generator and Radar Detection

Generator blocks, these blocks allow the system to generate vision and radar detections from

the cameras and radar sensors mounted on the ego vehicle. These detections are obtained

from the simulated actor poses and are referenced to the ego vehicle coordinate system.

To simplify our model, the vehicle only uses one vision and one radar sensor. For the

sensing, the vehicle employs a vision sensor and a radar sensor. Both of these are the stan-

dard implementation available on the Automated Driving Toolbox in Simulink with the de-

fault values. Both sensors x and y position are located in coordinates (0,0) with respect to

the ego vehicle coordinate system shown in Fig 5.2.

Tracking and sensor fusion The information generated in the previous step is used as

the input of the Multi-Object Tracker block. It assigns the detections to tracks which at the

beginning are considered temporal. Once enough detections have been assigned to the same

track, this is considered to be a physical object and changes it status to confirmed. From

confirmed tracks we can also obtain its object type.

Once all the tracks are in place, this information is used to determine the Most Important

Object (MIO). This is defined as the one that is located closest to the vehicle and within the

same lane.

Data Analysis In this module, all the information that will be sent to the agent is com-

piled and prepared. Based on the position of each actor, the system determines their position
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in reference to the vehicle. To reduce the amount of information sent to the agent, we stab-

lish that the agent only needs knowledge about the ego vehicle position and speed, and the

nearest actor to the left, front and right. For these actors, information about their position,

classification (the type of actor), travel direction and if it is moving or not it is also send to

the agent.

Communication Module This module oversees the bidirectional communication with

the agent. It is based on the communication system presented in [64, 74]. The communica-

tion is achieved through a TCP connection using sockets in Matlab and Java. The transmis-

sion is done using the TCPSend block and the reception with a TCPReceive block available

in Simulink. The flow of data is shown in Fig 5.4.

On the Matlab side, we created a buffer with all the information prepared in the data

analysis module. This data is sent to the abstraction layer in Java and assigned to a type. We

identify two types of data: ego vehicle data (i.e. number of passengers) and perception data

(i.e. position and actor type). This information is later used by the agent as the source of its

perceptions. On the other side, Java communicates the agent decisions to the vehicle control

in Matlab. The information sent is a command number that is interpreted by Matlab as 1 to

steer to the left, 2 steer to the right and 3 to brake. This is all the information needed by the

vehicle control which will determine the steering angle and break force based on the vehicle

dynamics.

Figure 5.4: System communication diagram.
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5.3 Scenarios Definition

Three different scenarios were defined to test the system, as shown in Figure 5.5, all sce-

narios are defined in a four lane road, each lane has a width of 3.2 m. In the first scenario,

labelled I, the ego vehicle travels in the second lane from the right, a pedestrian is crossing

the road from right to left and there is a second vehicle to the right of the ego. In this scenario

the left lane is empty.

The second scenario, labelled II, is similar to scenario I with the lorry travelling in the

opposite direction to the ego vehicle at a constant velocity, and it is assumed that it will not

change its trajectory. In this scenario, there are two pedestrians to the right of the vehicle,

only one crosses the road while the other stays in the right-hand lane.

The third scenario, labelled III, is similar to the first with the ego vehicle, a second

vehicle to the right of the ego and a pedestrian in the same position. On the two lanes to

the right the vehicles travel in the same direction while the two lanes to the left travel in

opposite direction. A lorry on the first lane from the right travels in opposite direction to the

ego vehicle. A pedestrian suddenly appears between the cars in the right lane and crosses

the road. This third scenario has two different setups, let us call them setting A, where there

is one passenger and two pedestrians crossing the road, and setting B, with two passengers

travelling in the vehicle and one pedestrian crossing the road. These two settings allows us

to evaluate the system when there are more passengers than pedestrians.

The physical characteristics of the ego vehicle used for the simulation are as follows:

4.7 m length, 1.8 m width and 1.4 m height. These measurements correspond to a saloon

vehicle similar to an Audi A4 [75]. The initial conditions for the ego vehicle for the different

scenarios are presented in Table 5.2.

The other actors in the scenarios are two vehicles of similar size to the ego vehicle, and

a lorry of 8.2 m length, 2.5 m width and 3.5 m heigh that maintains a constant speed of 4

m/s. The pedestrians have a profile of 1.7m in height, 0.6 m length and 0.5 m width, and

move at a constant speed of 1.5 m/s. The spatial location of the actors can be defined in

reference to the vehicle coordinate system, as shown in Table 5.3, where the x,y coordinates

correspond to the centre of the rear axe of each vehicle. A graphic representation of these

initial conditions is shown in Fig 5.6.

Having defined our scenarios, we are now ready to implement our simulations. These

are shown in the following section.
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Figure 5.5: Scenarios to test the system. The orange car represents the ego vehicle, the red
arrows represent the direction in which the actors are moving.
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Table 5.2: Ego vehicle initial conditions for all scenarios.
Scenario I Scenario II Scenario IIIA Scenario IIIB

Number of passengers 2 1 1 2

Ego vehicle initial speed (m/s) 14 14 14 14

Ego vehicle Initial yaw angle (rad) 0 0 0 0

Table 5.3: Actors initial conditions for all scenarios.
Actor 1 Actor 2 Actor 3 Actor 4

Type of actor Pedestrian Car Car Lorry

Initial x position (m) 18.36 20.55 7.1 47.7

Initial y position (m) -5.62 -3.09 -3.24 3.41

Initial yaw angle (rad) 0 0 0 0

Figure 5.6: Initial physical conditions for all actors
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5.4 Results

In this section, the results for each scenario are presented. Each scenario was run on all the

ethical modes to compare the ways in which each of them react to the same conditions.

It is worth to mention that for all the scenarios presented, the agent always detects that

the first response action is to brake. As shown in the messages recorded in the agent console

5.1. The agent uses the time to collision (TTC) as a parameter, it is when there is not enough

time to brake that it decides to steer.

Agent console 5.1: Utilitarian agent, scenario IA
1TTC : −0.8
2[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , b r a k i n g .

5.4.1 Scenario I

As presented in Section 5.3, the first scenario consist of the ego vehicle travelling northbound

in its lane when a pedestrian suddenly crosses the road. Additional, there is also a parked

vehicle to the right of the ego and the left lanes are free.

This scenario proves that the agent will always select the safest manoeuvre. The result is

the same for all the ethical settings and is as shown in Fig. 5.7. Since the results are similar

and to avoid repetition, the severity score obtained in each ethical setting is summarised in

Table 5.4.

Table 5.4: Severity scorer results of scenario I for all agents
Right severity score Left severity score

Utilitarian agent 0.012 0

Distributive Justice agent 2.327 0

Kantian agent 0.327 0

Altruist agent 0.327 0

Ethical egoist agent 0.037 0
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Figure 5.7: Utilitarian theory result scenario I. Turning left is the option that has the lowest
severity score, hence the ego vehicle turns left. The results obtained with all the others
ethical settings is the same, always turns to the left.

5.4.2 Scenario II

Agent with utilitarian beliefs

In scenario II, there are two pedestrians in different locations, while in the vehicle there

are two passengers. The agent determines that the collision to the left is a head on collision

(lftHO) and the priority is to protect the passengers (protect PAX). Then it calculates

the severity score for the left (lftScore) and right (rtScore) side as shown in the Agent

console 5.2. Since it cannot avoid the pedestrians without harming both passengers, the

agent decides not to change direction, harming only the pedestrian that appeared suddenly

in its way, as illustrated in Fig. 5.8.
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Figure 5.8: Utilitarian theory result scenario II. In this scenario the pedestrians (in black and
green) can not be avoided without harming the passengers and since they are the priority the
vehicle decides not to change the direction, harming only one person.

Agent console 5.2: Utilitarian agent, scenario II
1−−manner o f c o l l i s i o n −−
2l f tHO
3** u t i l i t a r i a n DM**
4P r i o r i t y : p r o t e c t PAX
5r t S c o r e : 0 . 3 5 l f t S c o r e : 0 . 3
6S e v e r i t y s c o r e
7RtCS : 0 . 3 5 , LFftCS : 0 .372
8[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , keep d r i v i n g .
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Agent with distributive justice beliefs

In this ethical theory, the agent determines how much people would be involved in each

possible manoeuvre, determines the manner of collision (lftHO) and calculates the severity

score for each for the right (RtCS) and left (LFftCS) sides, as shown in the Agent console

5.3. For this case, the option that involves the smallest severity score and the least number

of people is turning to the left, illustrated in Fig. 5.9.

Agent console 5.3: Distributive justice agent, scenario II
1−−manner o f c o l l i s i o n −−
2l f tHO
3** D i s t r i b u t i v e j u s t i c e DM**
4Pe op l e a f f e c t e d i f t u r n t o t h e l e f t : 2
5Pe op l e a f f e c t e d i f t u r n t o t h e r i g h t : 3
6Pe op l e a f f e c t e d i f n o t change d i r e c t i o n : 3
7S e v e r i t y s c o r e
8RtCS : 3 . 3 5 , LFftCS : 2 .372
9[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e l e f t

Figure 5.9: Distributive justice theory result scenario II.
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Agent with Kantian beliefs

In this scenario, the Kantian agent behaves as expected from Table 3.1, avoiding to in-

volve the people outside the vehicle. As shown in the Agent console 5.4, the agent first

determines the manner of collision for the right side as a rear-end collision (rtRE) and a

head on collision for the left side (lftHO). It also determines that by turning to the left it

can avoid the pedestrian, hence this action is implemented, as illustrated in Fig. 5.10.

Agent console 5.4: Kantian agent, scenario II
1−−manner o f c o l l i s i o n −−
2r tRE
3l f tHO
4** K a n t i a n DM**
5Can a v o i d p e d e s t r i a n s l e f t
6Can n o t a v o i d p e d e s t r i a n r i g h t
7Can n o t a v o i d p e d e s t r i a n s f r o n t
8[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e l e f t

Figure 5.10: Kantian theory result scenario II. In this situation, turning left is the only option
where the vehicle can avoid the pedestrians, hence this is the selected option.
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Agent with altruist beliefs

In the case of the altruist agent, the priority in this scenario is to protect the pedestrians.

First, it determines that to the left there is a head-on collision (lftHO) and to the right a

collision with a parked vehicle (rtPV). Also the agent determines that the only option to

avoid the pedestrians is to turn to the left, as shown in the Agent console 5.5, so it applies

this action even though turning left is more dangerous to the passengers as illustrated in

figure 5.11.

Agent console 5.5: Altruist agent, scenario II
1−−manner o f c o l l i s i o n −−
2l f tHO
3r tPV
4** a l t r u i s t DM**
5Can a v o i d p e d e s t r i a n s l e f t
6Can n o t a v o i d p e d e s t r i a n r i g h t
7Can n o t a v o i d p e d e s t r i a n s f r o n t
8S e v e r i t y s c o r e
9RtCS : 0 . 3 5 , LFftCS : 0 .372
10[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e l e f t

Figure 5.11: Altruist theory result scenario II. Even though turning to the left is more dan-
gerous for the passengers, the altruist agent decides to protect the pedestrians.
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Agent with ethical egoism beliefs

In this scenario, for the ethical egoism theory, the agent determines that the priority are

the passengers, because they are more in number than the pedestrians affected, as show in

the Agent console 5.6. To the left there is a head-on collision (lftHO) and to the right a

collision with a parked vehicle (rtPV). Turning left has a higher severity score, by turning

right it would still collide with a pedestrian. So, the agent decides not to change direction as

illustrated in Fig. 5.12

Agent console 5.6: Egoist agent, scenario II
1−−manner o f c o l l i s i o n −−
2l f tHO
3r tPV
4** e g o i s t DM**
5P r i o r i t y : p r o t e c t PAX
6S e v e r i t y s c o r e
7RtCS : 0 . 3 5 , LFftCS : 0 .372
8[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , keep d r i v i n g

Figure 5.12: Egoist theory result scenario II.
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5.4.3 Scenarios IIIA and IIIB

Agent with utilitarian beliefs

For the utilitarian theory on the scenario III setting A, as explained in Section 3.2, Table

3.1, the priority is to protect the pedestrians as they are greater in number than the passengers.

The agent calculates that the collision to the left is a head on collision (lftHO ) with a

severity score of 0.322. To the right it results in a rear end collision lftHO with a severity

score of 0.277. The severity score to the right is lower, so it turns the vehicle to the right

(Fig. 5.13). The results from the agent processing are shown on the agent console 5.7

Agent console 5.7: Utilitarian agent, scenario IIIA
1−−manner o f c o l l i s i o n −−
2r tRE
3l f tHO
4** u t i l i t a r i a n DM**
5S e v e r i t y s c o r e
6RtCS : 0 . 2 7 7 , LFftCS : 0 .322
7[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e r i g h t

Figure 5.13: Utilitarian theory result scenario IIIA. The vehicle priority is the pedestrians
(green and black), from the two options available the less risky is to turn to the right.
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Figure 5.14: Utilitarian theory result for scenario IIIB. The vehicle priority is the passengers,
reason why it decides not to change of direction, harming the pedestrians instead of the
passengers.

For the scenario IIIB, the agent determines that the priority is to protect the passengers,

as now there are more in number than the pedestrians. In this case it is not possible to avoid

the pedestrian without harming the passengers. The agent decides to keep driving without

changing direction (Fig. 5.14) as shown in the agent console 5.8.

Agent console 5.8: Utilitarian agent, scenario IIIB
1−−manner o f c o l l i s i o n −−
2r tPV
3l f tHO
4** u t i l i t a r i a n DM**
5P r i o r i t y : p r o t e c t PAX
6S e v e r i t y s c o r e
7RtCS : 0 . 3 1 2 , LFftCS : 0 .372
8[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , keep d r i v i n g

From the above, the decision-making process coincides with the priorities introduced in

Section 3.2 i.e. the actual outcome is equal to the expected outcome.
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Figure 5.15: Distributive justice theory result scenario IIIA.The manoeuvre where less peo-
ple is involved and has the smallest severity score is turning to the right.

Agent with distributive justice beliefs

For the Distributive Justice theory in scenario IIIA, the agent calculates that the collision

severity for the left side is higher than for the right side. In this situation, the number of

people affected is one for the left and right turns, and three if the car continues without

changing direction, so it decides to turn to the right, the direction with the smallest severity

score and only one person affected, as shown in the agent console 5.9. This is illustrated by

Fig. 5.15.

Agent console 5.9: Distributive justice agent, scenario IIIA
1−−manner o f c o l l i s i o n −−
2r tRE
3l f tHO
4−−Crash S e v e r i t y −−
5r tCS : 0 .027 l f t C S 0 . 0 7 2
6** D i s t r i b u t i v e j u s t i c e DM**
7Pe op l e a f f e c t e d i f t u r n t o t h e l e f t : 1
8Pe op l e a f f e c t e d i f t u r n t o t h e r i g h t : 1
9Pe op l e a f f e c t e d i f n o t change d i r e c t i o n : 3
10S e v e r i t y s c o r e
11RtCS : 1 . 2 7 7 , LFftCS : 1 .322
12[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e r i g h t
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Figure 5.16: Distributive justice theory result scenario IIIB. In this scenario configuration,
even though there are more people involved in the collision, if it turns right, this option is
still the best one as it involves less people than going forward and it severity score is smaller
that going left.

With scenario IIIB, the decision of steering to the right is reached again. In this situation

the number of people affected has increased to two for the left and right sides, and remains at

three if it does not change direction. Event though more people is affected in this situation,

turning right is still the best option as shown by the severities scores calculated in the Agent

console 5.9.

Agent console 5.10: Distributive justice agent, scenario IIIB
1−−manner o f c o l l i s i o n −−
2r tRE
3l f tHO
4** D i s t r i b u t i v e j u s t i c e DM**
5Pe op l e a f f e c t e d i f t u r n t o t h e l e f t : 2
6Pe op l e a f f e c t e d i f t u r n t o t h e r i g h t : 2
7Pe op l e a f f e c t e d i f n o t change d i r e c t i o n : 3
8S e v e r i t y s c o r e
9RtCS : 2 . 2 7 7 , LFftCS : 2 .322
10[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e r i g h t
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Agent with Kantian beliefs

In the Kantian mode there is no real difference for scenarios IIIA and IIIB. In both

scenarios the agent first checks if there is a direction where it can avoid all the pedestrians.

The agent knows that it needs to turn left or right to do it. The next step is to calculate the

severity score for both directions, as seen in the agent console 5.11 for scenario IIIA and the

Agent console 5.12 for scenario IIIB. From this it decides that the best option is to turn to

the right. This is shown in Figures 5.17 and 5.18.

Agent console 5.11: Kantian agent, scenario IIIA
1−−manner o f c o l l i s i o n −−
2r tPV
3l f tHO
4** K a n t i a n DM**
5Can a v o i d p e d e s t r i a n s l e f t
6Can a v o i d p e d e s t r i a n r i g h t
7Can n o t a v o i d p e d e s t r i a n s f r o n t
8S e v e r i t y s c o r e
9RtCS : 0 . 0 1 2 , LFftCS : 0 .322
10[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e r i g h t

Agent console 5.12: Kantian agent, scenario IIIB
1−−manner o f c o l l i s i o n −−
2r tPV
3l f tHO
4−−Crash S e v e r i t y −−
5r tCS : 0 .027 l f t C S 0 . 0 7 2
6** K a n t i a n DM*
7Can a v o i d p e d e s t r i a n s l e f t
8Can a v o i d p e d e s t r i a n r i g h t
9Can n o t a v o i d p e d e s t r i a n s f r o n t
10S e v e r i t y s c o r e
11RtCS : 0 . 0 1 2 , LFftCS : 0 .322
12*[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e l e f t
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Figure 5.17: Kantian theory result scenario IIIA.
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Figure 5.18: Kantian theory result scenario IIIB.
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Agent with altruist beliefs

In the Altruism mode, the priority is always the pedestrians. For that reason in scenarios

IIIA and IIIB the agent reaches the same decision in both cases as shown in Fig. 5.19 and

Fig. 5.20 this is because for this ethical theory it does not matter how many passengers are in

the vehicle, it will always try to protect the POTV. For this it defines the direction in which

is possible to avoid the pedestrians and then decides based on the severity score for each

direction. In this case the better option is turn to the right as seen in the Agent console 5.13

for scenario IIIA and the Agent console 5.14 for scenario IIIB.

Agent console 5.13: Altruist agent, scenario IIIA
1−−manner o f c o l l i s i o n −−
2r tPV
3l f tHO
4** a l t r u i s t DM**
5Can a v o i d p e d e s t r i a n s l e f t
6Can a v o i d p e d e s t r i a n r i g h t
7Can n o t a v o i d p e d e s t r i a n s f r o n t
8S e v e r i t y s c o r e
9RtCS : 0 . 0 1 2 , LFftCS : 0 . 2 5
10[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e r i g h t

Agent console 5.14: Altruist agent, scenario IIIB
1−−manner o f c o l l i s i o n −−
2r tPV
3l f tHO
4** a l t r u i s t DM**
5Can a v o i d p e d e s t r i a n s l e f t
6Can a v o i d p e d e s t r i a n r i g h t
7Can n o t a v o i d p e d e s t r i a n s f r o n t
8S e v e r i t y s c o r e
9RtCS : 0 . 0 1 2 , LFftCS : 0 . 2 5
10[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e r i g h t
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Figure 5.19: Altruist theory result scenario IA.
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Figure 5.20: Altruist theory result scenario IB.
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Agent with ethical egoism beliefs

The ethical egoism mode in scenario IIIA is not applicable as reflected in the agent

console 5.15. This is because of the legal requirements implemented for the agent, in which

it is not possible to harm two or more people for the sake of one. In this situation the

agent prioritizes to avoid the pedestrians and calculates the severity score for each possible

direction. In this case is safer to turn to the right as shown in Figure 5.21.

Agent console 5.15: Egoist agent, scenario IIIA
1−−manner o f c o l l i s i o n −−
2r tPV
3l f tHO
4** e g o i s t DM**
5There a r e more POTV t h a n PAX e g o i s t s e t t i n g i s n o t p o s s i b l e
6S e v e r i t y s c o r e
7RtCS : 0 . 0 1 2 , LFftCS : 0 . 2 5
8[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , s t e e r i n g t o t h e r i g h t

In scenario IIIB there are more passengers on board of the vehicle than pedestrians, hence

the egoistical mode can be used, the Agent console 5.16 shows how this agent behaves. In

this instance it calculates the severity score for left and right and it decides not to change

direction because it can not avoid the pedestrian without causing harm to the passengers,

this result is shown in Figure 5.22.

A summary of the outcomes of all ethical settings in each scenario is shown in Table 5.5.

Agent console 5.16: Egoist agent, scenario IIIB
1−−manner o f c o l l i s i o n −−
2r tPV
3l f tHO
4** e g o i s t DM**
5S e v e r i t y s c o r e
6RtCS : 0 . 0 1 2 , LFftCS : 0 . 2 5
7[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , keep d r i v i n g
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Figure 5.21: Ethical Egoism theory result scenario IIIA.
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Figure 5.22: Ethical Egoism result scenario IIIB.
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Table 5.5: Final results for all ethical agents in all the different scenarios.
Utilitarian Distributive Justice Kantian Altruist Egoist

Scenario I
Turns left Turns left Turns left Turns left Turns left

Avoids POTV Avoids POTV Avoids POTV Avoids POTV Avoids POTV

Scenario II
Keeps direction Turns left Turns left Turns left Keeps direction

Crashes with one POTV Crashes with other vehicle Crashes with other vehicle Crashes with other vehicle Crashes with one POTV

Scenario IIIA
Turns right Turns right Turns right Turns right Turns right

Crashes with parked vehicle Crashes with parked vehicle Crashes with parked vehicle Crashes with parked vehicle Crashes with parked vehicle

Scenario IIIB
Keeps direction Turns right Turns right Turns right Keeps direction

Crashes with one POTV Crashes with parked vehicle Crashes with parked vehicle Crashes with parked vehicle Crashes with one POTV
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5.4.4 Alternative Severity Score Calculation

To explore the agent behaviour when calculating the severity score via the multiplication

of α and β , we carried out a simulation of the utilitarian mode in scenario II. The Agent

console 5.17 shows the result. First, the agent determines that the priority is to protect

the passengers, in line with the utilitarian approach as now there are more in number than

the pedestrians. In this case, it is not possible to avoid the pedestrian without harming the

passengers, and even with different values for the severity score, the agent decides to keep

driving without changing direction in order to protect the passengers.

Agent console 5.17: Utilitarian agent, scenario IIIB with alternative severity score
1−−manner o f c o l l i s i o n −−
2r tPV
3l f tHO
4** u t i l i t a r i a n DM**
5P r i o r i t y : p r o t e c t PAX
6S e v e r i t y s c o r e
7RtCS : 0 . 0 0 3 6 , LFftCS : 0 .021
8[ e t h i c a l A g e n t ] Risk o f c o l l i s i o n d e t e c t e d , keep d r i v i n g

After doing the same test in all the scenarios with the utilitarian mode, the results ob-

tained are the same in both outcomes and decision-making processes, as in the original pro-

posed method. However, the methodology involved in the calculation of the severity score

is still an open question that requires further research, since a more detailed set of statistic

data could improve the knowledge about possible outcomes and in consequence the way the

score is calculated.

5.5 Discussion

As can be seen from the outcomes obtained, for some theories the end result is the same. This

can be attributed to two factors. Firstly, to minimise the complexity of the study, the vehicle

is restricted to three actions: Turn left, turn right and not change direction. The second

factor is that because of the limited number of manoeuvres, the possibilities of arriving

to the same conclusion are high. However, through the agent console we can analyse the

decision-making process to assess if the agent is following the concerns defined in Table

3.1. Is worth nothing that even though the final manoeuvre can lead to the same outcome,

the most important aspect of the ethical agent is the logical processing of the environment

and the decision-making progress. This is important as people often question why these
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decisions were made and how these align with their ethical views. The outcomes of the

scenarios and results presented here can help in the adoption of autonomous vehicles and

can aid in the creation of new legislation, needed in this area.

Analysing the outcomes for the utilitarian approach, it is noted how its priority is to harm

the least possible number of people, in line with the concerns defined in Table 3.1. This

contrast is clear from the results in scenarios IIIA and IIIB. Scenario II shows how it avoids

harming the passengers, as they are larger in number, and since there is not an option where it

can avoid all the pedestrians, it keeps moving forward and harms the pedestrian that crossed

its way without involving the bystander. Outcomes like this one can be a source of debate

as it can be seen as unacceptable to harm the pedestrians. These are ethical considerations

that need to be discussed with authorities, law makers, experts on ethics and autonomous

vehicles and with the society in general. It is also important to note that some outcomes

might be acceptable on certain countries and not in others, depending on the ethical views

predominant in those places.

In scenarios IIIA and IIIB and II, the Kantian agent behaves as expected, always avoiding

the pedestrian. In Scenario II, it is observed how the agent selects the option with the higher

severity score because it is prioritizing its principal concern to avoid pedestrians as defined

in Table 3.1.

The altruist agent outcomes for all scenarios shows how it always prioritizes protecting

the pedestrians, no matter how many people are travelling in the vehicle, in line with its

concerns as shown in Table 3.1. Once the agent has avoided all the pedestrians, proceeds to

select the manoeuvre that carries the smallest severity score for the passengers.

For the ethical egoism theory, in scenario IIIA, the legal requirement of not harming two

or more people to protect only one is shown. In the scenarios where this setting is applicable,

it is observed that the agent always tries to minimise damage to the passengers, which is its

main concern according to Table 3.1.

For the third scenario, all the outcomes obtained were the same. This show us that for

all the ethical theories, the agent will always select the safest option. In this case, selecting

the manoeuvre that in first instance can avoid the collision is the most preferred.

Although the results obtained from these tests are promising, the system would benefit

from more exhaustive tests and adding more capability to the sensors in the vehicle. Cur-

rently, the ego vehicle operates with only one radar sensor and one camera, giving us only
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partial coverage of the vehicle surroundings. This minimal configuration was selected for

simplicity, assuming that all the important events are happening in the front of the vehicle.

Hence, a pair of front-facing radar and vision sensors are the minimum to operate the system

and suitable for the presented scenarios. The testing scenarios were designed to account for

this sensing limitation, however, more testing with superior sensing capabilities and more

actors would prove valuable to further validate the ethical settings presented here. In re-

gards to more scenarios, the agent could be tested in the ones used in the Moral Machine

experiment presented in [76, 77]. In these scenarios, the autonomous vehicle must take de-

cisions considering physical and personal attributes about the people involved. It would be

interesting to see how our agent behaves.

Due to time constraints, these simulations were limited to a single vehicle that operates

with the ethical agent. This is fine considering that although every day there may be more au-

tonomous vehicles in operation, common vehicles are not going to be replaced immediately,

generating situations such as those presented in these tests, in which the autonomous vehicle

is the only one with these capabilities in certain situations. However, thinking ahead, testing

scenarios with more than one ethical agent can offer us many more possibilities in terms of

the development of autonomous vehicles. Having more than one agent in the scenario could

allow the ego vehicle to make assumptions about how the other vehicle could react based

on the different ethical settings. Another possibility worth exploring would be testing with

vehicles with communication capabilities that allow them to evaluate the scenario and make

a joint decision.

5.6 Conclusion

In this chapter we presented the scenarios designed to test the system proposed in Chapter 4.

For this purpose, three scenarios were created and each of the ethical settings was run. From

the results obtained, we can conclude that the agent is behaving in an expected way, accord-

ing to the concerns expressed in Section 3.2, Table 3.1. From the outcomes in the proposed

scenarios, we can conclude that for each ethical setting, the agent outputs a decision-making

process that aligns with the corresponding ethical concerns. In other words, we can say

that the agent captures each ethical setting successfully when presented with a dilemma that

requires a decision.



83 5.6. Conclusion

The results presented here are promising in the sense that there were successful in ful-

filling the expected behaviour of the agent according to Table 5.5. However, more tests are

required to fully guarantee the correct operation of the system before a real-life implemen-

tation.



Chapter 6

Conclusions

This thesis presents research in ethical decision-making for inevitable collisions using BDI

agents. In this chapter, we present a discussion about this work, results, general conclusions

and future directions.

6.1 Conclusions and discussion

The implementation of ethics in decision-making for AVs is a subject that has gained more

importance in the past few years as AVs are becoming more of a reality. The principal

aim of this work was to develop a system that could provide different ethical approaches

for autonomous vehicles decision-making processes when they encounter an unavoidable

collision. In Chapter 3 we studied different ethical theories that could be applied to AVs.

We also defined eight ethical concerns for the operation of the vehicle. These concerns were

ranked in order of importance based on each ethical theory definition. From Table 3.1 it

is clear that concerns differ in importance according to the different theories. Interestingly,

no matter what ethical theory we select there are concerns that always are more important

than others, i.e. protecting human lives is always more important than animals or objects.

An advantage of a system like this is that it can provide more than one solution to cater for

different preferences and without forcing one single solution on everyone within a broader

legislative framework.

In Chapter 4 we presented a BDI agent to implement the ethical concerns defined in

Chapter 3. The agent implemented has a hybrid architecture, with an abstraction layer be-

tween the agent and the real world. The agent receives information about the world as

84
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perceptions and then uses this information to estimate the Crash Severity. This estimate is a

calculation which takes into account the static location of the actors, the manner of collision

and the type of objects involved in the collision. The agent then uses this calculation to

make a decision. The decision is informed to the vehicle control in the form of a command

to engage braking or a direction for steering.

Chapter 5 covers the implementation of the vehicle control and the simulation of the

environment. Three scenarios were created to test the ethical agent behaviour. From the

results obtained, we can conclude that each ethical setting is handling the different scenarios

in line with the ethical concerns defined in Chapter 3, with each ethical setting prioritizing

its corresponding most important concern. As shown in Table 5.5, the outcomes for the same

scenario in each ethical setting is sometimes the same. This is expected as the manoeuvres

available to the vehicle are limited, however, the difference lies in the way in which the agent

selected that action. Knowing the decision process could help us to understand and accept

why the decision was taken and is one of the main contributions of this work.

6.2 Societal impact

According to the World Health Organization, road accidents are the 8th cause of death world-

wide and the leading cause of death for people in the group aged 6 to 29 years [78]. The

inclusion of autonomous vehicles could help to improve this situation by reducing the num-

ber of road accidents due to human error. Other benefits for society include an improvement

in transportation options for people with reduced mobility or with any impairment that pre-

vents them from driving a regular vehicle. Also, the improvement of traffic management

and increased efficiency on fuel consumption will be beneficial for the environment [79].

However, in order for AVs to be widely available, there is the need for public acceptance and

willingness to buy this type of vehicle.

The major proposed contribution of this research is to provide the industry and the pub-

lic with a different option on how to tackle the ethical questioning surrounding autonomous

vehicles. Research shows that people from different cultures have different ethical posi-

tions [80, 81]. Out proposal enables the user, i.e. the passengers of the vehicle, to select an

ethical vision that aligns with their beliefs, while at the same time complying with relevant

laws. This could improve the reception of AVs. As noted in [25, 26], humans show aversion
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to machines taking an ethical decision and do not completely agree with a legally enforced

utilitarian approach [4]. Involving the user of the autonomous vehicle in the decision making

process according to its ethical view could result in a wider acceptability of AVs.

6.3 Limitations and Future Directions

In this work we have assumed that there is no uncertainty in our system, we do not take

into account any sensor, environmental or dynamics uncertainty. This is an important area in

which this work could be further expanded. There is research suggesting how uncertainties

can be accounted for in autonomous systems in different ways like probabilistic approaches

[82, 83] or MPC control, where the uncertainty is introduced in the modelling phase, then the

model is calibrated to account for uncertainties with data collected during driving [84]. In the

literature, we can also find approaches to handle uncertainties from an ethical perspective,

[85] presents a framework to do this from a Kantian perspective, they propose a set of rules

that act as a threshold in which risk to harm a person can be ignored. Although it might

only be applicable in certain situations, due to the nature of Kantian ethics. Some argue

that if a decision violates the principles of Kantian ethics this decision should not be made.

However, this is not always practical. Hence, in addition to handling uncertainties according

to each ethical theory, another approach that can be explored is to analyse how the existence

of uncertainty impacts the acceptance of ethical decision-making by autonomous vehicles.

In [86], the authors investigate what AV behaviours people find morally acceptable when risk

and uncertainty are present. According to their findings, when presented with an scenario

where the options are staying in their lane and collide with a pedestrian, or swerve and collide

with a bystander, people’s preference was to stay on the lane, even in situations where the

probability of harming the pedestrian was high and the probability of colliding with the

bystander was low or uncertain. In conclusion, people consider that in uncertain situations it

is more acceptable not to take action and let the situation follow its course than take action

and cause an accident.

Another unexplored aspect in this research is how the ethical preferences would be

elicited from the user. We assume that the vehicle possesses a graphical interface, i.e. an

onboard screen, where the ethical preferences could be inputted. However, a study solely

focused on this would be necessary since the graphical interface should be able to clearly
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communicate the ethical theories available and the implications that each of them could

have. Further research can focus on the development of a user interface to explore peo-

ple perception and level of acceptance of this kind of implementation. This could be done

through studies with people from different backgrounds, presenting them with different sce-

narios, and asking them to select an ethical theory, measuring the level of understanding of

the interface and their acceptance of the outcome.

Due to time limitations, we could not expand this work to be able to have two ethical

agents implemented together. Doing this in the future would give an opportunity to better

understand how the ethical agent would behave under the assumption that there are more

agents with the same decision-making capabilities. Additionally, the aspect of multi agent

communication could also be explored, as it might help to improve the safety of all people

involved in an accident scenario.

Regarding the legal part of the system, in the future, the system could be improved by

tailoring it to the legal requirements in different countries, as these are not always the same,

and they can vary even within the same country [87]. Testing the system with different

legal requirements could help us understand if and how this can impact the ethical decision-

making process.

Another aspect that we can mention is that the ethical concerns presented in Chapter 3

and published in [88] were developed from an engineering point of view. Although our

ethical interpretations have been discussed with some ethicists, these could benefit from a

broader discussion within the philosophy field to assess the soundness of our approach.

Lastly, the work presented in this thesis is limited to computational simulations. As

future work, once the limitations indicated in this section have been addressed, the next step

could be to test the system in a physical vehicle within a safe and controlled environment.
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