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Abstract

In the first part of this thesis we study linearization stability conditions in quantum

supergravity on a flat 3-torus. Solutions to linearized supergravity on this background

space-time can only be extended to solutions of the non-linear theory if they satisfy

additional quadratic constraints, called the linearization stability conditions. This

situation is well known in linearized gravity. The novel feature in the case of super-

gravity is the appearance of fermionic linearization stability constraints, in addition

to the kind of bosonic constraints which arise already for linearized gravity. We show

how to incorporate the fermionic and bosonic linearization stability constraints in the

quantum theory and construct a physical space of states by group-averaging.

Unlike higher dimensional de Sitter spaces, two dimensional de Sitter space is

not simply connected. This allows for the existence of fields which pick up non-

trivial phases when making a full rotation of the spatial sections. In the second

part of this thesis we study the quantum theory of automorphic complex scalar fields

in two dimensional de Sitter space, extending the work of Epstein and Moschella.

We define de Sitter invariant vacuum states when corresponding unitary irreducible

representations of the universal covering group of SL(2,R) exist. By calculating the

two-point functions we show that these states can only be Hadamard if the field is

periodic. We also define a class of de Sitter non-invariant Hadamard states for the

automorphic theories.

In the final part of this thesis we study harmonics on complex spheres. Using

Mackey’s tensor product theorem, the harmonics on complex spheres can be used to

decompose tensor products of principal series representations of the Lorentz group.
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Introduction

This thesis is composed of three parts, which can be treated independently. The first

part concerns the linearization stability of supergravity when perturbed around a flat

3-toroidal background. The second part deals with free complex scalar fields on two-

dimensional de Sitter space, when an additional twisted periodicity condition is imposed

on the complex scalar fields. In the final part, the decomposition of tensor products of

principal series representations of the Lorentz group is studied using functions defined on

2 complex-dimensional spheres.

In the first part of the thesis, we show that linearized supergravity on a 3-torus suffers

not only from the bosonic linearization instability conditions that the total energy and

momentum of the linearized perturbations have to vanish, which are conditions that al-

ready arise in linearized gravity, but also from a fermionic linearization stability condition

which requires that the total supercharge of the linearized system has to vanish. If these

conditions are not satisfied, the solutions to the linearized system can not be extended to

solutions of the full non-linear supergravity theory. The main result of this part is the

construction of a space of states for the quantum version of the linearized theory which

satisfy the linearization stability conditions. To illustrate the construction of this space,

we also provide an example of a particular state in this state.

In the second part of this thesis, we study automorphic complex scalar fields on two-

dimensional de Sitter space. Two-dimensional de Sitter space is not simply-connected,

so this provides a simple arena to study some effects of non-trivial topology in curved

spacetimes. The automorphic scalar fields are not invariant when making a full rotation

of the circular spatial sections, instead they pick up a phase factor. We study the canonical

quantisation of these free fields. The main results of this section are the construction of de

Sitter invariant states whenever a corresponding representation of the universal covering

group of SO0(2, 1) exists, and we show that these invariant states can never be Hadamard

if the field is not periodic. Thus only the periodic Bunch-Davies state is both de Sitter

invariant and Hadamard. We also exhibit de Sitter non-invariant Hadamard states for the

automorphic fields.

In the third part of the thesis, the decomposition of tensor products of principal series

irreducible unitary representations of the Lorentz group into irreducible components is

studied. We follow the well known approach of using Mackey’s tensor product theorem to

show that the study of the the tensor product is equivalent to studying a single induced

representation. The main part of this chapter is showing how this induced representation

can be understood as functions on a 2 complex-dimensional sphere. These functions are

then studied and we recover the known result for the decomposition of the tensor product.
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Part I

Supergravity on a 3-Torus: Linearization

Stability Conditions with a Supergroup

1 Introduction

In this chapter we examine linearization stability conditions that arise when one linearizes

supergravity in four dimensions around a flat background, whose spatial slices are 3-

toruses. In general, to gain insight into complicated non-linear equations, one considers

the linear equations of motion obeyed by small perturbations around known solutions.

However, it is not always guaranteed that the solutions of the linearized equations of

motions actually arise as approximations of solutions to the exact equations of motion.

When this is not guaranteed, we say that the system is linearization unstable, and further

conditions, known as linearization stability conditions need to be imposed to ensure that

a solution of the linearized system extends to a solution of the non-linear system.

Classical field theory systems which display linearization instabilities are Maxwell Elec-

trodynamics [3, 4] when the background has compact Cauchy surfaces, and classical gen-

eral relativity [3, 5, 6, 7, 8, 9, 10, 11, 12, 13] provided that the background spacetime has

compact Cauchy surfaces and admits Killing symmetries. In Maxwell Electrodynamics,

Gauss’s law says that the divergence of the electric field E⃗ is related to the charge density

ρ by

∇⃗ · E⃗ = ρ. (1)

Thus integrating we find that

Q =

∫
d3x⃗ ρ =

∫
d3x⃗ ∇⃗ · E⃗ = 0, (2)

because the divergence integral can be converted into a surface integral over the boundary

of the Cauchy surfaces, but if the background has compact Cauchy surfaces there are no

boundaries and the integral must vanish. However, in the linearized theory the charged

matter decouples from the electromagnetic field, and therefore the total charge is not

constrained in the linearized theory. Thus Q = 0 must be imposed as a linearization

stability constraint. Similarly, in general relativity, it is the charges Qξ that generate

the Killing symmetries along the Killing vector fields ξµ which must vanish, and these

conditions must be imposed as linearization stability conditions on the linearized theory.

In the quantum version of the linearized system, the linearization stability conditions

Q = 0 are imposed as restrictions on the physical states of the theory [12, 13]. That is, a

state is said to be a physical state |phys⟩ if

Q|phys⟩ = 0. (3)

Thus the linearization stability conditions require that the physical states of the theory

be invariant under the symmetries generated by the conserved charges. Naively taken

however, this condition would be very restrictive. For example, four dimensional de Sit-
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ter space has compact Cauchy surfaces, and is invariant under the identity component

of SO(4, 1). However, it is known that when quantising the gravitational perturbations

around de Sitter space, only the vacuum state is invariant under the Killing symmetires,

thus the space of physical states would appear to be very restricted [4, 14].

A way to deal with this problem is by a procedure known as group-averaging. In this

approach, one starts with a non-invariant state |ψ⟩ and averages over the symmetry group

to define an invariant state |Ψ⟩ by

|Ψ⟩ =
∫
G
dg U(g)|ψ⟩, (4)

where G is the symmetry group, and U(g) is the unitary operator which implements the

symmetry described by g ∈ G on the space of states. We have here assumed that G is

unimodular, that is to say we can find a measure dg on the group which is invariant under

both left- and right-translations [15]. All the groups considered in this part will be of

this type. Then |Ψ⟩ is by construction invariant under the action of the symmetry group,

however if we calculate the inner product between invariant states

⟨Ψ1 |Ψ2⟩ =
∫
G
dgdh ⟨ψ1|U−1(g)U(h)|ψ2⟩

=

[∫
G
dg 1

] ∫
dg′ ⟨ψ1|U(g′)|ψ2⟩

= VG

∫
dg′ ⟨ψ1|U(g′)|ψ2⟩,

(5)

where VG is the volume of the group G and we used the unimodularity of G to change

the integration over h to g′ = g−1h. In particular, if the volume of the background

symmetry group is infinite, as is the case for SO(4, 1), then these invariant states are not

normalisable. This can be fixed by ‘dividing’ by the group volume, and redefining the

inner product between invariant states as

(Ψ1 |Ψ2) =

∫
G
dg ⟨ψ1|U(g)|ψ2⟩. (6)

In this way one can hope to define a finite, positive definite, inner product between the

invariant states. Indeed, this procedure can be carried out to obtain a Hilbert space of

invariant states for linearized gravity in de Sitter space [4, 14], it can also be carried out

for other free fields in de Sitter space [16, 17]. Group-averaging has also been studied

in the context of constrained dynamical systems (see e.g. [18, 19, 20, 21]) and forms an

important part of refined algebraic quantisation [22] and is well studied in Loop Quantum

Gravity.

A comparatively simpler example of a gravitational system where the group averaging

procedure can be explicitly carried out is by expanding the gravitational perturbations

around a flat background metric, with line-element

ds2 = −dt2 + dx2 + dy2 + dz2. (7)

The Cauchy surfaces are made compact by periodically identifying the spatial coordi-
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nates, with periods L1, L2 and L3 respectively. This background metric is still invariant

under the R× U(1)3 group of space and time-translations. The quantised theory for this

model [12, 23] has been studied using group-averaging to obtain a physical space of states.

In this chapter we study four dimensional N = 1 supergravity linearized around the same

background. In this theory, in addition to the vanishing of the total energy and total

momentum, one requires that the supercharge Qα must also vanish. This arises because

the supercharge can also be written as an integral over the boundary at infinity of Cauchy

surfaces in asymptotically flat space times [24]. Thus if we work on the flat 3-torus, these

integrals trivially vanish and we find Qα = 0. In this chapter we show how to incorporate

this fermionic linearization stability constraint in the quantum theory.

1.1 Organisation of this Chapter

As a guide, the remainder of this chapter is organized as follows.

We begin first by building up classical field theory on a toroidal background. We first

consider real and complex Klein-Gordon scalar field theory, constructing the Fourier ex-

pansion of the field and the bracket relations obeyed by the Fourier components, which

become creation and annihilation operators on quantisation. We then consider the con-

served charges of the system, including the total energy, total momentum and the charge

for the complex scalar field. Finally, for a real massless scalar field, the torus allows spa-

tially constant (or zero-momentum) solutions to the Klein-Gordon equation, and these are

studied separately.

We then revisit the theory of a Majorana Spinor field, we again construct the Fourier

expansion for this field on a toroidal background and find the classical (Dirac) bracket

structure between the Fourier components. We then write down again the conserved

Energy and Momentum in terms of the Fourier components and finish by considering the

zero-momentum modes for the massless Majorana field.

Having constructed simple scalar and spinor fields, we then introduce supersymmetry

by studying a simple massive non-interacting Wess-Zumino type model. We calculate the

conserved supercharge of the system, and verify that the total energy, momentum and the

supercharge verify the N = 1 supersymmetry algebra relations.

After the detour into supersymmetry, we next introduce free massless vector field

theory on the 3-torus. This is the first theory with a gauge-symmetry, which we deal with

by explicitly fixing the gauge. Working in Coulomb gauge, we write down the Fourier

expansion of the physical components and the classical bracket relations obeyed by the

system. The zero-momentum modes are again separately analysed at the end.

Armed with a description of the electromagnetic field and complex scalars, we study

a first example of linearization instability conditions and group-averaging by considering

scalar quantum electrodynamics on a toroidal background. We show how the total electric

charge of the system must vanish and impose this as a linearization stability condition on

the quantised scalar field. We show how this constraint can be solved by averaging over

the U(1) group associated with the total electric charge.

Following on from this, we introduce spin-3/2 Rarita-Schwinger fields. This theory

again has a gauge symmetry, which we explicitly fix. Particular attention is paid to the

zero-momentum modes of this field, which are not as well studied as the modes with non-
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zero momentum. We calculate the classical brackets for zero-modes and show how these

can be organised into independent Fermi oscillators (up to a sign).

We then move on to the spin-2 field theory describing linearized gravity. We write

down the Fourier expansion for physical components of the spin-2 field, and also the total

energy and momentum. The zero-momentum modes are then separately analysed. We

then move on to recall how by studying the second order in perturbation theory, one

finds that the total energy and total momentum in the linearized theory must vanish. We

then recap how these constraints can be incorporated in the quantum theory by group

averaging, following the method of [23].

Finally, we combine the spin-2 and spin-3/2 fields in a linearized version of four dimen-

sional N = 1 supergravity. A novel aspect of this theory is that the conserved supercharge

Q also has to vanish. We show how this arises in the linearized theory by studying the

second order in the perturbation theory. We then incorporate this constraint into the

quantum theory, and show that this can be done by group-averaging over the supergroup

of symmetries. To end the main content of the chapter, we illustrate the construction

of the physical states in linearized supergravity on a 3-torus by constructing an explicit

example of a physical state.

The main content of the chapter is supplemented by seven appendices. In appendix

A, we collect the conventions we use throughout the thesis. Appendix B contains addi-

tional information about constrained Hamiltonian systems, in particular we recall how

constrained systems can be dealt with in the Hamiltonian formalism by replacing Poisson

brackets with Dirac brackets. Appendix C collects some information relating to Grassmann

variables, which are used to study the classical theory of the spinor fields. In appendix D

we collect some information regarding γ-matrices and prove a number of identities used in

the main text. Appendix E is devoted to frame fields, which are required to couple gravity

to fermions, as is done in supergravity. Appendix F calculates positive helicity vectors

and spinors used in the construction of the spinor fields as well as the electromagnetic and

gravitational field. In appendix G we study the quantum theory of the zero-momentum

gravitino modes in more detail.

2 Classical Theory of Free Fields: Spin-0, Spin-1/2, Spin-1

Throughout this thesis, unless otherwise noted, we will assume that the background space-

time is four dimensional, with Minkowski metric given by

ds2 = ηµνdx
µdxν = −dt2 + dx2 + dy2 + dz2. (8)

Further, we will assume that the spatial sections form 3-tori with lengths L1, L2 and L3

in the x-, y- and z-directions respectively. We denote the total spatial volume by V and

this is given by

V = L1L2L3. (9)
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2.1 Scalar Field

We start with a free real scalar field ϕ. This theory is governed by an action

S[ϕ] =

∫
d4x

1

2
(−∂µϕ∂µϕ−M2ϕ2), (10)

The equation of motion for this theory is obtained by extremizing the action with respect

to the field. That is
δS

δϕ
= ∂µ∂

µϕ−M2ϕ = 0. (11)

In the canonical setting, we are interested in the conjugate momentum π to ϕ, which is

defined by

π(x) =
∂L

∂∂0ϕ(x)
=

∂

∂t
ϕ(x). (12)

The classical phase space coordinates for the scalar field are ϕ(x⃗, t) and π(x⃗, t) taken at

an arbitrary fixed equal time t (typically taken as t = 0). The canonical Poisson brackets

between ϕ and π are given as

{ϕ(t, x⃗), π(t, y⃗)} = δ3(x⃗− y⃗), (13)

where δ3(x⃗−y⃗) is the three dimensional Dirac-delta function defined so that for an arbitrary

function f(x⃗) ∫
d3y⃗ f(y⃗)δ(x⃗− y⃗) = f(x⃗). (14)

To make progress, we expand ϕ as a Fourier series

ϕ(x) =
1√
V

∑
k⃗

ϕ(t, k⃗)eik⃗·x⃗, (15)

where V is the spatial volume of the torus and reality of ϕ requires that ϕ(t, k⃗)∗ = ϕ(t,−k⃗).
Then the Klein-Gordon equation becomes(

d2

dt2
+M2 + k⃗2

)
ϕ(t, k⃗) = 0. (16)

Thus, denoting E
k⃗
= +

√
k⃗2 +M2, we find that the general solution is a superposition of

positive and negative frequency solutions

ϕ(t, k⃗) = A(k⃗)e−iEk⃗
t +B(k⃗)eiEk⃗

t. (17)

The names positive and negative energy or frequency come from considering a Heisenberg

type equation, applying i∂t to these solutions gives positive or negative eigenvalues. Using

the reality of ϕ(x), we can then write

ϕ(t, x⃗) =
1√
V

∑
k⃗

1√
2E

k⃗

(
a(k⃗)eik·x + a†(k⃗)e−ik·x

)
, (18)
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where kµ = (E
k⃗
, k⃗) and we have defined

A(k⃗) =
1√
2E

k⃗

a(k⃗), B(k⃗) =
1√
2E

k⃗

a†(−k⃗). (19)

Similarly, we can expand the conjugate momentum as

π(t, x⃗) =
1√
V

∑
k⃗

(−i)
√
E
k⃗

2

(
a(k⃗)eik·x − a†(k⃗)e−ik·x

)
. (20)

Isolating the coefficient a(k⃗) as

a(k⃗) =

√
E
k⃗

2V
eiEk⃗

t

∫
d3x⃗e−ik⃗·x⃗

(
ϕ(t, x⃗)− i

E
k⃗

π(t, x⃗)

)
, (21)

we can calculate the Poisson brackets between a(k⃗) and a†(k⃗), where we find

{a(k⃗), a†(p⃗)} = −iδD(k⃗ − p⃗), (22)

with all other Poisson brackets vanishing. Here δD(p⃗) is a discrete momentum-space delta

function, that is for any function g(k⃗) in momentum space,∑
p⃗

g(p⃗)δD(k⃗ − p⃗) = g(k⃗). (23)

2.1.1 Conserved Charges

The real Klein-Gordon scalar field theory has some continuous symmetries, arising from the

invariance of the action under space-time transformations. As a consequence of Noether’s

theorem there are associated conserved charges. For invariance under space-time transla-

tions these are the total energy H and total momentum P⃗ of the system. Suppose that

we make the infinitesimal space-time translation

x 7→ x− ϵ (24)

Under this translation, the fields transform as ϕ(x) 7→ ϕ′(x) = ϕ(x + ϵ), so that the

infinitesimal transformation of the field is

δϵϕ(x) = ϕ′(x)− ϕ(x) = ϵµ∂µϕ(x). (25)

As the action is invariant under this transformation when the equations of motion are

obeyed, we must have
δS

δϕ
δϵϕ = ∂µJ

µ, (26)

We find that Jµ is linear in ϵ, so writing Jµ = Tµνϵν , we find that the energy-momentum

tensor is given by

Tµν = ∂µϕ∂νϕ− ηµνL. (27)
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The associated charges are then obtained in the usual manner as

Pµ =

∫
d3x⃗ T 0µ. (28)

A straightforward, if slightly tedious, calculation then yields

P 0 = H =
∑
k⃗

E
k⃗
a†(k⃗)a(k⃗), (29)

P⃗ =
∑
k⃗

k⃗a†(k⃗)a(k⃗). (30)

2.1.2 Charged Scalar Field

We can also consider complex scalar fields Φ, which are governed by an action

S[Φ] =

∫
d4x

(
−∂µΦ†∂µΦ−M2Φ†Φ

)
. (31)

Treating Φ and Φ† as independent, the phase space consists of {Φ,Π,Φ†,Π†}, with the

conjugate momentum

Π(x) =
∂

∂t
Φ†(x), (32)

and the only non-zero canonical equal-time Poisson brackets being

{Φ(t, x⃗),Π(t, y⃗)} = δ3(x⃗− y⃗) = {Φ†(t, x⃗),Π†(t, y⃗)}. (33)

The Fourier series can be written down as before, except that there is now no reality

condition, which therefore yields

Φ(x) =
1√
V

∑
k⃗

1√
2E

k⃗

(
a(k⃗)eik·x + b†(k⃗)e−ik·x

)
, (34)

where in this case we have as non-zero Poisson brackets

{a(k⃗), a†(p⃗)} = −iδD(k⃗ − p⃗) = {b(k⃗), b†(p⃗)}. (35)

In this case the total energy and momentum are given by

H =
∑
k⃗

E
k⃗

(
a†(k⃗)a(k⃗) + b†(k⃗)b(k⃗)

)
, (36)

P⃗ =
∑
k⃗

k⃗
(
a†(k⃗)a(k⃗) + b†(k⃗)b(k⃗)

)
. (37)

A novel feature of this model is that there is an internal U(1) global symmetry, given by

Φ 7→ Φ′(x) = exp(−ieθ)Φ(x), (38)

where θ is a constant real number. The associated infinitesimal transformation is

δθΦ(x) = −ieθΦ(x). (39)
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There is again an associated charge, which can be found as before, we write

δS

δΦ
δΦ+ δΦ† δS

δΦ† = −∂µJµθ . (40)

Then we can calculate that a suitable current is

Jµθ = −ieθ(Φ†∂µΦ− ∂µΦ†Φ). (41)

Removing θ and integrating, we find the conserved charge Q

Q = +ie

∫
d3x⃗

(
Φ†∂tΦ− ∂tΦ

†Φ
)
,

= e
∑
k⃗

(a†(k⃗)a(k⃗)− b†(k⃗)b(k⃗)).
(42)

when coupled to an electric field, this has the interpretation of electric charge.

2.1.3 Massless Scalar Field

There is a novel subtlety when working on the torus if we take the massless limit M2 → 0.

In this case the zero-modes k⃗ = 0 need to be treated more carefully as in this case E
k⃗
→ 0 as

well. The zero-momentum k⃗ = 0 modes correspond to spatially constant modes. Writing

ϕ(t, x⃗) = 1√
V
ϕ0(t) in the scalar action (10), we find that these modes are described by a

Lagrangian

L =
1

2

(
∂ϕ0
∂t

)2

. (43)

This corresponds to the Lagrangian of a free particle, which can be analysed in the usual

manner.

2.2 Majorana Spinor Field

We next consider spinor fields. We will exclusively deal with Majorana spinor fields, which

should be viewed as the spinor equivalent of real fields. Let ψα be a four component spinor

field. We will eventually want this to describe a theory of spin-1/2 particles, so by the spin-

statistic theorem these will be fermions obeying Fermi-Dirac statistics. As a consequence

the spinor field is composed of anticommuting variables

ψαψβ = −ψβψα. (44)

We refer to Appendix C for more on details on the classical mechanics of anti-commuting

variables. To work with spinors, we introduce the γ-matrices γµ which obey the commu-

tation relations

[γµ, γν ]+ = 2ηµν . (45)

See Appendix A and Appendix D for more properties of the γ-matrices. We say that the

spinor field ψ is a Majorana spinor if it obeys

(ψ†)α = (iCγ0ψ)α, (46)
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where the charge conjugation matrix C obeys CT = −C and

γµT = −CγµC−1. (47)

If we use the Majorana representation (422) for the γ-matrices, we may take C = iγ0 and

the Majorana condition reads

ψ†
α = ψα. (48)

A suitable action for a theory of free Majorana spinors is

S[ψ] = −
∫

d4x
1

2
ψ̄ (γµ∂µ −m)ψ, (49)

where ψ̄ = ψTC. Then the equation of motion obeyed by ψ is found to be

δS

δψ
= −C(γµ∂µ −m)ψ = 0, (50)

multiplying by C−1 we recover the Dirac equation. We note here that the derivative is to

be considered as a left-derivative, see Appendix C equation (459), so that

δS =

∫
d4x δψT

δS

δψ
. (51)

Next, we calculate the conjugate momentum to ψ, we find here that

Πα =
∂L

∂∂0ψα
= − i

2
ψα. (52)

We note here that this definition is not immediately consistent with the canonical Poisson

brackets
{ψ(t, x⃗), ψ(t, y⃗)} = 0,

{ψ(t, x⃗),Π(t, y⃗)} = −δ3(x⃗− y⃗),

{Π(t, x⃗),Π(t, y⃗)} = 0.

(53)

To proceed, we need to implement (52) as a constraint on the system, which can be done

in the canonical formalism by using Dirac brackets. We refer to Appendix B for a review

of constrained Hamiltonian systems. Denote the constraint as

ϕα = Πα +
i

2
ψα, (54)

this is a second-class constraint because

Cαβ(x⃗, y⃗) = {ϕα(t, x⃗), ϕβ(t, y⃗)} = −iδαβδ3(x⃗− y⃗). (55)
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Thus, the fundamental Dirac bracket we should impose is

{ψα(t, x⃗), ψβ(t, y⃗)}D = {ψα(t, x⃗), ψβ(t, y⃗)}P

−
∫

d3w⃗d3z⃗ {ψα(t, x⃗), ϕγ(t, w⃗)}PC−1
γδ (w⃗, z⃗){ϕδ(t, z⃗), ψβ(t, y⃗)}P

= −iδαβδ3(x⃗− y⃗),

(56)

where C−1
αβ (x⃗, y⃗) is the inverse of Cαβ(x⃗, y⃗) in the sense that∫

d3w⃗ Cαβ(x⃗, w⃗)Cβγ(w⃗, y⃗) = δαγδ
3(x⃗− y⃗). (57)

Next, we find again the Fourier expansions, so let us write

ψα(t, x⃗) =
1√
V

∑
k⃗

ψ(t, k⃗)eik⃗·x⃗, (58)

where again the Majorana condition requires us to impose ψ(t, k⃗)∗ = ψ(t,−k⃗). Then the

Dirac equation implies that ψ(t, k⃗) has to obey(
γ0
∂

∂t
+ iγ⃗ · k⃗ −m

)
ψ(t, k⃗) = 0. (59)

By noting that

(γµ∂µ +m)(γµ∂µ −m)ψ(x) = (∂µ∂µ −m2)ψ(x) = 0, (60)

we again look for positive and negative energy solutions, proportional to exp(∓iE
k⃗
t) re-

spectively. In fact, there are two linearly independent solutions for the positive and nega-

tive frequency solutions, so that we may write

ψα(t, k⃗) =
∑
s=1,2

[
Asα(k⃗)e

−iE
k⃗
t +Bs

α(k⃗)e
+iE

k⃗
t
]
, (61)

where we use s = 1, 2 to count the two linearly independent solutions. Taking into account

the reality condition, we thus get the general expansion

ψα(t, x⃗) =
1√
V

∑
k⃗

∑
s=1,2

1√
2E

k⃗

[
as(k⃗)u

s(k⃗)eik·x + a†s(k⃗)v
s(k⃗)e−ik·x

]
, (62)

where us(k⃗) are a normalised basis for the positive frequency solutions, normalized such

that us∗α (k⃗)urα(k⃗) = 2|⃗k|. In the Majorana representation for the γ-matrices, we have

vs(k⃗) = us∗(k⃗). With these conditions, it is possible to find that the classical Dirac

bracket obeyed by the as(k⃗) are

{as(k⃗), a†r(p⃗)} = −iδsrδD(k⃗ − p⃗). (63)

To get a feel for these solutions, let us take k⃗ = ke⃗1, where e⃗1 is a unit vector in the
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x-direction. Then the positive frequency solution u(k⃗) obeys

(
E
k⃗
γ0 − kγ1

)
u(k⃗) = imu(k⃗) (64)

That is, u(k⃗) is an eigenvector of the 4× 4 matrix, written as 2× 2 blocks,(
−k E

k⃗

−E
k⃗

k

)
(65)

with eigenvalue +im, thus we find

us(ke⃗1) =

(√
k − imξs

√
k + imξs

)
, (66)

where ξs is an orthonormal basis for two dimensional space. In particular, if we make the

choices

ξ±(ke⃗1) =
1√
2

(
1

∓i

)
, (67)

then we show in Appendix E that in the massless limit the us(k) are eigenspinors of the

helicity operator with eigenvalues ±1
2 respectively

The theory also has a conserved total energy and momentum, which we can calculate

as

H =
∑
k⃗

∑
s=1,2

E
k⃗
a†s(k⃗)as(k⃗), (68)

P⃗ =
∑
k⃗

∑
s=1,2

k⃗a†s(k⃗)as(k⃗). (69)

2.2.1 Zero Modes for Massless Majorana Spinor

Consider now the massless casem = 0. On the torus we then again expect zero momentum

modes. To analyse the zero modes, let us write

ψ(t, x⃗) =
1√
V
ψ(t), (70)

then the action for the zero-momentum modes becomes

S =

∫
dt

[
−1

2
ψTCγ0∂0ψ

]
(71)

Then we can read off the canonical conjugate momentum πα as

πα =
1

2
(ψTCγ0)α. (72)

In the Majorana representation simplifies to πα = − i
2ψα. This again needs to be imposed

as a second class constraint on the system. Note that the canonical Hamiltonian for this

system vanishes, because

HC = ψ̇απα − L = 0 (73)
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A quick calculation shows that the Dirac bracket between the ψα which we need to impose

is

{ψα, ψβ}D = −iδαβ. (74)

2.3 An Example of Global Supersymmetry

Let us consider an example of a theory which displays a global supersymmetry. This free

massive Wess-Zumino [25] type model consists of two real scalar fields ϕ1 and ϕ2 as well

as a Majorana spinor ψ, all of which have the same mass M . There are no interaction

terms between the fields, and thus it is governed by the action

S[ϕ1, ϕ2, ψ] =

∫
d4x

[1
2

(
−∂µϕ1∂µϕ1 −M2ϕ21 − ∂µϕ2∂µϕ2 −M2ϕ22

)
− 1

2
ψ̄(γµ∂µ −M)ψ

]
.

(75)

This action is invariant under the supersymmetry transformation

ϕ1 7→ ϕ1 + δεϕ1 = ϕ1 +
1

2
ε̄ψ,

ϕ2 7→ ϕ2 + δεϕ2 = ϕ2 +
i

2
ε̄γ5ψ,

ψ̄ 7→ ψ̄ + δεψ̄ = ψ̄ +
1

2
ε̄(−γµ∂µ +M)ϕ1 +

i

2
ε̄γ5(−γµ∂µ +M)ϕ2,

(76)

where ε is a Majorana spinor and we have defined γ5 = −iγ0γ1γ2γ3. By Noether’s

theorem, associated with this transformation there is a conserved spinor supercurrent Jµ

and a conserved spinor supercharge Q. The conserved current obeys

δεϕ1
δS

δϕ1
+ δεϕ2

δS

δϕ2
+ δεψ̄

δS

δψ̄
= ∂µ(ε̄J

µ). (77)

One quickly finds that a suitable super current is therefore

Jµ =
1

2
[γν∂ν(ϕ1 − iγ5ϕ2)−M(ϕ1 + iγ5ϕ2)] γ

µψ, (78)

so that the conserved supercharge is

Q =

∫
d3x⃗ J0

=

∫
d3x⃗

1

2

(
[γν∂ν(ϕ1 − iγ5ϕ2)−M(ϕ1 + iγ5ϕ2)] γ

0ψ
)
.

(79)

If we label the Fourier coefficients of the free scalar fields ϕi by ai(k⃗) and a
†
i (k⃗) for i = 1, 2

and for the Majorana spinor we use bs(k⃗) and b
†
s(k⃗), then we can calculate that

Q =
1

2

∑
k⃗

∑
s

[
−ius(k⃗)a1(k⃗)b†s(k⃗) + ivs(k⃗)a†1(k⃗)bs(k⃗)

]
+

1

2
iγ5
∑
k⃗

∑
s

[
−ius(k⃗)a2(k⃗)b†s(k⃗) + ivs(k⃗)a†2(k⃗)bs(k⃗)

]
.

(80)
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Similarly, we can write down the conserved total energy H and total momentum P⃗ by

summing the independent contributions from each field as

Pµ =
∑
k⃗

kµ

[
a†1(k⃗)a1(k⃗) + a†2(k⃗)a2(k⃗) +

∑
s

b†s(k⃗)bs(k⃗)

]
, (81)

where kµ = (E(k⃗), k⃗) and Pµ = (P 0, P⃗ ). It is then not too complicated to see that if we

calculate the classical brackets we obtain

{Qα, Pµ} = 0. (82)

Similarly, it is possible to calculate that

{Qα, Qβ} = − i

2
(γµγ

0)αβP
µ, (83)

in a way this says that the square of supersymmetry transformations is a space-time

translation, so we should not view supersymmetry as an internal symmetry, but instead

as a space-time symmetry.

As an aside, we note that this Wess-Zumino model can be made interacting with,

for example, Yukawa couplings and quartic interactions between the scalars, while still

preserving the supersymmetry of the theory. The form of the classical brackets between

the Q and P are unchanged.

2.4 Massless Vector Field

Let us now consider electromagnetic theory, which is the theory of a free massless vector

field Aµ. A suitable action for this theory is provided by

S[Aµ] =

∫
d4x⃗

[
−1

4
FµνF

µν

]
, (84)

where the electromagnetic field strength tensor is defined by

Fµν = ∂µAν − ∂νAµ. (85)

Varying the action with respect to Aµ yields the equations of motion

δS

δAµ
= ∂νF

µν = 0. (86)

To see how this describes an electromagnetic field theory, we define the electric and mag-

netic fields E⃗ and B⃗ by

E⃗ = −∂A⃗
∂t

− ∇⃗A0,

B⃗ = ∇⃗ × A⃗.

(87)
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Then the equation of motion yields two of Maxwell’s equations

∇⃗ · E⃗ = 0, (88)

∂E⃗

∂t
− ∇⃗ × B⃗ = 0. (89)

The other two Maxwell equations

∇⃗ · B⃗ = 0, (90)

∇⃗ × E⃗ +
∂B⃗

∂t
= 0, (91)

are already inbuilt in this formalism by the definition of E⃗ and B⃗ in terms of Aµ.

A novel feature of this theory is gauge invariance, that is to say the formalism we have

developed so far carries some redundancy which we need to deal with. In this case the

redundancy can be seen in that if we modify Aµ by a total derivative the field strength

tensor and hence equations of motions are unaffected, that is we can always make the

mapping

Aµ 7→ A′
µ = Aµ + ∂µθ, (92)

without affecting the physics. One way of dealing with this redundancy is by fixing the

gauge, that is imposing extra conditions on the field Aµ which completely eliminate this

freedom.

Let us begin by first considering the non-zero momentum modes. That is, we do not

allow the field components to be spatially constant, as these again need to be treated

seperately. For these modes we can choose to work in Coulomb gauge, which imposes the

condition

∇⃗ · A⃗ = 0. (93)

This fixes the gauge completely, up to the zero-momentum sector which we will deal with

separately. A further consequence of the Coulomb gauge condition is that A0 is identically

zero. This follows by considering the µ = 0 component of the field equation (86), which

in the Coulomb gauge becomes

∇2A0 = 0. (94)

Switching to momentum space, we quickly see that this has only solutions spatially con-

stant solutions, which are treated separately. Thus for the non-zero momentum modes

we can take A0 = 0. The remaining equation of motion obeyed by A⃗ is then the wave

equation

∂µ∂
µA⃗ = 0. (95)

After removing A0 from the formalism, the remaining action for A⃗ is

S[A⃗] =

∫
d4x

[
1

2

(
∂Ai

∂t

)2

− 1

2
∂jA

i∂jA
i +

1

2
∂iA

j∂jA
i

]
. (96)
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Then, the canonical momentum conjugate density Πi to Ai is given by

Πi =
∂Ai

∂t
, (97)

and the canonical Poisson bracket relations for this theory are

{Ai(t, x⃗), Aj(t, y⃗)}P = 0, (98)

{Ai(t, x⃗),Πj(t, y⃗)}P = δijδ3(x⃗− y⃗), (99)

{Πi(t, x⃗),Πj(t, y⃗)}P = 0. (100)

so that the canonical Hamiltonian is given by

HC =

∫
d3x⃗ Πi

∂Ai

∂t
− L

=

∫
d3x⃗

[
1

2
ΠiΠi +

1

2
∂jA

i∂jA
i − 1

2
∂iA

j∂jA
i

]
.

(101)

On this theory we still need to impose the Coulomb condition constraint

ϕ1(t, x⃗) = ∇⃗ · A⃗(t, x⃗) = 0. (102)

Clearly this constraint can not be consistent with the canonical Poisson bracket structure,

so we will need to find the correct Dirac bracket structure for the theory. First we need

to check whether the constraint is consistent with the time evolution generated by the

canonical Hamiltonian. Demanding that the Poisson bracket of HC and ϕ1 vanishes when

the constraints are obeyed leads us to an additional constraint

ϕ2 = ∇⃗ · Π⃗ = 0. (103)

These are all the constraints of the theory. To get at the Dirac brackets we calculate the

matrix of Poisson brackets between the constraints

Cab(x⃗, y⃗) = {ϕa(t, x⃗), ϕb(t, y⃗)}P

=

(
0 −∇⃗2

x⃗

∇⃗2
x⃗ 0

)
δ(x⃗− y⃗).

(104)

Then we note the only bracket which needs to be modified is between Ai and Πi, where

we calculate

{Ai(t, x⃗),Πj(t, y⃗)}D = {Ai(t, x⃗),Πj(t, y⃗)}P

−
∫

d3z⃗d3w⃗{Ai(t, x⃗),Πk(t, z⃗)}PC21(z⃗, w⃗)
−1{Al(t, w⃗),Πj(t, y⃗)}P

=

(
δij −

∂ix⃗∂
j
x⃗

∇⃗2
x⃗

)
δ3(x⃗− y⃗).

(105)

To better understand the content of this, let us move over to momentum space. Acting
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on eik⃗·x⃗, we find that (
δij −

∂ix⃗∂
j
x⃗

∇⃗2
x⃗

)
eik⃗·x⃗ =

(
δij − kikj

k⃗2

)
eik⃗·x⃗, (106)

so the effect of this factor is to remove any component in the direction of k⃗, while any

component perpendicular to k⃗ is left unaffected. Using Dirac brackets for the theory, we are

allowed to set the constraints zero everywhere. In particular, we see that the action is the

same as that of a massless scalar field for each component Ai, but the bracket structure

is different, meanwhile imposing the condition on the Hamiltonian we can recover the

Hamiltonian we know from electromagnetism

H =

∫
d3x⃗

1

2
Π⃗ · Π⃗ +

1

2
∂jA

i∂jA
i =

∫
d3x⃗

1

2

(
E⃗2 + B⃗2

)
. (107)

Now, let us find the Fourier expansion of the field operator

Ai(t, x⃗) =
1√
V

∑
k⃗ ̸=0

Ai(t, k⃗)eik⃗·x⃗, (108)

where, as usual, reality means Ai(t,−k⃗) = Ai(t, k⃗)∗. The Coulomb gauge condition re-

quires that

k⃗ · A⃗(t, k⃗) = 0, (109)

thus if we introduce two polarisation vectors ϵ⃗ s(k⃗), s = 1, 2, such that

k⃗ · ϵ⃗(k⃗) = 0, ϵ⃗ s(k⃗) · ϵ⃗ r(k⃗) = δsr, (110)

then the Fourier expansion for the vector field can be written

A⃗(t, x⃗) =
1√
V

∑
k ̸=0

∑
s=1,2

1√
2|k|

(
as(k⃗)ϵ

s(k⃗)eik·x + a†s(k⃗)ϵ
s(k⃗)∗e−ik·x

)
, (111)

where kµ = (|k|, k⃗). In terms of the as, the Dirac brackets of the theory become

{as(k⃗), a†r(p⃗)}D = −iδsrδD(k⃗ − p⃗), (112)

with all other brackets vanishing.

Let us quickly give an example of suitable polarisation vectors ϵ⃗ s(k⃗). Let e⃗(3)(k⃗) =

k⃗/|⃗k| and then introduce unit vectors e⃗(1)(k⃗) and e⃗(2)(k⃗) so that these three unit vectors

form a right-handed orthonormal basis for R3. Then we introduce circular polarisation

vectors

ϵ⃗±(k⃗) =
1√
2

(
e⃗(1)(k⃗)± ie⃗(2)(k⃗)

)
. (113)

In Appendix F we show that these vectors are eigenvectors of the helicity operator with

eigenvalues ±1.
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2.4.1 Zero Momentum Modes

We have so far neglected the modes with zero momentum. For these modes we can note

that the gauge transformation can not affect the spatial components, so these components

are all physical, while we can still gauge away A0. Thus, we set

A0 = 0, A⃗(t, x⃗) =
1√
V
A⃗(t), (114)

then the action for the physical zero modes is

S[A⃗] =

∫
dt

1

2

∂A⃗

∂t
· ∂A⃗
∂t
, (115)

which we can recognize as the action for three independent classical particles.

3 Example of Linearization Stability Conditions: Scalar QED

on a Torus

To better understand the derivation of the linearization stability conditions, let us consider

the simpler example of scalar electrodynamics on a flat torus. The dynamical fields in this

theory are a complex scalar Φ and the electromagnetic field Aµ. The theory is governed

by a minimal coupling action

S[A,Φ] =

∫
d4x

(
−1

4
FµνF

µν −DµΦ†DµΦ−M2Φ†Φ

)
, (116)

where we have defined the electromagnetic field strength tensor by

Fµν = ∂µAν − ∂νAµ, (117)

and the gauge-covariant derivative Dµ is defined as

Dµ = ∂µ − ieAµ, (118)

where e is the electric charge of the field, which is a constant. This theory has invariance

under finite gauge transformations given by

Φ(x) 7→ Φ′(x) = exp(−ieθ(x))Φ(x) (119)

Aµ(x) 7→ A′
µ(x) = Aµ(x)− ∂µθ(x), (120)

where θ(x) is an arbitrary function. The corresponding infinitesimal transformations are

then

δθΦ(x) = Φ′(x)− Φ(x) = −ieθ(x)Φ(x), (121)

δθAµ(x) = A′
µ(x)−Aµ(x) = −∂µθ(x). (122)
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The equations of motion for this theory can be derived in the usual manner, by requiring

that δS = 0 when we make arbitrary variations of δΦ and δAµ, that is

δS

δΦ(x)
= 0,

δS

δAµ(x)
= 0. (123)

The resulting exact equations of motion are

DµDµΦ−M2Φ = 0, (124)

∂µF
µν − ie(Φ†DνΦ−DνΦ†Φ) = 0. (125)

Now suppose we expand the fields in some small parameter α. We assume that the

fields Φ and Aµ describe the small perturbations around the classical background solution

ϕ = Aµ = 0, so that we can write

ϕ = Φ(1) +Φ(2) + . . . , (126)

Aµ = A(1)
µ +A(2)

µ + . . . , (127)

where for a field F , F (i) denotes the component which scales like αi. If we expand the

action to second order, then the linearized theory of (Φ(1), A
(1)
µ ) is described by the action

SLin[A(1), ϕ(1)] =

∫
d4x

[
−1

4
F (1)
µν F

(1)µν − ∂µΦ
(1)†∂µΦ(1) −M2Φ(1)†Φ(1)

]
, (128)

which is the action for the free electromagnetic field and the action for a free complex

scalar field, with no interaction between them. As we have seen, the free complex scalar

field Φ has a conserved charge, arising from the internal phase rotations,

Q = ie

∫
d3x⃗

[
Φ(1)†∂Φ

(1)

∂t
− ∂Φ(1)†

∂t
Φ(1)

]
. (129)

We now wish to show that on the torus, or more generally any compact space, the

second order theory imposes that the charge Q is not just conserved but in fact must

vanish identically. To see this, note that the exact equations of motion must vanish order

by order, and consider the order α2 part of the equation of motion for Aµ, which reads

∂µ

(
∂µA(2)ν − ∂νA(2)µ

)
− ie

(
Φ(1)†∂νΦ(1) − ∂νΦ(1)†Φ(1)

)
= 0. (130)

Taking the ν = 0 component reduces this to

∇⃗ ·

(
∇⃗A(2)0 +

∂A⃗(2)

∂t

)
= −ie

(
Φ(1)†∂Φ

(1)

∂t
− ∂Φ(1)†

∂t
Φ(1)

)
. (131)

In particular, note that the second-order fields enter this equation only as total spatial

derivatives. It follows that if we integrate over the whole torus, where such integrals must

vanish by Gauss’s theorem as there is no boundary, then we must get zero. It follows that

the total charge, Q must vanish, so

Q = 0. (132)
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This is the classical linearization stability condition. We can only hope to extend a solution

of the linearized equations of motion to a full solution of the non-linear system if the system

obeys this additional condition.

Next, let us examine how this linearization stability is implemented on the quantised

version of the linearized theory. To quantise the complex scalar field, we promote the

Fourier coefficients a(k⃗), a†(k⃗), b(k⃗) and b†(k⃗) to operators, which obey the commutation

relations
[a(k⃗), a†(p⃗)]− = δD(k⃗ − p⃗),

[b(k⃗), b†(p⃗)]− = δD(k⃗ − p⃗),
(133)

with all others vanishing. These commutation relations are obtained in canonical quan-

tisation by multiplying the classical brackets by i and taking them to be commutators

instead of classical brackets. We also need to provide a Hilbert space of states for these

operators to act on. We define this to be the Fock space built on a vacuum state |0⟩ which
is annihilated by all a(k⃗) and b(k⃗), that is

a(k⃗)|0⟩ = b(k⃗)|0⟩ = 0, for all k⃗. (134)

Other states are then created by acting with a†(k⃗) and b†(k⃗). For example, the state∣∣∣a, k⃗〉 = a†(k⃗)|0⟩, (135)

describes a single a-type excitation, with charge Q = e, energy H = E(k⃗) =
√
k⃗2 +M2

and momentum P⃗ = k⃗. Similarly, applying b† creates b-type excitation, which have the

same energy and momentum as their a-type counterparts, but are oppositely charged

Q = −e.
In the quantum theory, the linearization stability constraint Q = 0 should be imposed

as a first class constraint, constraining the physical states |phys⟩ by

Q|phys⟩ = 0. (136)

By the definition of the total charge in terms of the creation and annihilation operators,

Q = e
∑
k⃗

[
a†(k⃗)a(k⃗)− b†(k⃗)b(k⃗)

]
, (137)

it is clear that the physical states are those with with equal numbers of a- and b-type

excitations. But let us see how this fact comes about if we apply the group averaging

procedure over the generating U(1) symmetry group.

In the group averaging procedure we begin with a general, possibly unphysical, state

|state⟩, and then define an associated physical state |phys⟩ by

|phys⟩ =
∫ 2π

e

0
dθ eiθQ|state⟩, (138)

where the integral runs over the symmetry group which leads to the conserved charge Q,
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in our case of the complex scalar field the symmetry is the internal phase rotation

Φ(1) 7→ Φ(1)′ = exp(−ieθ)Φ(1), (139)

so the parameter θ ∈ [0, 2πe ). Now, suppose that we take |state⟩ to be a state with na(k⃗)

particles of type a with momentum k⃗ for each k⃗ and similarly mb(k⃗) particles of type b

with momentum k⃗, so that

|state⟩ =
∣∣∣{na(k⃗),mb(k⃗)}

〉
=
∏
k⃗

 1√
na(k⃗)!mb(k⃗)!

(a†(k⃗)na(k⃗)b†(k⃗)mb(k⃗)

 |0⟩
(140)

These kinds of states form a basis for the Hilbert space of the complex scalar field. On

these states, the total charge acts as

Q
∣∣∣{na(k⃗),mb(k⃗)}

〉
= e

∑
k⃗

(
na(k⃗)−ma(k⃗)

)
. (141)

In particular, we can then evaluate the integral defining the physical state, as Q/e is an

integer, we find that

|phys⟩ = 2π

e
δ(
∑
k⃗

(
na(k⃗)−ma(k⃗)

)
)
∣∣∣{na(k⃗),mb(k⃗)}

〉

=
2π

e

0, if
∑

k⃗

(
na(k⃗)−ma(k⃗)

)
̸= 0,∣∣∣{na(k⃗),mb(k⃗)}

〉
, if

∑
k⃗

(
na(k⃗)−ma(k⃗)

)
= 0.

(142)

Thus, for a general state composed of superpositions of these eigenstates, we see that the

group averaging prescription indeed projects onto the physical space of states with total

charge Q = 0.

4 Classical Theory of Free-Fields: Spin-3/2 and Spin-2

4.1 Rarita-Schwinger Fields

We next want to consider free massless fields of spin-3/2. These are described by a

Majorana vector-spinor field Ψµα. A suitable theory is described by the massless Rarita-

Schwinger action

S[Ψµ] =

∫
d4x

[
−1

2
Ψ̄µγ

µνρ∂νΨρ

]
, (143)

where γµνρ is the anti-symmetric element formed out of three γ-matrices defined in (470)

of Appendix D. This action is invariant under a gauge transformation of the form

Ψµα 7→ Ψ′
µα = Ψµα + ∂µϵα, (144)
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where ϵα is a Majorana spinor function. Varying the action with respect to Ψµ yields the

equation of motion in the form

γµνρ∂νΨρ = 0. (145)

To get at the physical degrees of freedom, we will completely fix the gauge. We will again

at first neglect the modes with zero momentum and deal with these separately later. For

the non-zero momentum modes, we impose the gauge-fixing condition

γ⃗ · Ψ⃗ = 0. (146)

This condition completely determines ϵα. Now, let us analyse the consequences of this

condition. If we take the 0-component of the field equation, we have

γ0ij∂iΨj = −γ0∇⃗ · Ψ⃗ = 0, (147)

where we used γ0ij = γ0(γiγj − δij), which follows from the definition (470) and using the

Clifford algebra relations between the γ-matrices (466). As γ0 is invertible, we learn that

Ψ⃗ is divergence free. Next take the i-component of the field equation, which reads

γijk∂jΨk + γi0j∂0Ψj + γij0∂jΨ0 = 0. (148)

This can be simplified by noting again γ0ij = γ0(γiγj − δij) and

γijk =
1

2
(γijγk + γiγjγk + 2δikγj − 2δkjγi − 2δijγk). (149)

Using these we arrive at

γµ∂µΨ
i + γ0(γiγj − δij)∂jΨ0 = 0. (150)

If γi is applied to this, we find

γ⃗ · ∇⃗Ψ0 = 0, (151)

which leads us to conclude that in the non-zero momentum sector

Ψ0 = 0, (152)

while the equation of motion obeyed by the remaining components is the massless Dirac

equation

γ · ∂Ψ⃗ = 0. (153)

As the action is linear in derivatives of Ψµ and because of the gauge conditions we need

to impose the system describing the Rarita-Schwinger field is singular. Thus the Poisson

bracket structure will not be adequate to describe the theory and we need to calculate the

Dirac brackets of the theory. This can be quite an involved task, however we can already

anticipate the result. The gauge conditions tell us that the physical degrees of freedom are

only those with helicity ±3
2 , thus we expect that the Fourier expansion for the non-zero
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momentum sector is of the form

Ψ⃗(t, x⃗) =
1√
V

∑
k⃗ ̸=0

∑
s=±

1√
2|⃗k|

[
ϵ⃗ s(k⃗)us(k⃗)bs(k⃗)e

ik·x + ϵ⃗ s(k⃗)∗vs(k⃗)b†s(k⃗)e
−ik·x

]
, (154)

with the Dirac brackets between bs(k⃗) given by

{bs(k⃗), b†r(p⃗)}D = −iδsrδD(k⃗ − p⃗), (155)

with all other brackets vanishing. Indeed this turns out to be the case [26].

Under a translation x 7→ x− ϵ, the Rarita-Schwinger field changes by δϵΨµ = ϵν∂νΨµ,

then we can calculate the energy momentum tensor by

δϵΨ
T
µ

δS

δΨµ
= −∂µTµν ϵν . (156)

We have

δϵΨ
T
µ

δS

δΨµ
= −ϵλ∂λΨT

µCγ
µνρ∂νΨρ

=
1

2
∂ν

(
ϵλΨT

ρCγ
ρνµ∂λΨµ

)
− 1

2
∂λ

(
ϵλΨT

ρCγ
ρνµ∂νΨµ

)
,

(157)

so that we read off

Tµν = −1

2
ΨT
ρCγ

ρµλ∂νΨλ + ηµνΨT
ρCγ

ρλτ∂λΨτ . (158)

Note that when the equations of motion are obeyed the second term vanishes. Then we

can calculate the conserved charges

H =

∫
d3x⃗ T 00 =

∫
d3x⃗− 1

2
ΨT
i Cγ

0γij
∂Ψj

∂t

=
∑
k⃗ ̸=0

∑
s=±

|⃗k|b†s(k⃗)bs(k⃗).
(159)

Similarly,

P⃗ =

∫
d3x⃗ T 0i =

∫
d3x⃗− 1

2
ΨT
i Cγ

0γij∇⃗Ψj

=
∑
k⃗ ̸=0

∑
s=±

k⃗b†s(k⃗)bs(k⃗).
(160)

4.1.1 Zero Momentum Modes

The zero momentum modes need to be analysed separately again. Once again, the gauge

freedom in this case can only change Ψ0(t), which we can set to zero. For the remaining

components, let

Ψi =
1√
V
ψi(t), (161)

then the action is

S[ψi] =

∫
dt

1

2
ψiγ

0γij
∂ψj
∂t

. (162)
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Then the associated conjugate momentum is

πiα = −1

2
ψTj Cγ

0γji, (163)

where as usual the momentum conjugate is defined as a left derivative with respect to

ψ̇iα. As this is a first order system, we need to impose this as a primary constraint on the

system, thus let

ϕi = πi +
1

2
ψTj Cγ

0γji. (164)

As for the Majorana spinor zero-modes, the canonical Hamiltonian vanishes, so the pri-

mary Hamiltonian is simply

HP = ϕiαλ
i
α, (165)

where λiα are constants. We wish to impose that the constraints are (weakly) conserved

under the time evolution generated by HP . Calculating the Poisson brackets between the

constraints gives

{ϕiα, ϕ
j
β}P =

{
πiα +

1

2
(ψTk Cγ

0γki)α, π
j
β +

1

2
(ψTl Cγ

0γkj)β

}
P

= −1

2
(Cγ0γij)αβ −

1

2
(Cγ0γij)βα

= −(Cγ0γij)αβ.

(166)

where we made use of the canonical Poisson brackets for the system

{πi, πj}P = 0, {ψiα, πjβ}P = −δijδαβ, {ψi, ψj}P = 0. (167)

It follows that setting the time evolution to vanish requires λiα = 0 because

{ϕiα, HP }P = −(Cγ0γij)αβλ
j
β, (168)

and we used that if we let

Dij
αβ =

1

2

[
(γij − δij)γ0C−1

]
αβ
, (169)

then

Dij
αβ{ϕ

j
β, ϕ

k
γ}P = δikδαγ . (170)

We note that all the constraints fall into the second class, so we calculate the Dirac bracket

between ψ and itself to obtain

{ψiα, ψjβ}D = −{ψiα, ϕkγ}PDkl
γδ{ϕlδ, ψjβ}P

= −1

2

[
(γij − δij)γ

0C−1
]
αβ
.

(171)

To understand these relations a bit better, let us work again in our explicit Majorana

representation, such that C = iγ0 and write

ψiα =
1√
6
(γiη)α +

2∑
A=1

TAij (γ
jηA)α, (172)
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where η and ηA, A = 1, 2 are anti-commuting spinors and we have introduced the matrices

T 1 =
1√
2

1 0 0

0 −1 0

0 0 0

 , T 2 =
1√
6

1 0 0

0 1 0

0 0 −2

 . (173)

We can isolate the ηα by contracting ψi with γ
i as TAij γ

iγj = 0, which yields

γiψi =

√
3

2
η, (174)

so that

{ηα, ηβ}D = +iδαβ (175)

A short calculation shows that

TAij γ
jTBikγ

k = δAB, (176)

so that

TAij γ
iψjα = ηAα . (177)

It follows that

{ηα, ηAβ }D = 0, {ηAα , ηBβ }D = −iδABδαβ. (178)

The Dirac bracket relations between the ηA are the same as for the zero modes of the

Majorana spinor field, however the ηα come with opposite sign.

4.2 Linearized Gravity

The next theory we want study is that of a free massless spin-2 field. Such fields are

necessarily associated with gravity, and it is possible to obtain a free theory if we consider

small perturbations in the metric from a flat background. The vacuum Einstein equations

can be derived from the Einstein-Hilbert action

S[g] =
1

2

∫
d4x

√
−gR, (179)

where gµν is the metric tensor and R is the Ricci scalar, the trace of the Ricci tensor Rµν

defined in our conventions as

Rµν =
(
∂ρΓ

ρ
µν − ∂νΓ

ρ
µρ + ΓτµνΓ

ρ
τρ − ΓτµρΓ

ρ
ντ

)
, (180)

and the Christoffel symbols Γµνρ are

Γµνρ =
1

2
gµσ (∂ρgνσ + ∂νgρσ − ∂σgνρ) . (181)

Varying the Einstein-Hilbert action with respect to the metric gµν yields the vacuum

Einstein equations

Rµν −
1

2
gµνR = 0 (182)

Taking the trace of this, we can simplify this as Rµν = 0 for the vacuum case.

We will be interested in considering the theory described by the small perturbations
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hµν from a flat background metric ηµν . To obtain a linear equation of motion, we should

expand the Lagrangian
√
−gR to quadratic order in hµν . We follow the argument by

Landau and Lifschitz [27]. First integrate by parts to write

S =

∫
d4x

1

2

√
−ggµνRµν

=

∫
d4x

1

2
G+

∫
d4x

1

2
∂µ(

√
−gwµ),

(183)

where

wµ = gρνΓµρν − gµνΓρρν , (184)

G = −∂ρ(
√
−ggµν)Γρµν + ∂ν(

√
−ggµν)Γρµρ

+
√
−ggµν

(
ΓτµνΓ

ρ
τρ − ΓτµρΓ

ρ
ντ

)
. (185)

Next, we recall that the derivatives of
√
−g and gµν can be written in terms of Γ as

∂ρ(
√
−ggµν) =

√
−gΓτρτgµν −

√
−g
(
Γµρτg

τν + Γνρτg
µτ
)
. (186)

Inserting this into the previous expression for G yields

G =
√
−ggµν

(
ΓρτνΓ

τ
ρµ − ΓρµνΓ

τ
ρτ

)
. (187)

To expand this to quadratic order in hµν , we only need the linear order expression of the

Christoffel symbol, which is

Γ(1)µ
νρ[h] =

1

2
ηµσ (∂νhσρ + ∂ρhνσ − ∂σhνρ) . (188)

Thus the part of the action quadratic in hµν is, on performing another integration by

parts,

S[h] =

∫
d4x

(
1

4
∂ρhµρ∂σh

µσ − 1

8
∂ρhµν∂

ρhµν − 1

4
∂ρhρσ∂

σh+
1

8
∂ρh∂

ρh

)
, (189)

where in this expression we can raise and lower indices using the metric η and we have

defined h = ηµνhµν . The field equation obeyed by hµν is ten

∂ρ∂
ρhµν − ∂ρ(∂νhµρ + ∂µhνρ) + ∂µ∂νh = 0. (190)

In the non-linear theory, the theory is invariant if the metric is changed by a Lie

derivative of the metric along any vector field. This invariance is inherited as the gauge

symmetry of the linearized theory, which allows us to change

hµν 7→ h′µν = hµν + ∂µξν + ∂νξµ, (191)

for any ξµ. The linearized equation of motion is invariant under this gauge transformation.

To fix the gauge freedom in the sector of the theory with non-zero momentum, we proceed
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as in [28, 26]. We first impose the condition

∂ihiµ = 0, (192)

which completely fixes the gauge freedom. Then examining the equations of motion shows

that additionally we have

hii = h0i = h00 = 0. (193)

The remaining components of hij then obey the wave equation

∂µ∂
µhij = 0, (194)

subject to the transverse ∂ihij = 0 and traceless hii condition. These conditions allow

only the helicity ±2 components to remain, and the resulting Fourier expansion for hij is

hij(t, x⃗) =

√
2

V

∑
k ̸=0

∑
s=±

1√
|⃗k|

(
Hs
ij(k⃗)as(k⃗)e

ik·x +Hs∗
ij (k⃗)a

†
s(k⃗)e

−ik·x
)
, (195)

where

Hs
ij(k⃗) = ϵsi (k⃗)ϵ

s
j(k⃗). (196)

Then the Poisson bracket relations for the as(k⃗) are

{as(k⃗), a†r(p⃗)} = −iδsrδD(k⃗ − p⃗), (197)

with all other brackets vanishing.

The theory is still invariant under space-time translations, so we can calculate the

conserved energy and momentum. Under the translation x 7→ x− ϵ the field hµν changes

by

δϵhµν = ϵρ∂ρhµν , (198)

and the energy momentum tensor is defined through

δϵhµν
δS

δhµν
= +∂µT

µ
ν ϵ

ν . (199)

We can calculate that

∂ϵhµν
δS

δhµν
=

1

4
ϵτ∂τhµν [∂

ρ∂ρh
µν − ∂ρ (∂

µhνρ + ∂νhµρ) + ∂µ∂νh]

+
1

4
ϵτ∂τh [∂

ρ∂σhρσ − ∂ρ∂ρh] .

(200)

It follows that a suitable candidate for Tµν is

Tµν =
1

4
[∂νhρσ∂

µhρσ + ∂νh
µρ∂ρh+ ∂νh∂ρh

µρ − ∂νh∂
µh− 2∂νh

ρµ∂σhσρ]

+
1

4
δµν

[
∂ρhτρ∂σh

τσ − 1

2
∂ρhστ∂

ρhστ − ∂ρhρσ∂
σh+

1

2
∂ρh∂

ρh

]
.

(201)
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In particular, if we impose the gauge-fixing conditions h0µ = 0 = h = ∂ihij we find

T 00 =
1

8

[
∂hij
∂t

∂hij
∂t

+ ∇⃗hij · ∇⃗hij
]
, (202)

so that if we insert the Fourier expansion for hij we find

H =

∫
d3x⃗ T 00 =

∑
k ̸=0

∑
s=±

|⃗k|a†s(k⃗)as(k⃗). (203)

Similarly we get that

T 0i =
1

4

[
−∂ihjk

∂hjk
∂t

]
, (204)

which gives the total momentum as

P⃗ =

∫
d3x⃗ T 0i =

∑
k ̸=0

∑
s=±

k⃗a†s(k⃗)as(k⃗). (205)

4.2.1 Zero Momentum Modes

In the sector with zero momentum, the gauge freedom can only affect the components h00

and h0i, but the purely spatial components hij are unaffected by a gauge transformation

because under the transformation labelled by ξµ we have

h00(t) 7→ h00(t) + 2
∂

∂t
ξ0,

h0i(t) 7→ h0i(t) +
∂

∂t
ξi,

hij(t) 7→ hij(t).

(206)

We can thus choose ξµ to fix the gauge such that h00 = h0i = 0. The action for the

physical modes hij then becomes

S =

∫
dt

(
1

8

∂hij
∂t

∂hij
∂t

−
(
∂h

∂t

)2
)
, (207)

where h = ηµνhµν = δijhij . To analyse this system, let us write

hij(t) =

√
2

3
δijc(t) + 2

5∑
A=1

TAij cA(t), (208)

where the five symmetric traceless tensors TA satisfy the orthonormality condition

TAij T
B
ij = δAB. (209)
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We explicitly choose TA so that T 1 and T 2 are as defined for the Rarita-Schwinger zero-

modes, so we make the choice

T 1 =
1√
2

1 0 0

0 −1 0

0 0 0

 , T 2 =
1√
6

1 0 0

0 1 0

0 0 −2

 ,

T 3 =
1√
2

0 1 0

1 0 0

0 0 0

 , T 4 =
1√
2

0 0 1

0 0 0

1 0 0

 ,

T 5 =
1√
2

0 0 0

0 0 1

0 1 0

 .

(210)

In terms of the variables c and cA the action can then be re-written as

S[c, cA] =

∫
dt

[
−1

2

(
∂c

∂t

)2

+
5∑

A=1

1

2

(
∂cA
∂t

)2
]
. (211)

Notice that c contributes to the action with a negative kinetic term. Defining the canonical

conjugates cP and cPA to c and cA by

cP = −∂c
∂t
, cPA =

∂cA
∂t

, (212)

the equal-time bracket structure for this system is given by

{c, cP } = 1, {cA, cPB} = δAB, (213)

with all other brackets between the c, cP , cA and cPA vanishing. Note that the Hamiltonian

for the zero-modes is non-zero and given by

H = −1

2
c2P +

5∑
A=1

1

2
c2PA. (214)

Importantly, this is not positive definite. In (super)gravity on the torus, we will find that

we need to impose H = 0 as a linearisation stability condition. The negative contributions

from −c2P to the Hamiltonian will allow for non-trivial solutions to the constraint H = 0.

5 Linearization Stability Conditions in Gravity on a 3-Torus

5.1 Linearization Stability Conditions in Classical Gravity

We now wish to exhibit the linearization instability conditions for classical gravity ex-

panded around a flat toroidal background. To this end, suppose that we expand the

metric in some small parameter, say α, as

gµν = ηµν + h(1)µν + h(2)µν + . . . , (215)
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such that h(0) = ηµν and the scaling in α of each term is given by

h(i)µν ∼ αi. (216)

Now consider the exact equations of motion

Rµν −
1

2
gµνg

ρσRρσ = 0, (217)

and expand these order by order in α. The term first order in α gives the equations of

motion for the linearized system, described by h
(1)
µν . Ordinarily we would expect the term

second order in α to provide equations of motion for h
(2)
µν , which can be solved once h

(1)
µν

has been determined. We will show that the quadratic expressions for the energy and

momentum can be written in terms of integrals of total spatial derivatives of h
(2)
µν , which

necessarily vanish when integrated over the whole torus. Thus the second order theory

constrains the linearized theory because only solutions which have vanishing energy and

momentum can arise as a linearization of an exact solution to the equations of motion.

The discussion of the 2nd order theory here follows Wald [29].

In the expansion of objects like Rµν let R
(1)
µν [h] denote the terms which are linear in h

and R
(2)
µν [h] denote the terms which are quadratic in h. Then the terms of order α in the

equations of motion are:

R(1)
µν [h

(1)]− 1

2
ηµνη

ρσR(1)
ρσ [h

(1)] = 0, (218)

by taking the trace with ηµν this can be simplified to

R(1)
µν [h

(1)] = 0. (219)

Next, at order α2, the equations of motion are

R(1)
µν [h

(2)]− 1

2
ηµνη

ρσR(1)
ρσ [h

(2)] +R(2)
µν [h

(1)]− 1

2
ηµνη

ρσR(2)
ρσ [h

(1)] = 0, (220)

where we have already used the first order equations of motion R
(1)
µν [h(1)] = 0.

Now let us write down the expressions for R
(1)
µν [h] and R

(2)
µν [h]. We recall that the

lowest contribution to the Christoffel symbol is Γ
(1)µ

νρ[h], so that the expressions for the

Riemann tensors are

R(1)
µν [h] = ∂ρΓ

(1)ρ
µν [h]− ∂νΓ

(1)ρ
µρ[h], (221)

R(2)
µν [h] = ∂ρΓ

(2)ρ
µν [h]− ∂νΓ

(2)ρ
µρ[h]

+ Γ(1)τ
µν [h]Γ

(1)ρ
τρ[h]− Γ(1)τ

µρ[h]Γ
(1)ρ

ντ [h]. (222)

The expressions for Γ
(1)µ

νρ[h] and Γ
(2)µ

νρ[h] in terms of h are

Γ(1)µ
νρ[h] =

1

2
ηµσ (∂νhρσ + ∂ρhνσ − ∂σhνρ) , (223)

Γ(2)µ
νρ[h] = −1

2
hµσ (∂νhρσ + ∂ρhνσ − ∂σhνρ) . (224)
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We are now finally ready to write down the expression for R
(1)
µν [h], which is

R(1)
µν [h] =

1

2
[∂ρ(∂µhνρ + ∂νhµρ)− ∂ρ∂ρhµν − ∂µ∂νh] . (225)

In particular R
(1)
µν [h(1)] = 0 recovers the equation of motion for the linearized equation

which we studied previously. Meanwhile, the expression for R
(2)
µν [h] is

R(2)
µν [h] =

1

2
hρσ∂µ∂νhρσ −

1

2
hρσ∂ρ(∂µhνσ + ∂νhµσ) +

1

4
∂µhρσ∂νh

ρσ

+
1

2
∂σhρν∂σhρµ −

1

2
∂σhρν∂ρhσµ +

1

2
∂σ (h

σρ∂ρhµν)

− 1

4
∂ρh∂ρhµν −

1

2
(∂µhνρ + ∂νhµρ)

(
∂σh

ρσ − 1

2
∂ρh

)
.

(226)

Now, let us consider

G(1)
µν [h

(2)] = R(1)
µν [h

(2)]− 1

2
ηµνη

ρσR(1)
ρσ [h

(2)]

=
1

2

[
∂ρ(∂µh

(2)
νρ + ∂νh

(2)
µρ )− ∂ρ∂ρh

(2)
µν − ∂µ∂νh

(2)
]

− 1

2
ηµν

[
∂ρ∂σh(2)ρσ − ∂ρ∂ρh

(2)
]
,

(227)

where h(2) = ηµνh
(2)
µν . First we note that

∂µG(1)
µν [h

(2)] = 0, (228)

a fact which also follows generally from the contracted Bianchi identity, thus

tµν = −
(
R(2)
µν [h

(1)]− 1

2
ηµνη

ρσR(2)
ρσ [h

(1)]

)
, (229)

obeys a conservation equation ∂µtµν = 0, so the charges associated to these conservation

laws are constant. We will show that these charges are exactly the total energy H and

momentum P⃗ which we have met before, and these charges actually are not just constant

but vanishing. We consider the components G
(1)
00 [h

(2)] and G
(1)
0i [h

(2)], which can be written

as

G
(1)
00 [h

(2)] =
1

2

[
∂j∂kh

(2)
jk − ∂j∂jh

(2)
ii

]
, (230)

G
(2)
0i [h

(2)] =
1

2

[
∂j∂0h

(2)
ij + ∂j∂ih

(2)
0j − ∂j∂jh

(2)
0i − ∂i∂0h

(2)
jj

]
, (231)

which we both recognize as total spatial derivatives, so that their integrals over the spatial

3-torus necessarily vanish, that is∫
d3x⃗ G

(1)
00 [h

(2)] = 0 =

∫
d3x⃗ G

(1)
0i [h

(2)]. (232)

However, we recall from the α2 contribution to the Einstein equation that

G(1)
µν [h

(2)] = −
(
R(2)
µν [h

(1)]− 1

2
ηµνη

ρσR(2)
ρσ [h

(1)]

)
, (233)
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thus the vanishing of the integrals of G
(1)
00 [h

(2)] and G
(1)
0i [h

(2)] imposes non-trivial quadratic

conditions on h
(1)
µν , which are the linearization stability conditions. One can show that these

integrals are suitably gauge-invariant [29] under h
(1)
µν 7→ h

(1)
µν + ∂µξν + ∂νξµ. Choosing a

gauge as previously by imposing

h
(1)
0µ = 0 = h(1) = ∂jh

(1)
ij , (234)

for the non-zero momentum modes we find

−t(P⃗ )
00 = R

(2)
00 [h

(1)]− 1

2
η00η

ρσR(2)
ρσ [h

(1)]

=
1

4
h
(1)
jk

∂2h
(1)
jk

∂t2
− 1

8

∂h
(1)
jk

∂t

∂h
(1)
jk

∂t
+

1

4
h
(1)
jk ∂i∂ih

(1)
jk

+
3

8
∂ih

(1)
jk ∂ih

(1)
jk − 1

4
∂ih

(1)
jk ∂jh

(1)
ik ,

= −1

8

∂h
(1)
jk

∂t

∂h
(1)
jk

∂t
− 1

8
∇⃗h(1)jk · ∇⃗h(1)jk

+
1

2
∂i

(
h
(1)
jk ∂ih

(1)
jk

)
− 1

4
∂i

(
h
(1)
jk ∂jh

(1)
ik

)
= −T (P⃗ )

00 +
1

2
∂i

(
h
(1)
jk ∂ih

(1)
jk

)
− 1

4
∂i

(
h
(1)
jk ∂jh

(1)
ik

)
.

(235)

For the modes with zero-momentum, we can impose

h
(1)
µ0 = 0, (236)

and of course ∂kh
(1)
ij = 0, so that

−t(P⃗=0)
00 = −1

8

∂h
(0)
ij

∂t

∂h
(0)
ij

∂t
+

1

8

∂h
(0)
ij

∂t

∂h
(0)
ij

∂t
= −T (P⃗=0)

00 . (237)

Then the total energy density t00 = T00 up to total spatial derivatives. Thus integrating

this we find that one of the linearization constraints is that the total energy H has to

vanish,

H =

∫
d3x⃗ t00 = −1

2
c2P +

1

2

5∑
A=1

c2PA +
∑
k ̸=0

∑
s=±

|⃗k|a†s(k⃗)as(k⃗) = 0. (238)

Similarly, considering the 0i component yields

−t0i = R
(2)
0i [h

(1)] = −T0i +
1

2
∂i

h(1)jk ∂h(1)jk∂t
− 1

2
∂j

(
h
(1)
jk

∂h
(1)
ik

∂t

)
. (239)

Thus also the total momentum P⃗ has to vanish

P⃗ =

∫
d3x⃗ t0i =

∑
k ̸=0

∑
s=±

k⃗a†s(k⃗)as(k⃗) = 0. (240)

These are the classical linearization stability conditions. If these conditions are not satis-

fied, then the corresponding solutions of the linearized equations of motion does not arise

from a solution to the full Einstein equations. We next examine how these constraints are
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implemented in the corresponding quantum theory of linearized gravity.

5.2 Quantum Linearization Stability Conditions

Let us now consider the canonically quantised theory of linearized gravity on a 3-torus spa-

tial background. This quantum theory and the associated linearization stability conditions

have been previously studied by Moncrief [13]. We will satisfy the linearization stability

conditions and construct a physical Hilbert space of states by group averaging [30].

To obtain the quantised theory, we promote the Fourier coefficients as(k⃗) and a
†
s(k⃗) to

operators which obey the commutation relations

[as(k⃗), a
†
r(p⃗)]− = δsrδD(k⃗ − p⃗), (241)

with all other commutators vanishing. The Hilbert space these operators act on is the

Fock space generated from the vacuum state |0⟩ defined by

as(k⃗)|0⟩ = 0, for all s, and k⃗. (242)

A suitable basis for this is provided by
∣∣∣{ns(k⃗)}〉, which obeys

a†s(k⃗)as(k⃗)
∣∣∣{ns(k⃗)}〉 = ns(k⃗)

∣∣∣{ns(k⃗)}〉, (243)

for all all s and k⃗. These normalised states can be written

∣∣∣{ns(k⃗)}〉 =
∏
k⃗,s

 1√
ns(k⃗)!

(a†s(k⃗))
ns(k⃗)

 |0⟩. (244)

The excitations created by a†s(k⃗) will also be called gravitons. We still have to consider

the contributions from the zero-modes, whose operators c, cA and their conjugates cP and

cPA obey the commutation relations

[c, cP ]− = i, [cA, cPB]− = iδAB. (245)

We can realise these commutation relations acting on normalisable wavefunctions Ψ(c, cA),

with

c 7→ multiply by c, cP 7→ −i ∂
∂c
, (246)

cA 7→ multiply by cA, cPA 7→ −i ∂

∂cA
. (247)

If |Ψ1⟩ and |Ψ2⟩ are represented by Ψ1(c, ca) and Ψ2(c, ca) respectively, then the inner

product between them is given by

⟨Ψ1 |Ψ2⟩ =
∫

dcd5cA Ψ∗
1(c, cA)Ψ2(c, cA). (248)

The Hilbert space for the gravitons and the zero-modes is then formed by the tensor

product of these two spaces. Suppose now that we consider a state proportional to a
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single basis vector
∣∣∣{ns(k⃗)}〉, that is

|state⟩ = Ψ(c, cA)⊗
∣∣∣{ns(k⃗)}〉. (249)

On such a state, accounting for the graviton and zero-momentum modes, the total energy

and total momentum operators H and P⃗ act as

P⃗ |state⟩ =
∑
k⃗ ̸=0

∑
s=±

k⃗ns(k⃗)|state⟩, (250)

H|state⟩ = 1

2

(
+
∂2

∂c2
−

5∑
A=1

∂2

∂c2A
+M2

)
|state⟩, (251)

where the squared mass term M2 is defined as

1

2
M2 =

∑
k⃗ ̸=0

∑
s=±

|⃗k|ns(k⃗). (252)

Note that in defining H, we deal with possible ordering ambiguities when going from the

classical theory to quantum theory by normal ordering to tame the infinity occurring from

the vacuum energy contributions.

Now we want to incorporate the linearization stability constraints H = 0 and P⃗ = 0.

The proposal by Moncrief [12, 13] is to impose these as first class constraints on the

physical states. Thus a physical state |phys⟩ is one which obeys

P⃗ |phys⟩ = 0, (253)

H|phys⟩ = 0. (254)

We notice that the Hamiltonian constraint then becomes a (5 + 1)-dimensional Klein-

Gordon equation for the wavefunction Ψ(c, cA). However, in general solutions to this

equation will not be normalisable with respect to the original inner product for Ψ(c, cA).

The approach we will pursue, which was carried out [30], is to first define a set of non-

normalisable invariant states which obey the linearization stability constraints by aver-

aging over symmetries generated by H and P⃗ and then to redefine the inner-product for

these states to make it finite. Start with a state |state⟩ as in (249), then define a physical

state |phys) by

|phys) = 1

2V

∫
dα0

∫
d3α⃗ exp

[
−iα0H + iα⃗ · P⃗

]
|state⟩. (255)

Since the operators H and P⃗ commute we can separately deal with the integral over the

Hamiltonian and the momentum. First we deal with the momentum. As we are dealing
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with a single eigenstate
∣∣∣{ni(k⃗)}〉 we have

1

V

∫
d3α⃗ exp

[
iα⃗ · P⃗

]
|state⟩

=
1

V

∫
d3α⃗ exp

iα⃗ ·

∑
k ̸=0

∑
s=±

k⃗ns(k⃗)

 |state⟩

= δD

∑
k ̸=0

∑
s=±

k⃗ns(k⃗)

 |state⟩

=

0 if P⃗ |state⟩ ≠ 0,

|state⟩ if P⃗ |state⟩ = 0,

(256)

so that this projects onto the zero total momentum sector of the theory. Thus, let us

define ∣∣∣{ns(k⃗)}) =

0 if
∑

k ̸=0

∑
s=± k⃗ns(k⃗) ̸= 0,∣∣∣{ns(k⃗)}〉 if

∑
k ̸=0

∑
s=± k⃗ns(k⃗) = 0.

(257)

Then turn to the Hamiltonian integral. For this, if the zero-mode wavefunction is given

by Ψ(c, cA), let us Fourier transform to write

Ψ(c, cA) =

∫
dp0

2π

∫
d5p⃗

(2π)5
F (p0, p⃗)e−ip

0c+ip⃗·⃗c. (258)

Then we find that

1

2

∫
dα0 exp

[
−iα0H

]
|state⟩

=
1

2

∫
dα0 exp

[
−1

2
iα0

(
+
∂2

∂c2
−

5∑
A=1

∂2

∂c2A
+M2

)]

×
∫

dp0

2π

∫
d5p⃗

(2π)5
F (p0, p⃗)e−ip

0c+ip⃗·⃗c ⊗
∣∣∣{ns(k⃗)}〉

=
1

2

∫
dp0

2π

∫
d5p⃗

(2π)5

∫
dα0 exp

[
−1

2
iα0

(
−(p0)2 + p⃗2 +M2

)]
× F (p0, p⃗)e−ip

0c+ip⃗·⃗c ⊗
∣∣∣{ns(k⃗)}〉

=

∫
dp0

∫
d5p⃗

(2π)5
δ
(
(p0)2 − p⃗2 −M2

)
F (p0, p⃗)e−ip

0c+ip⃗·⃗c ⊗
∣∣∣{ns(k⃗)}〉.

(259)

Now recall that if f(x) has simple zeroes at at x = x∗, then

δ(f(x)) =
∑
x∗

1

|f ′(x∗)|
δ(x− x∗). (260)

So let E(p⃗) = +
√
p⃗2 +M2, then∫

dp0
∫

d5p⃗

(2π)5
δ
(
(p0)2 − p⃗2 −M2

)
F (p0, p⃗)e−ip

0c+ip⃗·⃗c ⊗
∣∣∣{ns(k⃗)}〉

=

∫
d5p⃗

(2π)5

(
f (+)(p⃗)e−iE(p⃗)c+ip⃗·⃗c + f (−)(p⃗)eiE(p⃗)c+ip⃗·⃗c

)
⊗
∣∣∣{ns(k⃗)}〉, (261)
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where we introduced the functions f (±) defined by

f (±) =
F (±E(p⃗), p⃗)

2E(p⃗)
. (262)

Putting everything together, we find that group-averaging gives us physical states of the

form

|phys) =
∫

d5p⃗

(2π)5

(
f (+)(p⃗)e−iE(p⃗)c+ip⃗·⃗c + f (−)(p⃗)eiE(p⃗)c+ip⃗·⃗c

)
⊗
∣∣∣{ns(k⃗)}), (263)

and in fact we can note that this is a general solution for states obeying the linearization

stability conditions with “mass-squared” M2.

Finally we need to calculate the inner product defined by the group averaging prescrip-

tion. Let us take two physical states |phys1) and |phys2), which can be obtained from

group averaging from

|state1⟩ = Ψ1(c, c⃗)⊗
∣∣∣{ns(k⃗)}〉,

|state2⟩ = Ψ2(c, c⃗)⊗
∣∣∣{ms(k⃗)}

〉
.

(264)

Then the inner product between |phys1) and |phys2) is defined by

(phys1 |phys2) = ⟨state1| 1

2V

∫
dα0

∫
d3α⃗ exp

[
−iα0H + iα⃗ · P⃗

]
|state2⟩. (265)

Inserting the Fourier transforms of Ψ1 and Ψ2, this becomes

(phys1 |phys2) =
∫

d5p⃗

(2π)5
2E(p⃗)

[
f
(+)∗
1 (p⃗)f

(+)
2 (p⃗) + f

(−)∗
1 (p⃗)f

(−)
2 (p⃗)

]
×
(
{ns(k⃗)}|{ms(k⃗)}

)
.

(266)

6 Linearization Stability Conditions in Supergravity on a

3-Torus

Finally we wish to discuss supergravity. This should be thought of as the theory of local

supersymmetry. We have seen in the Wess-Zumino model that generally we expect the

anti-commutator of two supersymmetry transformations to give a space-time translation,

therefore if we have local supersymmetry transformations we should in general also have

local space-time translations. This necessitates a coupling to gravity, described by a spin-2

boson. The superpartner to the spin-2 particle needs to be a fermion, differing in spin by

a half-integer, so the simplest candidate is the spin-32 field. Indeed, the simplest theory

with local supersymmetry that we can consider is in 4-spacetime dimensions. This theory

has a single supersymmetry, which couples the frame field eµa to the field Ψµ. This theory

is called 4D, N = 1 supergravity [28]. A suitable action for this theory is

S[e,Ψ] =

∫
d4x e

[
1

2
R ab
µν eµae

ν
b −

1

2
Ψ̄µγ

µνρDνΨρ +X(4Ψ)

]
, (267)
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where eaµ is the frame field, which determines the spacetime metric gµν through

gµν = eaµηabe
b
ν , (268)

and we define e = det(eaµ) =
√
−g. The term X(4Ψ) is quartic in Ψ and is required to have

local supersymmetry (see [26] for the explicit form of X(4Ψ)). The numerical γ-matrices

are γa, and we define γµ = eµaγa. The local Lorentz covariant derivative Dµ of the field

Ψµ is given by

DµΨν = ∂µΨν +
1

4
ωµabγ

abΨν . (269)

We refer to the appendix E for further details of the frame field eµa and spin-connection

ωµab.

6.1 Linearized Supergravity

At the linearized level, the 4D, N = 1 supergravity theory we consider is described by a

free massless spin-2 field, the graviton, and a free massless spin-32 Majorana spinor field,

the gravitino [26]. Thus the action is

S[h,Ψ] =

∫
d4x

[1
4
∂ρhµρ∂σh

µσ − 1

8
∂ρhµν∂

ρhµν − 1

4
∂ρhρσ∂

σh

+
1

8
∂ρh∂

ρh− 1

2
Ψ̄µγ

µνρ∂νΨρ

]
.

(270)

At the linearized level, this is invariant under the global supersymmetry transformation

hµν 7→ h′µν = hµν +
1

2
(ε̄γµΨν + ε̄γνΨµ) , (271)

Ψµ 7→ Ψ′
µ = Ψµ +

1

4
∂ρhµνγ

νρε, (272)

where ε is an arbitrary Majorana spinor field. To see that indeed the action is invariant

under this transformation, if we vary only the gravitino part, we find

δL3/2 = δ

(
−1

2
Ψ̄µγ

µνρ∂νΨρ

)
= −1

2
Ψ̄µγ

µνρ∂νδΨρ

= −1

2
Ψ̄µγ

µνρ∂ν∂τhρσγ
στε,

(273)

where in the first line we have ignored a total derivative term, which will not contribute

to the variation of the action. To make progress, we recall the following identity obeyed

by the γ-matrices in four space-time dimensions [28]

γµνργστ = γµντηρσ + γρµτηνσ + γνρτηµσ − γµνσηρτ − γρµσηντ

− γνρσηµτ + γµ(ηντηρσ − ηρτηνσ)

+ γν(ηρτηµσ − ηρσηµτ ) + γρ(ηµτηνσ − ηµσηντ ).

(274)
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Contracting this with Ψ̄µ∂ν∂τhρσ one finds only the terms proportional to a single γλ

contribute, so that we find

δL3/2 = −1

4
Ψ̄µγ

µ(∂ρ∂ρh− ∂ρ∂σhρσ)ε−
1

4
Ψ̄µγ

ν(∂ν∂ρh
ρµ − ∂ν∂

µh)ε

− 1

4
Ψ̄µγ

ρ(∂µ∂σhρσ − ∂σ∂σh
µ
ρ )ε.

(275)

Now, we note that

Ψ̄µγ
ρϵ = −ε̄γρΨµ, (276)

to write

δL3/2 =
1

4
ε̄γµ(∂ρ∂ρh− ∂ρ∂σhρσ)Ψµ +

1

4
ε̄γν(∂ν∂ρh

ρµ − ∂ν∂
µh)Ψµ

+
1

4
ε̄γρ(∂µ∂σhρσ − ∂σ∂σh

µ
ρ )Ψµ.

(277)

Next, let us vary the part involving the graviton, where we find

δL2 = δ

(
1

4
∂ρhµρ∂σh

µσ − 1

8
∂ρhµν∂

ρhµν − 1

4
∂ρhρσ∂

σh+
1

8
∂ρh∂

ρh

)
=

1

2
∂ρδhµρ∂σh

µσ − 1

4
∂ρδhµν∂

ρhµν

− 1

4
∂ρδhρσ∂

σh− 1

4
∂ρhρσ∂

σδh+
1

4
∂ρδh∂

ρh.

(278)

Integrating by parts to move all the derivatives off the variations, and ignoring the bound-

ary term, yield

δL2 = −1

2
δhµρ∂

ρ∂σh
µσ +

1

4
δhµν∂ρ∂

ρhµν

+
1

4
δhρσ∂

ρ∂σh+
1

4
δh∂ρ∂σhρσ −

1

4
δh∂ρ∂

ρh

= −1

4
ε̄(γµΨρ + γρΨµ)∂

ρ∂σh
µσ +

1

4
ε̄γνΨµ∂

ρ∂ρh
µν +

1

4
ε̄γρΨσ∂

ρ∂σh

+
1

4
ε̄γµΨµ∂

ρ∂σhρσ −
1

4
ε̄γµΨµ∂ρ∂

ρh

= −1

4
ε̄γµ(∂ρ∂

ρh− ∂ρ∂σhρσ)Ψµ −
1

4
ε̄γν(∂ν∂σh

µσ − ∂ν∂µh)Ψµ

− 1

4
ε̄γρ(∂µ∂σhρσ − ∂σ∂

σh µ
ρ )Ψµ.

(279)

In particular, it follows that

δS =

∫
d4x

(
δL2 + δL3/2

)
= 0, (280)

so that indeed the linearized supergravity action is invariant under the global supersym-

metry transformation. Next let us calculate the conserved supercurrent Jµ associated with

this global transformation. For this we write

δεhµν
δS

δhµν
+ δεΨ

T
µ

δS

δΨµ
= ∂µ(ε̄J

µ). (281)
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The graviton contribution to (281) expression is given by

δεhµν
δS

δhµν
=

1

4
ε̄γµΨν (∂

ρ∂ρh
µν − ∂ρ(∂

µhνρ + ∂νhµρ) + ∂µ∂νh)

+
1

4
ε̄γµΨµ (∂

ρ∂σhρσ − ∂ρ∂ρh) .

(282)

Next the gravitino contribution to the expression for the divergence of the supercurrent

Jµ

δεΨ
T
µ

δS

δΨµ
= −1

4
∂τhµσ(γ

στε)TCγµνρ∂νΨρ

= ∂µ

[
−1

4
∂τhρσ(γ

στε)TCγρµνΨν

]
+

1

4
∂ν∂τhµσ(γ

στε)TCγµνρΨρ.

(283)

Now, we use that

(γστε)TCγρµνΨν = γσταβεβCαγγ
ρµν
γδ Ψνδ

= −Cγαγσταβεβγ
ρµν
γδ Ψνδ

= −γτσαγCαβεβγ
ρµν
γδ Ψνδ

= −εβCβαγσταγγ
ρµν
γδ Ψνδ

= −ε̄γστγρµνΨν .

(284)

This allows us to then write

δεΨ
T
µ

δS

δΨµ
= ∂µ

[
+
1

4
∂τhρσ ε̄γ

στγρµνΨν

]
− 1

4
∂ν∂τhµσ ε̄γ

στγµνρΨρ

(285)

Using a transposed version of the previous identity for γµνργστ , the second term above

can be rewritten as

−1

4
∂ν∂τhµσ ε̄γ

στγµνρΨρ = −1

4
ε̄γµΨµ (∂

ρ∂σhρσ − ∂ρ∂ρh)

− 1

4
ε̄γµΨν (∂

ρ∂ρh
µν − ∂ρ(∂

µhνρ + ∂νhµρ) + ∂µ∂νh)

= −δεhµν
δS

δhµν
.

(286)

Thus combining everything, we find that the expression for the conserved supercurrent Jµ

is

Jµ =
1

4
∂τhρσγ

τσγµρνΨν . (287)

The associated conserved supercharge Q is then expressed as

Q =

∫
d3x⃗ J0 =

∫
d3x⃗

1

4
∂τhiσγ

τσγ0ijΨj (288)

Let us now calculate the contributions to the supercharge from the zero- and non-zero-

momentum sectors of the theory. Note that there are no cross term contributions to

supercharge.
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In the zero momentum sector, recall that we have hµ0 = 0 = Ψ0, so that

Q(0) =

∫
d3x⃗

1

4

dhik
dt

γ0kγ0ijΨj

=

∫
d3x⃗

[
1

4

dh

dt
γiΨi −

1

4

dhij
dt

γiΨj

]
,

(289)

where we used the γ-matrix identities

γ0ij = γ0γij , (290)

γkγij = γkij + γjδik − γiδjk, (291)

the second identity is proved in Appendix D. Inserting the expressions for hij and Ψj ,

which in the zero-mode sectors are

√
V hij =

√
2

3
δijc+ 2

5∑
A=1

TAij cA, (292)

√
VΨi =

1√
6
γiη +

2∑
A=1

TAij γ
jηA, (293)

yields

Q(0) = −1

2

(
cP η +

5∑
A=1

2∑
B=1

TAij γ
jTBikγ

kcPAη
B

)
, (294)

where we recall cP = −∂0c and cPA = ∂0cA.

For the non-zero-momentum modes, we recall the gauge-fixing conditions

h = h0µ = ∂ihij = 0, γiΨi = ∂iΨi = Ψ0 = 0. (295)

Then the expression for the contributions Q̂ to the total supercharge becomes

Q̂ =

∫
d3x⃗

1

4

[
∂0hikγ

0kγ0ijΨj + ∂lhikγ
lkγ0ijΨj

]
, (296)

this can be simplified a little if we note that in 4-dimensions

γlkγij = γljδik − γkjδli − γliδjk + γkiδlj + δljδik − δkjδil, (297)

which is proved in Appendix D. Making also a partial integration and using γµ∂µΨj = 0,

Q̂ =

∫
d3x⃗

1

4

[
−∂hij

∂t
γiΨj + hijγ

i∂Ψj

∂t

]
. (298)

Inserting the mode expansions for hij and Ψj , this can be written as

Q̂ =
i

2

∑
k⃗ ̸=0

∑
s=±

[
ϵ⃗ s(k⃗) · γ⃗us∗(k⃗)as(k⃗)b†s(k⃗)− ϵ⃗ s∗(k⃗) · γ⃗us(k⃗)a†s(k⃗)bs(k⃗)

]
. (299)

The total supercharge for the system is then

Q = Q(0) + Q̂. (300)
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The system also has conserved charges arising from spacetime translations, as the

linearized theory does not provide interaction terms between the graviton and gravitino,

these are simply found by adding the energy and momentum of both fields. Thus we have

H = −1

2
c2P +

5∑
A=1

1

2
c2PA +

∑
k ̸=0

∑
s=±

|⃗k|
[
a†s(k⃗)as(k⃗) + b†s(k⃗)bs(k⃗)

]
, (301)

P⃗ =
∑
k ̸=0

∑
s=±

k⃗
[
a†s(k⃗)as(k⃗) + b†s(k⃗)bs(k⃗)

]
. (302)

These operators yield the supersymmetry algebra

{Q,Pµ} = 0, (303)

{Qα, Qβ} = − i

2
(γµγ

0)Pµ, (304)

where Pµ = (H, P⃗ ).

In the next section we show that for the supergravitational theory we need to impose

H = P⃗ = Q = 0 as linearization stability conditions.

6.2 Linearization Stability Conditions

In this section, we want to show how Q = 0 arises as a linearization stability condition

when the second order contributions are taken into account. Similar to the gravitational

theory, the vanishing of the total energy H and total momentum P⃗ must also be imposed

on the solutions.

The equation of motion for the gravitino including first and second order corrections

is [28]

γµνρDνΨρ = 0, (305)

where the derivative DνΨρ is defined by

DνΨρ = ∂νΨρ +
1

4
ωµabγ

abΨρ. (306)

Now expand in powers of some small parameter as before, with

Ψ = Ψ(1) +Ψ(2) + . . . , (307)

γµ = γ(0)µ + γ(1)µ + . . . , (308)

eµa = eµ(0)a + eµ(1)a + . . . , (309)

ωµab = ω
(1)
µab + . . . . (310)

Expanding the gravitino equation of motion order-by-order, at first order the field equation

is

γ(0)µνρ∂νΨ
(1)
ρ = 0. (311)

Expanding the µ = 0 component of the field equation at second order

γ(0)0ij∂iΨ
(2)
j + γ(1)0ij∂iΨ

(1)
j +

1

4
γ(0)0ijωiabγ

abΨ
(1)
j = 0. (312)
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This can be re-written as

∂i

(
γ(0)0ijΨ

(2)
j + γ(1)0ijΨ

(1)
j

)
+

1

4
γ(0)0ijω

(1)
iabγ

abΨ
(1)
j −

(
∂iγ

(1)0ij
)
Ψ

(1)
j = 0. (313)

In particular, we note that the second-order perturbation of the field Ψ
(2)
j appears only as

a spatial divergence. Thus, if we integrate over the whole 3-torus this will vanish. Thus

we get a quadratic constraint on the first-order perturbations in the theory, which is a

linearization stability condition. We now want to show that this condition corresponds

exactly to the vanishing of the supercharge Q.

The space-time γ-matrices are covariantly conserved,

∇µγ
ν = 0, (314)

see (493) in appendix E. It follows from this that

∂iγ
(1)0ij = −1

4
ω
(1)
iab

[
γab, γ(0)0ij

]
− Γ

(1)0
iργ

(0)ρij − Γ
(1)i

ikγ
(0)0kj − Γ

(1)j
ikγ

(0)0ik

= −1

4
ω
(1)
iab

[
γab, γ(0)0ij

]
− Γ

(1)µ
µiγ

(0)0ij ,

(315)

where the symmetry of Γ
(1)ρ

ik and anti-symmetry of γ(0)ijk was used to eliminate terms.

The first-order Christoffel symbols we require is

Γ
(1)µ

µi =
1

2
∂ih

(1), (316)

Integrating by parts and using the first-order equation of motion then yields

∂iγ
(1)0ijΨ

(1)
j = −1

4
ω
(1)
iab

[
γab, γ(0)0ij

]
Ψ

(1)
j − ∂i

[
h(1)γ(0)0ijΨj

]
. (317)

We thus find that the following integral vanishes∫
d3x⃗

[
1

4
ω
(1)
iabγ

abγ(0)0ijΨ
(1)
j

]
= 0. (318)

The frame fields are only defined up to local Lorentz transformations. We can use this

freedom to choose e
(0)µ
a = δµa . We can go further and choose e

(1)µ
a so that the linearized

spin-connection is given by

ω
(1)
iab =

1

2

(
∂νh

(1)
σi − ∂σh

(1)
νi

)
δσa δ

ν
b . (319)

To see this, we make us of (490) from Appendix E,

∂µe
a
ν + ω a

µ be
b
ν − Γρµνe

a
ρ = 0. (320)

Rearranging for the spin-connection and making the antisymmetry in a and b explicit
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yields

ωµab =
1

2
Γρµν(eaρe

ν
b − ebρe

ν
a)−

1

2
(eνb∂µeaν − eνa∂µebν) . (321)

Then at the linear level we find

ω
(1)
iab =

1

2

(
∂νh

(1)
σi − ∂σh

(1)
νi

)
δσa δ

ν
b −

1

2

[
δνb ∂ie

(1)
aν − δνa∂ie

(1)
bν

]
. (322)

The term inside the square brackets involves only the antisymmetric components of e
(1)
ab .

However, these are precisely the terms which can be modified using an infinitesimal local

Lorentz transformation, under which

e(1)aν 7→ e(1)aν + λab(x)δ
b
ν , (323)

where λab = −λba. It follows that we can choose the second term to vanish by an appro-

priate choice of λab.

Inserting (319) into the linearization stability condition (318), we find that

Q =

∫
d3x⃗

[
∂τh

(1)
iσ γ

(0)τσγ(0)0ijΨ
(1)
j

]
= 0. (324)

Thus, the vanishing of the supercharge appears as a linearization stability condition of

linearized supergravity on a toroidal background.

The total energy H and total momentum P⃗ of the graviton and gravitino system also

has to vanish. This can be noted by examining the graviton equation of motion at second

order. We will only sketch the argument, since it is very similar to the general relativity

case. The equation of motion of the frame field is determined through

δS

δeaµ
eaν = 0. (325)

If S2[e] contains the Riemann term, that is

S2[e] =

∫
d4x e

[
1

2
R ab
µν eµae

ν
b

]
, (326)

then
1

e

δSs
δeµa

eaν = Rµν −
1

2
gµνR, (327)

so the equation of motion can be written

Rµν [g]−
1

2
gµνR[g] = TΨ

µν [e,Ψ], (328)

where we have defined the tensor TΨ
µν by

TΨ
µν = −1

e

δS3/2

δeµa
eaν , (329)

and here

S3/2[e,Ψ] =

∫
d4x e

[
−1

2
Ψ̄µγ

µνρDνΨρ +X(4Ψ)

]
. (330)
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Notice that TΨ
µν is at least quadratic in Ψ, so if we expand the equation of motion with

eaµ = δaµ + e(1)aµ + e(2)aµ + . . . ,

gµν = ηµν + h(1)µν + h(2)µν + . . . ,
(331)

and Ψ expanded as before we find that at first order we have

R(1)
µν [h

(1)]− 1

2
ηµνη

ρσR(1)
ρσ [h

(1)] = 0, (332)

so that again h
(1)
µν obeys the linearized equations of motion. At second order we find

R(1)
µν [h

(2)]− 1

2
ηµνη

ρσR(1)
ρσ [h

(2)] = th
(1)

µν + TΨ(1)

µν , (333)

where TΨ(1)

µν is quadratic in Ψ(1) and does not contain any other fields, and as before

th
(1)

µν = −
(
R(2)
µν [h

(1)]− 1

2
ηµνη

ρσR(2)
ρσ [h

(1)]

)
. (334)

This is exactly the same set-up as for the linearization stability conditions in classical

linearized gravity, except for the addition of an energy-momentum tensor for the gravitino.

It follows that the total energy and total momentum of the linearized system have to

vanish, taking into account the contributions from both the gravitons and gravitinos.

Thus we have again

H = 0, (335)

P⃗ = 0. (336)

Let us now impose these three linearization stability conditions in the quantised version

of linearized supergravity on a 3-torus.

6.3 Imposing the Quantum Linearization Stability Conditions

Next we turn to the canonically quantised linearized supergravity theory. As before for

the gravitational theory, we promote the Fourier coefficients as(k⃗), a
†
s(k⃗), bs(k⃗) and b

†
s(k⃗)

to operators. They obey the (anti)-commutation relations

[as(k⃗), a
†
r(p⃗)]− = δsrδD(k⃗ − p⃗), (337)

[bs(k⃗), b
†
r(p⃗)]+ = δsrδD(k⃗ − p⃗), (338)

with all other (anti)-commutators vanishing. The a-type operators are related to the

gravitons, while the b-type operators are related to the gravitinos. A suitable Hilbert

space for these operators to act on is the Fock space generated from a vacuum state |0⟩,
which is defined to be annihilated by all annihilation type operators as(k⃗) and bs(k⃗), that

is

as(k⃗)|0⟩ = bs(k⃗)|0⟩ = 0, for all sand k⃗. (339)
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A suitable basis for this Hilbert space is composed of states which contain nBs (k⃗) graviton

particles generated by a†s(k⃗) and nFs (k⃗) gravitino particles generated by b†s(k⃗), where of

course nFs (k⃗) must be 0 or 1 as the gravitino particles are fermions. Thus we have a basis

∣∣∣{nBs (k⃗)}〉⊗
∣∣∣{nFs (k⃗)}〉 =

∏
k⃗,s

 1√
ns(k⃗)!

(a†s(k⃗))
nB
s (k⃗)(b†s(k⃗))

nF
s (k⃗)

 |0⟩. (340)

For the bosonic zero-modes, we promote c, cP , cA and cPA to operators obeying the

non-zero commutation relations

[c, cP ]− = i, [cA, cPB]− = 0, (341)

exactly as before. We can again represent them as acting on wavefunctions Ψ = Ψ(c, cA)

as we did in the gravitational case. We also have to promote the modes ηα and ηAα to

operators, which obey anti-commutation relations

[ηα, ηβ]+ = −δαβ, (342)

[ηAα , η
A
β ]+ = δαβδ

AB. (343)

Let HP denote the Fock space of the graviton and gravitino modes with momentum. Let

HB denote the space of the bosonic graviton zero mode space, and let HF denote the

(indefinite) fermionic gravitino zero mode space. The total space for our theory will be

the tensor product of these spaces

H = HF ⊗HB ⊗HP . (344)

The gravitino zero-momentum modes only enter the linearization stability conditions

through the supercharge Q, and the supercharge commutes with the total energy and

the total momentum. We thus focus first on the bosonic linearization stability conditions

H = 0 and P⃗ = 0. These are imposed exactly as before for the gravitational case. Let

Hphys,B denote the space of states which obey the bosonic linearization stability conditions,

that is

|phys, B⟩ ∈ Hphys,B (345)

if

H|phys, B⟩ = P⃗ |phys, B⟩ = 0. (346)

Suppressing the fermionic zero-modes, the states are of the form

|phys, B⟩ = Ψ(c, cA)⊗
∣∣∣{nBs (k⃗)}〉⊗

∣∣∣{nFs (k⃗)}〉, (347)

subject to ∑
k⃗

∑
s=±

k⃗
(
nBs (k⃗) + nFs (k⃗)

)
= 0, (348)
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and the wavefunction Ψ(c, cA) must obey the (5 + 1)-dimensional Klein-Gordon equation(
+
∂2

∂c2
−

5∑
A=1

∂2

∂c2A
+M2

)
Ψ(c, cA) = 0. (349)

where we have defined again

1

2
M2 =

∑
k ̸=0

∑
s=±

|⃗k|
(
nBs (k⃗) + nFs (k⃗)

)
. (350)

The inner product between these states obtained by group averaging is precisely as in the

gravitational case, but now also including the gravitino modes with momentum.

Next let us impose the fermionic linearization stability conditions on the states which

already obey the bosonic linearization stability conditions. Let Hphys denote the space of

states which obey all the stability conditions, that is

|phys⟩ ∈ Hphys (351)

if |phys⟩ ∈ Hphys,B and

Qα|phys⟩ = 0, α = 1, 2, 3, 4. (352)

Note that if we already satisfy the bosonic constraints, then the supercharges Qα anti-

commute,

[Qα, Qβ]+|phys, B⟩ = 0, if Pµ|phys, B⟩ = 0. (353)

Now split the supercharge again into its zero-momentum Q(0) and non-zero-momentum Q̂

contributions. We recall that

Q(0) = −1

2

(
cP η +

5∑
A=1

2∑
B=1

TAij γ
jTBikγ

kcPAη
B

)
. (354)

Then calculating the anti-commutator between the zero-momentum contribution yields

[Q(0)
α , Q

(0)
β ]+ =

1

4

(
−c2P +

5∑
A=1

c2AP

)
δαβ, (355)

where we have to note that

5∑
A=1

2∑
B=1

5∑
C=1

TAij T
B
ikT

B
lmT

C
lnγ

jγkγmγn = δAC , (356)

which is verified by explicit calculation using the definition of the matrices TAij in (210).

If we’re restricted to Hphys,B we can then rewrite this as

[Q(0)
α , Q

(0)
β ]+ = −1

4
M2δαβ, (357)

and then it follows that

[Q̂α, Q̂β]+ =
1

4
M2δαβ. (358)

We decompose Hphys,B into eigenspaces of M2 and work in the distinct eigenspaces. We
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need to consider two cases, first we consider the case M2 > 0, and later we discuss the

possibility M2 = 0. Now, let us combine Q(0) and Q̂ into creation- and annihilation-

type operators, similar to the method in Appendix G for the gravitino zero-modes (see

also [31]). Define

a1 =

√
2

M
(Q

(0)
1 + iQ

(0)
2 ), a2 =

√
2

M
(Q

(0)
3 + iQ

(0)
4 ) (359)

b1 =

√
2

M
(Q̂1 + iQ̂2), b2 =

√
2

M
(Q̂3 + iQ̂4), (360)

which obey the anti-commutation relations

[ai, a
†
j ]+ = −δij ,

[bi, b
†
j ]+ = +δij .

(361)

We now build the space of states from a positively normalised state |0, B⟩ which obeys

ai|0, B⟩ = 0, bi|0, B⟩ = 0, i = 1, 2, (362)

and |0, B⟩ ∈ Hphys,B and M2 > 0. Built from this state we have a 16-dimensional Fock

space obtained by applying the creation-operators a†i and b†i . We denote a basis for this

space by

|m1m2n1n2⟩ = (a†1)
m1(a†2)

m2(b†1)
n1(b†2)

n2 |0, B⟩, (363)

where each of m1, m2, n1 and n2 can either be 0 or +1. We now want to consider a state

|phys⟩ which obeys additionally the fermionic linearization stability condition

Qα|phys⟩ = 0, (364)

which in the new notation can be written as

(ai + bi)|phys⟩ = (a†i + b†i )|phys⟩ = 0. (365)

Now, in general we can write

|phys⟩ =
∑
m,n

cm1m2n1n2 |m1m2n1n2⟩ (366)

Now, let us note that

(a1 + b1)|m1m2n1n2⟩ =



0 if m1 = 0, n1 = 0,

(−1)m2 |0m20n2⟩ if m1 = 0, n1 = 1,

−|0m20n2⟩ if m1 = 1, n1 = 0,

−|0m21n2⟩+ (−1)m2 |1m20n2⟩ if m1 = 1, n1 = 1.

(367)

Thus applying (a1 + b1) to |phys⟩ we will get something proportional to |0m21n2⟩ if

c1m21n2 ̸= 0, as terms proportional to |0m21n2⟩ only arise from |1m21n2⟩. Thus we must

set c1m21n2 = 0. Similar reasoning with (a2 + b2), (a
†
1 + b†1) and (a†2 + b†2) tells us that we
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need to only consider states of the form

|phys⟩ = A|1100⟩+B|0110⟩+ C|1001⟩+D|0011⟩, (368)

for some constants A, B, C and D. Note that these states are orthogonal to each other,

and

⟨1100 |1100⟩ = ⟨0011 |0011⟩ = −⟨0110 |0110⟩ = ⟨1001 |1001⟩ = +1. (369)

Then apply the linearization stability conditions. First apply (a1 + b1),

(a1 + b1)|phys⟩ = −(A+B)|0100⟩+ (D − C)|0001⟩ = 0, (370)

so that we learn A = −B and C = D. Next, apply (a†1 + b†1), which gives

(a†1 + b†1)|phys⟩ = B|1110⟩+D|1011⟩+A|1110⟩ − C|1011⟩ = 0, (371)

so we learn nothing new from this condition. Then apply next (a2 + b2), giving

(a2 + b2)|phys⟩ = A|1000⟩ −B|0010⟩ − C|1000⟩ −D|0010⟩ = 0, (372)

from which we learn A = D and B = −C. Finally applying (a†2 + b†2) yields again nothing

new. Thus we must have,

|phys⟩ = A [|1100⟩ − |0110⟩+ |1001⟩+ |0011⟩] . (373)

This state now obeys all the linearization stability conditions, the bosonic as well as the

fermionic ones, however we note that

⟨phys |phys⟩ = 0. (374)

We thus still have to redefine the inner product on Hphys to be positive definite. To do

this, we will proceed again by group averaging. We first show that averaging a general

state in Hphys,B over the supergroup generated by the supercharges Qα necessarily leads

to a state proportional to |phys⟩. Then we apply the group-averaging method to define a

new, positive definite, inner product.

In the group averaging procedure, we start with a general |state⟩ and then a physical

state is defined by

|phys⟩ = − 1

2V

∫
d4αd4θ exp

(
−iα · P − θ̄Q

)
|state⟩, (375)

where θα, for α = 1, 2, 3, 4 is an anti-commuting number, and α = (α0, α⃗) as before. We

define d4θ = dθ4dθ3dθ2dθ1, and the integration over θα is defined by [31]∫
dθα θα = 0,

∫
dθα = 0. (376)

However, Qα and Pµ commute, so we can first group-average over the constraint
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Pµ = 0, to obtain |phys, B⟩ and then

|phys⟩ = −
∫

d4θ exp(−θ̄Q)|phys, B⟩. (377)

Acting on states which already obey Pµ = 0, the supercharges Qα anti-commute and it

follows that

|phys) = −Q1Q2Q3Q4|phys, B⟩. (378)

Now, we can write

(Q1 − iQ2)(Q1 + iQ2) = i(Q1Q2 −Q2Q1) = 2iQ1Q2, (379)

if we use that Q1 and Q2 anti-commute. Thus

|phys⟩ = 1

4
(Q1 − iQ2)(Q1 + iQ2)(Q3 − iQ4)(Q3 + iQ4)|phys, B⟩

=
M4

16
(a†1 + b†1)(a1 + b1)(a

†
2 + b†2)(a2 + b2)|phys, B⟩.

(380)

Note that each of the brackets can be anti-commuted. In general we write |phys, B⟩ as a
linear combination of the |m1m2n1n2⟩, however note that

(a1 + b1)|0m20n2⟩ = 0,

(a†1 + b†1)|1m21n2⟩ = 0,

(a2 + b2)|m10n10⟩ = 0,

(a†2 + b†2)|m11n11⟩ = 0.

(381)

Thus we only still need to consider |1100⟩, |0110⟩, |1001⟩ and |0011⟩. We can calculate

that
(a†1 + b†1)(a1 + b1)(a

†
2 + b†2)(a2 + b2)|1100⟩

= (a†1 + b†1)(a1 + b1)(a
†
2 + b†2)|1000⟩

= (a†1 + b†1)(a1 + b1) [−|1100⟩ − |1001⟩]

= (a†1 + b†1) [|0100⟩+ |0001⟩]

= |1100⟩ − |0110⟩+ |1001⟩+ |0011⟩,

(382)

where the sign in the second term follows from the anti-commutation relations as

b†1|0100⟩ = b†1a
†
2|0, B⟩ = −a†2b

†
1|0, B⟩ = −|0110⟩. (383)

Similarly,

(a†1 + b†1)(a1 + b1)(a
†
2 + b†2)(a2 + b2)|0110⟩

= |1100⟩ − |0110⟩+ |1001⟩+ |0011⟩,

(a†1 + b†1)(a1 + b1)(a
†
2 + b†2)(a2 + b2)|1001⟩

= − [|1100⟩ − |0110⟩+ |1001⟩+ |0011⟩] ,

(a†1 + b†1)(a1 + b1)(a
†
2 + b†2)(a2 + b2)|1001⟩

= |1100⟩ − |0110⟩+ |1001⟩+ |0011⟩.

(384)
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Thus we find again, by group-averaging, that

|phys⟩ = −
∫

d4θ exp(−θ̄Q)|phys, B⟩

= A [|1100⟩ − |0110⟩+ |1001⟩+ |0011⟩] ,
(385)

for some constant A. However, as mentioned before, currently this state would have

zero norm, so we ought to redefine the inner product. According to the group-averaging

prescription, we define, if

|phys⟩ = − 1

2V

∫
d4αd4θ exp

(
−iα · P − θ̄Q

)
|state⟩ (386)

(phys1 |phys2) = ⟨state1|
[
− 1

2V

∫
d4αd4θ exp

(
−iα · P − θ̄Q

)]
|state2⟩

= ⟨phys, B1|
[
−
∫

d4θ exp
(
−iθ̄Q

)]
|phys, B2⟩

= −⟨phys, B1|Q1Q2Q3Q4|phys, B2⟩

= ⟨phys, B1 |phys2⟩.

(387)

Now, if for i = 1, 2 we write

|phys, Bi⟩ = κ
(1)
i |1100⟩+ κ

(2)
i |0110⟩+ κ

(3)
i |1001⟩+ κ

(4)
i |0011⟩+ . . . , (388)

where the ellipses denote linear combinations of states which vanish when the combination

Q1Q2Q3Q4 are applied, then

|physi⟩ = M4

16
λi [|1100⟩ − |0110⟩+ |1001⟩+ |0011⟩] (389)

where

λi = κ
(1)
i + κ

(2)
i − κ

(3)
i + κ

(4)
i (390)

Then we find that the redefined inner product (phys1 |phys2) between |phys1⟩ and |phys2⟩
is given by

(phys1 |phys2) = M4

16
λ∗1λ2. (391)

In this manner we obtain a new inner product, which now is positive definite, at least for

M2 > 0.

Let us quickly address the case M2 = 0. In this case, after imposing the bosonic

linearization stability conditions, we have no graviton or gravitino contributions with non-

zero momentum. Thus the supercharge can be taken to be of the form

Q = Q(0) =
1

2

(
−cP η +

5∑
A=1

2∑
B=1

TAij γ
jTBikγ

kcPAη
B

)
(392)

Then consider graviton zero-mode states which are smeared against the plane waves

Ψ(c, cA) = exp [∓i|p⃗|c+ ip⃗ · c⃗] . (393)
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With respect to these plane waves we have

Q(0) =
p

2
[η +R] , (394)

where the anti-commutation relations now read

[ηα, ηβ]+ = −[Rα, Rβ]+ = δαβ. (395)

Then we can proceed as for the M2 > 0 case, but this time forming ladder operators out

of η and R instead.

6.4 Example of a Physical State

To illustrate the construction of the space of physical states which obey the linearization

instability conditions, let us now consider an explicit example. We will take a state of two

particles, moving along the x-axis in opposing directions with |⃗k| = k, we will also assume

that both particles have positive helicity. Then we have M2 = 4k.

First we calculate the non-zero-momentum contribution to the total supercharge (300),

which we denote

Q̂ =
i

2

∑
k⃗ ̸=0

∑
s=±

[
ϵ⃗ s(k⃗) · γ⃗us∗(k⃗)as(k⃗)b†s(k⃗)− ϵ⃗ s∗(k⃗) · γ⃗us(k⃗)a†s(k⃗)bs(k⃗)

]
. (396)

For ϵ⃗+(±ke⃗1) we can take (from (113) with slight modification)

ϵ⃗+(ke⃗1) =
1√
2

 0

1

+i

 , ϵ⃗+(−ke⃗1) =
1√
2

 0

1

−i

 (397)

and for the eigenspinors u+(±ke⃗1) we take the massless limit of (66) to get

u+(ke⃗1) =

√
k

2


1

−i
1

−i

 , u+(−ke⃗1) =
√
k

2


1

i

−1

−i

 . (398)

Thus, we calculate

ϵ⃗+(ke⃗1) · γ⃗u+∗(ke⃗1) =

√
k

2


0 0 i 1

0 0 1 −i
i 1 0 0

1 −i 0 0



1

i

1

i

 =
√
k


i

1

i

1

 . (399)
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Similarly,

ϵ⃗+(−ke⃗1) · γ⃗u+∗(−ke⃗1) =
√
k

2


0 0 −i 1

0 0 1 i

−i 1 0 0

1 i 0 0




1

−i
−1

i

 =
√
k


i

−1

−i
1

 . (400)

Introduce the notation a(±) = a+(±ke⃗1) and similarly for b(±), the contribution to the

supercharge (396) from ±ke⃗1 is given by

Q̂ =

√
k

2


−a(+)b

†
(+) − a†(+)b(+) − a(−)b

†
(−) − a†(−)b(−)

i(a(+)b
†
(+) − a†(+)b(+))− i(a(−)b

†
(−) − a†(−)b(−))

−a(+)b
†
(+) − a†(+)b(+) + a(−)b

†
(−) + a†(−)b(−)

i(a(+)b
†
(+) − a†(+)b(+)) + i(a(−)b

†
(−) − a†(−)b(−))

 . (401)

As a quick sanity check, we can note that Q̂† = Q̂. We now combine the components

of the supercharge, including the zero-momentum components Q(0) into ladder operators.

As in (359) we define

a1 =
1√
2k

(Q
(0)
1 + iQ

(0)
2 ), a2 =

1√
2k

(Q
(0)
3 + iQ

(0)
4 ), (402)

where we used M2 = 4k. Similarly following (360), define

b1 =
1√
2k

(Q̂1 + iQ̂2) =
1√
2
(−a(+)b

†
(+) − a†(−)b(−))

b2 =
1√
2k

(Q̂3 + iQ̂4) =
1√
2
(−a(+)b

†
(+) + a†(−)b(−))

(403)

For i = 1, 2 the non-zero anti-commutation obeyed by these are

[ai, a
†
j ]+ = −δij , [bi, b

†
j ]+ = δij . (404)

Now let us define a suitable state |phys, B⟩ obeying the bosonic linearization stability

conditions

H|phys, B⟩ = P⃗ |phys, B⟩ = 0. (405)

We will take the non-zero-momentum part to be a positive helicity graviton and a positive

helicity gravitino, with momenta ±ke⃗1 respectively, this thus satisfies the constraint that

the momentum vanishes. For the graviton zero-modes, consider a Gaussian

Ψ(c, cA) = Ne−c
2
e−c⃗

2
. (406)

In momentum space, we have

Ψ(c, cA) = Nπ3
∫

dp0

2π

∫
d5p⃗

(2π)5
exp

[
−1

4
((p0)2 + p⃗2)

]
exp

[
−ip0c+ ip⃗ · c⃗

]
. (407)
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Then, applying the bosonic group averaging procedure to this state, we find that

|phys, B⟩ =
∫

d5p⃗

(2π)5

[
f (+)(p⃗)e−iE(p⃗)c+ip⃗·⃗c + f (−)(p⃗)eiE(p⃗)c+ip⃗·⃗c

]
⊗ a†(+)b

†
(−)|0⟩, (408)

where E(p⃗) =
√
p⃗2 +M2 and

f (±)(p⃗) =
π3Ne−M

2/4e−p⃗
2/2

2
√
p⃗2 +M2

. (409)

The group-averaged norm for this state is then

⟨phys, B |phys, B⟩ =
∫

d5p⃗

(2π)5
2E(p⃗)

[
|f (+)(p⃗)|2 + |f (−)(p⃗)|2

]
× ⟨0|b(−)a(+)a

†
(+)b

†
(−)|0⟩

=
π3|N |2e−M2/2

26

∫ ∞

0
dp

p4e−p
2√

p2 +M2
<∞.

(410)

We choose N such that this is normalised to unity.

Now it is time to add the gravitino zero-modes, ηα and ηAα . Let |0F ⟩ be the state

defined in the gravitino-zero mode appendix, which is annihilated by each of di and d
A
i .

Define ā1 and ā2 to be the restrictions of a1 and a2 (formed from the graviton and gravitino

zero-mode) to the eigenspaces of the graviton zero-modes with cP = p0 and cPA = pA.

Then define, ∣∣p0, p⃗〉 = Np0p⃗ā1ā2d
†
2d

†
1|0F ⟩, (411)

where the normalisation constant ensures that

⟨p0, p⃗ |p0, p⃗⟩ = +1. (412)

Then the state

|phys, B⟩ =
∫

d5p⃗

(2π)5

[
f (+)(p⃗)e−iE(p⃗)c+ip⃗·⃗c ⊗ |E(p⃗), p⃗)⟩

+ f (−)(p⃗)eiE(p⃗)c+ip⃗·⃗c ⊗ |−E(p⃗), p⃗)⟩
]
⊗ a†(+)b

†
(−)|0⟩

(413)

obeys the bosonic linearization stability conditions, as well as

ai|phys, B⟩ = 0, i = 1, 2 (414)

Notice also that this state obeys

b†i |phys, B⟩ = 0, i = 1, 2 (415)

thus in the previous notation, we are considering the state |0011⟩. Now, to satisfy the

fermionic linearization constraint, we define

|phys⟩ = M4

16
(a†1 + b†1)(a1 + b1)(a

†
2 + b†2)(a2 + b2)|phys, B⟩ (416)
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this yields

|phys⟩ = M4

16

(
a†1a

†
2a

†
(−)b

†
(+) +

1√
2
(−a†1 + a†2)a

†
(+)a

†
(−)

− 1√
2
(a†1 + a†2)b

†
(+)b

†
(−) + a†(+)b

†
(−)

)
|Ψ⟩,

(417)

where we introduced |Ψ⟩ by
|phys, B⟩ = a†(+)b

†
(−)|Ψ⟩. (418)

Then the norm of this state is, using the group-averaging inner product,

(phys |phys) = ⟨phys, B |phys⟩ = M4

16
, (419)

as we would expect from the non-invariant state |phys, B⟩ = |0011⟩ that we started from.

7 Conclusion

In this chapter we have noted that there are fermionic linearization stability conditions

as well as bosonic ones in 4-dimensional N = 1 supergravity on a 3-torus background.

Then we showed that states satisfying both fermionic and bosonic quantum linearization

stability conditions can be constructed by group-averaging over the supergroup of global

supersymmetry and spacetime translation symmetry.

States satisfying the bosonic quantum linearization stability conditions were seen to

have infinite norm in the original Hilbert space. This infinity results from the infinite

volume of the symmetry group generated by the LSCs. Roughly speaking, this infinite

volume is factored out in the group-averaging inner product. It is interesting that the inner

product of states satisfying all quantum linearization stability conditions have zero norm

in the Hilbert space of states satisfying only the bosonic ones. The finite group-averaging

inner product is obtained by factoring out zero in this case.

It would also be interesting to investigate whether there are analogues of LSCs in String

Theory. A preliminary investigation in this direction [32] did not find such analogues in

Bosonic String Theory, but since String Theory contains General Relativity, we believe

there should be analogues of linearization stability conditions in (Super)String Theory on

any background spacetime with compact Cauchy surfaces.

A A Note on Conventions

In this appendix we try to collect the main conventions we follow for easy reference. We

try to follow the conventions of Freedman and van Proeyen [28], except we do not raise

and lower spinor indices. For indices, we try to follow the following conventions:

� µ, ν, . . . = 0, 1, 2, 3 are spacetime indices,

� i, j, . . . = 1, 2, 3 are space indices,

� α, β, . . . = 1, 2, 3, 4 are spinor indices,

� s, r, . . . = 1, 2 or +,− are helicity indices,
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� a, b, . . . = 0, 1, 2, 3 are local frame indices.

Unless otherwise indicated, repeated indices are implicitly summed over. We use a mostly-

positive metric convention (−,+,+,+), so that the spacetime element for the flat-Minkowski

space is

ds2 = −dt2 + dx⃗ · dx⃗. (420)

Throughout we work on a background spacetime whose spatial sections are flat 3-tori,

with lengths L1, L2 and L3 in the x-, y- and z-directions respectively. The spatial volume

is V = L1L2L3.

We use γ-matrices which obey

[γµ, γν ]+ = 2ηµν , (421)

when we need a particular representation of the γ-matrices, we will use a Majorana rep-

resentation

γ0 =

(
0 1

−1 0

)
γ1 =

(
1 0

0 −1

)
, γ2 =

(
0 σ1

σ1 0

)
, γ3 =

(
0 σ3

σ3 0

)
, (422)

where the Pauli-matrices σi are

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0

0 −1

)
. (423)

If A and B are two operators, we denote the commutator and anti-commutator of them

by

[A,B]− = AB −BA, [A,B]+ = AB +BA. (424)

B Constrained Hamiltonian Systems

Throughout, we want to study physical systems using the canonical formalism. In this

formalism, we imagine that the system is described by some coordinates q and associated

momenta p. Together the q and p, taken at an an arbitrary fixed equal time t, form

coordinates for the phase space of the system. The momenta and coordinates combine

into the Hamiltonian H,

H = H(p, q), (425)

which determines the time-evolution of the system through Hamilton’s equations

d

dt
q = {q,H},

d

dt
p = {p,H},

(426)
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where {A,B} denotes the bracket between A and B. The brackets are typically determined

from the canonical (equal-time) Poisson brackets

{q(t), q(t)}P = 0,

{q(t), p(t)}P = 1,

{p(t), p(t)}P = 0,

(427)

as well as the anti-symmetry rule {A,B} = −{B,A}, Leibniz rule {A,BC} = B{A,C}+
{A,B}C and the Jacobi identity

{A, {B,C}}+ {B, {C,A}}+ {C, {A,B}} = 0. (428)

Typically, the Poisson bracket defined by

{A,B}P =
∂A

∂q

∂B

∂p
− ∂A

∂p

∂B

∂q
(429)

satisfies these properties, and we can verify that this indeed gives rise to the canonical

Poisson brackets. The notation here is suggestive of a single q and p, but this is schematic

for more general situations where there are multiple coordinates or even continuous coor-

dinates. In those cases there is a summation (and/or integration) over the variables.

As a standard example, a particle mass m moving freely in two dimensions has phase

space coordinates {q1, q2, p1, p2} and the Hamiltonian for the system is

H =
1

2m
(p21 + p22). (430)

The associated equations of motion are then the well known

d

dt
p = 0, m

d

dt
q = p. (431)

This formalism is sufficient for describing unconstrained systems, however it is possible

that the system has some constraints on it, which relate the momenta and coordinates.

In this case, the formalism we have set up needs to be modified. To motivate the need for

the modifications, consider again a mass m particle moving in two dimensions, but now

constrain it to move on a circle radius 1, so impose

ϕ(q1, q2) = q21 + q22 − 1 = 0. (432)

One way to solve this system is to solve the constraint automatically by introducing a set

of canonical variables (θ, pθ), related to {q1, q2, p1, p2} by

q1 = cos θ, q2 = sin θ,

p1 = − sin θpθ, p2 = cos θpθ.
(433)

In terms of the new variables, the Hamiltonian is

H =
1

2m
p2θ, (434)
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so imposing the Poisson brackets {θ, pθ} = 1 and all others vanishing, we find the equations

of motion
d

dt
pθ = 0, m

d

dt
θ = pθ. (435)

If we calculate the brackets between the variables {q1, q2, p1, p2} using the fundamental

bracket {θ, pθ} = 1, we find

{qi, qj} = 0,

{qi, pj} = δij − qiqj ,

{pi, pj} = −qipj + pjqi.

(436)

If we adopt these brackets, when the constraint is obeyed the function ϕ(q1, q2) has van-

ishing bracket with all the canonical coordinates, so it is consistent to set it to zero before

the brackets are taken.

In general, the method for dealing with such constraints in the Hamiltonian formalism

goes back to Dirac [33], and involves replacing the Poisson bracket with a more general

Dirac bracket. We now give a quick account of this method, based on Dirac [33], Das [34]

and Henneaux and Teitelboim [31].

Suppose we start with a Lagrangian L = L(qi, q̇i), which determines the equations of

motion of the system through extremising of the action

S =

∫
dt L(qi, q̇i). (437)

In moving over to the Hamiltonian formalism, we define a canonical conjugate momentum

pi by

pi =
∂L

∂q̇i
, (438)

and then define the Hamiltonian by

HC = piq̇
i − L. (439)

Typically, we assume that we have as many independent momentum variables as we have

velocity variables, and so we can replace the velocities in favour of the momenta. However,

it may occur that the relations defining the momenta are not independent, then we get a

number of primary constraints

ϕm(p, q) = 0, m = 1, 2, . . . ,M (440)

which arise from the definition of the momenta. Then the Hamiltonian we have defined is

not the most general one we could consider. Adding any number of the primary constraints

to the Hamiltonian should make no difference when the primary constraints are obeyed.

We thus consider the primary Hamiltonian

HP = HC + λmϕm(p, q), (441)

where the λm are undetermined Lagrange multipliers. Using standard Poisson brackets,
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the evolution of some phase-space function g(p, q) is given by

ġ(p, q) = {g(p, q), HP }P = {g(p, q), HC}P + λm{g(p, q), ϕm(p, q)}P . (442)

We first ask that the constraints ϕm(p, q) are preserved under time-evolution. For this, we

need to be careful, we must only impose the constraint ϕ(q, p) = 0 after Poisson brackets

are taken. To distinguish this, suppose we have two quantities A and B, we say that A

and B are weakly equal, written

A ≈ B, (443)

if A and B are equal if the constraints are obeyed, ϕ(p, q) = 0. If they are equal even if

the constraints are not obeyed, we say they are strongly equal and write A = B. We thus

ask that

ϕ̇m(p, q) ≈ 0. (444)

In general there are then a few possibilities. Either ϕ̇m(p, q) ≈ 0 is already true by the

existing constraints, ϕ̇m(p, q) ≈ 0 could determine some of the Lagrange multipliers λm or

we find

ϕ̇(p, q) ≈ χ(p, q) ≈ 0, (445)

where χ(p, q) is a function of the p, q which does not vanish if the other constraints are

obeyed. We must then incorporate χ(p, q) as an additional, secondary, constraint into

the theory. We then repeat the procedure with the secondary constraints, until the the

procedure terminates and we have determined all the constraints, primary and secondary.

Let the secondary constraints χ(p, q) be denotes by

ϕm(p, q) = 0, m =M + 1, . . . N. (446)

We now further classify the constraints. We say that a constraint is first class if it has

weakly vanishing Poisson bracket with all constraints. Thus ϕi(p, q) is first class if

{ϕi(p, q), ϕm(p, q)}P ≈ 0 m = 1, 2, . . . N. (447)

If a constraint is not first class, then we say it is second class and has a non-vanishing

Poisson bracket with at least one other constraint. In general, there must always be an

even number of second class constraints [33].

Typically, first class constraints are related to gauge transformations, certainly in all

cases we consider this is true. One way to deal with the first class constraints is to impose

additional gauge-fixing constraints, one for each first class constraint, which turn the first

class constraints into second class constraints. We will thus assume that all the constraints

are second class.

Thus let ϕm(p, q) denote now the collection of all the second class constraints. In

general, the constraints will not be compatible with the canonical Poisson brackets between

the dynamical variables. This is fixed by introducing so-called Dirac brackets. Define the

matrix Cmn of Poisson brackets between the constraints by

Cmn = {ϕm, ϕn}P . (448)
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This matrix turns out to always be invertible, and can then be used to define the Dirac

bracket between two functions f and g by

{f, g}D = {f, g}P − {f, ϕm}PC−1mn{ϕn, g}P . (449)

The nice property about Dirac brackets is that the constraints can be strongly set to

vanish, because

{f, ϕm}D = 0, (450)

for any second-class constraint ϕm and any phase space function f(p, q). Thus when

working with Dirac brackets, we may take the constraints to vanish even before taking

brackets. Furthermore, it is possible to show that the algebraic properties obeyed by the

Dirac brackets are the same as those for normal Poisson brackets.

Returning to the example of a particle constrained to a ring, this can be described by

the Lagrangian

L(qi, q̇i, F ) =
1

2

[
m(q̇21 + q̇22)− F (q21 + q22 − 1)

]
. (451)

However, when calculating the momentum conjugate for the dynamical variable F , we

find

pF =
∂L

∂Ḟ
= 0. (452)

Thus, this must be imposed as a primary constraint on the theory. After carrying out the

constraint analysis [34], one finds that the Dirac brackets between qi and pi are given by

{qi, qj}D = 0,

{qi, pj}D = δij − qiqj ,

{pi, pj}D = −qipj + pjqi,

(453)

and the Hamiltonian for the system, after the constraints are strongly incorporated, is

H =
1

2m
(p21 + p22). (454)

This exactly reproduces the results for the particle constrained to the ring we found

previously by examining the system in angular coordinates.

C Grassmann Variables

In this appendix we collect some information on Grassmann, or anti-commuting, variables

as needed for the “classical” treatment of spinor fields and supersymmetry. The treatment

here is based on Rogers [35] and Henneaux and Teitelboim [31]. Grassmann numbers form

a vector space, with a product (such as matrix multiplication), multiplication by (complex)

scalars and a set of generating elements ξA which anti-commute, that is

ξAξB + ξBξA = 0. (455)
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For example, the Grassmann algebra with two generators can be realised as 4×4 matrices,

with

ξ1 =


0 0 1 0

0 0 0 1

0 0 0 0

0 0 0 0

 , ξ2 =


0 1 0 0

0 0 0 0

0 0 0 −1

0 0 0 0

 . (456)

In general, we will realise bosonic dynamical variables qi as even elements of a Grassman

algebra, while fermionic dynamical variables θα are odd elements of a Grassman algebra,

that is
qi(t) = qi0(t) + qiAB(t)ξ

AξB + . . . ,

θα(t) = θαA(t)ξ
A + θαABC(t)ξ

AξBξC + . . . .
(457)

Now we can consider functions f , which map from a set of dynamical variables (qi, θα) to

a new point f(qi, θα). We will only consider so called superfunctions f , which are defined

by the fact that they depend only on combinations of qi and θα, and do not involve the

Grassmann generators ξA explicitly. Then a general superfunction f admits an expansion

of the form

f(q, θ) = f0(q) + fα(q)θ
α + fαβ(q)θ

αθβ + . . . , (458)

where we require fαβ(q) = −fβα(q). Given a superfunction, the left-derivative is defined

by

δf = δθα
∂Lf

∂θα
, (459)

that is, when we vary θ, we place the variation on the left. We will always take derivatives

with respect to odd dynamical variables to be left-derivatives.

Suppose that A and B are dynamical variables and α is a complex scalar, we can define

complex conjugation by

(AB)∗ = B∗A∗, (A∗)∗ = A, (αA)∗ = α∗A∗. (460)

A variable is real if A∗ = A and imaginary if A∗ = −A. We will typically take the

dynamical variables θα and qi to be real variables.

Now, let us do classical mechanics with both even and odd variables. Assume that the

equations of motion for the system are obtained by extremising an action of the form

S[q, θ] =

∫
dt L(q, q̇, θ, θ̇), (461)

where L is assumed to be a real, Grassman even function, and dots denote differentiation

with respect to t. Canonical momenta are then defined

pi =
∂L

∂q̇i
, πα =

∂LL

∂θ̇α
. (462)

Then the Hamiltonian is defined

H = q̇ipi + θ̇απα − L. (463)
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In this formalism, Hamilton’s equations of motion can then be written

ṗi = −∂H
∂qi

, q̇i =
∂H

∂pi
, π̇α = −∂

LH

∂θα
, θ̇α = −∂

LH

∂πα
. (464)

This can be written in terms of Poisson brackets in the usual manner if we introduce the

non-vanishing Poisson brackets between the dynamical variables

{qi, pj}P = δij , {θα, πβ}P = −δαβ , (465)

and extend the algebraic properties of Poisson brackets to include odd-variables.

D A Note on γ-Matrices

In this appendix we collect some information on γ-matrices, and prove some identities

used in the main text, the treatment of the γ-matrices is based of Freedman and Van

Proeyen [28]. The four γ-matrices we use are the four 4 × 4 matrices γ0, γ1, γ2 and γ3,

which are defined to obey the anti-commutation relations

[γµ, γν ]+ = γµγν + γνγµ = 2ηµν , (466)

where ηµν = diag(−1,+1,+1,+1). When necessary to indicate the components of a γ-

matrix, we will use the indices α, β, . . . = 1, 2, 3, 4, so that γµαβ denotes the αβ component

of the matrix γµ.

An explicit realisation of the γ-matrices is provided by the following really real or

Majorana representation

γ0 =

(
0 1

−1 0

)
γ1 =

(
1 0

0 −1

)
, γ2 =

(
0 σ1

σ1 0

)
, γ3 =

(
0 σ3

σ3 0

)
, (467)

where the Pauli-matrices σi are

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0

0 −1

)
. (468)

By taking sums and matrix products the γ-matrices generate a Clifford algebra. Due

to the defining relation, we can see that the antisymmetric products are sufficient to span

the entire algebra. Let us define

γµν =
1

2
(γµγν − γνγµ), (469)

γµνρ =
1

3!
(γµγνγρ + γνγργµ + γργµγν − γµγργν − γνγµγρ − γργνγµ). (470)

For the top element γµνρσ it is more convenient to write

γµνρσ = −ϵµνρσγ0γ1γ2γ3, (471)
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where ϵµνρσ is the anti-symmetric Levi-Civita symbol, defined by

ϵµνρσ =


+1 if µνρσ even permutation of 0123,

−1 if µνρσ odd permutation of 0123,

0 otherwise.

(472)

In particular ϵ0123 = −1.

We now want to prove some γ-matrix identities. First

γkγij = γkij + γjδik − γiδjk (473)

Note that both sides of the result vanish if i = j. Thus suppose that i ̸= j, then there are

two different cases we need to consider, first if k = i, and if k ̸= i and k ̸= j. In the first

case γkγi = δik = +1, so that the result is γj . In the second case γkγij = γkγiγj = γkij

because k, i and j are all distinct. Then the result follows by antisymmetry in i and j.

Next we prove

γµνργστ = γµντηρσ + γρµτηνσ + γνρτηµσ − γµνσηρτ − γρµσηντ

− γνρσηµτ + γµ(ηντηρσ − ηρτηνσ)

+ γν(ηρτηµσ − ηρσηµτ ) + γρ(ηµτηνσ − ηµσηντ ).

(474)

To prove this, let us first note that µ, ν, ρ, σ and τ can not all be distinct. Furthermore,

by antisymmetry no two indices on the same γ-matrix can be the same. It thus suffices

to consider two cases, first when µ, ν, ρ and τ are all distinct and ρ = σ, second when µ,

ν, ρ are all distinct and ρ = σ and ν = τ . In the first case we have

γµνργστ = γµγνγργσγτ = γµγνγτηρσ = ηρσγµντ , (475)

where we used that ρ = σ and µ, ν, τ and σ are distinct. In the second case we have

γµνργστ = γµγνγργσγτ = γµγνγτηρσ = ηρσηντγµ, (476)

where µ, ν and ρ are all distinct and ν = τ and µ = σ. The other terms in the result then

follow by using the anti-symmetry of the γ-matrices.

Finally we wish to consider

γlkγij (477)

Actually, this can be worked out from the previous identity by noting γ0γlk = γ0lk. Then

γ0lkγij = γ0ljδik + γk0iδlj − γ0liδjk − γk0jδli + γ0(δljδik − δkjδil). (478)

Then multiplying by γ0 yields the result

γlkγij = γljδik − γkjδli − γliδjk + γkiδlj + δljδik − δkjδil. (479)
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E A Note on Frame Fields

In this appendix we collect some useful facts about the frame fields eaµ, and associated

objects such as the spin-connection ωµab. As before, we follow the treatment of Freedman

and Van Proeyen [28]

The frame fields eaµ are related to the space-time metric gµν through

gµν = eaµηabe
b
ν , (480)

clearly this equation only defines the frame fields up to local Lorentz transformations. The

frame, or local Lorentz, indices a, b, . . . can be raised and lowered with the Minkowski

metric ηab, while the space-time indices µ and ν are raised and lowered with the space-time

metric gµν . The frame field eaµ transforms as a vector under local Lorentz transformations

and as a 1-form under space-time transformations. In particular, in the language of 1-forms

we can write

ea = eaµdx
µ. (481)

Throughout we will always take the spin-connection ωµab to be torsion free, that is we

define the spin-connection 1-form

ωab = ωµabdx
µ (482)

through the first structure equation

dea + ωab ∧ eb = 0. (483)

It is possible to consider also connections ωab with torsion, which have the torsion 2-form

T a on the right hand side of the first structure equation (483). Such connections appear

naturally when considering Supergravity in the first order formalism, see [28]. Working in

components, we can use the first structure equation to evaluate ωµab in terms of eaµ as

ω ab
µ =

1

2
eaν
(
∂µe

b
ν − ∂νe

b
µ

)
− 1

2
ebν
(
∂µe

a
ν − ∂νe

a
µ

)
− 1

2

(
eaνebρ − ebνeaρ

)
ecµ∂νe

c
ρ.

(484)

The point of the spin-connection is to define derivatives which are covariant with respect

to local Lorentz transformations of the frame. For example, if V a is a local Lorentz vector,

then ∂µV
a will not be a local Lorentz vector. We fix this by defining the Lorentz covariant

derivative Dµ of a vector field by

DµV
a = ∂µV

a + ω a
µ bV

b. (485)

Other tensor covariant derivatives are defined similarly, and importantly the Minkowski

metric ηab has vanishing covariant derivativeDµηab = 0. For a spinor such as the Majorana

field ψ, we define the Lorentz covariant derivative by

DµΨ =

(
∂µ +

1

4
ωµabγ

ab

)
Ψ (486)
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Given the local Lorentz covariant derivatives, let V ρ be a space-time vector, then define

∇µV
ρ = eρaDµV

a

= ∂µV
ρ + eρa

(
∂µe

a
ν + ω a

µ be
b
ν

)
V ν .

(487)

We thus define an object Γρµν by

Γρµν = eρa(∂µe
a
ν + ω a

µ be
b
ν). (488)

Inserting the definition of ωµab in terms of the frame field, we find that as the notation

suggests Γρµν is indeed the Christoffel symbol

Γρµν =
1

2
gρσ (∂µgσν + ∂νgµσ − ∂σgµν) . (489)

Furthermore, the defining relation for Γρµν also tells us that

∇µe
a
ν = ∂µe

a
ν + ω a

µ be
b
ν − Γρµνe

a
ρ = 0. (490)

Then consider the space-time covariant derivative of the space-time γ-matrix γν . This has

three types of indices, two spinor indices (row and column) and a space-time index. Thus

∇µγν = ∂µγν +
1

4
ωµab

[
γab, γν

]
−
− Γρµνγρ (491)

To evaluate this, write γν = γcecν and use

[γab, γc]− = 2γaηbc − 2γbηac (492)

to note that

∇µγν = γa∇µeaν = 0, (493)

whence the space-time γ-matrices are covariantly conserved.

Finally, define the Riemann tensor R ab
µν in terms of the spin-connection by

R ab
µν = ∂µω

ab
µ − ∂νω

ab
ν + ω a

µ cω
cb
ν − ω a

ν cω
cb
µ . (494)

Then the curvature 2-form defined by

ρab =
1

2
R ab
µν dxµ ∧ dxν , (495)

obeys the second structure equation

dωab + ωac ∧ ωcb = ρab. (496)

F A Note on Helicities

In this appendix we verify the claims about the helicities of ϵ⃗±(k⃗) and u±(k⃗). Helicity is

defined as the projection of the spin S⃗ along the direction k⃗ of the momentum of a particle

or field.
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Under a rotation R(θ⃗) the vector A⃗ transforms as

Ai 7→ A′
i = R(θ⃗)ijAj , (497)

where a general rotation is given by

R(θ) = exp
[
−iθ⃗ · S⃗

]
, (498)

and the generators S⃗ are

S1 =

0 0 0

0 0 −i
0 i 0

 , S2 =

 0 0 i

0 0 0

−i 0 0

 , S3 =

0 −i 0

i 0 0

0 0 0

 . (499)

In particular, if we consider a rotation about the x-axis, so that θ⃗ = (θ, 0, 0), we find

R1(θ) =

1 0 0

0 cos θ − sin θ

0 sin θ cos θ

 (500)

Notice that the generators S1, S2 and S3 obey the commutation relations

[Si, Sj ] = iϵijkSk (501)

Now, suppose that we choose k⃗ = ke⃗1, so that the momentum is purely in the x-direction.

Then the helicity h is given by

h =
S⃗ · k⃗
|⃗k|

= S1. (502)

We can note that S1 has eigenvalues +1, 0 and −1, with normalised eigenvectors e⃗1,

ϵ⃗±(ke⃗1) corresponding to the eigenvalues 0 and ±1 respectively, where

ϵ±(ke⃗1) =
1√
2
(e⃗2 ± ie⃗3). (503)

We quickly check that indeed

S1ϵ
±(ke⃗1) =

1√
2

0 0 0

0 0 −i
0 i 0


 0

1

±i

 = ± 1√
2

 0

1

±i

 = ±ϵ±(ke⃗1). (504)

Meanwhile, under a rotation R(θ⃗), the spinor ψα transforms as

ψα 7→ ψ′
α = D(θ⃗)αβψβ, (505)

where the general D(θ⃗) is given by

D(θ⃗) = exp
[
−iθ⃗ · S⃗

]
, (506)
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and this time the generators are given by

Si =
i

8
ϵijk[γ

j , γk]. (507)

Working explicitly in the Majorana representation for the γ-matrices,

S1 = −1

2

(
σ2 0

0 σ2

)
, S2 =

i

2

(
0 −σ3

σ3 0

)
, S3 =

i

2

(
0 σ1

−σ1 0

)
. (508)

A quick calculation verifies that again

[Si, Sj ] = iϵijkSk. (509)

Choosing again k⃗ = ke⃗1, so that the helicity operator is S1. This has eigenvalues ±1
2 , both

with multiplicity 2. Writing out S1 in its 4× 4 form,

S1 =
1

2


0 i 0 0

−i 0 0 0

0 0 0 i

0 0 −i 0

 , (510)

we see that a suitable basis normalised of eigenvectors is

v±1 =
1√
2


1

∓i
0

0

 , v±2 =
1√
2


0

0

1

∓i

 , (511)

where v±i have eigenvalue ±1
2 . In particular, it follows that

u±(ke⃗1) =

(√
kξ±√
kξ±

)
, ξ± =

1√
2

(
1

∓i

)
, (512)

are of helicity ±1
2 and also solve the massless the Dirac equation.

G More on the Quantised Zero-Momentum Gravitino Modes

In this appendix we consider the quantised zero-momentum sector for the gravitino. The

approach follows [31]. In this sector we have self-adjoint anti-commuting operators ηα and

ηAα for A = 1, 2 and α = 1, 2, 3, 4. They obey the anti-commutation relations

[ηα, ηβ]+ = −δαβ, (513)

[ηAα , η
A
β ]+ = δαβδ

AB, (514)

with all other anti-commutators vanishing. We wish to find a suitable space on which these

operators can act. To this end, we can combine them into creation- and annihilation-type
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by defining

d1 =
1√
2
(η1 + iη2),

d2 =
1√
2
(η3 + iη4),

(515)

and for A = 1, 2

dA1 =
1√
2
(ηA1 + iηA2 ),

dA2 =
1√
2
(ηA3 + iηA4 ),

(516)

These operators then obey the anti-commutation relations

[di, d
†
j ]+ = −δij , (517)

[dAi , d
A†
j ]+ = δijδ

AB. (518)

where i, j = 1, 2. We thus have have 6 pairs of operators which obey fermionic creation- and

annihilation-type anti-commutation relations. We can thus have these operators acting on

a 26 = 64 dimensional space, by defining a ”vacuum” state |0⟩ annihilated by each di and

dAi , that is

di|0⟩ = dAi |0⟩ = 0, (519)

and we choose this state to be (positively) normalised, ⟨0 |0⟩ = +1. Other states are then

built by acting with d†i and dA†i . Note that not all states in this space will have positive

norm. For example

∥d†i |0⟩∥
2 = ⟨0|did†i |0⟩ = −1. (520)
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Part II

Automorphic Scalar Fields in

two-dimensional de Sitter Space

8 Introduction

Lower dimensional models are frequently useful in understanding novel effects in quantum

field theory as the relative simplicity of these situations may allow for the existence of

exact solutions. The hope is that such situations provide useful toy models and that

certain behaviours can be generalised to more realistic situations.

Unlike higher dimensional de Sitter spaces, the two-dimensional de Sitter space dS2, is

not simply connected. Correspondingly, the behaviour of the fields under complete traver-

sals of non-contractible loops must be specified. This topological non-triviality allows for

unexpected behaviour. For Dirac spinor fields in two-dimensional de Sitter space, Ep-

stein and Moschella [36] found that an anti-periodic Neveu-Schwarz boundary condition

is more natural than a periodic Ramond boundary condition. On conformally mapping

the spinors from a Lorentzian cylinder to two-dimensional de Sitter space, only the anti-

periodic spinor fields possess a form of invariance under all de Sitter transformations.

Furthermore, for free periodic and anti-periodic real scalar fields on two-dimensional de

Sitter [37, 38], Epstein and Moschella showed that behaviour of the anti-periodic scalar

fields is quite different from the periodic scalars. For masses corresponding to the comple-

mentary series in the periodic case, the anti-periodic fields never admit de Sitter invariant

two-point functions. This can be understood from the representation theory of SL(2,R),
where there are no unitary irreducible representations corresponding to this mass range.

Epstein and Moschella also showed that for the anti-periodic case there does not exist a

natural analogue of the Bunch-Davies vacuum state [39, 40, 41] for any value of the mass,

and correspondingly one loses the associated Gibbons-Hawking thermal state [42].

More generally, the non-trivial fundamental group π1(dS2) = Z of the two-dimensional

de Sitter space allows for the existence of automorphic scalar fields [43, 44, 45, 46, 47].

The automorphic scalar fields are generically complex scalar fields, which transform under

a unitary representation of π1(dS2) on traversal of the non-contractible loop. Working in

global coordinates on the de Sitter manifold, this can be expressed as the scalar Φ(t, ϕ)

having the following periodicity condition imposed

Φ(t, ϕ+ 2π) = e2πiβΦ(t, ϕ), (521)

where β is a real number. These fields can naturally be viewed as single-valued fields on

the universal covering space d̃S2 of two-dimensional de Sitter space, and transform under

representations of the S̃L(2,R), the universal covering group of the de Sitter symmetry

group SO0(2, 1). In this part, we study properties of the automorphic scalar field and

analyse the implications of a quantum field theory built upon it that different values

of the phase parameter β yield. In particular we investigate compatibility between de

Sitter invariance and the Hadamard condition for the resulting states associated to the
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automorphic field. We find that in general only the periodic β = 0 fields have a de Sitter

invariant Hadamard vacuum state; we do this by constructing the two-point functions for

the de Sitter invariant states and finding that they do not have the correct singularity

structure to be locally Hadamard.

8.1 Organisation of this Chapter

The remainder of this chapter is organized as follows.

We begin with a review of two-dimensional de Sitter space. We introduce the coordi-

nate systems used and review the causal and geodesic structure of the spacetime. Finally,

we write down the Killing vectors of the spacetime, and recall that they form an sl(2,R)
algebra.

We then review the canonical quantisation of automorphic scalar fields in two-dimensional

de Sitter space. We decompose the field into mode functions which automatically satisfy

the automorphic condition, and then split the space of solutions into a positive and a

negative norm space with respect to the Klein-Gordon inner product on two-dimensional

de Sitter space. This then allows us to define annihilation- and creation-type operators

and build up a Fock space for the theory in a usual manner.

Following on from this, we then start to impose additional restrictions on the mode

functions (or equivalently on the states). We first investigate when the Fock vacuum state

is de Sitter invariant, which requires the mode functions to form a basis for a unitary

irreducible representation of the symmetry group. Having found the symmetric states, we

then additionally want to check if they are in a sense “physically reasonable”, which we

do by asking that the states obey the Hadamard condition.

Finally, we define a class of de Sitter non-invariant states which obey the Hadamard

condition for all possible automorphic fields in two-dimensional de Sitter space.

The main content of the chapter is supplemented by three appendices. In the first

appendix we review the unitary irreducible representations of the sl(2,R) algebra. In

the second appendix we consider certain automorphic sums, which are encountered when

considering the de Sitter non-invariant Hadamard states. In the final appendix we prove

a formula related to Legendre equations used in the main part of the text.

9 Geometry of Two-Dimensional de Sitter Space

Two dimensional de Sitter space can be simply realised as a hyperboloid embedded within a

three-dimensional Minkowski space. Let X0, X1 and X2 be coordinates for the Minkowski

space, with metric

ds2 = −(dX0)2 + (dX1)2 + (dX2)2. (522)

Then the de Sitter hyperboloid is defined by the equation

−(X0)2 + (X1)2 + (X2)2 = 1. (523)
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ϕ = −π ϕ = +π
τ = −π

2

τ = +π
2

Figure 1: Carter-Penrose diagram for two-dimensional de Sitter space. The green area
can be connected to the origin O by a space-like geodesic. The blue area can be connected
to the origin by a time-like geodesic. The red shaded area can not be connected to the
origin by a geodesic.

A suitable set of coordinates are the global coordinates (t, ϕ) defined by

X0 = sinh t,

X1 = cosh t cosϕ,

X2 = cosh t sinϕ,

(524)

which cover the entire de Sitter manifold, with t ∈ (−∞,∞) and ϕ ∼ ϕ+2π. In the global

coordinates the metric for de Sitter space is given by

ds2 = −dt2 + cosh2 tdϕ2 (525)

The spatial slices in these coordinate systems are constant X0 or t slices, which are circles

with a contracting, then expanding radius r = cosh t.

As a two-dimensional metric, this is conformally flat, which can be seen by going to

conformal coordinates (τ, ϕ) with τ ∈ (−π
2 ,

π
2 ) by

sinh t = tan τ. (526)

Then the metric in conformal coordinates takes the form

ds2 = sec2 τ(−dτ2 + dϕ2). (527)

From this, we can read off the causal structure of two-dimensional de Sitter space, as seen

in the Carter-Penrose diagram in Figure 1.

The embedding space picture also makes it convenient to talk about the geodesic

structure of de Sitter space. As is the case for geodesics on spheres, the geodesics of de

Sitter space are the intersections of the hyperboloid and planes through the origin [48].

Thus, following Synge, we can easily determine the geodesics as follows. Let XA = PA,

with A = 0, 1, 2 be a point on the de Sitter hyperboloid and suppose that the geodesic goes
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along the direction QA from PA. To remain on the hyperboloid, these are constrained by

ηABP
APB = 1, ηABP

AQB = 0, (528)

where ηAB = diag(−,+,+) is the metric on the Minkowski space. Now the plane con-

taining PA, QA and also the origin in Minkowski space can then be given parametrically

by

XA(p, q) = pPA + qQA, (529)

where p, q ∈ (−∞,∞). Then the intersection between this plane and the hyperboloid is

determined by

ηABX
A(p, q)XB(p, q) = p2 + q2ηABQ

AQB = 1. (530)

Now the value of ηABQ
AQB depends on whether the geodesic is null, spacelike or timelike.

If the geodesic is null, then ηABQ
AQB = 0 and p = 1, so the geodesics are given by the

straight lines

XA(q) = PA + qQA. (531)

For a space-like geodesic, using proper-length l as the parameter along the geodesic, we

have ηABQ
AQB = +1, so that

p2 + q2 = 1, (532)

and therefore the geodesics are given by

XA(l) = PA cos l +QA sin l. (533)

In particular, note that all the space-like geodesics emanating from PA will intersect again

after a geodesic distance l = π at the anti-podal point −PA.
For the time-like geodesics we use proper-time τ as the parameter along the geodesic,

so that ηABQ
AQB = −1. The geodesic is thus given by

XA(τ) = PA cosh τ +QA sinh τ. (534)

Let x and y be two points in two-dimensional de Sitter space and let XA(x) and XA(y)

be the corresponding embedding space coordinates for these points. Then the hyperbolic

distance Z(x, y) between these points is defined as

Z(x, y) = ηABX
A(x)XB(y). (535)

If x and y can be connected by a geodesic then we note that

Z(x, y) = cosµ(x, y) =


cos l(x, y) if space-like,

cosh τ(x, y) if time-like,

1 if null.

(536)

Thus µ(x, y) is the geodesic distance between x and y if they are space-like separated

and proportional to the proper time between x and y if they are time-like separated.

Conversely, any two-point with Z(x, y) > −1 can be connected by geodesics. Meanwhile,
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the point x can not be connected by a geodesic to the interior of the light-cone of the

anti-podal point x̄, because here Z < −1. When Z = −1 the points are connected to the

anti-podal point by a null geodesic and only the antipodal point x̄ itself can be connected

to x by a geodesic, as can be seen from (533). For points x and y which are not connected

by a geodesic, we use the relation

Z(x, y) = ηABX
A(x)XB(y) = cosµ(x, y) (537)

to define what we mean by cosµ(x, y). Note that this leaves some ambiguity in the

definition of µ(x, y), but we will deal only with cosµ(x, y) which does not suffer from this

ambiguity.

The symmetries which leave the hyperboloid invariant are those symmetries of the

embedding Minkowski space which leave the origin invariant. Thus the symmetry group

is the group SO(2, 1) of Lorentz transformations in (2 + 1)-dimensions. As a Lorentz

transformation, the SO(2, 1) element Λ acts on the embedding space coordinates by

XA 7→ X ′A = ΛABX
B. (538)

The symmetry algebra SO(2, 1) is generated by a single rotation L and two boosts B1 and

B2. Acting on functions of the global coordinates (t, ϕ), these generators are

L = X1 ∂

∂X2
−X2 ∂

∂X1
=

∂

∂ϕ
,

B1 = X1 ∂

∂X0
+X0 ∂

∂X1
= cosϕ

∂

∂t
− tanh t sinϕ

∂

∂ϕ
,

B2 = X2 ∂

∂X0
+X0 ∂

∂X2
= sinϕ

∂

∂t
+ tanh t cosϕ

∂

∂ϕ
.

(539)

The algebra obeyed by these generators is

[L,B1] = −B2, [L,B2] = B1, [B1, B2] = L. (540)

This algebra admits a quadratic Casimir element Q given by

Q = −L2 +B2
1 +B2

2 . (541)

In terms of the generators in global coordinates this is

Q =
∂2

∂t2
+ tanh t

∂

∂t
− 1

cosh2 t

∂2

∂ϕ2
, (542)

which we can recognize as being (minus) the box-operator of two-dimensional de Sitter

space

□ =
1√
−g

∂µ
(√

−ggµν∂ν
)
= −Q. (543)

This algebra can also be realised by the sl(2,R) matrices

L =
1

2

(
0 1

−1 0

)
, B1 =

1

2

(
1 0

0 −1

)
, B2 =

1

2

(
0 1

1 0

)
, (544)

80



which is expected because SL(2,R) is a double covering of SO0(2, 1), which is the compo-

nent of SO(2, 1) connected to the identity.

10 Canonical Quantisation in two-dimensional de Sitter Space

Let Φ(x) be a classical, generically complex, Klein-Gordon scalar field on two-dimensional

de Sitter space. This field obeys the Klein-Gordon equation

(□−M2)Φ(x) = 0, (545)

where M2 is a real number. Generically, we could also have a term proportional to the

Ricci scalar R, however this is a constant for de Sitter space, and thus for compactness

has been absorbed into the mass parameter M . Further, suppose that the field Φ is

automorphic in the sense that it picks up a phase when making a full traversal of the

spatial sections. In global coordinates, this can be implemented as

Φ(t, ϕ+ 2π) = e2πiβΦ(t, ϕ), (546)

where the phase β ∈ [0, 12 ]. Generically this requires the field Φ to be complex, however

there are two special values β = 0 and β = 1
2 , corresponding to periodic and anti-periodic

boundary condition, which also allow for real fields. These real fields have previously been

studied by Epstein and Moschella [37, 38], who realised them as single-valued fields living

on the double cover of two-dimensional de Sitter space.

To quantize this system, we will follow the canonical approach, as in Birrell and

Davis [49], Parker and Toms [50] or Wald [51]. As part of the canonical quantisation,

we promote Φ(x) to an operator-valued quantum field and impose the curved-space ver-

sions of equal-time canonical commutation relations on the field Φ(x) and its canonical

momentum conjugate Π(x). We will only work with two-dimensional de Sitter space,

which has a well defined causal structure. Therefore, working in global coordinates (t, ϕ)

we may use t as a time coordinate, and the Cauchy surfaces of constant t act as suitable

equal-time surfaces. To define the canonical momentum-conjugate Π(x), we note that the

Klein-Gordon equation of motion can be derived from the Lagrangian density

L =
√
−g
(
−gµν∂µΦ†(x)∂νΦ(x)−M2Φ†(x)Φ(x)

)
= cosh t

(
∂Φ†

∂t

∂Φ

∂t
− 1

cosh2 t

∂Φ†

∂ϕ

∂Φ

∂ϕ
−M2Φ†Φ

)
,

(547)

where we have used Φ†(x) to denote the complex conjugate field to Φ(x), anticipating the

later quantisation. Then, defining the momentum conjugate as in flat space yields

Π(x) =
∂L

∂∂0Φ(x)
= cosh t

∂Φ†

∂t
(t, ϕ). (548)
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Then the appropriate equal-time commutation relations to impose on the fields are

[
Φ(t, ϕ),Φ(t, ϕ′)

]
= 0 (549)[

Φ(t, ϕ),Π(t, ϕ′)
]
= iδβ(ϕ− ϕ′) (550)[

Π(t, ϕ),Π(t, ϕ′)
]
= 0, (551)

where we have defined the δ-function δβ(ϕ− ϕ′) by

δβ(ϕ− ϕ′) =
∑

m∈Z+β

1

2π
eim(ϕ−ϕ′) = δ0(ϕ− ϕ′)eiβ(ϕ−ϕ

′), (552)

where δ0(ϕ − ϕ′) is the usual periodic δ-function on a circle. This ensures that if f(ϕ) is

a smooth automorphic function obeying f(ϕ+ 2π) = e2πiβf(ϕ), then one has∫ 2π

0
dϕ′ δβ(ϕ− ϕ′)f(ϕ′) = f(ϕ). (553)

Similar relations are imposed for the complex-conjugate field and its associated canonical

conjugate momentum. As in flat space, to make progress it will be convenient to decompose

the free field into independent modes. To this end, on the space of classical solutions of

the Klein-Gordon equation we define a Klein-Gordon type inner product by

(Φ1,Φ2)(t) = i

∫ 2π

0
dϕ cosh t

[
Φ†
1(t, ϕ)

∂Φ2

∂t
(t, ϕ)− ∂Φ†

1

∂t
(t, ϕ)Φ2(t, ϕ)

]
. (554)

This product is conserved in the sense that

(Φ1,Φ2)(t1) = (Φ1,Φ2)(t2), (555)

provided that Φ1 and Φ2 are both solutions to the classical Klein-Gordon equation. As in

flat space, this product is not necessarily positive. Let Sβ be the classical space of solutions

all with the same automorphy condition labelled by the shared value β. We look to split

Sβ into a positive and a negative subspace, labelled by S+β and S−β respectively so that

Sβ = S+β ⊕ S−β . (556)

That is to say, if Ψ+ ∈ S+β and Ψ− ∈ S−β , then we have

(Ψ+,Ψ+) > 0, (Ψ+,Ψ−) = 0, (Ψ−,Ψ−) < 0. (557)

In canonical quantisation, the positive definite subspace S+β provides the one-particle sub-

space of the theory.

Let us now construct a the subspaces S+β and S−β . We can satisfy the automorphy

condition automatically if we look for modes of the form

Φ(t, ϕ) = Φm(t)e
imϕ, (558)
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where m ∈ Z+ β. The equation satisfied by the functions Φm(t) is

1

cosh t

d

dt

(
cosh t

dΦm
dt

)
+

(
m2

cosh2 t
+M2

)
Φm = 0. (559)

This is a second order ordinary differential equation, and in particular it is real. Thus,

if we assume Φm(t) and Φ∗
m(t) are linearly independent, then the space of solutions is

spanned by Φm(t) and Φ∗
m(t). Now suppose that we define

Fm(t, ϕ) = Φm(t)e
imϕ (560)

and assume that these form an orthonormal basis of the positive subspace, so that

(Fm, Fn) = δmn. (561)

Then a suitable orthonormal basis for S−β can be formed by

G∗
m(t, ϕ) = Φ∗

m(t)e
imϕ, (562)

and from the definition of the Klein-Gordon inner product we can note that these functions

obey

(G∗
m, G

∗
n) = −δmn, (563)

(Fm, G
∗
m) = 0. (564)

The completeness of these functions means that an arbitrary solution Ψ of the Klein-

Gordon equation can be expanded as

Ψ(t, ϕ) =
∑

m∈Z+β
[(Fm,Ψ)Fm(t, ϕ)− (G∗

m,Ψ)G∗
m(t, ϕ)] . (565)

Expanding out the Klein-Gordon products equation (565) can be rearranged to

Ψ(t, ϕ) = i

∫ 2π

0
dϕ′ Ψ(ϕ′, t) cosh t

∑
m

[
−∂tF ∗

m(ϕ
′, t)Fm(ϕ, t) + ∂tGm(ϕ

′, t)G∗
m(ϕ, t)

]
+i

∫ 2π

0
dϕ′ ∂tΨ(ϕ′, t) cosh t

∑
m

[
F ∗
m(ϕ

′, t)Fm(ϕ, t)−Gm(ϕ
′, t)G∗

m(ϕ, t)
]
.

(566)

As Ψ(t, ϕ) in (565) was assumed to be an arbitrary solution of the Klein-Gordon equation,

we can choose Ψ(t, ϕ) and ∂tΨ(ϕ, t) independently at a given time t. Therefore we can

read off that the completeness requires

cosh t
∑
m

[
∂tF

∗
m(ϕ

′, t)Fm(ϕ, t)− ∂tGm(ϕ
′, t)G∗

m(ϕ, t)
]
= iδβ(ϕ− ϕ′), (567)

and ∑
m

[
F ∗
m(ϕ

′, t)Fm(ϕ, t)−Gm(ϕ
′, t)G∗

m(ϕ, t)
]
= 0. (568)
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Similarly, considering the expansion of ∂tΨ(t, ϕ) yields the further condition∑
m

[
∂tF

∗
m(t, ϕ

′)∂tFm(t, ϕ)− ∂tGm(t, ϕ
′)∂tG

∗
m(t, ϕ)

]
= 0. (569)

With this in mind, now we use the basis {Fm, G∗
m} to expand the quantum field as

Φ(t, ϕ) =
∑

m∈Z+β

[
amFm(t, ϕ) + b†mG

†
m(t, ϕ)

]
, (570)

Comparing with the expansion of an arbitrary solution, we can read off that

am = (Fm,Φ), b†m = −(G∗
m,Φ). (571)

Then we can calculate

[am, a
†
n] = −[(Fm,Φ), (F

∗
n ,Φ

†)]

=

∫ 2π

0
dϕdϕ′ cosh2 t

(
− ∂F ∗

m

∂t
(t, ϕ)Fn(t, ϕ

′)

[
Φ(t, ϕ),

∂Φ†

∂t
(t, ϕ′)

]

− F ∗
m(t, ϕ)

∂Fn
∂t

(t, ϕ′)

[
∂Φ†

∂t
(t, ϕ),Φ(t, ϕ′)

])

= −i
∫ 2π

0
dϕ cosh t

(
∂F ∗

m

∂t
(t, ϕ)Fn(t, ϕ)− F ∗

m(t, ϕ)
∂Fn
∂t

(t, ϕ)

)
= (Fm, Fn) = δmn

(572)

Similarly, we can show that

[bm, b
†
n] = δmn, (573)

and all other commutators vanish, that is the am and bn obey independent ladder operator

algebras.

Conversely, it is also possible to show that if we assume am and bm obey independent

ladder operator algebras, and also assume the form of the field operator in terms of the

ladder operators then the associated fields obey the canonical commutation relations. For

instance, [
Φ(t, ϕ),

∂Φ†

∂t
(t, ϕ′)

]
=
∑
m,n

(
Fm(t, ϕ)

∂F ∗
n

∂t
(t, ϕ′)[am, a

†
n] +G∗

m(t, ϕ)
∂Gm
∂t

(t, ϕ′)[b†m, bn]

)
=
∑
m∈Z

(
Fm(t, ϕ)

∂F ∗
m

∂t
(t, ϕ′)−G∗

m(t, ϕ)
∂Gm
∂t

(t, ϕ′)

)
=

i

cosh t
δβ(ϕ− ϕ′).

(574)

Given this, the Fock space of states is defined as follows. Let |0⟩ be the vacuum state

defined by

am|0⟩ = bm|0⟩ = 0, for all m ∈ Z+ β. (575)

Other states are then created by acting on |0⟩ with the creation operators a†m and b†m.
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It is important to note that the Fock vacuum state is not defined uniquely. The non-

uniqueness can be traced back to the choice of basis {Fm, G∗
m} for the classical space of

solutions Sβ. For instance, suppose that we define

fm(t, ϕ) = αmFm(t, ϕ) + βmG
∗
m(t, ϕ),

g∗m(t, ϕ) = α∗
mG

∗
m(t, ϕ) + β∗mFm(t, ϕ).

(576)

Then we get a new orthonormal basis {fm, g∗m} if we choose

|αm|2 − |βm|2 = 1. (577)

In this context, this kind of change of basis is usually known as a Bogoliubov transforma-

tion. With respect to this new basis, we can expand

Φ(t, ϕ) =
∑
m∈Z

(
Amfm(t, ϕ) +B†

mg
∗
m(t, ϕ)

)
, (578)

so we can relate the new ladder operators Am and Bm to the old by

am = αmAm + β∗mB
†
m, b†m = βmAm + αmB

†
m. (579)

Now suppose that |0′⟩ is the Fock vacuum state defined with respect to Am and Bm. We

calculate the expected number of bm-excitations in this state by

〈
0′
∣∣b†mbm∣∣0′〉 = |βm|2

〈
0′
∣∣AmA†

m

∣∣0′〉 = |βm|2. (580)

Thus if βm ̸= 0, |0⟩ and |0′⟩ are inequivalent vacuum states. In particular, if we think of

bm-excitations as “particles”, not all observers will agree on their definition of particles

or the number of particles in a given state. In general it is also possible to consider

Bogoliubov transformations which mix different values of m, however we will restrict to

considering only transformations for fixed m.

With these considerations in mind, let us return to the case of two-dimensional de

Sitter space. The functions Φm(t) satisfy the equation

1

cosh t

d

dt

(
cosh t

dΦm
dt

)
+

(
m2

cosh2 t
+M2

)
Φm = 0. (581)

If we let u = i sinh t, then this equation can be recast as

d

du

(
(1− u2)

d

du
Φm

)
+

(
−M2 − m2

1− u2

)
Φm = 0, (582)

so that if we make the identification

M2 = −l(l + 1), (583)

then this can be recognized as an associated Legendre equation with labels m and l [52,

Eq. 8.700]. We assume that the mass-square is always positive, so that −1 < l < 0 or

l ∈ −1
2 + iR. Notice that we can further restrict the value of l by noting that M2 is
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unchanged if we replace l by −(l+1), so that we may take −1
2 < l < 0. The solutions are

Ferrer’s functions [53], defined in terms of hypergeometric functions as

P−m
l (u) =

1

Γ(1 +m)

(
1− u

1 + u

)m/2
F

(
1 + l,−l; 1 +m;

1− u

2

)
. (584)

These functions have a branch cut running from u = +1 to ∞ and from u = −1 to −∞
along the real axis. Furthermore, we note that for the values of m and l we consider the

identity

P−m
l (u)∗ = P−m

l (u∗), (585)

holds and that P−m
l (i sinh t) and P−m

l (−i sinh t) are linearly independent provided that

l +m /∈ Z [52]. For the values of l and m we consider in this thesis it will always be the

case that l +m /∈ Z. Then, we set

Φm(t) =

√
Γ(m+ l + 1)Γ(m− l)

4π
P−m
l (i sinh t), (586)

then the associated modes

Fm(t, ϕ) =

√
Γ(m+ l + 1)Γ(m− l)

4π
P−m
l (i sinh t)eimϕ, (587)

G∗
m(t, ϕ) =

√
Γ(m+ l + 1)Γ(m− l)

4π
P−m
l (−i sinh t)eimϕ. (588)

We will further restrict the allowed value of l to

l ∈ −1

2
+ iR, or − 1

2
< l < −|β|, (589)

with m ∈ Z + β. These restrictions ensure that (m ± l ± 1)(m ∓ l) are always positive,

see Appendix H. It follows also then that Γ(m + l + 1)Γ(m − l) > 0. The normalisation

(Fm, Fn) = −(G∗
m, G

∗
n) = δmn follows as

i

∫ 2π

0
dϕ ei(n−m)ϕ cosh t[

P−m
l (−i sinh t) d

dt
P−m
l (i sinh t)− d

dt
P−m
l (−i sinh t)P−m

l (i sinh t)

]
= 2πδmn(1− u2)

[
P−m
l (u)

d

du
P−m
l (−u)− d

du
P−m
l (u)P−m

l (−u)
]

=
4π

Γ(m− l)Γ(m+ l + 1)
δmn,

(590)

where we made use of the Wronskian identity [54, Eq. 14.2.3]

P−m
l (u)

d

du
P−m
l (−u)− d

du
P−m
l (u)P−m

l (−u) = 2

Γ(m− l)Γ(m+ l + 1)(1− u2)
. (591)

These modes satisfy the completeness relations. As we have said, we can also make

a Bogoliubov transformation in each mode. Thus, absorbing an overall phase, we will
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consider mode functions of the form

fm(t, ϕ) = coshαmFm(t, ϕ) + eiγm sinhαmG
∗
m(t, ϕ), (592)

g∗m(t, ϕ) = e−iγm sinhαmFm(t, ϕ) + coshαmG
∗
m(t, ϕ), (593)

where γm and αm are real numbers.

At this point, it is convenient to make contact with the quantisation conditions of

Epstein and Moschella [37]. We recall that they consider real scalar fields, corresponding

to the values β = 0 and β = 1
2 . For a real scalar field, we ought to be able to use {fm, f∗n}

as a basis, thus we need to choose αm and γm such that

(fm, f
∗
n) = 0, (594)

for all m and n when β = 0 or β = 1
2 . Taking the complex conjugate of fm gives

f∗m(t, ϕ) = coshαmF
∗
m(t, ϕ) + e−iγm sinhαmGm(t, ϕ). (595)

As F ∗
m and G∗

m are both proportional to e−imϕ we should be able to express f∗m(t, ϕ) in

terms of F−m(t, ϕ) and G
∗
−m(t, ϕ). Indeed, if we use the connection formula [54, Eq. 14.2.7]

sin(l −m)π

Γ(m+ l + 1)
Pml (u) =

sin lπ

Γ(l −m+ 1)
P−m
l (u)− sinmπ

Γ(l −m+ 1)
P−m
l (−u), (596)

we find that

f∗m(t, ϕ) = coshαmF
∗
m(t, ϕ) + e−iγm sinhαmGm(t, ϕ)

= − 1√
sin(m− l)π sin(m+ l)π

×
[ (

coshαm sinmπ + e−iγm sinhαm sin lπ
)
F−m

+
(
coshαm sin lπ + e−iγm sinhαm sinmπ

)
G∗

−m

]
.

(597)

Requiring therefore the reality condition (fm, f
∗
n) = 0 imposes a non-trivial restriction

when n = −m. Calculating (f−m, f
∗
m) then gives

0 = coshα−m
(
coshαm sinmπ + e−iγm sinhαm sin lπ

)
− e−iγ−m sinhα−m

(
coshαm sin lπ + e−iγm sinhαm sinmπ

)
.

(598)

If m ∈ Z we can rewrite this condition as,

eiγm coshα−m sinhαm − eiγ−m coshαm sinhα−m = 0. (599)

Meanwhile, if m ∈ 1
2 + Z we can instead rewrite theses conditions as

coshαm coshα−m − ei(γm+γ−m) sinhαm sinhα−m = δm sin lπ (600)

eiγ−m coshαm sinhα−m − eiγm coshα−m sinhαm = δm sinmπ, (601)

for some constants δm. These conditions are precisely the quantisation conditions of
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Epstein and Moschella.

11 States and Two-Point Functions

11.1 Symmetries

In this section we look for vacuum states which are invariant under the SO0(2, 1) symmetry

group. This will impose further restrictions on the mode functions. Suppose that Λ is

a SO(2, 1) transformation. Let this be implemented on the field operator by U(Λ) and

suppose that the associated action on the space of solutions is given by

U(Λ)Fm =
∑
n∈Z

(
U(Λ)mnFn + U(Λ)mnG

∗
n

)
, (602)

U(Λ)G∗
m =

∑
n∈Z

(
V (Λ)mnFn + V (Λ)mnG

∗
n

)
. (603)

Note that here we U(Λ)mn is not the complex conjugate of U(Λ)mn, and similarly for V (Λ)

and V (Λ). Then we have

U(Λ)Φ =
∑
m

[
(U(Λ)Fm)am + (U(Λ)G∗

m)b
†
m

]
=
∑
mn

[
(U(Λ)mnFn + U(Λ)mnG

∗
n)am + (V (Λ)mnFn + V (Λ)mnG

∗
n)b

†
m

]
=
∑
nm

[
(amU(Λ)mn + b†mV (Λ)mn)Fn + (amU(Λ)mn + b†mV (Λ)mn)G

∗
n

]
.

(604)

Thus, on the annihilation and creation operators we have

U(Λ)an =
∑
m∈Z

(
amU(Λ)mn + b†mV (Λ)mn

)
, (605)

U(Λ)b†n =
∑
m∈Z

(
amU(Λ)mn + b†mV (Λ)mn

)
. (606)

However, as we have seen for the Bogoliubov transformations, in order for the vacuum

state to be invariant, we do not want to allow mixing between the S+ and S− subspaces

and we also want the transformation to be unitary. Thus we require

V (Λ)mn = 0, U(Λ)mn = 0, (607)

and ∑
n∈Z

U(Λ)mnU(Λ)∗kn = δmk,∑
n∈Z

V (Λ)mnV (Λ)
∗
kn = δmk.

(608)
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Now, we recall that the generators of the symmetry group can be given in global coordi-

nates as

L =
∂

∂ϕ
,

B1 = cosϕ
∂

∂t
− tanh t sinϕ

∂

∂ϕ
,

B2 = sinϕ
∂

∂t
+ tanh t cosϕ

∂

∂ϕ
.

(609)

Then, if we act with e2πL on some function F (ϕ), we find that

e2πLF (ϕ) = F (ϕ+ 2π), (610)

so that acting on the automorphic field Φ(t, ϕ) shows that e2πL is a scalar as

e2πLΦ(t, ϕ) = Φ(t, ϕ+ 2π) = e2πiβΦ(t, ϕ). (611)

Thus the group under whose representations the field transforms is ˜SL(2,R), labelled by

β. In Appendix H we recall the classification of the irreducible unitary representations

of this group. To further classify the irreducible representation, we also need the action

of the quadratic Casimir operator Q = −□ in global coordinates. Thus, the eigenvalue

equation

QΦ(t, ϕ) = l(l + 1)Φ(t, ϕ) (612)

is the Klein-Gordon equation obeyed by the field Φ(t, ϕ) with mass M2 = −l(l+1). With

the restriction

l ∈ −1

2
+ iR+, or − 1

2
< l < |β|, (613)

we are looking at irreducible principal and complementary series representations of S̃L(2,R).
Thus the question of whether the Fock vacuum state |0⟩ is de Sitter invariant is equiva-

lent to the question of whether the modes {fm} and {g∗m} form a basis for an irreducible

representation. For this, we will check the action of L, B1 and B2 on the modes. Firstly,

note that

Lfm = imfm, Lg∗m = img∗m. (614)

Next, to find the action of B1 and B2 on the modes, we use the ladder operators B± =

B1 ± iB2, which in globabl coordinates act on the fields as

B+ = eiϕ
(
∂

∂t
+ i tanh t

∂

∂ϕ

)
, (615)

B− = e−iϕ
(
∂

∂t
− i tanh t

∂

∂ϕ

)
. (616)

To find the action of B±, we first recall the recurrence relations obeyed by the associated

Legendre functions [52](√
1− u2

d

du
− mu√

1− u2

)
P−m
l (u) = −P−m+1

l (u) (617)(√
1− u2

d

du
+

mu√
1− u2

)
P−m
l (u) = (l −m)(l +m+ 1)P−m−1

l (u), (618)
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whence it follows that(
d

dt
−m tanh t

)
Φm(t) = −i

√
(m− l)(m+ l + 1)Φm+1(t), (619)(

d

dt
+m tanh t

)
Φm(t) = −i

√
(m− l − 1)(m+ l)Φm−1(t). (620)

In particular, letting again u = i sinh t it then follows that

B+Fm(t, ϕ) = iei(m+1)ϕ

√
Γ(m+ l + 1)Γ(m− l)

4π

(√
1− u2

d

du
+

mu√
1− u2

)
P−m
l (u)

= −i
√

Γ(m+ l + 1)Γ(m− l)

4π
(m− l)(l +m+ 1)P−m−1

l (i sinh t)ei(m+1)ϕ

= −i
√

(m− l)(m+ l + 1)Fm+1(t, ϕ).

(621)

Similarly, we find also that

B+G
∗
m(t, ϕ) = +i

√
(m− 1)(m+ l + 1)G∗

m+1(t, ϕ), (622)

B−Fm(t, ϕ) = −i
√

(m− l − 1)(m+ l)Fm−1(t, ϕ), (623)

B−G
∗
m(t, ϕ) = +i

√
(m− l − 1)(m+ l)G∗

m−1(t, ϕ). (624)

Thus {Fm} and {(−1)mG∗
m} have the same transformation under the so(2, 1) symmetry

algebra generated by the Killing vectors, and that they transform as the basis vectors of

a unitary irreducible representation of ˜SL(2,R). The general

fm(t, ϕ) = coshαmFm(t, ϕ) + eiγm sinhαmG
∗
m(t, ϕ), (625)

g∗m(t, ϕ) = e−iγm sinhαmFm(t, ϕ) + coshαmG
∗
m(t, ϕ), (626)

where γm and αm are real numbers, and we can without loss of generality assume that

αm ≥ 0. Therefore it follows that these transform also as basis vectors of the same

irreducible unitary representation precisely if we choose that

αm = α, γm = γ +mπ, (627)

where α and γ arem-independent constant real numbers. It follows that if l andm are cho-

sen so that there exists a corresponding ˜SL(2,R) representation, then this representation

can be realised using the mode functions of automorphic scalar fields in two-dimensional

de Sitter space. Notice that the vacuum state in each case is not unique, indeed the free-

dom in the choice of these states is precisely the same as for α-vacua [41, 55] of scalar

fields in higher-dimensional de Sitter spaces.

To compare with the results of Epstein and Moschella [37], let us impose again ad-

ditionally the reality conditions for the periodic, β = 0, and antiperiodic, β = 1
2 cases.

When m ∈ Z, the reality condition requires

eiγm coshα−m sinhαm − eiγ−m coshαm sinhα−m = 0, (628)

while de Sitter invariance requires αm = α and γm = mπ + γ for constant α and γ.
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Inserting these values for αm and γm, we see that the reality condition imposes no further

restrictions on α and γ.

For the anti-periodic case m ∈ Z+ 1
2 , and the reality conditions are

coshαm coshα−m − ei(γm+γ−m) sinhα−m sinhα−m = δm sin lπ,

eiγ−m coshαm sinhα−m − eiγm coshα−m sinhαm = δm sinmπ.
(629)

Now let l = −1
2 + iλ, as for the anti-periodic case there are no complementary series rep-

resentations, then sin lπ = − coshλπ. Inserting the values for αm and γm and eliminating

δm yields

1− e2iγ tanh2 α = 2i coshλπeiγ tanhα. (630)

This can be recognised as a quadratic in ieiγ tanhα, with solutions

ieiγ tanhα = e±λπ. (631)

As we can choose α > 0 without loss of generality, the reality then requires us to choose

eiγ = −i. Then the condition can be rewritten as

coth 2α = coshλπ, (632)

which agrees with the result of Epstein and Moschella [37].

11.2 Hadamard States

11.2.1 Adiabatic States

We have by now constructed a family of de Sitter invariant states, however symmetry is

not the only kind of extra condition we may wish to impose on states. For example, it

is not guaranteed a priori that all the states we have defined lead to theories that can

be considered physically reasonable. In general, the definition of what we call particles

is dependent on the choice of observer and associated vacuum state, as a result of the

choice of basis we expand the field in. On short distance scales, the space-time appears

locally flat, thus if we consider the high (angular)-momentum modes which probe the

short distance scales we would on physical grounds not expect significant changes to the

number of excitations corresponding to very large momenta. This is the basis of the

adiabatic condition [49, 50, 56], which we can take as asking that the basis {fm} for S+β

behaves as m→ ∞ like

fm(t, ϕ) ∼
1√

4π|m|
exp [i(mϕ− |m| arctan sinh t)] . (633)

This follows if we consider the Klein-Gordon equation (581) for modes modes proportional

to eimϕ. If m2 is much larger than cosh t, this is well approximated by

cosh t
d

dt

(
cosh t

dΦm
dt

)
= −m2Φm. (634)
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If we introduce y = y(t) by
d

dy
= cosh t

d

dt
, (635)

which can be solved for y = arctan sinh t, the equation becomes

d2Φm
dy2

= −m2Φm. (636)

Thus we find that a general solution has asymptotic behaviour as m→ ∞ of

fm(t, ϕ) ∼
1√

4π|m|
eimϕ (Am exp[−i|m| arctan sinh t] +Bm exp[+i|m| arctan sinh t]) .

(637)

This can be thought of as a superposition of asymptotically positive and negative frequency

solutions. The content of the adiabatic condition is then to say that physical states have

modes such that Am → 1 and Bm → 0 as m → ∞. This ensures that the number of

excitations in the high momentum modes does not change rapidly.

So we wish to investigate whether any of the symmetric states we have found previously

are physical in the sense that they additionally obey the adiabatic condition. To this end,

recall that

Fm(t, ϕ) = Φm(t)e
imϕ, (638)

where

Φm(t) =

√
Γ(m+ l + 1)Γ(m− l)

4π
P−m
l (i sinh t). (639)

When m is large and positive, the behaviour of the associated Legendre functions is [54,

Eq. 14.15.1]

P−m
l (±u) ∼ 1

Γ(1 +m)

(
1∓ u

1± u

)m/2
. (640)

Recalling further that

exp(−i arctan y) =
(
1− iy

1 + iy

)1/2

, (641)

implies that as m→ +∞ we have

P−m
l (i sinh t) ∼ 1

Γ(1 +m)
exp(−im arctan sinh t). (642)

We then wish to investigate the behaviour as m→ +∞ of

Γ(m+ l + 1)Γ(m− l)

Γ(1 +m)2
. (643)

To this end, we recall the Stirling approximation [54, Eq. 5.11.3] which says that provided

| arg z| ≤ π − ϵ for some positive ϵ, as z → ∞ we have

Γ(z) =

√
2π

z
zze−z

(
1 +O

(
1

z

))
, (644)
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from which it follows that as m→ +∞

Γ(m+ l + 1)Γ(m− l)

Γ(1 +m)2
∼ 1

m
. (645)

Thus we find that for large positive m

Fm(t, ϕ) ∼
1√
4πm

exp(imϕ− im arctan sinh t). (646)

Similarly, we have

G∗
m(t, ϕ) ∼

1√
4πm

exp(imϕ+ im arctan sinh t). (647)

For the negative m, we recall the connection formula to note that as m→ −∞

Fm(t, ϕ) ∼
1√

4π|m|
1√

sin2 lπ − sin2 β
exp(imϕ)

× [sin lπ exp(im arctan sinh t) + sinmπ exp(−im arctan sinh t)] .

(648)

We are now ready to check when it is possible to have physical and de Sitter symmetric

vacuum states. Indeed, recall that for the de Sitter invariant states, we have in general

modes of the form

fm(t, ϕ) = coshαFm(t, ϕ) + (−1)meiγ sinhαG∗
m(t, ϕ), (649)

for constant α and γ and m ∈ Z+β. Thus, we can read off that in order to have the right

behaviour as m→ +∞ we must choose

α = 0. (650)

However, if we then examine the behaviour as m → −∞ we see that we must choose

sinmπ = 0, which is to say that β = 0. Therefore only in the periodic theory (β = 0)

is it possible to have a vacuum state that is both physically reasonable according to the

adiabatic principle and also de Sitter invariant. Indeed, the resulting state is of the well

known Bunch-Davies form.

11.2.2 De Sitter Invariant Hadamard States

Another, more formal, definition of a physically acceptable state is the Hadamard condi-

tion [51]. The Hadamard condition constrains the short-distance singular structure of the

two-point function W(x, y) = ⟨0|Φ(x)Φ†(y)|0⟩, where x and y label two space-time points.

In two dimensions, we say that the vacuum |0⟩ is a Hadamard state if

W(x, y) = ⟨0|Φ(x)Φ†(y)|0⟩

= − 1

4π
V (x, y) log

[
µ(x, y)2

2
+ iϵsign(x0 − y0)

]
+W (x, y),

(651)

where ϵ is a positive infinitesimal, µ(x, y) denotes the geodesic-distance between x and

y, and W (x, y) and V (x, y) are smooth functions with V (x, y) state independent. The
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Hadamard condition is physically motivated similarly to the adiabatic condition. The

Hadamard condition requires that the singularity structure of the two-point function in a

general spacetime matches as much as possible the singularity structure of the two-point

function in a flat spacetime [51]. Generally, for globally hyperbolic spacetimes one expects

there to exist a large class of Hadamard states [51, 57].

In this section, we will calculate the two-point functions for the de Sitter invariant

vacuum states and show that unless β = 0 and α = 0 the two-point function is always

singular at two antipodal points. For non-automorphic fields, Radzikowski [58] has proved

that a Hadamard state can not have other non-local singularities.

Suppose that we are working in a state that is invariant under connected component

of the de Sitter group. In such a state the two-point function can be determined as a

function of the geodesic distance [59]. Thus we may write W = W(µ), and this two-point

function must still satisfy the Klein-Gordon equation

(□x −M2)W(µ(x, y)) = 0. (652)

In particular, let Z = cosµ(x, y), then we look for a function F (Z) that solves

□xF (Z) = (1− Z2)
d2F

dZ2
− 2Z

dF

dZ
, (653)

so that if we again set M2 = −l(l + 1) we find that W(Z) obeys a Legendre equation

(1− Z2)
d2W

dZ2
− 2Z

dW

dZ
+ l(l + 1)W = 0. (654)

Thus a general de Sitter invariant two-point function must take the form

W(µ) = APl(− cosµ) +BPl(+ cosµ). (655)

For the automorphic fields, we then extend this two-point function by

W(t, ϕ+ 2πM ; t′, ϕ′ + 2πN) = e2πi(M−N)βW(t, ϕ; t′, ϕ′), (656)

whereM andN are integers. We are interested in the singular behaviour of these functions,

so we note that when l is not an integer Pl(x) is singular with a branch cut from x = −1

to −∞ and we have Pl(1) = 1. The behaviour as x → −1 can be determined using the

following expression for Pl(x)

Pl(x) =

[
−sin lπ

π
log

1− x

1 + x
+ Cl

]
Pl(−x)−

2

π
Rl(x), (657)

where

Rl(x) = lim
m→0

∂

∂m
F

(
l + 1,−l; 1−m;

1 + x

2

)
, (658)

and letting ψ denote the digamma function and γ Euler’s constant

Cl =
2 sin lπ

π
[γ + ψ(l + 1)] + cos lπ. (659)
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We note that Rl(x) is analytic at x = −1. Then as x→ −1 we have

Pl(x) =
sin lπ

π
log(1 + x) +O(1). (660)

The formula (657) is proved by differentiating the associated Legendre equation for Γ(1−
m)Pml (x) and taking the limit as m→ 0. We relegate the details to Appendix J.

Recall that for the de Sitter invariant vacuum states, we can use the following positive

modes

fm(t, ϕ) = coshαFm(t, ϕ) + eimπeiγ sinhαG∗
m(t, ϕ). (661)

Then define

W
(α)
β (t, ϕ; 0, 0) = ⟨0|Φ(t, ϕ)Φ†(0, 0)|0⟩

=
∑

m∈Z+β
fm(t, ϕ)f

∗
m(0, 0)

=
∑

m∈Z+β

[
cosh2 αFm(t, ϕ)F

∗
m(0, 0) + sinh2 αG∗

m(t, ϕ)Gm(0, 0)

+ coshα sinhα

× (eimπeiγG∗
m(t, ϕ)F

∗
m(0, 0) + e−imπe−iγFm(t, ϕ)Gm(0, 0))

]
.

(662)

Here we used the de Sitter invariance of the two-point function to set one of the points to

be at the origin of our coordinate system. Next, if we define

W
(0)
β (t, ϕ) =

∑
m∈Z+β

Fm(t, ϕ)F
∗
m(0, 0), (663)

it is sufficient to study this two-point function because the general two-point function is

W
(α)
β (t, ϕ) = cosh2 αW

(0)
β (t, ϕ) + sinh2 αW

(0)∗
β (t,−ϕ)

+ coshα sinhα
[
eiγW

(0)∗
β (t,−ϕ− π) + e−iγW

(0)
β (t, ϕ− π)

]
,

(664)

where we use that Fm(0, 0) andG
∗
m(0, 0) are real, G

∗
m(t, ϕ) = F ∗

m(t,−ϕ) and e−imπFm(t, ϕ) =
Fm(t, ϕ− π). Therefore it is enough to consider the simpler function W

(0)
β (t, ϕ).

We know in general that if (t, ϕ) can be connected to the origin by a spacelike geodesic

that

W
(0)
β (t, ϕ) = AβPl(− cosµ) +BβPl(+ cosµ), (665)

and we will determine constants Aβ and Bβ by matching the logarithmic singularities with

the mode-sum expressions.

For convenience, let us switch to conformal coordinates (τ, ϕ) with sinh t = tan τ . In

conformal coordinates, we have

cosµ(τ, ϕ; 0, 0) = sec τ cosϕ. (666)

We expect the singularities as τ ± ϕ approach 0 and ±π. For example as τ − ϕ = 0 is
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approached from ϕ > 0 we have

cosµ(τ = ϕ− ϵ, ϕ; 0, 0) = 1− ϵ tanϕ+O(ϵ2), (667)

where ϵ > 0 is a small number. Using that ϵ = ϕ− τ , we find that the singular part as we

approach τ − ϕ = 0 from 0 < ϕ < π is

W
(0)
β ∼

Aβ sin lπ

π
log(ϕ− τ). (668)

Similarly, as τ − ϕ = 0 is approached from ϕ < 0, we have

cosµ(τ = ϕ+ ϵ, ϕ; 0, 0) = 1 + ϵ tanϕ+O(ϵ2). (669)

In this case ϵ = τ − ϕ and thus in the region −π < ϕ < 0 we have

W
(0)
β ∼

Aβ sin lπ

π
log(τ − ϕ), (670)

as τ −ϕ approaches zero. Working out the other singularities from τ +ϕ = 0, τ +ϕ = ±π
and τ − ϕ = ±π then yields the singularity structure as

W
(0)
β ≈

Aβ sinπl

π
[log(ϕ− τ) + log(ϕ+ τ)]

+
Bβ sinπl

π
[log(π − ϕ+ τ) + log(π − ϕ− τ)] ,

0 < ϕ < π, (671)

and

W
(0)
β ≈

Aβ sinπl

π
[log(τ − ϕ) + log(−τ − ϕ)]

+
Bβ sinπl

π
[log(π + ϕ+ τ) + log(π + ϕ− τ)] ,

− π < ϕ < 0. (672)

These expressions are valid provided that (τ, ϕ) and (0, 0) are connectable by a spacelike

geodesic.

Now match these singularities with the singularities extracted from the mode-sum

expression for W
(0)
β . As the simplest case, let us first deal with β = 0. In this case the

mode-sum expression for W
(0)
0 (τ, ϕ) is

W
(0)
0 (τ, ϕ) =

∑
m∈Z

Fm(τ, ϕ)F
∗
m(0, 0). (673)

Separating the m = 0 and m > 0 and m < 0 modes yields

W
(0)
0 (τ, ϕ) = F0(τ, ϕ)F

∗
0 (0, 0)

∗

+

∞∑
m=1

[
Fm(τ, ϕ)Fm(0, 0) + F−m(τ, ϕ)F

∗
−m(0, 0)

]
.

(674)

This can be rewritten in terms of Fm(τ, ϕ) = Φm(τ)e
imϕ, where we recall that

Φm(τ) =

√
Γ(m+ l + 1)Γ(m− l)

4π
P−m
l (i tan τ). (675)
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When m ∈ Z we use (596) to note that

sin(l −m)π

Γ(m+ l + 1)
Pml (i tan τ) =

sin lπ

Γ(l −m+ 1)
P−m
l (i tan τ). (676)

Then we find that

Φ−m(τ) =

√
Γ(l −m+ 1)Γ(−m− l)

4π
Pml (i tan τ)

= −sin lπ

π

√
Γ(l −m+ 1)Γ(−m− l)

4π

Γ(m+ l + 1)

Γ(l −m+ 1)

π

sin(m− l)π
P−m
l (i tan τ)

= −sin lπ

π

√
Γ(m− l)Γ(−m− l)Γ(l −m+ 1)Γ(l +m+ 1)Φm(τ)

= Φm(τ).

(677)

where we noted that | sin lπ| = − sin lπ and also used the reflection formula [54, Eq. 5.5.3]

Γ(x)Γ(1− x) =
π

sinπx
. (678)

Then the mode-sum expression (674) for W
(0)
0 (τ, ϕ) can be rewritten as

W
(0)
0 (τ, ϕ) = Φ0(τ)Φ

∗
0(0) +

∞∑
m=1

Φm(τ)Φ
∗
m(0)[e

imϕ + e−imϕ]. (679)

To extract the singular part, we recall that as m→ ∞

Φm(τ, ϕ) ∼
1√
4πm

e−imτ
[
1 +O

(
1

m

)]
, (680)

and that we can drop sums of terms which behave like m−1−ϵ for ϵ > 0. Thus

W
(0)
0 (τ, ϕ) ≈ 1

4π

∞∑
m=1

1

m

[
e−im(τ−ϕ) + e−im(τ+ϕ)

]
. (681)

In order for these sums to converge, we should understand

τ ± ϕ 7→ τ ± ϕ− iϵ (682)

With this understood, the sum can be evaluated using the Taylor expansion

log(1− x) = −
∞∑
n=1

1

n
xn, (683)

provided that |x| < 1. It follows that the singular part of the two-point function W
(0)
0 (τ, ϕ)

is given by

W
(0)
0 (τ, ϕ) ≈ − 1

4π

[
log
(
1− e−i(τ−ϕ−iϵ)

)
+ log

(
1− e−i(τ+ϕ−iϵ)

)]
≈

− 1
4π [log (ϕ− τ + iϵ) + log (ϕ+ τ − iϵ)] , if 0 < ϕ < π,

− 1
4π [log (−ϕ+ τ − iϵ) + log (−ϕ− τ + iϵ)] , if − π < ϕ < 0,

(684)
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provided that (τ, ϕ) is connected to the origin by a space-like geodesic. Suppressing again

the iϵ prescription, we can match the singularities with those obtained by the general

expression, whence we find

Aβ = − 1

4 sinπl
, Bβ = 0, (685)

so that

W
(0)
0 (τ, ϕ) = − 1

4 sinπl
Pl(− cosµ(τ, ϕ; 0, 0)), (686)

for space-like separated points. To extend the two-point function to points which are

not connected to the origin by a spacelike geodesic, we analytically continue through the

boundaries. For this, we choose the principal branches for the logarithm functions, in

particular, this means that for x > 0 we continue to negative values by

log(−x± iϵ) = log |x| ± iπ. (687)

Then extending across ϕ−τ = 0 from ϕ > 0, we should replace the logarithmic singularities

− 1

4π
log (ϕ− τ + iϵ) 7→ − 1

4π
[log (τ − ϕ) + iπ] . (688)

The non-singular terms added in this expression leads to additions of Pl(cosµ), and it

follows that extending from positive ϕ we should take in the future light-cone

W
(0)
0 (τ, ϕ) = − 1

4 sin lπ
P̃l(− cosµ)− i

4
Pl(cosµ), (689)

where we have defined for x > 1

P̃l(−x) =
[
−sin lπ

π
log

(
x+ 1

x− 1

)
+ Cl

]
Pl(x) +Rl(−x). (690)

We can also reach the future light-cone by extending from ϕ < 0 across ϕ+ τ = 0. Then

we should replace

− 1

4π
log(−ϕ− τ + iϵ) 7→ − 1

4π
[log(ϕ+ τ) + iπ] . (691)

We find again that we should take

W
(0)
0 (τ, ϕ) = − 1

4 sin lπ
P̃l(− cosµ)− i

4
Pl(cosµ) (692)

in the future light cone. For the past light-cone, we can extend from ϕ > 0 through

τ + ϕ = 0, which leads us to replace

− 1

4π
log(ϕ+ τ − iϵ) 7→ − 1

4π
[log(−ϕ− τ)− iπ] . (693)

Thus in the past light-cone of the origin we should take

W
(0)
0 (τ, ϕ) = − 1

4 sin lπ
P̃l(− cosµ) +

i

4
Pl(cosµ), (694)
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this formula is also obtained by extending from ϕ < 0. We still need to extend the two-

point function to the interior of the future and past lightcones of the anti-podal point

(0,±π). As we have seen, these points can not be connected to the origin by a geodesic,

thus we can not interpret µ as a geodesic distance, however we can still extend the definition

of µ to these points. As a function µ, the two-point function W
(0)
0 is not singular when

passing through cosµ = −1, it follows that for these points we still have

W
(0)
0 = − 1

4 sin lπ
Pl(− cosµ). (695)

These results can be summarised as

W
(0)
0 (τ, ϕ) = − 1

4 sin lπ
Pl(− cosµ+ iϵτ). (696)

Having seen the simpler case of β = 0, let us now return to general β(̸= 0). The mode-sum

expression for W
(0)
β is

W
(0)
β (τ, ϕ) =

∑
m∈Z+β

Fm(τ, ϕ)F
∗
m(0, 0) (697)

Seperate into modes with m > 0 and m < 0, so let m = n + β and −m′ = −n − 1 + β.

Then we can rewrite

W
(0)
β (τ, ϕ) =

∞∑
n=0

[
Fm(τ, ϕ)F

∗
m(0, 0) + F−m′(τ, ϕ)F ∗

−m′(0, 0)
]
, (698)

Recall that we have

Fm(τ, ϕ) = Φm(τ)e
imϕ

=

√
Γ(m+ l + 1)Γ(m− l)

4π
P−m
l (i tan τ)eimϕ.

(699)

We now want to find the general m version of (677), relating Φ−m to Φm and Φ∗
m. This

is done again using the connection formula (596), however this time with m ∈ Z + β.

Arguing as for (677) the result is

Φ−m(τ) =
1√

sin2 lπ − sin2 βπ
[sinmπΦ∗

m(τ)− sin lπΦm(τ)] . (700)

Thus we can re-write the series expression for W
(0)
β (τ, ϕ) as

W
(0)
β (τ, ϕ) =

∞∑
n=0

Φm(τ)Φ
∗
m(0)e

imϕ +
sin2 lπ

sin2 lπ − sin2 βπ

∞∑
n=0

Φm′(τ)Φm′(0)e−im
′ϕ

+
sin2 βπ

sin2 lπ − sin2 βπ

∞∑
n=0

Φ∗
m′(τ)Φm′(0)e−im

′ϕ

+ e±iβπ
sin lπ sinβπ

sin2 lπ − sin2 βπ

∞∑
n=0

[Φ∗
m′(τ)Φ∗

m′(0) + Φm′(τ)Φm′(0)] e−im
′(ϕ∓π),

(701)
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noting that − sinm′π = e±iβπ sinβπe∓im
′π. From (646) as n→ ∞ we have

Φm(τ) ∼
1√
4πm

e−im tan−1 tan τ

(
1 +O

(
1

m

))
, (702)

where we used again that in conformal coordinates sinh t = tan τ . To get at the singular

parts of these sums we proceed as before, dropping first sums of terms which scale like

m−1−ϵ for ϵ > 0. Then the singular part of the first sum can be extracted from

∞∑
n=0

Φm(τ)Φ
∗
m(0)e

imϕ ≈ 1

4π

∞∑
n=1

1

n+ β
e−i(n+β)(τ−ϕ). (703)

Then as n→ ∞
1

n+ β
=

1

n

(
1 +O

(
1

n

))
. (704)

To actually evaluate the sum, we should again understand τ − ϕ 7→ τ − ϕ − iϵ for ϵ > 0,

and then the singular part is extracted as

∞∑
n=0

Φm(τ)Φ
∗
m(0)e

imϕ ≈ − 1

4π
e−iβ(τ−ϕ) log

[
1− e−i(τ−ϕ−iϵ)

]
. (705)

The other sums can be analysed similarly, leading to

∞∑
n=0

Φm′(τ)Φm′(0)e−im
′ϕ ≈ − 1

4π
eiβ(τ+ϕ) log

[
1− e−i(τ+ϕ−iϵ)

]
(706)

∞∑
n=0

Φ∗
m′(τ)Φm′(0)e−im

′ϕ ≈ − 1

4π
eiβ(τ−ϕ) log

[
1− ei(τ−ϕ+iϵ)

]
, (707)

and the final sum

∞∑
n=0

[Φ∗
m′(τ)Φ∗

m′(0) + Φm′(τ)Φm′(0)]

≈ − 1

4π

(
e−iβ(τ−ϕ±π) log

[
1− e−i(τ−ϕ±π+iϵ)

]
+ eiβ(τ+ϕ∓π) log

[
1− e−i(τ+ϕ∓π−iϵ)

] )
.

(708)

Then, the logarithmic singularities of W
(0)
β (τ, ϕ) in the region connected to the origin by

a spacelike geodesic with 0 < ϕ < π are

W
(0)
β (τ, ϕ) ≈ − 1

4π

[
log (ϕ− τ + iϵ) +

sin2 lπ

sin2 lπ − sin2 βπ
log (ϕ+ τ − iϵ)

+
sin2 βπ

sin2 lπ − sin2 βπ
log (ϕ− τ − iϵ) + e+iβπ

sin lπ sinβπ

sin2 lπ − sin2 βπ

× [log (π + τ − ϕ+ iϵ) + log (π − τ − ϕ+ iϵ)]
]
.

(709)

Ignoring for this region the iϵ prescription, and comparing with the general logarithmic

singularity structure of the two-point function we can determine

Aβ = −1

4

sin lπ

sin2 lπ − sin2 βπ
, Bβ = −1

4
eiβπ

sinβπ

sin2 lπ − sin2 βπ
, (710)
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so that for 0 < ϕ < π we have

W
(0)
β (τ, ϕ) = −1

4

sin lπ

sin2 lπ − sin2 βπ
Pl(− cosµ)

− 1

4
eiβπ

sinβπ

sin2 lπ − sin2 βπ
Pl(cosµ).

(711)

Similarly, for the points connected to the origin by a spacelike geodesic with −π < ϕ < 0,

the logarithmic singularity structure is

W
(0)
β (τ, ϕ) ≈ − 1

4π

[
log (τ − ϕ− iϵ) +

sin2 lπ

sin2 lπ − sin2 βπ
log (−ϕ− τ + iϵ)

+
sin2 βπ

sin2 lπ − sin2 βπ
log (τ − ϕ+ iϵ) + e−iβπ

sin lπ sinβπ

sin2 lπ − sin2 βπ

× [log (π − τ + ϕ− iϵ) + log (π + τ + ϕ− iϵ)]
]
.

(712)

Thus, matching the singularity structure as before, we find that in this diamond

W
(0)
β (τ, ϕ) = −1

4

sin lπ

sin2 lπ − sin2 βπ
Pl(− cosµ)

− 1

4
e−iβπ

sinβπ

sin2 lπ − sin2 βπ
Pl(cosµ).

(713)

We now want to extend the two point function into the future and past light-cones of

the origin, as well as the future and past of the anti-podal point to the origin. If we come

from the spacelike region with 0 < ϕ < π, we need to replace the logarithmic singularity

log(ϕ− τ + iϵ) +
sin2 βπ

sin2 lπ − sin2 βπ
log(ϕ− τ + iϵ)

7→ sin2 lπ

sin2 lπ − sin2 βπ
log(τ − ϕ) + iπ

sin2 lπ − 2 sin2 βπ

sin2 lπ − sin2 βπ
,

(714)

in the expression for W
(0)
β . Thus in the future light-cone of the origin, where τ > |ϕ|, the

two-point function is given by

W
(0)
β (τ, ϕ) = −1

4

sin lπ

sin2 lπ − sin2 βπ
P̃l(− cosµ)

− 1

4

[
cosβπ sinβπ

sin2 lπ − sin2 βπ
+ i

]
Pl(cosµ).

(715)

In the past light-cone of the origin, where τ < −|ϕ| the expression can be similarly found

as

W
(0)
β (τ, ϕ) = −1

4

sin lπ

sin2 lπ − sin2 βπ
P̃l(− cosµ)

− 1

4

[
cosβπ sinβπ

sin2 lπ − sin2 βπ
− i

]
Pl(cosµ).

(716)

Finally we need to find W
(0)
β (τ, ϕ) in the future and past light-cones of the point (0, π).

To get into the future light-cone of this point, we have to pass through π − ϕ− τ = 0, so
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we find that

W
(0)
β (τ, ϕ) = −1

4

sin lπ

sin2 lπ − sin2 βπ
Pl(− cosµ)

− 1

4
eiβπ

sinβπ

sin2 lπ − sin2 βπ

[
P̃l(cosµ) + i sin lπPl(− cosµ)

]
= −1

4

eiβπ

sin2 lπ − sin2 βπ

[
sinβπP̃l(cosµ) + cosβπ sin lπPl(− cosµ)

]
.

(717)

The same expression can be found for W
(0)
β (τ, ϕ) in the past light-cone of (0, π).

The expression of the two-point function W
(0)
β for all other values of ϕ can be found

using the automorphic condition using shifts of ϕ by 2π.

We would now have all the ingredients to calculate the actual two-point function

W
(α)
β (τ, ϕ) for general α. What we notice is that if β ̸= 0 or α ̸= 0, then we must necessarily

have singularities not just when cosµ = 1 but also when cosµ = −1. Furthermore, the

coefficient of Pl(− cosµ) when β ̸= 0 differs from the same coefficient when β = 0 by a

factor of sin2 lπ/(sin2 lπ − sin2 βπ). Thus it follows when β ̸= 0 these states can not be

locally Hadamard as they do not have the same strength singularities at cosµ = +1. This

verifies the claim that there are de Sitter invariant Hadamard states only in the periodic

case, which occurs if we choose α = 0

11.3 De Sitter Non-Invariant Hadarmard States

In the previous section we argued that the only de Sitter invariant vacuum Hadamard

state occurs for a periodic field. While de Sitter invariance is a pleasant feature for a

state to have, the Hadamard condition is essential for a state to be considered physically

reasonable. In this section we present a set of modes which heuristically, by the adiabatic

argument, should lead to a Hadamard vacuum state. We then consider the two-point

function and argue that the associated vacuum state is indeed Hadamard.

Define the mode functions

Fm(t, ϕ) = Φ|m|(t)e
imϕ, (718)

G∗
m(t, ϕ) = Φ∗

|m|(t)e
imϕ, (719)

for m ∈ Z+ β, where

Φ|m|(t) =

√
Γ(|m| − l)Γ(|m|+ l + 1)

4π
P
−|m|
l (i sinh t). (720)

Note that if β = 0, these modes just correspond to the invariant Bunch-Davies vacuum

state again. As m→ ±∞ the modes behave as

Fm(t, ϕ) ∼
1√

4π|m|
ei(mϕ−|m| arctan sinh t), (721)

and similarly for G∗
m, as we expect for an adiabatic vacuum state. Thus it is reasonable

to expect the associated vacuum states to be Hadamard. Let us consider the associated
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two-point function W̃β, which has the mode-sum form (for β ̸= 0)

W̃β(τ, ϕ; τ
′, ϕ′) =

∑
m∈Z

Φ|m|(τ)Φ
∗
|m|(τ

′)eim(ϕ−ϕ′)

=

∞∑
n=0

Φm(τ)Φ
∗
m(τ

′)eim(ϕ−ϕ′)

+
∞∑
n=0

Φm′(τ)Φ∗
m′(τ ′)e−im

′(ϕ−ϕ′),

(722)

where we defined m = n + β and m′ = n + 1 − β, and we again switched to conformal

coordinates (τ, ϕ). Notice that as we have given up de Sitter invariance, we can no longer

place one of the points on the two-point function at the origin. Now, using the definition

of the Ferrer’s functions

P−m
l (i tan τ) =

1

Γ(1 +m)
e−imτF

(
1 + l,−l; 1 +m;

1− i tan τ

2

)
, (723)

we can rewrite the mode-sum expression for the two-point function as

W̃β(τ, ϕ; τ
′, ϕ′) =

∞∑
n=0

f(n+ β; τ, τ ′)zn+β1 +

∞∑
n=0

f(n+ 1− β; τ, τ ′)zn+1−β
2 , (724)

where we have introduced

z1 = e−i(τ−τ
′−ϕ+ϕ′), z2 = e−i(τ−τ

′+ϕ−ϕ′), (725)

and

f(s; τ, τ ′) =
Γ(s− l)Γ(s+ l + 1)

4πΓ(1 + s)2

× F

(
1 + l,−l; 1 + s;

1− i tan τ

2

)
F

(
1 + l,−l; 1 + s;

1 + i tan τ ′

2

)
.

(726)

For β = 0, the mode-sum expression for the two-point function is

W0(τ, ϕ; τ
′, ϕ′) =

∞∑
n=0

f(n; τ, τ ′)zn1 +
∞∑
n=1

f(n; τ, τ ′)zn2 . (727)

In order for these series to converge, we should understand |z1| < 1 and |z2| < 1, so we

introduce the iϵ prescriptions

z1 = e−i(τ−τ
′−ϕ+ϕ′−iϵ), z2 = e−i(τ−τ

′+ϕ−ϕ′−iϵ). (728)

To show that W̃β(τ, ϕ; τ
′, ϕ′) corresponds to a Hadamard state, we will subtract the known

Hadamard state W0 and analyse the remainder, we will find that remainder is suitably

analytic and conclude that W̃β defines a Hadamard vacuum state.
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The difference between W̃β and W0 can be written

∆W̃β(τ, ϕ; τ
′, ϕ′) = W̃β(τ, ϕ; τ

′, ϕ′)−W0(τ, ϕ; τ
′, ϕ′)

=

∞∑
n=1

[
f(n+ β; τ, τ ′)zn+β1 − f(n)zn1

]
+

∞∑
n=1

[
f(n+ β; τ, τ ′)zn+β2 − f(n)zn2

]
+ f(β; τ, τ ′)zβ1 + f(1− β; τ, τ ′)z1−β2 − f(0; τ, τ ′).

(729)

In the Appendix I, we show that these series can be analytically continued for |zi| > 0 and

| arg(zi)| < 2π, provided that |f(s; τ, τ ′)| grows at most polynomially for Re (s) > 0. In

fact, as s→ ∞ with Re s > 0 we know from (645) that

Γ(s− l)(Γ(s+ l + 1)

Γ(1 + s)2
∼ 1

s
. (730)

Further, for large |c| with Re c > 0 and Rez = 0 we have [54, Eq. 15.12.2]

F

(
a, b; c;

1− z

2

)
= 1 +

(
1

c

)
. (731)

Thus we find that f(s; τ, τ ′) in fact decays as s → ∞. It follows then from the argument

in Appendix I that ∆W̃β(τ, ϕ; τ
′, ϕ′) is analytic provided that |(τ ± ϕ)− (τ ′ ± ϕ′)| < 2π.

In particular, W̃β(τ, ϕ; τ
′, ϕ′) and W0 have the same light-cone singularity structure.

The failure of the analyticity at |(τ ± ϕ) − (τ ′ ± ϕ′)| = 2π arises due to the difference

in periodicity of the functions, as W̃β picks up a phase of 2πβ, while W0 is periodic.

Now |τ − τ ′| ≤ π, so W̃β has the same singularity structure as W0 in a region containing

−π < ϕ − ϕ′ < π, for arbitrary τ and τ ′, which covers the two-dimensional de Sitter

space. In this way we can interpret W̃β((τ, ϕ; τ
′, ϕ′) as defining a de Sitter non-invariant

Hadamard state.

12 Conclusion

In this chapter we studied complex scalar fields on two-dimensional de Sitter space, which

obeyed an additional periodicity condition when making a full spatial rotation. We re-

viewed how these fields are quantised in the canonical formalism. The symmetry group

of these automorphic theories is ˜SL(2,R), and we showed that whenever there is a corre-

sponding irreducible unitary representation of ˜SL(2,R), there is a two parameter (or one

complex parameter) family of de Sitter invariant vacuum states for the complex field. For

a real anti-periodic field, this two-parameter family of states gets restricted down to a

single state, as found by Epstein and Moschella [37, 38].

We then showed that only the periodic Bunch-Davies type vacuum state is a de Sitter

invariant Hadamard state, however we were still able to present a class of de Sitter non-

invariant Hadamard state for all other values of the automorphic parameter β. In fact,

these de Sitter non-invariant Hadamard states can be shown to exhibit an approximate

Gibbons-Hawking effect [2], and in this sense the Gibbons-Hawking effect is not completely
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lost once the field is no longer periodic in contrast to claims of Epstein and Moschella [37].

H Irreducible Unitary Representations of SO0(2, 1) and its

Universal Covering Group

In this appendix we describe the irreducible unitary representations of SO0(2, 1), the

connected component of the Lorentz group in (2+ 1)-dimensions. The treatment is based

on Kitaev [60].

We can realise the generators of the Lie algebra as differential operators acting on

functions on two-dimensional de Sitter space. In global coordinates (t, ϕ) the generators

can be written

L =
∂

∂ϕ
, (732)

B1 = cosϕ
∂

∂t
− tanh t sinϕ

∂

∂ϕ
, (733)

B2 = sinϕ
∂

∂t
+ tanh t cosϕ

∂

∂ϕ
. (734)

The brackets obeyed by these generators are then

[L,B1] = −B2,

[L,B2] = B1,

[B1, B2] = L.

(735)

Note that if we define the operator Q by

Q = −L2 +B2
1 +B2

2

=
1

cosh t

∂

∂t

(
cosh t

∂

∂t

)
− 1

cosh2 t

∂2

∂ϕ2
,

(736)

then Q commutes with each generator L, B1 and B2. We will call Q the quadratic Casimir

operator. Next, let us define

R(λ) = exp [λL] (737)

This operator corresponds to a shift in ϕ by λ. For example,

R(λ)B1(t, ϕ)R(−λ) = B1(t, ϕ) cosλ−B2(t, ϕ) sinλ

= cos(ϕ+ λ)
∂

∂t
− tanh t sin(ϕ+ λ)

∂

∂ϕ

= B1(t, ϕ+ λ),

(738)

and similarly for B2(t, ϕ). It follows that R(2nπ) for n ∈ Z also commutes with all elements

of the algebra. In fact, the elements R(2nπ) form the center of the simply connected Lie

group obtained by exponentiating the Lie algebra generated by {L,B1, B2}.
We now want to consider the irreducible unitary representations of this algebra. In

a unitary representation of the algebra, the generators are to be represented by anti-

Hermitian operators. It follows that the quadratic Casimir operator Q is Hermitian, while
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R(2π) is unitary. Thus the eigenvalues q of Q are real, while the eigenvalues r of R(2π)

must be on the unit circle. Let us write

q = l(l + 1), r = e2πiβ. (739)

Now let us work out the allowed values for l and β. For β, it is possible to restrict to

β ∈ (−1
2 ,

1
2 ] and we should identify β with β ± 1. Next, notice that we can always make

the transformation

l 7→ l′ = −(l + 1), (740)

under which q 7→ q′. It follows that we can restrict to Re l ≥ −1
2 . Now, let l = A + iB,

then

q = l(l + 1) = A(A+ 1)−B2 + iB(2A+ 1). (741)

Thus for q to be real, we must have B = 0 or A = −1
2 . It follows that

l ∈
[
− 1

2
,∞
)
, or l ∈

(
−1

2
− i∞,−1

2
+ i∞

)
. (742)

In each irreducible unitary representation, we choose to diagonalise Q and R(2π), so

we can label the representations by these eigenvalues. We can choose one further operator

to diagonalise, and we will choose to diagonalise L. Thus let Ψm denote a basis of the

representation such that

LΨm = i(m+ β)Ψm,

R(2π)Ψm = e2πiβΨm,

QΨm = l(l + 1)Ψm,

(743)

where m ∈ Z. Now, let us define ladder type operators B± by

B+ = B1 + iB2, B− = B1 − iB2. (744)

These then obey the commutation relations

[L,B±] = ±iB±,

[B+, B−] = −2iL.
(745)

It follows that B± raise the L eigenvalue by ±i, as

LB+Ψm = ([L,B+] +B+L)Ψm = i(m+ 1 + β)Ψm. (746)

It follows that B+Ψm ∝ Ψm+1 unless B+Ψm = 0, and similarly for B−. To see when

B±Ψm = 0, let us work out the norms of these elements.

∥B+Ψm∥2 = (B+Ψm, B+Ψm) = −(Ψm, B−B+Ψm), (747)
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where we used B†
+ = −B−. However, Q = −L2 +B−B+ − iL so that

∥B+Ψm∥2 = −(Ψm, (Q+ L2 + iL)Ψm)

= −l(l + 1) + (m+ β)2 + (m+ β)

= (m+ β − l)(m+ β + l + 1),

(748)

assuming we have normalised so that ∥Ψm∥2 = 1. Similarly, we can calculate

∥B−Ψm∥2 = (m+ β + l)(m+ β − l − 1). (749)

In an irreducible unitary representation, both ∥B±Ψm∥ need to be non-negative, this leads

to the classification of the representations.

The simplest is the trivial representation, where we take l = β = 0. There is a single

state in this representation with m = 0.

Next are the continuous series of representations. In these representations we always

have ∥B±Ψm∥ > 0. There are two types of continuous series representations. First are

the principal series representations, for which we let l = −1
2 + iν. Then

∥B±Ψm∥2 =
∣∣∣∣m+ β ± 1

2
+ iν

∣∣∣∣2 (750)

Thus principal series exist for all values of β, and m takes all values in Z. The comple-

mentary series representations take l ∈ R. In order for ∥B±Ψm∥2 > 0 we need β − l and

β+ l+1 to lie between the same two consecutive integers, similarly, β+ l and β− l−1 also

need to lie between the same two consecutive integers. For a given β, this occurs exactly

when

l ∈
(
−1

2
,−|β|

)
. (751)

Thus for all values, except β = 1
2 we have complementary series representations. These

also have m taking all values in Z.
The final possibility are the discrete series representations, in which one of the equa-

tions B±Ψm = 0 holds. When B−Ψm = 0, we have a lowest weight, while B+Ψm = 0

gives a highest weight representation.

This exhausts the classification of the unitary irreducible representations of the algebra.

We will choose the phases of the basis vector Ψm such that in a representation the operators

{L,B+, B−} act as

B+Ψm = −i
√

(m+ β − l)(m+ β + l + 1)Ψm+1, (752)

LΨm = i(m+ β)Ψm, (753)

B−Ψm = −i
√

(m+ β + l)(m+ β − l − 1)Ψm−1. (754)
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γ + ia

γ − ia

N + γ

s

Figure 2: The integration contour C in red and CN in blue in the complex s plane. The
dots represent the poles of the integrand at n+ β for integer n.

I Integral Representation of the Difference of two Series

In this appendix we wish to consider sums of the form

Sβ(z) =

∞∑
n=1

f(n+ β)zn+β, |z| < 1. (755)

We will assume that −1
2 < β ≤ 1

2 , f(t) is analytic on the half-plane Re t > 0, and grows

at most polynomially as |t| → ∞. We first want to express Sβ(z) as the integral

Sβ(z) =
i

2

∫
C
ds f(s)zs cotπ(s− β), (756)

where the contour C is composed of straight lines, starting at ∞− ia connecting to γ− ia,
γ + ia and then ending at ∞+ ia, where we choose |β| < γ < 1− |β| and a is a positive

real constant. When β = 1
2 , we choose 1

2 < γ < 3
2 . The value of γ is chosen so that the

pole at β is never within the contour and the first pole within the contour is at 1 + β.

Then (756) is proved by making use of the residue theorem applied to

SNβ (z) =
i

2

∫
CN

ds f(s)zs cotπ(s− β), (757)

where the contour CN now consists of a rectangle, traversed clockwise with vertices at

(N + γ,±ia) and (γ,±ia). The integrand has simple poles at s = n + β, for n = 1 . . . N

with residues π−1f(n+ β)zn+β. Thus by the residue theorem

SNβ (z) =
N∑
n=1

f(n+ β)zn+β, (758)

so that as N → ∞ we have SNβ → Sβ. Now, consider the contribution to the integral

SNβ (z) from the straight line contour running from N + γ + ia to N + γ − ia, letting
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s = N + γ + it with t running from a to −a we consider

IN =

∣∣∣∣∫ −a

a
idt f(N + γ + it)zN+γ+it cotπ(γ − β + it)

∣∣∣∣
≤
∫ a

−a
dt |f(N + γ + it)||zN+γ+it|| cotπ(γ − β + it)|.

(759)

However, |zN+γ+it| = e(N+γ) log |z|−(arg z)t decays exponentially as N → ∞, while we have

assumed f(s) grows at most polynomially. It follows that as N → ∞ we must have

IN → 0. Thus the result

Sβ(z) =
i

2

∫
C
ds f(s)zs cotπ(s− β) (760)

follows.

Next, we want to consider the difference

Sβ(z)− S0(z) =
∞∑
n=1

[
f(n+ β)zn+β − f(z)zn

]
. (761)

We can clearly use the same integral contour for S0(z) and Sβ(z), so that for |z| < 1 we

have

Sβ(z)− S0(z) =
i

2

∫
C
ds f(s)zs [cotπ(s− β)− cotπs]

= i sinβ

∫
C
ds

f(s)zs

cosπβ − cosπ(2s− β)
.

(762)

Denote integrand here by

G(s) =
f(s)zs

cosπβ − cosπ(2s− β)
. (763)

First, consider the size of the numerator that the numerator

|f(s)zs| = |f(s)|elog |z|Re(s)−arg(z)Im(s) ≤ |f(s)|elog |z|Re(s)+arg(z)|Im(s)|. (764)

Meanwhile, the denominator

cosπβ − cosπ(2s− β)

= cosπβ − 1

2

[
e−2πIm(s)+i(2πRe(s)−β) + e+2πIm(s)−i(2πRe(s)−β)

]
.

(765)

Then consider the contour CR+ running in straight lines γ + i(a+R) to γ + ia and then

to γ+R+ ia and then closing back to γ+ i(a+R) in a quarter-circle. There are no poles

within the closed contour, so ∮
CR+

ds G(s) = 0. (766)

If we choose a large enough, then we can take

| cosπβ − cosπ(2s− β)| ≥ 1

3
e2π|Ims|, (767)
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so that

|G(s)| ≤ 3|f(s)| exp [log |z|Re(s)− [2π − arg(z)] Im(s)] . (768)

Thus G(s) → 0 with exponential decay as either Re(s) → ∞ for Im(s) ≥ a and |z| < 1

or as Im(s) → ∞ with Re(s) ≥ γ and | arg(z)| < 2π. In particular it follows that the

contribution of the integral over the quarter circle of CR+ tends to zero as R → ∞.

Considering similarly a quarter circle in the lower half plane shows that it is possible to

deform the contour C to the straight line contour with Re(s) = γ, so that

Sβ(z)− S0(z) = i sinβ

∫ γ+i∞

γ−i∞
ds

f(s)zs

cosπβ − cosπ(2s− β)
. (769)

We can note that this integral converges even for |z| > 1, provided we still take | arg(z)| <
2π. Thus this integral representation provides an analytic continutation of Sβ(z)− S0(z)

to all |z| > 0 with | arg(z)| < 2π.

J Derivation of Equation (657)

In this appendix we derive equation (657). The Legendre equation is[
(1− x2)

d2

dx2
− 2x

d

dx
+ l(l + 1)

]
F (x) = 0. (770)

This has two linearly independent solutions Pl(x) and Ql(x), which are real on −1 < x < 1.

We define [53]

Pl(x) = F

(
l + 1,−l; 1; 1− x

2

)
, (771)

the second Legendre function Ql(x) is related to this by [54, Eq. 14.9.10]

2

π
sin lπQl(x) = cos lπPl(x)− Pl(−x). (772)

We further note that Pl(1) = 1 and that as x→ +1 from below we have [54, Eq. 14.8.3]

Ql(x) =
1

2
log

(
2

1− x

)
− γ − ψ(l + 1) +O(1− x), (773)

where γ ≈ 0.5772 is Euler’s constant and ψ(x) is the digamma function.

Consider the associated Legendre equation[
(1− x2)

d2

dx2
− 2x

d

dx
− m2

1− x2
+ l(l + 1)

]
Γ(1−m)Pml (x) = 0, (774)

where we have multiplied by Γ(1 −m) for convenience and Pml (x) is a Ferrer’s function.

Differentiating with respect to m and then letting m→ 0 yields[
(1− x2)

d2

dx2
− 2x

d

dx
+ l(l + 1)

]
fl(x) = 0, (775)

where

fl(x) =
1

2
Pl(x) log

(
1 + x

1− x

)
+Rl(−x), (776)
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and

Rl(−x) = lim
m→0

∂

∂m
F

(
l + 1,−l; 1−m;

1− x

2

)
. (777)

As fl(x) solves the Legendre equation, we must be able to write

fl(x) = APl(x) +BQl(x). (778)

As Rl(−1) = 0 and Pl(1) = 1, we find that

lim
x→1

fl(x)− Ql(x) = γ + ψ(l + 1). (779)

It follows that we need to take B = 1 and A = γ + ψ(l + 1), which yields

1

2
Pl(x) log

(
1 + x

1− x

)
+Rl(−x) = (γ + ψ(l + 1))Pl(x) + Ql(x). (780)

Using this to eliminate Ql(x) in (772) and replacing x with −x we obtain (657)

Pl(x) =

[
−sin lπ

π
log

1− x

1 + x
+ Cl

]
Pl(−x)−

2

π
Rl(x), (781)

where

Cl =
2 sin lπ

π
[γ + ψ(l + 1)] + cos lπ. (782)
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Part III

Harmonics on Complex Spheres

13 Introduction

In this chapter we study the behaviour and properties of harmonics on complex spheres.

We begin by motivating the study of these harmonics by showing how they arise when

studying the tensor product of principal series SO(3, 1) representations. Using Mackey’s

tensor product theorem it is possible to show that the tensor product of the principal

series representations of either SL(2,R) or SO(3, 1) is equivalent to another induced rep-

resentation on two-dimensional real or complex de Sitter space. In the complex case, the

study can then be related to harmonic functions on complex spheres.

This chapter is structured as follows. We begin by recalling some background informa-

tion related to the structure theory of non-compact groups and induced representations.

Next we realise the principal series representations of SL(2,R) as induced representations.

We then carry on by recalling the methods employed by Repka [61] and Martin [62] for

decomposing tensor products of SL(2,R) principal series tensor products. Throughout,

we will not be interested in the precise proofs of the statements, but the ideas will be

illustrated primarily by reference to the examples. After this background information on

SL(2,R), we move on to deal with SL(2,C) or SO(3, 1). We here also recall the structure

theory and principal series representations. We then show how in the decomposition of the

tensor product of the principal series representations one is led to consider harmonics on

complex spheres. We then analyse these spherical harmonics first for a three-dimensional

complex sphere, and verify that they correctly lead to the known decomposition of SO(3, 1)

principal series tensor products. We then generalise our study of the spherical harmonics

to higher dimensions.

The main text of this chapter is supplemented by Appendix K, in which we review the

classification of unitary irreducible representations of SL(2,C).

14 Background

In this section, we will deal with representations of non-compact Lie groups, primarily

SL(2,R). To begin, we recall some aspects of the structure theory of these groups. We

introduce parts of the general structure theory of non-compact semisimple Lie groups, but

we will not worry about the technical details. We carry the notation and definitions of

[63] and [15].

14.1 Structure Theory of Non-Compact Groups

The group SL(2,R), which we will use as our simplest example, consists of the 2× 2 real

matrices with unit modulus, that is

SL(2,R) =

{
g =

(
a b

c d

)
: ad− bc = 1, a, b, c, d ∈ R

}
. (783)
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It follows that the associated Lie algebra, sl(2,R), can be realised as the real 2×2 matrices

with vanishing trace, that is

sl(2,R) =

{
X =

(
a b

c −a

)
: a, b, c,∈ R

}
. (784)

With respect to the Cartan involution θX = −X† on the algebra, we can decompose

sl(2,R) into positive and negative eigenspaces, which we call k and p respectively. Explicitly

k = {X ∈ sl(2,R) : θX = X} =

{(
0 −b
b 0

)
: b ∈ R

}
, (785)

p = {X ∈ sl(2,R) : θX = −X} =

{(
a b

b −a

)
: a, b ∈ R

}
. (786)

Using the algebra identification sl(2,R) ∼= so(2, 1), we can think of the elements of k as the

generators of rotations, while the elements of p are generators of boosts. Exponentiating

k leads to the maximal compact subgroup K = SO(2) of SL(2,R).
Next, we define a to be the algebra generated by any boost in p. We choose

a =

{(
a 0

0 −a

)
: a ∈ R

}
. (787)

In the general case, a consists of a maximal abelian algebra from elements in p. This

suggests that we should look to diagonalise the adjoint action with respect to this algebra,

that is we look for elements X such that

[H,X] = λ(H)X, (788)

for all elements H ∈ a, and some restricted roots λ. For sl(2,R), a quick calculation gives

that there are two roots λ = ±1. We let the positive and negative root spaces be n and n̄

respectively, which for sl(2,R) are

n =

{(
0 x

0 0

)
: x ∈ R

}
, n̄ =

{(
0 0

y 0

)
: y ∈ R

}
. (789)

Exponentiating the subgroups A,N and N̄ respectively, we find

A =

{(
eα 0

0 e−α

)
: α ∈ R

}
, N =

{(
1 x

0 1

)
: x ∈ R

}
. (790)

Finally, let M be the subgroup of K which under the adjoint action on the algebra

leaves a invariant. For sl(2,R), it is possible to see that

M =

{(
1 0

0 1

)
,

(
−1 0

0 −1

)}
∼= Z2. (791)

Note that in general this group does not have to be connected.
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14.1.1 Iwasawa and Bruhat Decompositions

We have now assembled all the pieces required to give some decompositions of SL(2,R).
The first decomposition we introduce is the Iwasawa or KNA decomposition, which

decomposes a general element g into an element of K, N and A:

g =

(
a b

c d

)
=

(
cos θ − sin θ

sin θ cos θ

)(
eα 0

0 e−α

)(
1 x

0 1

)
, (792)

where θ ∈ [0, 2π), α, x ∈ R.
Secondly, we introduce the Bruhat or N̄NAM decomposition. Here the elements of

SL(2,R) are decomposed as

g =

(
a b

c d

)
= ±

(
1 0

y 1

)(
1 x

0 1

)(
eα 0

0 e−α

)
, (793)

with x, y, α ∈ R. We note that if a = 0, then the element g does not admit a Bruhat

decomposition, but still admits an Iwasawa decomposition.

14.2 Induced Representations

Next we introduce induced representations. The idea here is to start with a representation

of a subgroup and to promote this to a representation of a larger group. We will not deal

with the more general situation, but use a simplified construction based on the definition

given by Berndt [15], which is sufficient for the cases considered.

We start with a group G and a closed subgroup H. We assume that G is unimodular,

that is to say G admits a measure which is both left- and right-invariant. Now, we will

assume that G admits a Mackey decomposition with respect to H. Given an element

g ∈ G let x denote the associated point in the coset space G/H. Then we assume that we

can decompose the element g uniquely as

g = s(x)h(x), h(x) ∈ H, s(x) ∈ G. (794)

Furthermore, we will assume that the coset space G/H admits an invariant measure dµ(x).

Now the representation π of G induced from the representation π0 of H can be constructed

as follows:

We realise the representations as functions f(x) on the coset space G/H, with

π(g)f(x) = π0(h(g
−1, x)−1)f(g−1 · x), (795)

where we define h(g−1, x) through

g−1s(x) = s(g−1 · x)h(g−1, x). (796)

That this forms a representation follows from the cocycle condition

h((g1g2)
−1, x) = h(g−1

2 , g−1
1 · x)h(g−1

1 , x). (797)
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Furthermore, we introduce an inner product for the representation π by

(f, g)π =

∫
G/H

dµ(x) (f(x), g(x))π0 . (798)

14.2.1 Principal Series SL(2,R) representations

We illustrate the above ideas by considering some representations of SL(2,R). The princi-
pal series representations of SL(2,R) can be realised as representations induced from the

subgroup NAM . In particular, let

h = ±

(
1 x

0 1

)(
eα 0

0 e−α

)
∈ NAM, (799)

then a suitable representation of NAM is

πsϵ = ϵ(±1)eαs, (800)

where ϵ(+1) = +1 and ϵ(−1) = ±1.

Then we form the representation of SL(2,R) which this induces as Πsϵ = ind
SL(2,R)
MAN πsϵ .

Using the Bruhat decomposition, we can realise the induced representation as acting on

functions on N̄ ∼= R, thus we next calculate the action of SL(2,R) on N̄ . Let

g =

(
a b

c d

)
, (801)

then we find

g−1

(
1 0

y 1

)
=

(
d− by −b
−c+ ay a

)

=

(
1 0

ay−c
d−by 1

)(
1 −b(d− by)

0 1

)(
d− by 0

0 1
d−by

)
.

(802)

It follows that the induced representation can be realised on functions of R as

Πsϵ(g)f(y) = ϵ

(
d− by

|d− by|

)
|d− by|−sf

(
ay − c

d− by

)
. (803)

However, this representation is not yet unitary with respect to the L2 product on R. This
measure on N̄ is not invariant under the SL(2,R) action, indeed

d

(
ay − c

d− by

)
=

dy

(d− by)2
. (804)

This leads us to the unitary principal series representations

Ψis
ϵ (g)f(y) = ϵ

(
d− by

|d− by|

)
|d− by|−1−isf

(
ay − c

d− by

)
, (805)
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because then

∥Ψis
ϵ f∥2 =

∫ ∞

−∞
dy

1

(d− by)2

∣∣∣∣f (ay − c

d− by

)∣∣∣∣2
=

∫ ∞

−∞
dz |f(z)|2 = ∥f∥2

(806)

We want to check that this indeed defines a principal series SL(2,R) representation. To

this end, we calculate the actions of the algebra generators

L =
1

2

(
0 −1

1 0

)
, B1 =

1

2

(
1 0

0 −1

)
, B2 =

1

2

(
0 1

1 0

)
. (807)

For an algebra element X, the corresponding representation operator ψisϵ is calculated by

ψisϵ (X)f(y) = lim
t→0

d

dt

(
Ψis
ϵ [exp(tX)] f(y)

)
. (808)

We will typically abuse the notation for the algebra representation operators and denote

the representation operator by the same name as the generator. Then for the actions of

L, B1 and B2 we calculate

L = −1

2
(1 + y2)

∂

∂y
− 1

2
(1 + is)y,

B1 = y
∂

∂y
+

1

2
(1 + is),

B2 = −1

2
(1− y2)

∂

∂y
+

1

2
(1 + is)y.

(809)

A quick calculation then reveals that on the representation we then find

Q = −(L)2 + (B1)
2 + (B2)

2 = −1

4
(s2 + 1) =

(
−1

2
+ i

s

2

)(
1

2
+ i

s

2

)
, (810)

and we also haveR[2π] = exp(2πL) = ϵ(−1), which tells us that indeed Ψis
ϵ is an irreducible

unitary principal series representation of SL(2,R), with l = −1
2 + i s2 in the notation used

in appendix H. If ϵ(−1) = +1, we get a representation of SO0(2, 1).

For later use, the same principal series representation can also be realised by inducing

from N̄AM instead. Suppose that

h′ = ±

(
1 0

y 1

)(
eα 0

0 e−α

)
, (811)

with the representation of N̄AM given as before by

π′sϵ = ϵ(±1)eαs. (812)

Then we can form the unitary principal series representation as

Ψ′is
ϵ = ind

SL(2,R)
N̄AM

π′sϵ (813)
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with

Ψ′is
ϵ (g)f(x) = ϵ

(
a− cx

|a− cx|

)
|a− cx|−1+isf

(
dx− b

a− cx

)
. (814)

A quick calculation easily verifies that indeed Ψ′is
ϵ

∼= Ψis
ϵ .

14.3 Tensor Product of Principal Series SL(2,R) representations

We now want to calculate the decomposition into irreducibles of the product of two prin-

cipal series representations of SL(2,R). Following the approach of Repka [61] and Mar-

tin [62], the starting point for this is Mackey’s tensor product theorem. Before we state

the theorem, we need a further definition.

Suppose that G is a group with two subgroups H1 and H2. Then the double coset

H1gH2 the element g ∈ G is in is defined by

H1gH2 = {h1gh2 ∈ G : h1 ∈ H1, h2 ∈ H2}. (815)

Importantly, the double cosets H1\G/H2 partition the group. However different double

cosets are allowed to contain differing numbers of elements of G. This is unlike ordinary

cosets, which are required to all contain the same number of group elements.

To quickly demonstrate this, we give a discrete example: Consider the finite group

G = D4 = ⟨b, c : b2 = c4 = 1, bcb = c−1⟩. Let H1 = H2 = C2 = {1, b}. Then

H11H2 = {1, b}, H1cH2 = {c, bc, bc3, c3}, H1c
2H2 = {c2, bc2}. (816)

14.3.1 Mackey’s Tensor Product Theorem

We take a simplified version of Mackey’s Tensor Product Theorem [64]. This version will

be sufficient for the examples we consider in this thesis.

Suppose H1 and H2 are closed subgroups of a group G. Suppose further that there are

only countably many H1\G/H2 double cosets. Suppose that π1 and π2 are representations

of H1 and H2 respectively. Let x and y be elements of G. Then denote

Gx,y = x−1H1x ∩ y−1H2y. (817)

Next, we define

πx,y(g) = π1(xgx
−1)⊗ π2(ygy

−1), (818)

πx,y = indGGx,y
πx,y. (819)

Then the claim is that πx,y, up to equivalence, is determined by the double coset d to

which the element xy−1 belongs. Therefore we write πx,y = πd. Furthermore we have

indGH1
π1 ⊗ indGH2

π2 ∼=
⊕
d

πd, (820)

where the sum runs over all cosets d which are not of measure zero.
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14.3.2 Applying Mackey’s Tensor Product Theorem to SL(2,R)

We now apply Mackey’s tensor product theorem to the SL(2,R) situation. We set G =

SL(2,R)
H1 = N̄AM, H2 = NAM. (821)

Now we need to calculate the N̄AM\SL(2,R)/NAM double cosets. Using the Iwasawa

decomposition, we note that the SL(2,R)/NAM cosets are determined uniquely as

SL(2,R)/NAM =

{(
cos θ − sin θ

sin θ cos θ

)
: θ ∈ [0, π)

}
. (822)

Next, note that as long as θ ̸= π
2 we have(

cos θ − sin θ

sin θ cos θ

)
=

(
1 0

tan θ 1

)(
cos θ − sin θ

0 sec θ

)
∈ N̄NAM. (823)

Thus there are two double cosets,

d1 = N̄AM

(
1 0

0 1

)
NAM, d2 = N̄AM

(
0 −1

1 0

)
NAM. (824)

Notice that in the Iwasawa decomposition, all the elements of the double coset d2 have

the same K = SO(2) angle θ = π
2 , thus with respect to the Haar measure on the group

this is a set of measure zero. It follows that in Mackey’s tensor product theorem only the

double coset d1 contributes. For the representations of NAM and N̄AM we choose, in

the notation used previously,

π1 = π′is1ϵ1 , π2 = πis2ϵ2 . (825)

As the only contributing double coset d1 contains the identity element, we may choose

x = y = 1. Now it is clear that

N̄AM ∩NAM = AM, (826)

Meanwhile,

πx,y

(
±

(
eα 0

0 e−α

))
= π1

(
±

(
eα 0

0 e−α

))
⊗ π2

(
±

(
eα 0

0 e−α

))
= ϵ1(±1)ϵ2(±1)eiα(s1+s2).

= πis1+is2ϵ1ϵ2

(
±

(
eα 0

0 e−α

))
,

(827)

where we regard πis1+is2ϵ1ϵ2 as a representation of AM .

The end result is that Mackey’s tensor product tells us

ind
SL(2,R)
NAM πis1ϵ1 ⊗ ind

SL(2,R)
NAM πis2ϵ2

∼= ind
SL(2,R)
AM πi(s1+s2)ϵ1ϵ2 . (828)
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14.3.3 Representations Induced from AM

Mackey’s tensor product theorem says that if we want to understand the tensor product of

two principal series representations, we can alternatively analyse a representation induced

from AM . Using the Iwasawa decomposition, the elements of SL(2,R)/MA can be labelled

by a real number x and an angle θ ∈ [0, π) with

s(x, θ) =

(
cos θ − sin θ

sin θ cos θ

)(
1 x

0 1

)
. (829)

If we work with the Bruhat N̄NAM decomposition, we instead label the cosets by y and

z, labelling elements of N̄N . These are related to x and θ by noting that an elements of

N̄N can be written(
1 0

y 1

)(
1 z

0 1

)
=

(
e−β eβz

e−βy eβ(1 + zy)

)(
eβ 0

0 e−β

)
, (830)

thus, for θ ∈ (0, π2 ), the coset labelled by (x, θ) can also be labelled by

y = tan θ, z = x cos2 θ − sin θ cos θ, (831)

meanwhile, if θ ∈ (π2 , π), the coset labelled by (x, θ) is instead labelled by

y = tan θ, z = −x cos2 θ + sin θ cos θ. (832)

The elements with θ = π
2 are not captured by the Bruhat decomposition. We now carry

on working with the Bruhat decomposition. First we want to find the SL(2,R) action on

N̄N , let

g =

(
a b

c d

)
, (833)

then

g−1

(
1 0

y 1

)(
1 z

0 1

)
=

(
d− by (d− by)z − b

−c+ ay (−c+ ay)z + a

)
, (834)

so that

y 7→ y′ =
ay − c

d− by
, z 7→ z′ = (d− by)(−b+ (d− by)z). (835)

Note that

dy′ ∧ dz′ = dy ∧ dz, (836)

so that this space admits an invariant measure. Thus, on these elements, the induced

representation, call it Πisϵ is realised as

Πisϵ (g)f(y, z) = ϵ

(
d− by

|d− by|

)
|d− by|−isf

(
ay − c

d− by
, (d− by)(−b+ (d− by)z)

)
(837)

Suppose that we Fourier transform in z by defining

f̃(y, ω) =
1√
2π

∫ ∞

−∞
dz e−iωzf(y, z). (838)
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This is clearly a unitary operation. Let Π̃isϵ denote the Fourier transformed representation.

Then note that

1√
2π

∫ ∞

−∞
dz exp (−iωz)F ((d− by)(−b+ (d− by)z)

=
1√
2π

∫ ∞

−∞

dz′

(d− by)2
exp(−iωz)F (z′)

=
1√
2π

exp

(
−iω b

d− by

)∫ ∞

−∞

dz′

(d− by)2
exp

(
−i ω

(d− by)2
z′
)
F (z′)

=
1

(d− by)2
exp

(
−iω b

d− by

)
F̃

(
ω

(d− by)2

)
.

(839)

The end result is that

Π̃isϵ (g)f̃(y, ω)

= ϵ

(
d− by

|d− by|

)
|d− by|−2−is exp

(
−iω b

d− by

)
f̃

(
ay − c

d− by
,

ω

(d− by)2

)
.

(840)

Suppose we then define

f̃(y, ω) = ω−is/2F̃ (y, ω), (841)

then it is immediately clear that

Π̃isϵ (g)
[
ω−is/2F̃ (y, ω)

]
= ω−is/2Π̃0

ϵ (g)F̃ (y, ω), (842)

which proves that we have the unitary equivalence

Πisϵ
∼= Π0

ϵ . (843)

The upshot of this is that we only have to consider the, comparatively, simpler represen-

tation

Π0
ϵ = ind

SL(2,R)
MA π0ϵ . (844)

14.3.4 Decomposing the Tensor Product using de Sitter Space

Using the Bruhat decomposition coordinates we can calculate an invariant metric for

SL(2,R). In the Bruhat decomposition g = g(y, z, α) is given by

g(y, z, α) =

(
1 0

y 1

)(
1 z

0 1

)(
eα 0

0 e−α

)
(845)

Then a metric on the group which is given by

ds2 ∝ Tr
[
g−1(y, z, α)dg(y, z, α)g−1(y, z, α)dg(y, z, α)

]
, (846)

which leads to

ds2 ∝ (dα− zdy)2 + dy(dz − z2dy). (847)
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To find the metric on the quotient space SL(2,R)/MA, we look for directions which are

perpendicular to ∂α, which we can see to be z∂α + ∂y, then because

(z∂α + ∂y)(dα− zdy) = 0, (848)

we should take for the invariant measure on SL(2,R) in these coordinates the metric

ds2 ∝ dy(dz − z2dy). (849)

Making the coordinate transformations

z = − 1

Z
, Y = 2y − Z, (850)

we find that

ds2 =
1

Z2
(−dY 2 + dZ2), (851)

which we recognize as the Poincaré patches of de Sitter space. The regions Z > 0 and

Z < 0 cover both the expanding and contracting patches.

It follows that if we take the tensor product of two principal series representations of

SO(2, 1), that is to say we let ϵ(−1) = +1, then to decompose this tensor product into

irreducible representations it is sufficient to look for solutions to the scalar field equation in

de Sitter space. We look for solutions to the scalar field equation which are either square-

integrable or δ-function integrable. We work in global coordinates (t, ϕ) in two-dimensional

de Sitter space, where the metric takes the form

ds2 = dt2 − cosh2 t dϕ2 (852)

Then the scalar field equation we wish to consider is

□Φ(t, ϕ) =
1

cosh t

∂

∂t

(
cosh t

∂Φ

∂t

)
− 1

cosh2 t

∂2Φ

∂ϕ2
= −M2Φ(t, ϕ). (853)

Let Φ(t, ϕ) = Φm(t)e
imϕ, where m ∈ Z so that the function is single-valued on de Sitter

space, then
1

cosh t

d

dt

(
cosh t

dΦm
dt

)
+

m2

cosh2 t
Φm = −M2Φm. (854)

As before, we write M2 = −l(l+1) and restrict Re l ≥ −1
2 , then the equation obeyed by

Φm is an associated Legendre equation in the variable i sinh t, and the linearly independent

solutions are

Φm(t) = AP−m
l (i sinh t) +BP−m

l (−i sinh t), (855)

where the P−m
l (x) denote associated Legendre functions. Now, as t → ∞, both these

solutions behave as [54, Eq. 14.8.2]

∣∣P−m
l (±i sinh t)

∣∣ ∼ e|t|Re l, (856)
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provided that l is not an integer. While the measure behaves as

√
−gd2x = cosh tdtdϕ ∼ e|t|dtdϕ. (857)

If follows that square-integrable solutions are not possible, while δ-function integrable

solutions are possible only when

l = −1

2
+ iλ, λ ∈ R (858)

which is to say when l is such that these functions fall into the principal series of rep-

resentations, as defined in Appendix H of Part II. Indeed it is possible to show that

P−m
l (±i sinh t) both lead to δ-function integrable solutions for each m, and it follows that

there are precisely two independent copies of the principal series for each λ ∈ R.
There is one possibility we have so-far missed, which can lead to square-integrable

solutions. This is when l ∈ Z, in which case the associated Legendre functions reduce to

associated Legendre polynomials. Now, notice that for each m the functions

Ψm(t, ϕ) = eimϕ cosh−m t (859)

obey
1

cosh t

d

dt

(
cosh t

d

dt
Ψm

)
= m(m− 1)Ψm −m2 1

cosh2 t
Ψm, (860)

that is the functions obey the associated Legendre equation with l = m − 1. For m ≥ 1

these functions are square-integrable on the de Sitter space. Moreover, these functions are

annihilated by the so(2, 1) lowering operator

L− = e−iϕ
(
∂

∂t
− i tanh t

∂

∂ϕ

)
. (861)

So these functions form the lowest weight vector in a discrete series representation of

SO(2, 1) as described in Appendix H of Part II. We denote it as Tm,+. The other vectors

can be found by applying the raising operator

L+ = eiϕ
(
∂

∂t
+ i tanh t

∂

∂ϕ

)
. (862)

Similarly, the functions

Ψ̃m(t, ϕ) = e−imϕ cosh−m t, (863)

form highest weight vectors for the discrete series representations T−m,+ of SO(2, 1).

Putting everything together, when we decompose the square-integrable solutions to

the scalar field equation on de Sitter space, we find that in terms of the irreducible repre-

sentations of SO(2, 1) we have two copies of every principal series representation and also

one copy of every discrete series representation with m ≥ 1. Thus the decomposition of

our tensor product is

πis+ ⊗ πir+
∼= 2

∫ ∞

0
dλ πiλ+

⊕
m ̸=0,m∈Z

Tm,+, (864)
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which agrees with the well known results in Martin [62] and Repka [61].

15 Complex Spheres and SO(3, 1) Representations

With the background of SO(2, 1) representations set up, we now consider SO(3, 1) rep-

resentations. We first set up the necessary pieces of the structure theory for the case of

SO(3, 1).

15.1 Structure Theory of SO(3, 1)

We will make use of the identification of SL(2,C) as the double covering group of SO(3, 1).

Here we have

SL(2,C) =

{
g =

(
α β

γ δ

)
: αδ − βγ = 1, α, β, γ, δ ∈ C

}
. (865)

Then the associated Lie algebra is composed of the complex trace-free 2× 2 matrices

sl(2,C) =

{
X =

(
α β

γ −α

)
: α, β, γ ∈ C

}
. (866)

Then we can read off that k consists of an su(2) subalgebra

k =

{
X =

(
ia β

−β† −ia

)
: a ∈ R, β ∈ C

}
(867)

while for the boost generators p we have

p =

{
X =

(
a β

β† −a

)
: a ∈ R, β ∈ C

}
. (868)

For the privileged boost a, we again choose the diagonal element of p, so that

a =

{(
a 0

0 −a

)
: a ∈ R

}
, A =

{(
ea 0

0 e−a

)
: a ∈ R

}
. (869)

As a has the same form for sl(2,C) and sl(2,R), we can quickly see that there are again

two restricted roots λ = ±2, with positive and negative root spaces this time being two-

dimensional with

n =

{(
0 z

0 0

)
: z ∈ C

}
, n̄ =

{(
0 0

w 0

)
: w ∈ C

}
, (870)

which exponentiate to

N =

{(
1 z

0 1

)
: z ∈ C

}
, N̄ =

{(
1 0

w 1

)
: w ∈ C

}
. (871)
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Finally we need to work out the groupM of elements of K whose adjoint action commutes

with a, this is easily calculated as

M =

{
m =

(
eib 0

0 e−ib

)
: b ∈ R

}
∼= SO(2). (872)

Notice that if we let Λ = a+ ib, then the elements of MA are of the form

ma = am =

(
ea 0

0 e−a

)(
eib 0

0 e−ib

)
=

(
eΛ 0

0 e−Λ

)
(873)

We are now in a position to give the Bruhat N̄NAM decomposition of SL(2,C), which we

will primarily be using from now on. Here we decompose a general element of SL(2,C) as

g =

(
α β

γ δ

)
=

(
1 0

w 1

)(
1 z

0 1

)(
eΛ 0

0 e−Λ

)
, (874)

where w, z,Λ ∈ C.

15.2 Principal Series Representations of SL(2,C)

The principal series representations are again induced from NAM . Let h be an element

of NAM given by

h(z,Λ) =

(
1 z

0 1

)(
eΛ 0

0 e−Λ

)
(875)

then for k ∈ Z and s ∈ R let πk,s be the representation of NAM defined by

π(h(z,Λ)) = eisRe ΛeikIm Λ. (876)

If we let a generic element g of SL(2,C) be given by

g =

(
α β

γ δ

)
, (877)

then proceeding as for SL(2,R) the representation Πk,s of SL(2,C) which is induced by

πk,s is given by

Πk,s(g)f(w) = |δ − βw|−is
(
δ − βw

|δ − βw|

)−k
f

(
αw − γ

δ − βw

)
. (878)

However, this representation is again not yet unitary with respect to the L2 product on C
because the measure dwdw̄ on C is not invariant under the SL(2,C) action. Indeed if

w′ =
αw − γ

δ − βw
, (879)

then

dw′dw̄′ =
dwdw̄

|δ − βw|4
. (880)
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Whence the unitary induced representation Ψk,s of SL(2,C) is given by

Ψk,s(g)f(w) = |δ − βw|−2−is
(
δ − βw

|δ − βw|

)−k
f

(
αw − γ

δ − βw

)
. (881)

We also note that not all the labels (k, s) lead to inequivalent irreducible unitary repre-

sentations. Indeed we have the unitary equivalence [63]

Ψk,s ∼= Ψ−k,−s. (882)

Moreover, we note that as for SL(2,R), it is irrelevant whether we induce from the lower

or upper triangular subgroups. These lead to equivalent representations, that is

ind
SL(2,C)
MAN πk,s ∼= ind

SL(2,C)
MAN̄

πk,s, (883)

where in the right hand side, we view πk,s as a representation of N̄AM by

πk,s

((
1 0

w 1

)(
eΛ 0

0 e−Λ

))
= eisRe ΛeikIm Λ. (884)

Calculating the infinitesimal action of the elements of a basis for k and p to find the

quadratic Casimir operators acting on the representation, it is possible to show that

the representation Ψk,s has parameters l0 = k
2 and ρ = i s2 in the notation used in the

classification of Appendix K. Only the representations with even k form principal series

representations of SO(3, 1).

15.3 Tensor Product of SL(2,C) representations

We have now set up the necessary structure theory and principal series representations to

consider the tensor product of SL(2,C) representations. We follow essentially the same

procedure as for SL(2,R) representations as much as possible. The first step is to apply

Mackey’s tensor product theorem to show that the tensor product of the principal series

is equivalent to a representation induced from the diagonal group AM . We then show

that the representation space of the representation induced from AM can be viewed as

functions living on complex spheres. For SO(3, 1) representations we then decompose the

tensor product into irreducibles by finding the harmonics on the complex sphere which

make up the representation.

As for SL(2,R), apply Mackey’s tensor product theorem with

H1 = N̄AM, H2 = NAM, (885)

and π1 = πk1,s1 and π2 = πk2,s2 . Then applying Mackey’s tensor product theorem as for

SL(2,R) show that [62]

ind
SL(2,C)
H1

π1 ⊗ ind
SL(2,C)
H2

π2 ∼= Ψs1,k1 ⊗Ψs2,k2 ∼= ind
SL(2,C)
AM πk1+k2,s1+s2 , (886)

where we regard πk,s as a representation of AM in the obvious manner for the final

induced representation. Furthermore, for SL(2,C) it is again the case that the label s on
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the representation induced from AM does not matter, that is for all s we have

ind
SL(2,C)
AM πk,s ∼= ind

SL(2,C)
AM πk,0, (887)

this is proved in general by Martin [62], Theorem 2.

In particular, now if we recall that Ψk,s ∼= Ψ−k,−s, this tells us that if k1 + k2 is even,

which is in particular the case if we have SO(3, 1) representations, then

Ψk1,s1 ⊗Ψk2,s2 ∼= ind
SL(2,C)
AM πk1+k2,0 ∼= ind

SL(2,C)
AM π0,0. (888)

Thus, to decompose the tensor product of principal series Lorentz group representa-

tions, it is equivalently possible to decompose representation ind
SL(2,C)
AM π0,0. We now anal-

yse this representation, which is realised on square integrable functions on SL(2,C)/MA.

First, let us consider this quotient space using the Bruhat decomposition.

15.3.1 The Quotient Space SL(2,C)/MA

As for SL(2,R), in the Bruhat decomposition we can write an element of SL(2,C) as

g(w, z,Λ) =

(
1 0

w 1

)(
1 z

0 1

)(
eΛ 0

0 e−Λ

)
, (889)

with w, z and Λ complex numbers. The elements of h of MA are of the form

h(Λ) =

(
eΛ 0

0 e−Λ

)
, (890)

which suggests that we can identify the quotient space elements SL(2,C)/MA with g(w, z, 0).

We can calculate an invariant complex metric on SL(2,C) by calculating

ds2C ∝ Tr
[
g(w, z,Λ)−1dg(w, z,Λ)g(w, z,Λ)−1dg(w, z,Λ)

]
. (891)

We have

g(w, z,Λ)−1 =

(
e−Λ(1 + zw) −e−Λz

−eΛz eΛ

)
, (892)

and

dg(w, z,Λ) =

(
eλdΛ e−Λdz − ze−ΛdΛ

eλdw + weΛdΛ −e−ΛdΛ(1 + wz) + e−Λ(zdw + wdz)

)
, (893)

which yields to the complex metric

ds2C ∝ (dΛ− zdw)2 + dw(dz − z2dw). (894)

From this, we can get a real metric by adding the complex conjugate part. In particular,

we note that the SL(2,C) action on the group itself does not mix complex conjugates, so

the real metric has the same invariance properties as the complex metric. Next, we can

get from this a metric on the quotient space SL(2,C)/MA by taking out directions which
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are orthogonal to ∂Λ. We have already seen in the real case how this leads to the metric

on the quotient space

ds2 ∝ dw(dz − z2dw). (895)

We again make the coordinate transformation

z = − 1

Z
, W = 2w − Z, (896)

to get to the Poincaré patch of (complex) de Sitter space metric

ds2 ∝ 1

Z2
(−dW 2 + dZ2). (897)

Thus we take as our real metric on the quotient space SL(2,C) the real part of the above

metric

ds2 =
1

Z2
(−dW 2 + dZ2) + c.c., (898)

where c.c. denotes the complex conjugate of the previous part. This four dimensional

manifold can be embedded in a six-dimensional flat space with metric

ds2 = dZ2
1 + dZ2

2 + dZ2
3 + c.c., (899)

subject to the constraint

Z2
1 + Z2

2 + Z2
3 = 1, (900)

where each Zi = Xi + iYi is a complex coordinate. The connection between the two can

be made for example by letting

−iZ1 =
1

2

(
− 1

Z
+ Z − W 2

Z

)
,

Z2 =
1

2

(
− 1

Z
− Z +

W 2

Z

)
,

Z3 = −W
Z
.

(901)

15.3.2 The Induced Representation on SL(2,C)/MA

We have now seen how the quotient space SL(2,C)/MA can be realised as a complex

sphere. Let us now consider the representation of SL(2,C) induced from π0,0 on AM .

We have already seen how this representation is equivalent to the tensor product of two

SO(3, 1) principal series representations. We note that this representation can be viewed

as acting on square-integrable complex functions f depending on the complex variables

w, z and perhaps their complex conjugates. Furthermore, recall that if

g =

(
α β

γ δ

)
, (902)

then we have seen that the representation acts as[
ind

SL(2,C)
AM π0,0

]
(g)f(w, z) = f

(
αw − γ

δ − βw
, (δ − βw)(−β + (δ − βw)z)

)
. (903)
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We now want to find how the complex generators of sl(2,C) act in this representation.

Thus we define a complex basis for the sl(2,C) algebra by Mi =
1
2σi, where the σi are the

Pauli matrices given by

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
. (904)

From this we are then able to calculate the action of the generators Mi in the representa-

tion. Indeed we find that

M1 =

(
−1

2
+
w2

2

)
∂w +

(
−1

2
− wz

)
∂z, (905)

M2 =

(
− i

2
− iw2

2

)
∂w +

(
i

2
+ iwz

)
∂z, (906)

M3 = w∂w − z∂z. (907)

Next, let us see how these act in the complex-sphere picture of our representation space.

Start with M3, in the (W,Z) coordinates of the complex de Sitter space we have

M3 = Z∂Z +W∂W (908)

Now in the (Z1, Z2, Z3) coordinates on the complex sphere we have

∂W = − iW
Z
∂Z1 +

W

Z
∂Z2 −

1

Z
∂Z3 , (909)

and

∂Z =
i

2

(
1

Z2
+ 1 +

W 2

Z2

)
∂Z1 +

1

2

(
1

Z2
− 1− W 2

Z2

)
∂Z2 +

W

Z2
∂Z3 . (910)

Which means that

M3 = Z∂Z +W∂W = −iZ2∂Z1 + iZ1∂Z2 , (911)

and similarly for M1 and M2. In particular, we can take as a real basis of generators for

the representation

Mij = Zi∂Zj − Zj∂Zj , (912)

and their complex conjugates M ij . These obey the commutation relations

[Mij ,Mkl] = δjkMil − δikMjl − δjlMik + δilMjk, (913)

and

[Mij ,Mkl] = 0. (914)

Thus we can recover the so(3, 1) commutation relations if we define

M12 =
1

2
(L3 + iB3) , M23 =

1

2
(L2 + iB2) , M31 =

1

2
(L1 + iB1) , (915)
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so that the commutation relations return the familiar so(3, 1) commutation relations in

the form

[Li, Lj ] = −ϵijkLk, [Li, Bj ] = −ϵijkBk, [Bi, Bj ] = ϵijkLk. (916)

Now, if we rewrite the quadratic Casimir operatorMijMij , in terms of L and B we recover

the usual so(3, 1) Casimir operators L⃗2 − B⃗2 and L⃗ · B⃗ as

2MijMij = L2
1 + L2

2 + L2
3 −B2

1 −B2
2 −B2

3 + 2i(L1B1 + L2B2 + L3B3)

= L⃗2 − B⃗2 + 2iL⃗ · B⃗,
(917)

If we define complex spherical coordinates (θ, ϕ) by

Z1 = sin θ cosϕ,

Z2 = sin θ sinϕ,

Z3 = cos θ,

(918)

then the usual calculation yields

1

2
MijMij =

1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂ϕ2
, (919)

which is the complex Laplacian □ on the complex sphere. Thus, in order to decompose

the induced representation into SL(2,C) irreducible representations we have to find the

eigenfunctions of the Laplacian on the complex sphere.

15.4 Harmonics on the Complex Sphere

We are interested in finding complex eigenfunctions of the Laplacian on the complex

sphere. We look for delta-function square-integrable, single-valued functions f(θ, ϕ, θ̄, ϕ̄)

which obey

1

2
MijMijf(θ, ϕ, θ̄, ϕ̄) = −ν(ν + 1)f(θ, ϕ, θ̄, ϕ̄), (920)

1

2
M ijM ijf(θ, ϕ, θ̄, ϕ̄) = −ν̄(ν̄ + 1)f(θ, ϕ, θ̄, ϕ̄). (921)

Then the SO(3, 1) Casimir operators are

(L⃗2 − B⃗2)f = −2[ν(ν + 1) + ν̄(ν̄ + 1)]f, (922)

(L⃗ · B⃗)f = i[ν(ν + 1)− ν̄(ν̄ + 1)]f. (923)

Now, we look for a basis of functions in our unitary representation which diagonalise L3

and B3, with

L3f = (M12 +M12)f = imf, B3f = −i(M12 −M12)f = iλf, (924)
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where m and λ are real numbers. Thus as M12 = ∂ϕ, separating the variables in this way

we are trying to find functions of the form

f(θ, ϕ, θ̄, ϕ̄) = F (θ, θ̄) exp

(
im

ϕ+ ϕ̄

2
− λ

ϕ− ϕ̄

2

)
. (925)

We first note that in order to get a function which is single valued around Z3 = 0, we need

to have 2π-periodicity in the real part of the complex spherical coordinate ϕ. We should

therefore take m ∈ Z.
If we switch back to Z3 = cos θ, then the equations obeyed by F (Z3, Z̄3) are

d

dZ3

(
(1− Z2

3 )
d

dZ3
F

)
−
(
m+ iλ

2

)2 1

1− Z2
3

F = −ν(ν + 1)F, (926)

d

dZ̄3

(
(1− Z̄2

3 )
d

dZ̄3
F

)
−
(
m− iλ

2

)2 1

1− Z̄2
3

F = −ν̄(ν̄ + 1)F, (927)

which we recognize as associated Legendre equations. For brevity, define

µ =
m+ iλ

2
. (928)

Two linearly independent solutions to the associated Legendre equation are P−µ
ν (x) and

Qµ
ν (x) defined by [53]

P−µ
ν (x) =

(
x− 1

x+ 1

)µ
2

F

(
ν + 1,−ν; 1 + µ;

1− x

2

)
, (929)

Qµ
ν (x) = 2νΓ(ν + 1)

(
x− 1

x+ 1

)µ
2

(x− 1)−ν−1F

(
ν + 1, ν − µ+ 1; 2ν + 2;

2

1− x

)
, (930)

where we have defined

F(a, b; c; z) =
1

Γ(c)
F (a, b; c; z), (931)

and F (a, b, ; c; z) is the hypergeometric function. These functions have branch point sin-

gularities at x = ±1 and x = ∞, the principal branch has a branch cut running along the

real axis from −∞ to +1. Note that as x→ ∞ [53]

P−µ
ν (x) ∼

Γ(ν + 1
2)√

πΓ(ν + µ+ 1)
(2x)ν , (932)

Qµ
ν (x) ∼

√
π

Γ(ν + 3
2)
(2x)−ν−1. (933)

Similarly, as x→ +1 [53]

P−µ
ν (x) ∼ (x− 1)µ/2

2µ/2Γ(µ+ 1)
(934)

Qµ
ν (x) ∼

2µ/2−1Γ(µ)

Γ(ν + µ+ 1)
(x− 1)−(µ/2) (935)

For later square-integrability, we are interested as functions which decay as |Z3| → ∞,
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and remain square-integrable around Z3 = ±1, so we focus on

Fµ,ν(Z3, Z̄3) = Nµ,ν

[
P−µ
ν (Z3)Q

µ̄
ν̄ (Z̄3) +Bµ,νQ

µ
ν (Z3)P

−µ̄
ν̄ (Z̄3)

]
, (936)

where Bµ,ν is an undetermined constant and Nµ,ν) is a normalisation constant. We wish

to look for eigenfunctions f(Z, Z̄) which are single-valued over the whole complex sphere.

It suffices to consider the behaviour around two of the singular points of our functions,

Z3 = ±1. To do this, first investigate the exponential factors in

fµ,ν(Z, Z̄) = Fµ,ν(Z3, Z̄3) exp

(
im

ϕ+ ϕ̄

2
− λ

ϕ− ϕ̄

2

)
. (937)

In terms of Z1, Z2 and Z3, the exponential factors can be rewritten as

eiϕ =
Z1 + iZ2√
1− Z2

3

, eiϕ̄ =
Z̄1 + iZ̄2√
1− Z̄2

3

, (938)

so that

Gµ(Z, Z̄) = exp

(
im

ϕ+ ϕ̄

2
− λ

ϕ− ϕ̄

2

)
=

(
Z1 + iZ2√
1− Z2

3

)µ(
Z̄1 + iZ̄2√
1− Z̄2

3

)µ̄
.

(939)

Suppose now we make a closed loop around Z3 = 1, on the complex sphere Z2
1+Z

2
2+Z

2
3 = 1.

For concreteness, let ϵ(ψ) > 0 be small and then parametrise the path in Z3 by

Z3 = 1− ϵ(ψ)

2
eiψ, (940)

where ψ is a real parameter and we assume further that ϵ(ψ) is 2π-periodic so that the

path is closed. This restricts Z1 and Z2 such that

Z2
1 + Z2

2 = ϵ(ψ)eiψ. (941)

The possible closed paths for Z1 and Z2 can then be parameterised by a complex 2π-

periodic function g(ψ) as

Z1 + iZ2 =
√
ϵ(ψ)g(ψ), Z1 − iZ2 =

√
ϵ(ψ)

eiψ

g(ψ)
. (942)

Then along this path we have

Gµ(Z, Z̄) =

(
Z1 + iZ2√
1− Z2

3

)µ(
Z̄1 + iZ̄2√
1− Z̄2

3

)µ̄

=
(
g(ψ)e−iψ/2

)µ(e−iψ/2
g(ψ)

)µ̄
= e−iψ(µ+µ̄)/2g(ψ)µg(ψ)

−µ̄
.

(943)
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Recalling that µ = 1
2(m+ iλ) with m ∈ Z and writing g(ψ) in polar form as

g(ψ) = r(ψ)eiφ(ψ), (944)

where the 2π-periodicity requires that φ(ψ+2π) = φ(ψ)+2kπ with k ∈ Z. Then it follows

that

Gµ(Z, Z̄) = e−imψ/2r(ψ)iλeimφ(ψ). (945)

In particular, it follows that as ψ 7→ ψ + 2π, so that we fully encircle the point Z3 = +1

in a positive sense,

Gµ(Z, Z̄) 7→ (−1)mGµ(Z, Z̄). (946)

It follows that for fµ,ν(Z, Z̄) to be single-valued around Z3 = 1, we require that

Fµ,ν(Z3, Z̄3) 7→ (−1)mFµ,ν(Z3, Z̄3), (947)

as we encircle Z3 = +1, but not Z3 = −1, once in a positive sense. To this end, we note

that if only Z3 = +1 is encircled once in a positive sense [54, Eq. 14.24.3-4]

P−µ
ν (Z3) 7→ eµπiP−µ

ν (Z3),

Qµ
ν (Z3) 7→ e−µπiQµ

ν (Z3)−
iπ

Γ(ν − µ+ 1)
P−µ
ν (Z3).

(948)

Noting that if Z3 circles in a positive sense, Z̄3 circles in a negative sense, so that similarly

we have
P−µ̄
ν̄ (Z̄3) 7→ e−µ̄πiP−µ̄

ν̄ (Z̄3),

Qµ̄
ν̄ (Z̄3) 7→ eµ̄πiQµ̄

ν̄ (Z̄3) +
iπ

Γ(ν̄ − µ̄+ 1)
P−µ̄
ν̄ (Z̄3).

(949)

Thus, we have

Fµ,ν(Z3, Z̄3) 7→ Nµν

[
eµπiP−µ

ν (Z3)

(
eµ̄πiQµ̄

ν̄ (Z̄3) +
iπ

Γ(ν̄ − µ̄+ 1)
P−µ̄
ν̄ (Z̄3)

)
+Bµ,νe

−µ̄πiP−µ̄
ν̄ (Z̄3)

(
e−µπiQµ

ν (Z3)−
iπ

Γ(ν − µ+ 1)
P−µ
ν (Z3)

)]
= (−1)mFµ,ν(Z3, Z̄3)

+ iπNµν

[
eµπi

Γ(ν̄ − µ̄+ 1)
−Bµ,ν

e−µ̄πi

Γ(ν − µ+ 1)

]
P−µ
ν (Z3)P

−µ̄
ν̄ (Z̄3).

(950)

It follows that for the function to be single valued around Z3 = +1, we must choose Bµ,ν

such that
eµπi

Γ(ν̄ − µ̄+ 1)
= Bµ,ν

e−µ̄πi

Γ(ν − µ+ 1)
. (951)

Next, we investigate the behaviour around the singular point Z3 = −1. As the function is

single-valued around Z3 = +1 now, we can consider a path that encircles both Z3 = +1

and Z3 = −1 once in a positive sense. Along such a path,

Gµ(Z, Z̄) 7→ Gµ(Z, Z̄). (952)
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Along such a path, we have [54, Eq. 14.24.1-2]

P−µ
ν (Z3e

2πi) = e2νπiP−µ
ν (Z3) +

4i sin νπ

Γ(µ− ν)
Qµ
ν (Z3),

Qµ
ν (Z3e

2πi) = e−2νπiQµ
ν (Z3),

(953)

and similarly,

P−µ̄
ν̄ (Z̄3e

−2πi) = e−2ν̄πiP−µ̄
ν̄ (Z̄3)−

4i sin ν̄π

Γ(µ̄− ν̄)
Qµ̄
ν̄ (Z̄3),

Qµ̄
ν̄ (Z̄3e

−2πi) = e2ν̄πiQµ̄
ν̄ (Z̄3).

(954)

Thus,

Fµ,ν(Z3e
2πi, Z̄3e

−2πi) = Nµ,ν

[
e2ν̄πi

(
e2νπiP−µ

ν (Z3) +
4i sin νπ

Γ(µ− ν)
Qµ
ν (Z3)

)
Qµ̄
ν̄ (Z̄3)

+Bµ,νe
−2νπiQµ

ν (Z3)

(
e−2ν̄πiP−µ̄

ν̄ (Z̄3)−
4i sin ν̄π

Γ(µ̄− ν̄)
Qµ̄
ν̄ (Z̄3)

)]
= Nµ,ν

[
e2(ν+ν̄)πiP−µ

ν (Z3)Q
µ̄
ν̄ (Z̄3) +Bµ,νe

−2(ν+ν̄)πiQµ
ν (Z3)P

−µ̄
ν̄ (Z̄3)

+ 4iQµ
ν (Z3)Q

µ̄
ν̄ (Z̄3)

(
e2ν̄πi

sin νπ

Γ(µ− ν)
− e−2νπi sin ν̄π

Γ(µ̄− ν̄)

)]
.

(955)

In particular, to get a single-valued function we need to take

e2(ν+ν̄)πi = 1, (956)

that is,

ν =
n

2
+ iκ, (957)

for κ ∈ R and n ∈ Z, actually we may assume n ≥ −1 as we have Re ν ≥ −1
2 . Then the

function Fµ,ν(Z3, Z̄3) is single valued going along this path if we additionally have

e2ν̄πi
sin νπ

Γ(µ− ν)
−Bµ,νe

−2νπi sin ν̄π

Γ(µ̄− ν̄)
= 0. (958)

This yields no additional conditions. Indeed, inserting the value for Bµ,ν we found previ-

ously into the above yields

e−µπi
sin νπ

πΓ(µ− ν)Γ(ν − µ+ 1)
− eµ̄πi

sin ν̄π

πΓ(µ̄− ν̄)Γ(ν̄ − µ̄+ 1)

= e−µπi sin νπ sin(µ− ν)π − eµ̄πi sin ν̄π sin(µ̄− ν̄)π

= −1

4

[
e2iµπ − e2iνπ − e−i(2µ−2ν) − e2iµ̄π + e2iν̄π + e(2µ̄−ν̄)πi

]
= 0,

(959)

if we use that e2πiµ = e−2πiµ̄ and e2πiν = e−2πiν̄ . Therefore, it follows that with this choice

of Bµ,ν and ν the functions fµ,ν(Z, Z̄) are indeed single-valued as functions on the complex

sphere.
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Let us note that if we use [54]

P−µ
ν (Z3e

iπ) = eiπνP−µ
ν (Z3) +

2

Γ(µ− ν)
Qµ
ν (Z3),

P−µ̄
ν̄ (Z̄3e

−iπ) = eiπνP−µ̄
ν̄ (Z̄3) +

2

Γ(µ̄− ν̄)
Qµ̄
ν̄ (Z̄3),

(960)

to eliminate Qµ
ν (Z3) and Qµ̄

ν̄ (Z̄3) we find that we can rewrite Fµ,ν(Z3, Z̄3) as

Fµ,ν(Z3, Z̄3) = Ñµ,ν

[
P−µ
ν (Z3)P

−µ̄
ν̄ (Z̄3e

−iπ) + Cµ,νP
−µ
ν (Z3e

iπ)P−µ̄
ν̄ (Z̄3)

]
, (961)

where the new constants Cµ,ν are related to the Bµ,ν by

Cµ,ν =
Γ(µ− ν)

Γ(µ̄− ν̄)
Bµ,ν

=
sin νπ

sin ν̄π

=

+1, if n is odd,

−1, if n is even.

= −(−1)n.

(962)

Now let us use the value of ν to determine the values of the SO(3, 1) Casimir operators,

which yields

(B⃗2 − L⃗2) = 2[ν(ν + 1) + ν̄(ν̄ + 1)] = n(n+ 2)− (2κ)2,

B⃗ · L⃗ = i[ν(ν + 1)− ν̄(ν̄ + 1)] = −(2κ)(n+ 1).
(963)

Thus these fall into irreducible unitary SO(3, 1) representations with parameters l0 =

(n+1) and ρ = (2κ) in the notation of Appendix K. The functions with fixed ν form basis

vectors for the representation Ψs,k of SO(3, 1) with s = κ and k = 2(n + 1). As we have

argued previously, the representation formed by the harmonics on the complex sphere is

equivalent to the tensor product of two principal series representations Ψs1,k1 and Ψs2,k2

of the Lorentz group. Thus we recover the classical result [62, 65] for the decomposition

of Lorentz group tensor products

Ψs1,k1 ⊗Ψs2,k2 ∼=
⊕
k≥0

∫
ds Ψs,k, (964)

where the sum extends only over the even k.

15.4.1 Normalisation of the Eigenfunctions

Next let us determine the normalisation constants Nµ,ν . We choose these to normalise the

L2 inner product of the eigenfunctions. To integrate over the complex-sphere, we work in

coordinates (Z3, Z̄3, ϕ, ϕ̄), with

Z1 + iZ2 = Z3e
iϕ. (965)

In these coordinates, the metric on the complex sphere can be written

ds2 =
dZ2

3

1− Z2
3

+ (1− Z2
3 )dϕ

2 + c.c. (966)
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and it follows that the associated volume form is dZ3dZ̄3dϕdϕ̄. Therefore, the L
2 product

between fµ,ν(Z3, Z̄3, ϕ, ϕ̄) and fµ′,ν′(Z3, Z̄3, ϕ, ϕ̄) is given by

(fµ′,ν′ , fµ,ν) =

∫
dZ3dZ̄3dϕdϕ̄ fµ′,ν′(Z3, Z̄3, ϕ, ϕ̄)fµ,ν(Z3, Z̄3, ϕ, ϕ̄). (967)

Let us first deal with the ϕ dependent parts. Here we need to calculate∫
dϕdϕ̄ ei(µ−µ

′)ϕei(µ̄−µ̄
′)ϕ̄. (968)

Let ϕ = ψ + iχ, so that dϕ ∧ dϕ̄ = −2idψ ∧ dχ recall that µ = 1
2(m+ iλ), so that

eiµϕeiµ̄ϕ = eimψe−iλχ. (969)

Then

2

∫ 2π

0
dψ ei(m−m′)ψ

∫ ∞

−∞
dχ e−i(λ−λ

′)χ = 8π2δm,m′δ(λ− λ′), (970)

so that, up to the normalisation, this factor sets µ = µ′. It then remains to calculate

Iµ,ν,ν′(Z3, Z̄3) =

∫
dZ3dZ̄3 Fµ,ν(Z3, Z̄3)Fµ,ν′(Z3, Z̄3). (971)

For this we will use Sturm-Liouville theory, but first let us note that

Fµ,ν(Z3, Z̄3) = (−1)ν+ν̄+1Fµ,ν(Z3, Z̄3), (972)

where ν + ν̄ = n ∈ Z. Next, we will consider the self-adjoint operator

1

4i
X =

d

dZ3

(
(1− Z2

3 )
d

dZ3

)
− d

dZ̄3

(
(1− Z̄2

3 )
d

dZ̄3

)
. (973)

We know that when acting on Fµ,ν the action of X is given by

XFµ,ν = −4i [ν(ν + 1)− ν̄(ν̄ + 1)]Fµ,ν

= 8κ(n+ 1),
(974)

where we recalled that ν = n
2 + iκ. Working with to complex polar coordinates Z3 = reiθ,

we then write

dZ3 ∧ dZ̄3 = −2irdr ∧ dθ (975)

and
∂

∂Z3
=

1

2
e−iθ

(
∂

∂r
− i

r

∂

∂θ

)
. (976)

Then we find that

X = 2 sin 2θ
∂2

∂r2
− 2

r2
sin 2θ

∂2

∂θ2
+

[
−4r +

4

r
cos 2θ

]
∂2

∂r∂θ

− 2

r
sin 2θ

∂

∂r
− 4

r2
(
cos 2θ + r2

) ∂
∂θ
.

(977)
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Then it is possible to check that this is operator is indeed formally self-adjoint with respect

to the L2 inner product

(f, g) = 2

∫
drdθ rf(r, θ)g(r, θ). (978)

Furthermore, we note that X can be put into a Sturm-Liouville form

X = ∇α(P
αβ∇β) =

1

r
∂α(rP

αβ∂β) (979)

with
P rr = 2 sin 2θ,

P rθ = −2r +
2

r
cos 2θ,

P θθ = − 2

r2
sin 2θ.

(980)

Then
8[κ(n+ 1)− κ′(n′ + 1)]Iµ,ν,ν′

= 2

∫
drdθ r

[
(XFµ,ν)Fµ,ν′ − Fµ,ν(XFµ,ν′)

]
= 2

∫
drdθ

[
∂α(rP

αβ∂βFµ,ν)Fµ,ν′ − Fµ,ν∂α(rP
αβ∂βFµ,ν′)

]
= 2 lim

r→∞

∫ 2π

0
dθ r

[
(P rβ∂βFµ,ν)Fµ,ν′ − Fµ,ν(P

rβ∂βFµ,ν′)
]
.

(981)

Recall that

Fµ,ν(Z3, Z̄3) = Ñµ,ν

[
P−µ
ν (Z3)P

−µ̄
ν̄ (Z̄3e

−iπ) + (−1)ν+ν̄+1P−µ
ν (Z3e

iπ)P−µ̄
ν̄ (Z̄3)

]
, (982)

so that as r → ∞, we have

Fµ,ν ∼ Ñµ,νAµ,ν
[
eiγµ,νZν3 Z̄

−ν̄−1
3 + (−1)ν+ν̄+1c.c.

]
= Ñµ,νAµ,ν

[
r2iκ−1eiγµ,ν+iθ(n+1) + (−1)n+1r−2iκ−1e−iγµ,ν−iθ(n+1)

]
,

(983)

where we have introduced Aµ,ν > 0 and γµ,ν ∈ R defined by

Aµ,νe
iγµ,ν =

2ν−ν̄Γ(ν + 1
2)

Γ(ν + µ+ 1)Γ(µ̄− ν̄)Γ(ν̄ + 3
2)
. (984)

In particular, we note that as r → ∞, we have Fµ,ν scaling like r−1. It thus follows that

only the −2r part of P rθ will give a non-zero contribution as we take the limit r → ∞.
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Thus we have

8[κ(n+ 1)− κ′(n′ + 1)]Iµ,ν,ν′

= 4 lim
r→∞

∫ 2π

0
dθ r2

[
Fµ,ν

(
∂

∂θ
Fµ,ν′

)
−
(
∂

∂θ
Fµ,ν

)
Fµ,ν′

]
= 4Ñµ,νÑµ,ν′Aµ,νAµ,ν′

lim
r→∞

∫ 2π

0
dθ
{
i(n′ − n)

[
(−1)n

′+1r2i(κ+κ
′)ei(γµ,ν+γµ,ν′+(n+n′+2)θ)

− (−1)n+1r−2i(κ+κ′)e−i(γµ,ν+γµ,ν′+(n+n′+2)θ)
]

− i(n+ n′ + 2)
[
(−1)n+n

′
r2i(κ−κ

′)ei(γµ,ν−γµ,ν′+(n−n′)θ)

− r−2i(κ−κ′)e−i(γµ,ν−γµ,ν′+(n−n′)θ)
]}

= 16πÑµ,νÑµ,ν′Aµ,νAµ,ν′ lim
r→∞

sin
[
2(κ− κ′) log r + γµ,ν − γµ,ν′

]
δn,n′ ,

(985)

where we used the fact that n+ n′ + 2 > 0 to set a term proportional to δn,−n′−2 to zero.

Now use that

lim
s→∞

sin sx

x
= πδ(x), (986)

with log r → ∞ as r → ∞ to arrive at

8[κ(n+ 1)− κ′(n′ + 1)]Iµ,ν,ν′

= 16π2Ñ2
µ,νA

2
µ,νδ(κ− κ′)δ(κ− κ′)δn,n′ .

(987)

Hence we get the result

Iµ,ν,ν′ = 2π2Ñ2
µ,νA

2
µ,νδ(κ− κ′)δn,n′ , (988)

we then choose Ñ2
µ,ν = (2π2A2

µ,ν)
−1 to normalise so that

(fµ′,ν′ , fµ′,ν′) = δ(κ− κ′)δ(λ− λ′)δn,n′δm,m′ , (989)

where

ν =
n

2
+ iκ, µ =

m+ iλ

2
. (990)

15.5 Generalising to Higher Dimensional Complex Spheres

Let us note that these results can easily be generalised to higher dimensional complex

spheres. That is, we can easily write down single-valued, delta-function normalisable har-

monics, this is done inductively mirroring the way higher dimensional spherical harmonics

are defined on real spheres. Let Z1, Z2, . . . , ZN+1 be complex coordinates, related by

Z2
1 + Z2

2 + . . .+ Z2
N+1 = 1 (991)
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Introduce complex spherical coordinates (θ1, θ2, . . . , θN ) in the usual manner

Z1 = sin θN sin θN−1 . . . sin θ2 sin θ1,

Z2 = sin θN sin θN−1 . . . sin θ2 cos θ1,

...

ZN = sin θN cos θN−1,

ZN+1 = cos θN .

(992)

In these coordinates, the complex Laplacians □N and □̄N on the complex sphere are then

□N =
1

sinN−1 θN

∂

∂θN

(
sinN−1 θN

∂

∂θN

)
+

1

sinN−1 θN
□N−1, (993)

and

□̄N =
1

sinN−1 θ̄N

∂

∂θ̄N

(
sinN−1 θ̄N

∂

∂θ̄N

)
+

1

sinN−1 θ̄N
□̄N−1. (994)

Now look for functions fLN
(Z, Z̄) which obey

□NfLN
(Z, Z̄) = −LN (LN +N − 1)fL(Z, Z̄),

□̄NfLN
(Z, Z̄) = −L̄N (L̄N +N − 1)fL(Z, Z̄).

(995)

Using the shorthand Z to denote (Z1, . . . , ZN ), let us write

fLN
= FLN ,LN−1

(ZN+1, Z̄N+1)fLN−1,...,L1

 Z√
1− Z2

N+1

,
Z̄√

1− Z̄2
N+1

 , (996)

where for each i = 1, 2, . . . , N − 1 we have

Li =
ni
2

+ iκi, (997)

with Re Li ≥ − i−1
2 , except Re L1, which can take any integer or half-integer value.

Furthermore
□ifLN−1,...,L1 = −Li(Li + i− 1)fLN−1,...,L1 ,

□̄ifLN−1,...,L1 = −L̄i(L̄i + i− 1)fLN−1....,L1 .
(998)

Then, define

FLN ,LN−1
(ZN+1, Z̄N+1) =

1

(1− Z2
N+1)

(N−2)/2

1

(1− Z̄2
N+1)

(N−2)/2

×GLN ,LN−1
(ZN+1, Z̄N+1).

(999)

Then GLN ,LN−1
obeys an associated Legendre equation in ZN+1 with parameters LN−1 +

1
2(N − 2) and LN + 1

2(N − 2) [66, 67]. Furthermore GLN ,LN−1
also obeys an associated

Legendre equation in Z̄N+1 with parameters L̄N−1 +
1
2(N − 2) and L̄N + 1

2(N − 2). That
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is

0 =
d

dZN+1

[
(1− Z2

N+1)
d

dZN+1
FLN ,LN−1

]
+

[(
LN +

N − 2

2

)(
LN +

N

2

)
−
(
LN−1 +

N−2
2

)2
1− Z2

N+1

]
FLN ,LN−1

,

(1000)

and similarly in the conjugated variables. Thus the delta-function square integrable solu-

tions are of the form

FLN ,LN−1
=

Ñ

(1− Z2
N+1)

(N−2)/2(1− Z̄2
N+1)

(N−2)/2

×
[
P

−[LN−1+(N−2)/2]
LN+(N−2)/2 (ZN+1)P

−[L̄N−1+(N−2)/2]

L̄N+(N−2)/2
(Z̄N+1e

−iπ)

+ CP
−[LN−1+(N−2)/2]
LN+(N−2)/2 (ZN+1e

iπ)P
−[L̄N−1+(N−2)/2]

L̄N+(N−2)/2
(Z̄N+1)

]
,

(1001)

where Ñ is again a normalisation constant and C is an undetermined constant. In order

for the eigenfunction fLN
to be single-valued on the complex sphere, arguing as in the

previous section requires that

e2πi(LN+L̄N ) = 1, (1002)

which leads to

LN =
nN
2

+ iκN , (1003)

with κN ∈ R and nN ∈ Z, and we also have the restriction Re nN ≥ −1
2(N − 1), and then

C =
sin
(
LN + N−2

2

)
π

sin
(
L̄N + N−2

2

)
π
= −(−1)nN+N . (1004)

The integral determining the normalisation constants Ñ can be evaluated in the same

manner as the previous section.

These N -dimensional complex spherical harmonics form a basis of functions for the

induced representation

π = ind
SO(N+1,C)
SO(N,C) π0, (1005)

where π0 denotes the trivial representation of SO(N,C). Here SO(N,C) denotes the

group of complex orthogonal matrices. The coset space formed from these two groups

is the N-dimensional complex sphere. In the case N = 2, the accidental isomorphism

SO(3,C) ∼= SO(3, 1) and SO(2,C) ∼=MA allowed us to connect the induced representation

π to the tensor product of principal series Lorentz group. This connection is lost in higher

dimensions.

16 Conclusion

In this chapter, we studied the well known decomposition into irreducible representations

of tensor products of principal series unitary irreducible representations of the Lorentz

group. The principal series representations are realised as induced representations, and

applying Mackey’s tensor product theorem to the tensor product of the principal series

representations, we argued that the resulting induced representation could be understood
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as describing harmonics on a complex sphere. We then analysed these harmonics, and

showed that they exist as single-valued, delta-function square-integrable functions for pa-

rameter values which ensure that they form basis vectors for exactly the principal series

representations which appear in the decomposition of tensor product, so that we recover

the known result. We then generalised the treatment of the harmonics from 2 complex-

dimensional spheres toN complex-dimensions, although these harmonics are not in general

related to representations of Lorentz groups.

K Unitary Irreducible Representations of the Lorentz Group

In this appendix we recall the classification of the unitary irreducible representations

of the Lorentz group SO(3, 1) by infinitesimal considerations. This classification is well

known [68], the treatment here is based on Ohnuki [69].

The corresponding Lie algebra so(3, 1) is composed of 4×4 real matrices X which obey

XT η + ηX = 0, (1006)

where η is the Minkowski matrix η = diag(−1,+1,+1,+1). If a, b, c, d, e and f are real

numbers, then a general element is of the form

X =


0 a b c

a 0 d e

b −d 0 f

c −e −f 0

 . (1007)

We introduce rotation generators L1, L2 and L3 as

L1 =


0 0 0 0

0 0 0 0

0 0 0 −1

0 0 1 0

 , L2 =


0 0 0 0

0 0 0 1

0 0 0 0

0 −1 0 0

 , L3 =


0 0 0 0

0 0 −1 0

0 1 0 0

0 0 0 0

 . (1008)

Similarly, we define the boost generators B1, B2 and B3 by

B1 =


0 1 0 0

1 0 0 0

0 0 0 0

0 0 0 0

 , B2 =


0 0 1 0

0 0 0 0

1 0 0 0

0 0 0 0

 , B3 =


0 0 0 1

0 0 0 0

0 0 0 0

1 0 0 0

 . (1009)

In terms of these operators, the commutation relations can be written

[Li, Lj ] = ϵijkLk, (1010)

[Li, Bj ] = ϵijkBk, (1011)

[Bi, Bj ] = −ϵijkLk. (1012)

Thus the rotations Li form an so(3) subalgebra, and the boosts transform as a vector

under the rotations. The irreducible representations of so(3) are labelled by l, which can
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be integer or half-integer. It is possible to choose a basis |m⟩ for the representation labelled

by fixed l such that

L⃗2|m⟩ = −l(l + 1)|m⟩, L3|m⟩ = −im|m⟩, (1013)

with m taking the values −l,−l + 1, . . . , l − 1, l. Define the angular momentum ladder

operators L± = L1± iL2, which respectively raise and lower the eigenvalue m by one. The

basis can be chosen such that

L+|m⟩ = +
√
(l −m)(l +m+ 1)|m+ 1⟩,

L−|m⟩ = −
√
(l +m)(l −m+ 1)|m− 1⟩.

(1014)

Now consider an irreducible unitary representation of so(3, 1). Importantly, if we

restrict to an so(3) subalgebra, the representation of so(3, 1) decomposes into irreducible

representations of so(3), labelled by different values of l, and each of these values can

appear at most once. Thus we can introduce a non-degenerate basis |l,m⟩ for the so(3, 1)

representation, with each m taking values −l,−l + 1, . . . ,+l. Under the action of L3 and

L± we have

L+|l,m⟩ = +
√

(l −m)(l +m+ 1)|l,m+ 1⟩,

L3|l,m⟩ = −im|l,m⟩,

L−|l,m⟩ = −
√
(l +m)(l −m+ 1)|l,m− 1⟩.

(1015)

We now wish to consider the action of the boost generators B1, B2 and B3. As the boost

generators transform as a vector (l = 1) under rotations it follows from the addition of

angular momentum that they can change |l,m⟩ only to |l′,m⟩ with |l − l′| ≤ 1. Define

B± = B1 ± iB2. (1016)

Then we have the commutation relations

[L3, B3] = 0, [L3, B±] = ∓iB±, (1017)

which tell us that B3 does not change the m values, while B± raise and lower the m value

by 1 respectively. We are thus able to write

B3|l,m⟩ = A(l + 1; l,m)|l + 1,m⟩+A(l; l,m)|l,m⟩+A(l − 1; l,m)|l − 1,m⟩, (1018)

B+|l,m⟩ = B(l + 1; l,m)|l + 1,m+ 1⟩+B(l; l,m)|l,m+ 1⟩ (1019)

+B(l − 1; l,m)|l − 1,m+ 1⟩,

B−|l,m⟩ = C(l + 1; l,m)|l + 1,m− 1⟩+ C(l; l,m)|l,m− 1⟩ (1020)

+ C(l − 1; l,m)|l − 1,m− 1⟩.
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Now, using the commutation relations [L+, B+] = 0 = [L−, B−] we can determine that

B(l̃; l,m) = B(l̃; l)

√
Γ(l̃ +m+ 2)Γ(l −m+ 1)

Γ(l +m+ 1)Γ(l̃ −m)
,

C(l̃; l,m) = C(l̃; l)

√
Γ(l̃ +m+ 1)Γ(l̃ −m+ 2)

Γ(l −m+ 1)Γ(l̃ +m)
.

(1021)

Meanwhile, the commutation relations [L−, B+] = 2iB3 = −[L+, B−] lead to

2iA(l̃; l,m) =
B(l̃; l,m)√

(l̃ +m+ 1)(l̃ −m)

[
l(l + 1)− l̃(l̃ + 1) + 2m

]
,

−2iA(l̃; l,m) =
C(l̃; l,m)√

(l̃ −m+ 1)(l̃ +m)

[
l̃(l̃ + 1)− l(l + 1) + 2m

]
.

(1022)

If we denote

A0(l) = B(l; l), A+(l) = B(l + 1; l), A−(l) = B(l − 1; l), (1023)

it follows then that

B+|l,m⟩ =
√
(l +m+ 2)(l +m+ 1)A+(l)|l + 1,m+ 1⟩

+
√
(l +m+ 1)(l −m)A0(l)|l,m+ 1⟩

+
√

(l −m)(l −m− 1)A−(l)|l − 1,m+ 1⟩,

B3|l,m⟩ = +i
√
(l +m+ 1)(l −m+ 1)A+(l)|l + 1,m⟩

− imA0(l)|l,m⟩

− i
√
(l −m)(l +m)A−(l)|l − 1,m⟩,

B−|l,m⟩ =
√
(l −m+ 2)(l −m+ 1)A+(l)|l + 1,m− 1⟩

−
√
(l +m)(l −m+ 1)A0(l)|l,m− 1⟩

+
√

(l +m)(l +m− 1)A−(l)|l − 1,m− 1⟩.

(1024)

For a unitary representation, we require that B†
3 = −B3 and B†

± = −B∓, which imposes

that

A0(l) = A0(l), A+(l) = −A−(l + 1). (1025)

We still need to impose the commutation relations

[B±, B3] = ∓iL±, [B+, B−] = 2iL3. (1026)

These lead to the recurrence relations

0 = A+(l) [(l + 2)A0(l + 1)− lA0(l)] , (1027)

1 = −(2l + 3)A+(l)A−(l + 1)−A0(l)
2 + (2l − 1)A−(l)A+(l − 1), (1028)

where the second equality only holds if l > 0, as we had to divide by m to get it, which is

always possible unless l = 0.
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Now, let us denote the minimum l value which occurs in the unitary irreducible repre-

sentation by l0. Furthermore, let us choose the phases of the basis vectors such that A−(l)

is real. Then these recurrence relations can be solved as

A0(l) =
iρl0

l(l + 1)
, l > 0,

A−(l) =
1

l

√
(l2 − l20)(l

2 − ρ2)

4l2 − 1
, l ≥ 1.

(1029)

As A0 is a real number, if l0 ̸= 0 we must have that ρ ∈ iR. If l0 = 0 we must still have

1− ρ2 ≥ 0. (1030)

If equality holds, so that ρ = ±1, then we get the one-dimensional trivial representation.

If equality does not hold, we can have ρ ∈ iR or −1 < ρ < 1. The representations

where ρ ∈ iR are called the principal series representations. The representations with

−1 < ρ < 1 are the complementary series representations. The values of l which appear

in these representations are l0, l0 + 1, . . ., where l0 is either an integer or half-integer.

Let us note that in SO(3, 1), we have

R3[2π] = exp [2πL3] = 1. (1031)

Meanwhile in the representations we find

R3[2π]|l,m⟩ = exp [2πL3] |l,m⟩ = e−2πim|l,m⟩ = e2πil0 |l,m⟩. (1032)

Thus only the representations with l0 integer actually correspond to SO(3, 1) represen-

tations. The half-integers lead to representations of the group SL(2,C) which forms the

double cover of SO(3, 1).

Finally, let us note that the so(3, 1) algebra has two Casimir operators

Q1 = L⃗2 − B⃗2, Q2 = L⃗ · B⃗. (1033)

In each irreducible unitary representation these are constant and we can calculate explicitly

that

B⃗2 − L⃗2 = (l0 + 1)(l0 − 1)− ρ2, (1034)

L⃗ · B⃗ = −iρl0. (1035)
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