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Chapter 1

An introduction to two

dimensional materials

Two dimensional materials were once considered to be theoretically impossible and due to

critical thermal instabilities when separated from the bulk material. This changed when

graphene was successfully isolated in 2004 by A.K. Geim and K.S. Novoselov.1 For this

work on graphene, and subsequent discoveries of the impressive properties, they were given

the Nobel Prize in 2010. Graphene, along with a growing family of two-dimensional mate-

rials, possess very strong intralayer covalent bonds, while each individual layer within the

material is only weakly bonded to the next through van der Waals attractions. Researchers

have been taking advantage of this by effectively peeling away surface layers to obtain sin-

gle, atomically thin, monolayers. The number of materials discovered with such properties

has grown rapidly since the isolation of graphene, and now include electric conductors, in-

sulators, direct and indirect band gap semiconductors, along with topological insulators,

superconductors, and most recently, ferromagnetic and antiferromagnetic monolayers. The

vast range of materials available has lead to an rapid increase in popularity resulting in a

vast research field within condensed matter physics, with the cost of entry to the field re-

maining relatively low due to the lack of heavy costs attached to monolayer fabrication. In

fact, almost anyone can produce monolayers from bulk crystals by way of micromechanical

exfoliation with some blue sticky tape, completely bypassing the need for expensive lithog-

raphy or epitaxial deposition technology in highly controlled nano-fabrication cleanrooms.

Much of the novel phenomena associated with 2D materials arises from the inherent

geometry of monolayers. The reduced dimensionality and quantum confinement at the

ultimate 2D limit provides a unique system to explore solid state physics and quantum

1
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phenomena, the resultant behaviour is discussed in chapter 2. One of the most attractive

prospects is the adaptability and versatility associated with these materials, thanks to the

weak interlayer van der Waals forces binding monolayers to adjacent layers or surfaces. A

property that was once exploited for dry lubrication purposes is now used to adhere mono-

layers onto practically any conceivable substrate. This is not limited even to flat surfaces.

Monolayers can be suspended across holes and gaps, draped over nanostructures and waveg-

uides, integrated into photonic crystals, and even implanted into living tissue for biosensing.

Possibly the most intriguing surface to combine with a monolayer, is another monolayer.

Stacking different 2D materials together to form so-called van der Waals heterostructures

opens un an unprecedented level of versatility. By choosing the layered materials carefully,

van der Waals heterostructures can be readily designed to perform a potentially endless

variety of functions, most commonly light emitting diodes, transistors and photodetectors,

with device sizes at the nanometre scale.

The uncompromising versatility and low costs of 2D materials, combined with favourable

mechanical properties, such as flexibility, provides a perfect platform to develop future

technologies or miniaturise existing ones. Furthermore, recent advances in scalability and

quality of monolayers, heterostructures, and devices, are rapidly bringing 2D materials

towards mass production with commercial viability.

Motivation: Initiating a degree of control over light-matter interactions

The work carried out, and displayed, over the course of this work is motivated by the

understanding of light-matter interactions, and in particular the attempts to gain a degree

of control over the optical properties of the resultant interactions. Not only will this control

provide a pathway to useful applications in information technology, but can also facilitate

the investigations into fascinating non linear behaviour.

Scope of Thesis

This work will open with an insight into the current literature regarding transition metal

dichalcogenides. Here we explore the very basics of the crystalline structural formation, with

a focus on the electronic band structure and the concept of valleys and excitons which dictate

the optical response of these atomically thin semiconductors. This introduction also inspects

more recent investigations that are leading the field in fascinating new directions such as

many body and non-linear phenomena. The next chapter will focus on the experimental

techniques that are employed by the author in order to obtain and showcase the results

presented in this work. Sample fabrication, both epitaxial and not, along with the laboratory
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equipment required to perform a variety of optical spectroscopy measurements are discussed

here, before embarking onto the main results. Each chapter is designed as a self contained

project with distinct discoveries whilst following the same overall theme of establishing an

element of control over the optical and electronic properties of the devices sampled.

Chemical vapour deposition is an inherently scalable fabrication method which is nor-

mally overlooked for the production of TMD based devices of the highest optical quality.

Chapter 4 demonstrates strong light matter coupling in two CVD grown MoSe2 and WSe2

devices for the first time, highlighting the recent advances made with the fabrication method.

The CVD fabrication method is further validated through a substrate-wide analysis of flake

orientation, showing how the epitaxial growth of monolayers directly onto hBN encourages

a highly uniform growth orientation. This chapter is closed out by displaying a potential

route towards scalable polariton device manufacturing through TMD embedded monolithic

cavities.

Chapter 5 explores how the process of alloying can alter the band structure of TMDs

in a controllable and predictable manner. A complete optical analysis study is performed

on a range of alloy concentrations between MoSe2 and WSe2, producing a characteristic

bowing of the excitonic resonances as the alloy content is tuned. This study confirms the

high quality of alloyed TMD devices, especially high Mo alloys which demonstrate excitonic

linewidths and Rabi splittings equal to that the pure materials. By understanding the

band structure as the material composition is tuned, it is possible to select two materials

to combine into a heterostructure that would encourage the hybridisation of intralayer and

interlayer excitons, with a view of placing such a device into a microcavity to produce a

population of polaritons with permanent dipole moment in a bid to study highly non linear

phenomena. The investigation becomes slightly sidetracked when the discovery of such

hybridised excitons in a different structure. The chapter is therefore concluded by placing

the MoSe2 / WS2 heterostructure into the tunable microcavity where strong coupling is

observed in such hybridised excitonic resonances.
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The thesis is concluded with a brief outlook at potential research avenues in the near

future and some of the studies already under way.
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Chapter 2

Optical Properties of Transition

Metal Dichalcogenides

This chapter will deliver a general discussion into the nature of TMDs and the properties

that make these materials so promising. Specific attention will be made towards molybde-

num diselenide (MoSe2) and tungsten diselenide (WSe2) monolayers, which form the basis of

the devices studied in this thesis. These materials form direct-gap semiconducting analogues

of graphene, presenting excellent and unique optical properties which provide a naturally

attractive platform from which to build nanoscale opto-electronic and valley-tronic devices.

The advantages of combining different layers together will form a theme throughout the

studies displayed here, with further benefits when operating in the strong exciton-photon

coupling regime.

2.1 Crystalline lattice structure of TMDs

Transition metal dichalcogenides (TMDs) have crystalline structures of the form MX2 where

M represents a transition metal atom (such as molybdenum or tungsten) and X is a chalco-

gen atom (such as sulphur, selenium or tellurium). Each layer of TMD possess a triatomic

structure X-M-X, which is covalently bonded in a hexagonal lattice.2,3 It is a point of note,

that each chalcogen atom is only bonded to the nearest transition metal atom, and as such

there are no dangling bonds outside of the lattice plane. The triatomic layers are bound

together in ’bulk crystal’ (Fig. 2.1a) form by a weak interlayer van der Waals force, which

allows a single layer, or ’monolayer’, to be easily isolated from the bulk material through

micromechanical exfoliation.1 Monolayer TMDs are most thermodynamically stable in a
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Figure 2.1: a) Image of MoSe2 bulk crystal. Image from 2D Semiconductors. b) Top view
of a monolayer sheet, with primitive cell shaded in grey. Inset: Side view of the 2H-TMD,
revealing the trigonal prismatic structure with lack of inversion centre. Image from Ref.7

c) Comparison between 2H and 1T crystal phases of a monolayer. Image from Ref.5 d)
Side views of the primitive cells of a 2H-TMD monolayer (1L) and bilayer (2L). Inversion
symmetry is broken in the monolayer, and restored in the bilayer. Image adapted from
Ref.8

trigonal prismatic (2H crystal phase group) structure,3,4,5 which have an out of plane mir-

ror symmetry and a broken in plane inversion symmetry (Fig. 2.1b,c).6 In this form, the

two chalcogen atoms are vertically aligned in a stacking pattern described as A-B-A, as

shown in figure 2.1c,d. A monolayer can also form in a metastable distorted octahedral

1T phase with A-B-C stacking pattern where the two chalcogen atoms are vertically offset

(Fig. 2.1c).3,5 However only 2H monolayers, with robust symmetry dependent properties

are studied in this work.

The stacking of 2H monolayers creates an A-B-A-B... ordering such that the multilayer

material is composed of alternating layers each rotated 180◦ from the last. The upper

layer metal atom is positioned vertically above the lower layer chalcogen site, as shown in

figure 2.1d, and likewise, the upper layer chalcogen site resides over the lower layer metal

atom. Inversion symmetry is therefore maintained in the bilayer, where it is broken in the

6
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monolayer. This is most easily seen in figure 2.1b inset, whereby taking the metal atom as

an inversion centre results in the six chalcogen atoms (with a position vector transformation

ri → −ri) being mapped onto a vacant site.6,9

2.2 Electronic band structure of TMDs

Bulk Quad-layer Bilayer Monolayer

Figure 2.2: Electronic band structure of MoS2 in the case of bulk, four layer, two layer, and
single layer. The lowest energy inter-band transition (Bandgap) is marked with an arrow.
The K point within the Brillouin zone is mostly unaffected by layer dependence, while the
ΓV B and QCB points are strongly affected by layer dependence. The bandgap transitions
from momentum indirect in multilayers to momentum direct in monolayers. Image from
Ref.10

An electronic band structure is formed when electrons move in an environment of peri-

odic potentials such as a crystalline TMD lattice, with movement described by the Bloch

function.11 The resulting energy eigenvalues form a continuous band in momentum space.

Due to the lattice periodicity, the electronic structure of the Brillouin zone can be consid-

ered the unit cell in energy-momentum space. With a lattice formed of different materials,
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Figure 2.3: a) Intensity of photoluminescence observed from monolayer (Red) and bilayer
(Green) MoS2. Inset: PL quantum yield as a function of layer number. b) Bandgap energy,
inferred from PL spectra, as a function of MoS2 layer number. Image from Ref.12

the various electron orbitals are considered, to build up a convoluted band structure, as

shown in figure 2.2 for the case of MoS2 which is generally representative of TMDs.

In bulk form of TMD semiconductors, there exists a momentum offset between the

valance band maximum (VBM), at the Γ point in the centre of the Brillouin zone, and the

conduction band minimum (CBM), at the Q point of the Brillouin zone, halfway between

the Γ and K points. This forms an indirect bandgap, as shown by the arrow in figure 2.2. At

reducing layer numbers, the ΓV B andQCB points are seen to shift in energy, whileK remains

mostly stationary. As the Γ point of the valance band is comprised of a combination of dz2

transition metal orbitals and anti-bonding pz chalcogen atom orbitals, while the K points

are formed predominantly by d-orbitals of the metal atoms.10,13,14,15,16,17 The electron states

at K are therefore strongly localised to the plane of the transition metal atoms, reducing

the spatial overlap with adjacent layers. Likewise, the Q point of the conduction band,

is comprised of a combination of metal d-orbitals, and chalcogen p-orbitals.14,15,16 As a

result, the K points are mostly insensitive to changes in layer number, while the ΓV B and

QCB points undergo a significant shift when the number of layers is changed. This leads to

the transition from momentum indirect, in multilayers, to momentum direct in monolayers,

along with the associated increase in quantum yield and intensity of photoluminescence

(PL) observed, initially, in MoS2 (Fig. 2.3a). The increasing energy gap between the ΓV B

and QCB as the number of TMD layers is reduced, as reflected in figure 2.3b, where the

lowest energy peak of MoS2 is identified as monitored at various TMD thicknesses. At 1L,
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the lowest energy peak is the direct K → K transition.

2.3 Valley pseudospin, and optical selection rules

The shift from indirect to direct bandgap, as described in the previous section, results in a

significantly better light-matter interaction from the monolayer when compared to bilayers

and thicker. In a semiconducting material, when a photon of energy above the bandgap is

absorbed, the photon energy is used in promoting an electron from the valance band to the

conduction band, which leaves behind a ’hole’ in the valance band of effective charge +1

(to the electron’s -1). The electron then rapidly relaxes to the conduction band minimum.

For a direct bandgap with no momentum offset between the CBM and VBM, the two

charge carriers can easily recombine to release a photon of equivalent energy. However,

since photons have effectively zero momentum, if there is an offset in k-space between the

two band edges, the carriers cannot recombine due to carrying inequivalent momentum.

Such an offset is compensated for via a momentum carrying phonon, but the involvement

of an extra particle massively reduces the recombination efficiency. TMD monolayers are

therefore significantly better for light-matter interactions.

The light-matter interactions of a TMD monolayer are dictated by the electronic band

structure, in combination with governing optical selection rules. The Brillouin zone of

a TMD monolayer is hexagonal in shape (in reciprocal space), with the conduction and

valance band extrema positioned at the K points, at the edges (Fig 2.4a). Even though

this produces a total of six K points, at each vertex of the hexagonal Brillouin zone, the

three-fold symmetry of the TMD monolayer crystal lattice leads to a thrice repeating set of

2 inequivalent K points, nominally referred to K+ (K) and K− (K ′). At these points, the

bands are quasi-parabolic and are commonly referred to as ’valleys’, due to their shape.

In the out of plane c-axis, the spin projection of the charge carriers is well defined, due

to the strong quantum confinement.19 While the two K± valleys are energy degenerate, the

spin degeneracy is lifted due to a large spin-orbit coupling associated with the d-orbitals

of the heavy transition metal atoms. Due to time reversal symmetry, the spin splitting

is of opposite sign for opposite valleys, such that E↑(K+) = E↓(K−) and E↓(K+) =

E↑(K−)17,19 as can be seen in figure 2.4. The orbitals forming the VBM at K± consist

of a mix of dx2 − dy2 and dxy, which typically produce a spin splitting of hundreds of

meV,14,15,16,17 while the CBM is formed of just dz2 orbitals and splitting of just tens of

meV is observed. The splitting is also significantly larger (∼ 400 meV) in W-type TMDs

the Mo-type since tungsten is heavier than molybdenum.17
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Figure 2.4: a) Hexagonal Brillouin zone of a monolayer TMD highlighting the spin-orbit
splitting at the K± valleys. The smaller CB splitting is ignored here. Image from Ref.6

b) Optical selection rules associated with the K± valleys. Image from Ref.7 c) Band
valley structure of Mo-type and W-type TMD monolayers. Optically bright (spin allowed)
transitions exist between CBM and VBM of same spin, while optically dark (spin forbidden)
transitions exist between CBM and VBM of opposing spins. Image adapted from Ref.18

Blue valleys indicate spin-down (|↓〉) while red valleys indicate spin-up (|↑〉).

The two valleys possess a valley degree of freedom, in that a charge carrier can occupy a

state in either the K+ or K−. A carrier inherits a valley specific orbital magnetic moment

with sign (±) depending on which valley it resides in. This is known as the valley pseudospin

because it acts like a spin 1
2 system. The K+ (K-) valley has valley pseudospin of +1

2 (−1
2).

The combination of spin-orbit coupling and time reversal symmetry effectively locks the spin

and valley degrees of freedom together since an electron of fixed energy can only occupy the

valley of corresponding spin states. Single particle valley pseudospin is considered extremely

robust, since a carrier would not only require a large amount of momentum transfer, but

also an energetically costly spin flip and reversal of orbital angular momentum, associated
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with the valley states, in order to scatter between valleys. Since the spin-orbit splitting of

the valance bands are significantly larger than that of the conduction band, and especially in

W-type TMD monolayers, holes are seen to have particularly long valley lifetimes of ∼ ns at

LT.20 Notably, the suppressed valley scattering and associated long timescales have lead the

concept of valleytronics, the exploitation of valley properties in storing and manipulating

information through the valley degree of freedom in parallel with spintronics and spins and

electronics and bits.6,7,16

The valley pseudospin has a remarkable effect on the interaction of TMD monolayers

with light. In atomic physics, the optical transitions are dictated by angular momentum

conservation rules, on the principle that the associated quantum numbers of the initial

and final states are conserved. For TMD monolayers, the same rules apply also but with

the additional concept of the valley orbital magnetic moment to consider.21 The optical

transition occurs across states of corresponding spin, such that the lowest energy bandgap

transition is optically bright (spin allowed) in Mo-type TMDs, but optically dark (spin

forbidden) in W-type TMDs as detailed in figure 2.4c. Furthermore, these constraints lead to

a valley specific optical selection rule, as shown in figure 2.4b, that the K− valley transitions

couple only with σ− circularly polarised light, and K+ with only σ+.6,21 It is therefore

possible to optically address a specific valley through photon helicity, and perform valley

specific measurements of TMD carriers simply through polarisation resolved spectroscopy

as described in section 3.2.

2.4 Excitons in 2D materials

A single particle band structure is not sufficient to accurately describe the optical response

of TMD monolayers. The solid state physics of TMD monolayers are dominated by two-

body quasiparticles known as excitons. When a photon is absorbed by the direct band gap

semiconductors, an electron is promoted from the filled valance band states to the empty

conduction band leaving behind an empty state in a sea of filled states. This electron

vacancy is known as a hole, with effective charge of +1 (to the electron charge of -1). In

much the same way that an electron binds to an atomic nucleus, the electron and hole

are attracted via electrostatic Coulomb forces.18 Two common forms of exciton exist in

crystalline semiconductors, with diverging properties which are determined by the size of

the exciton, known as the Bohr radius, when compared to the unit cell of crystalline lattice.

Frenkel type excitons,22 often found in organic molecular crystals, are highly localised to a

single atomic site, with Bohr radius a similar size to the unit cell. Wannier-Mott excitons
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are the opposite,23,24 with large exciton Bohr radius many times large than the crystal unit

cell, and are typically found in inorganic semiconductors where effective dielectric screening

tends to reduce the Coulomb interactions between the electron-hole pair.25,26

2.4.1 Quasi-hydrogenic binding energy of excitons

In bulk TMD materials, the excitons formed are of the Wannier-Mott type, with large Bohr

radius due to the effective screening of the surrounding material of dielectric constant ε3D.

As the number of layers is reduced, the amount of dielectric screening is likewise reduced.

At the extreme 2D limit in monolayers, the effective dielectric constant is significantly

lower ε2D < ε3D, leading to a small Bohr radius (∼ 1 nm) and large binding energy (∼
0.5 eV).27,28,29 In TMD monolayers, the excitons are therefore at the lower limit of the

Wannier-Mott classification due to the small Bohr radii, verging more towards Frenkel like

excitons. However, the excitons in TMD monolayers are still mobile within the crystal

lattice and are therefore better described by the Wannier-Mott classification.

The binding energy of excitons in 2D semiconductors via Coulomb interaction is con-

sidered in the framework of the hydrogen Rydberg model:

EB =
µ

m0

1

ε2
r

RH
n2

=
RX
n2

(2.1)

where m0 is the rest mass of the electron (0.511 MeV), εr is the relative dielectric

constant of the environment, RH is the hydrogen Rydberg constant (13.6 eV),25 and µ is

the effective mass of an exciton:

1

µ
=

1

m∗e
+

1

m∗h
(2.2)

with m∗e and m∗h the effective mass of the constituent electron and hole, respectively. To

be stable against dissociation by interactions with thermally active phonons, the binding

energy must be larger that the thermal energy such that EB > kBT , where kB is the

Boltzmann constant and T is the temperature. The associated Bohr radii is given by:

rn =
m0

µ
εrn

2aH = n2aX (2.3)

where aH is the hydrogen ground state Bohr radius. Excited exciton states have in-

creasingly large Bohr radius and small binding energies. For an exciton to be generated

through absorption of a photon, the photon energy must be equal to the free particle band

gap minus the exciton binding energy:
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Figure 2.5: a) Comparison of Bohr radius in 3D and 2D systems shown in real-space.
Bulk TMDs can be considered 3D systems with effective dielectric screening from the sur-
rounding material. In monolayers, the reduced screening leads to a lower effective dielectric
constant, and more strongly bound excitons with correspondingly small Bohr radius. The
exciton optical absorption resonance energy is equal to the free particle band gap minus
the exciton binding energy. b) Rydberg series of ground and higher exciton states shown
through differential reflectivity d

dE

(
∆R
R

)
. The quantum numbers are labelled accordingly.

c) Fitting of the observed transition energies (dots) to the hydrogenic Rydberg model (line)
and subsequent nonhydrogenic Rydberg series (triangles) including an effective dielectric
constant dependent on quantum number n (Inset). Images from Ref.26

Eγ = En = E∗g −
RX
n2

(2.4)

where E∗g is the free particle band gap (energy required to create a free electron-hole

pair). However, this differs from the absolute band gap measured as the energy gap be-

tween CBM and VBM by the so-called self energy term. This is nominally very similar in

magnitude to the exciton binding energy with opposite sign such that the two mostly cancel

out and the absorption peak is usually close in energy to the CBM to VBM absolute band

gap.18 For TMD monolayers, the optical band gap ranges from 650 to 800 nm (1.90 to 1.55

eV) depending on exact material composition.30,31

As shown in figure 2.5 the absorption signatures of excitonic Rydberg series up to n = 5

are detected in monolayer WS2,26 thanks to the large binding energies. However, when the

energy peaks are fitted to the hydrogenic Rydberg series, a discrepancy appears for 1s and

2s excitons. This deviation is accounted for by considering a changing dielectric constant

as a function of quantum number n, εr(n) as seen in figure 2.5c.26 The deviation arises

due to the unique geometry of TMD monolayers, where the effective dielectric constant

is massively dependent on the surrounding environment immediately outside the TMD

13



monolayer, for example the type of substrate that the monolayer resides on, or if there is any

contamination bubbles on the surface. The highly anisotropic dielectric screening therefore

modifies the electric field between the carriers, which influences the binding energy of the

exciton. This highlights the sensitivity of TMD monolayer to the surrounding environment.

As a consequence, the optical signatures of a TMD monolayer exciton can slightly vary in

energy between two samples of the same material.

2.4.2 Optical signatures of excitons

a b

Figure 2.6: a) Band structure of the K± points in a Mo-type monolayer showing the
optically bright A and B excitonic resonances. Image adapted from Ref.32 b) Optical
signatures of the A and B excitons seen in reflectance contrast measurement, while PL
(second panel) shows only neutral and charged A exciton emission. Image from Ref.33

As discussed earlier, the large spin-orbit coupling associated with the d-orbitals of the

heavy transition metals lead to a spin dependent valance band splitting of hundreds of meV,

while the optical selection rules are such that spin is conserved across the CB and VB. The

combination of these effects leads to the appearance of two non-degenerate optically bright

exciton resonances, from the spin-↑ CBM to spin-↑ VBM, and the spin-↓ CBM to spin-↓
VBM with energy difference influenced mostly by the valance band spin-orbit splitting.30,33

These distinct exciton resonances are known as A-excitons and B-excitons, with A being

the lower energy state, as shown in figure 2.6a. Further higher order complexes also exist

(namely C- and D- excitons), however these are formed between non-ground states in the
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band structure originating from other orbitals.

Optical interactions with these resonances result in an absorption resonance at both A

and B energies as shown in figure 2.6b, while despite optical excitation above B exciton en-

ergy the fast relaxation mechanics of excitons means that PL emission of the B exciton is not

typically observed.34 Reflectance contrast (RC) is a measure of absorption strength, which

is nominally used to gain an insight into the spin-orbit coupling of the band structure. The

PL emission spectra of TMD monolayers is dominated by the A excitonic resonance, with

a second peak at slightly lower energy is also seen owing to charged exciton complexes.33,35

Charged excitons

Excitons, in the simplest form, are constructed of a single electron and single hole bound

by attractive Coulomb forces to form a quasiparticle of combined charge Q = 0. However,

more elaborate species not only exist, but are very common.33 A bound state consisting

of two electrons and a single hole will produce a charged excitonic resonance of overall

charge Q = -1. Similarly, a state constructed of a single electron and two holes will form

a charged exciton again, this time with a charge of Q = +1. These three-body resonances

are commonly referred to as a trion.33,35,38 In addition to two and three body states, four

body states consisting of two electrons and two holes of zero overall charge (Q = 0) known

as biexcitons,39,40 along with five body ’quinton’ states,41,42 have been observed in TMD

monolayers. These exciton species are shown schematically in figure 2.7a. To form trions,

an additional amount of energy is required to bind the three charged particles together. As

such, the trion emission X− resonance is typically found at ∼ 20 to 30 meV offset from

the neutral exciton X0 (see bottom panel of Fig. 2.6b) owing to the additional binding

energy.33,43,44

By introducing a back-gate, which provides control of the level of electrons and/or holes

within a given monolayer, the population densities of the various exciton resonances is shown

to depend on the level of excess charge (or doping) that is present within the monolayer

band structure, as can be seen in figure 2.7b,c.33,43,44 At diminishing doping levels, neutral

excitons X0 are the dominant exciton specie since there are no extra charges available to

bind with, which is reflected in the PL emission spectra close to Vg = 0. As the back-

gate voltage is increased, introducing a population of excess electrons in n-type doping,

the photo-generated neutral excitons will readily bind to electrons and form negatively

charged trions X−. This is observed experimentally as an increase of X− emission with

simultaneous decrease of neutral exciton emission intensity. The opposite is seen with

decreasing back-gate voltage, where p-type doping gives rise to an increase of positively
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Figure 2.7: a) Schematic of the constituent particles that form (in order from left to right)
the neutral exciton, negatively and positively charged trion, as well as the biexciton. The
associated charge Q is also given. Image adapted from Refs.18,36 b,c) PL emission from
MoSe2 as a function of back-gate voltage (Vg). As the voltage is dropped to negative
(positive) values, the density of holes (electrons) present in the system increases, which
encourages the formation of positively (negatively) charged trions X+ (X−), at the expense
of neutral exciton emission, which decreases. The PL intensity profiles shown in c) are
obtained at the neutral and charged exciton energies, highlighted by arrows in b). Low
energy emission, X ′ is due to defect states. Image from Ref.33

charge exciton emission, at the expense of neutral excitons.33 Biexciton formation requires

very low doping, to suppress trion formation, along with a very high population density of

neutral excitons achieved at large pumping powers.39,40,41,42 An overview of the possible

two- and three-body exciton configurations that readily form in TMD monolayers is given

in figure 2.8.37 Understanding, and controlling the population densities and dynamics will

play a large part in the discussions throughout this thesis, especially in chapter 6.
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Figure 2.8: a,b) Exciton resonances found in a) MoX2 and b) WX2 TMD monolayers
and the corresponding valley configurations of the constituent carriers. Red (Blue) curves
show the spin-up (spin-down) valleys. Solid dots represent electrons, while empty dots are
holes. For X0 and X−, (X+) only excitons with hole (hole) residing in the K+ valley are
shown (The reverse are also available). Optically bright excitons are shown with white
background, while optically dark are shown with grey background. For the bright excitons,
the recombining electron and hole are given in black and white respectively, and the excess
carrier is shown in orange. Image from Ref.37

Temperature dependence of excitons

A lot of information can be gathered from the temperature dependencies of TMD mono-

layers, as they are heated from cryogenic temperatures up to ambient room temperature.

Firstly, due to the differences in binding energy between the neutral and charged exci-

tons, as the thermal energy is increased within the system, the trions begin to dissociate
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Figure 2.9: a,b) Temperature dependent PL emission from monolayer a) WSe2 and b)
MoSe2. Trion peak is thermally dissociated by T ≈ 100K. The circle in a) highlights the
low energy band of localised defect states that serve as a radiative path out of the optically
dark exciton ground state in W-type monolayers. c) Integrated PL intensity of the neutral
exciton emission as temperature is increased with diverging trends observed for Mo-type
and W-type TMD monolayers. Images from Ref.45 using data from Ref.46,47

through interactions with thermally activated phonons much earlier than neutral excitons.

The highly diverging response to temperature also highlights the differing band structure

between Mo-type TMD monolayers and W-type (see Fig. 2.4c). Both can be clearly ob-

served in figure 2.9 where the PL emission of MoSe2 and WSe2 is collected at increasing

temperatures.33,45,46,47

The thermal energies of carriers residing in the valleys follow a Boltzmann distribution,

such that an increasingly narrow distribution is found at temperatures approaching abso-

lute zero. At cryogenic temperatures, the carriers are therefore well confined to the lowest

energy state, i.e. electrons (holes) will relax to the conduction band minimum (valance

band maximum). Depending on the spin states of the lowest energy transition between

the band extrema, the radiative recombination efficiency of electron-hole pairs will be en-

hanced or suppressed. For example in MoSe2, the lowest energy transition is spin-parallel,

and therefore optically bright with large oscillator strength. Therefore funnelling electrons

(holes) into the lowest energy configuration, via narrowed thermal distribution, will serve to
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increase radiative recombination efficiency and an associated increase in PL emission will be

observed, as is the case in figure 2.9b. The opposite case is seen in WSe2 (Fig. 2.9a), where

the lowest energy transition is spin anti-parallel, or optically dark. At low temperatures,

the carriers are confined to a radiatively inefficient state suppressing PL intensity. The

spectra at this point is dominated by a band of low energy emission from excitons localised

to perturbations of the WSe2 band structure, such as phonon-replicas,48,49 lattice defects,50

and strain induced localisation of excitons.51,52,53 The effects are also seen in highly dis-

ordered MoSe2 monolayers,33,54,55 such is shown in figure 2.7b. RC measurements offer a

complementary insight into the excitonic behaviour and remains largely insensitive to these

defect states. The integrated PL emission intensity as a function of temperature is shown in

figure 2.9c, where the opposing trends are clear. In WSe2, increasing the temperature such

that the thermal energy distribution of electrons overlaps into the upper CB sub-band is

accompanied with an increasing PL emission intensity. In both materials, the trion binding

energy is quickly overcome by interactions with thermally activated phonons caused by the

additional charge escaping from the bound state with neutral exciton such that only X0

emission is observed at temperatures above ∼ 100 Kelvin. The large binding energy of

neutral excitons in 2D materials is shown as emission remains beyond room temperature,

albeit with significant inhomogeneous broadening.33,45,46,47

2.4.3 Exciton valley pseudospin

The valley framework discussed previously in this chapter is slightly modified in the context

of excitons, which needs to be considered due to the prevalence of excitons in TMD mono-

layer systems. Since an exciton (neutral, exciton-hole pair) can only be photo-generated

within one valley due to the governing chiral optical selection rules, and as such inherit a

valley degree of freedom from the constituent electron and hole. Optically bright excitons

therefore behave as composite bosons with zero net charge (with dipole moment) and an

optically addressable valley pseudospin, leading to the potential of all-optical information

processing in a nano-scale device.

Exciton valley polarisation

Since optically bright excitons inherit the valley pseudospin from constituent carriers, it

would follow that the robust suppression of valley scattering is likewise observed for excitons.

Due to the chiral selection rules and optical addressability of excitons within a single valley,

it is straight forward to measure the retention of valley polarisation through polarisation

resolved spectroscopy. By pumping a monolayer band structure with σ+ polarised laser
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Figure 2.10: a,b,c) Polarisation resolved spectroscopy of the neutral exciton population in
monolayer WSe2 under different excitation and collection polarisations as defined in each
panel. The valley polarisation of the injected excitons is retained in all cases, with ∼ 50%
valley polarisation observed. d,e,f) Simplified monolayer WSe2 band structure, including
corresponding exciton states for each polarisation regime. The electron and hole particle
spin is shown (note this is distinct from the valley pseudospin shown in previous figures.)
g,h,i) Bloch sphere vector notation for the corresponding valley states. Image from Ref.8

light creates excitons only in the K+ valley, initialising the valley polarisation of the exciton

population.19,36,56,57 The same applies for σ− polarised laser to initialise excitons in K−
valley due to time reversal symmetries. Furthermore, due to valley coherence phenomena,

pumping with linearly polarised light produces a population of excitons in both valleys,

forming a linear superposition of valley states.58,59,60,61 It can be useful to consider the

exciton valley pseudospin as a vector within a Bloch sphere, with a vector pointing up to

the north pole of the sphere being the |K+〉 valley state, while a vector pointing down to

the south pole is the |K−〉 valley state. A vector positioned on the equator corresponds to
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a coherent superposition of the two.8,58,59 For the valley pseudospin to be used successfully

as an information processing mechanism in the same was as spin or cubits, it must be

long lived such that the initialisation valley state remains well defined until recombination

of the exciton. Exciting a sample with circularly polarised light and measuring the PL

emission in a co- and cross-polarisation basis, as described in section 3.2, will determine

the amount of valley polarisation retention across the radiative lifetime.8,19,58 A significant

difference in PL intensity between the co and cross polarised collections will indicate that

some of the photo-generated excitons remained in the initialisation state before recombining.

Figure 2.10 details such an experiment using monolayer WSe2, with the corresponding

valley pseudospin Bloch sphere vectors also shown (g-i). Clear intensity differences are

observed for both circular polarisation excitations, as well as for linear excitation, indicating

a relatively long valley lifetime or a short recombination lifetime. The specific amount of

valley depolarisation that occurs is dependent on the ratio between the valley lifetime to

radiative lifetime.

While these measurements show a successful retention of valley pseudospin, as required

for information processing purposes, the amount of valley polarisation is far from unity,2,62,63

while similar measurements performed on MoSe2 show almost zero valley polarisation,64

completely contradictory to the single particle model which results in valley relaxation

lifetimes in the nanoseconds (compared to a radiative lifetime in the picoseconds). This is

due to an exciton specific valley orbit coupling which results in a decoherence mechanisms

effectively coupling the two |K±〉 valley states.7,8,18,62,65

The Coulomb interactions that the electron and hole are subject to can be categorised

into two distinct contributions, direct and exchange. The direct Coulomb interaction deter-

mines the attraction between positive and negative distributions of charge, and is therefore

responsible for the exciton binding energy.18 It is also sensitive to the surrounding dielectric

environment resulting in variations of exciton resonance energy when the TMD monolayer is

placed on different substrates, thereby changing the dielectric environment.66 The Coulomb

exchange interaction, is separated into two further contributions, a short range (diagonal),

and a long range (off-diagonal) interaction.37 There are 10 exchange coupling terms, five

of which are shown in figure 2.11c-e, and the others are obtained through time reversal

symmetry. The right hand panels illustrate the the Feynman diagrams, while the left hand

panels schematically illustrate the corresponding effects on the electron and hole valley con-

figurations. Processes I and V are electron-electron exchange, where V is usually suppressed

due to the energy mismatch arising form the CB spin-splitting, while II, III, and IV are

electron-hole exchange interactions.37 The short range Coulomb interaction originates from
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Figure 2.11: a) Coulomb exchange interaction HX(K) effectively couples the two exciton
valley pseudospin states |K±〉. Image adapted from Ref.65 b) The LT splitting of the exci-
ton dispersion and resultant effective magnetic field ΩK that acts on the valley pseudospin.
Image from Ref.65 c) The diagonal or short range exchange interactions that result in the
fine structure splitting of excitons. d) The off-diagonal, or long range exchange interactions
that result in a coupling between the two valley states. V is energetically unfavourable and
IV is the dominant valley depolarisation mechanism. e) The processes involved for bight
neutral excitons (left) and bright trions (right). Image from Ref.37

overlapping electron-hole wave-functions and, as such, is sensitive to the relative spin and

valley indices due to the Pauli exclusion principle.18 This short range interaction leads to

an energy splitting between the singlet and triplet excitonic species, while also fortifies the

spin-orbit coupling that energetically separates the optically bright and dark excitons.18,62

It is the long range exchange interaction that is responsible for coupling the opposite val-

ley states |K±〉, allowing efficient inter-valley scattering without the need for a spin-flip

or momentum transfer through a Maialle-Silva-Sham mechanism.7,8,18,62,65,67,68 The effect

creates an energy splitting between excitons with dipole moment parallel (longitudinal) or

perpendicular (transverse) to the in-plane centre-of-mass wave-vector K = (kx, ky), known

as the L-T splitting (Fig. 2.11b).2,37,62,63,65,67,68
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Figure 2.12: a) Rapid valley depolarisation (τv = (6 ± 0.1) ps) of a WSe2 monolayer
measured via Kerr rotation dynamics. Image from Ref.69

The effective Hamiltonian acting in the basis of |K±〉 states, as depicted in figure 2.11a,

can be written as:65

HX(K) =
~
2

(ΩK · σ) (2.5)

where σ = (σx, σy) is the valley pseudospin vector composed of Pauli matrices and

ΩK = (Ωx,Ωy) is the pseudospin precession frequency. The non-zero components are given

by ~Ωx = 2αK2 cos(2θ) and ~Ωy = 2αK2 sin(2θ) where α(K) is the long distance Coulomb

exchange coupling strength and θ is the angle between K and the in-plane axis x.62,65

The splitting between the two longitudinal and transverse modes is therefore given by

~ΩK = 2αK2, where the coupling term becomes significantly weaker at large wave-vectors

as α(K) ∝ K−1.65 The result is that the normally parabolic exciton dispersion picks us

an energy splitting that is proportional to the wave-vector, ~ΩK ∝ K, as shown in figure

2.11b.

ΩK acts as an effective magnetic field acting on the exciton centre of mass wave-vector

K with a directional dependence that forms a double-winding in-plane orientation schemat-

ically presented in the inset to figure 2.11b. The MSS mechanism that produces this effec-

tive magnetic field is therefore responsible for the coupling the two valley pseudospin states
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|K±〉 and leads to a lower than unity valley polarisation observed in TMD PL emission, de-

spite robust optical selection rules and initialisation.2,37,62,65,67,68 The resulting rapid valley

depolarisation, as shown in figure 2.12 is of significant importance in chapter 6.

The valley Zeeman effect

The magnetic moment associated with the valley pseudospin is analogous to the Bohr mag-

neton associated with conventional electron spin.8 It has been discussed that the magnetic

moment associated with the valleys take an equal magnitude of opposite sign at each valley

state due to time reversal symmetry.57 It is therefore possible to obtain a control over the

valley pseudospin via an externally applied magnetic field, which has the effect of lifting the

energy degeneracy between the two valley states. This effect is known as the valley Zeeman

effect.45,56,57,70,71,72

The energy shift is not only dependent on the valley magnetic moment however, as

contributions arising from conventional carrier spin as well as the magnetic moments of the

metal d-orbitals that form the conduction and valance band edges need to be considered

also. The sum of these three contributions will determine the total energy shift of the band

structure, as shown in figure 2.13a,70,71,72 while the energy splitting as observed by the

optical response via PL emission (Fig. 2.13b) of each valley state arises from discrepancies

between the total shift value of each valley shift.

For example, the Zeeman shift that occurs due to the spin magnetic moments (Black

arrows in Fig. 2.13a.) causes the CB and VB sub-bands to move by the same amount (with

oppose sign in the opposing K valley) since optical transitions conserve spin. Therefore the

energy shift is applied to both initial and final states of a PL emission and the transition gap

is still the same size. The value of the spin contribution is given by ∆s = 2szµBB (following

the same notation given in Ref.70) where sz is the spin projection in the z direction, µB

is the Bohr magneton (5.79×10−5 eVT−1), and B is the strength of the applied magnetic

field.

The Zeeman shift from the atomic orbital moment does result in a shift in PL emission

energy, as the conduction band edges are mainly composed of d-orbitals with m = 0,

whereas the valance band edges are mostly m = 2 for the K+ valley, and m = −2 for the

K− valley.70,71 This means that the conduction band is not shifted, while the valence band

shift (purple arrows in Fig. 2.13a) is valley dependent with value ∆a = 2τµBB, where τ is

the valley index (τ = ±1 for the K± valley) resulting in a net shift of 4µBB between the

valley PL emission.70

Finally, the Zeeman shift contribution from the valley magnetic moment (green arrows
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Figure 2.13: a) Schematic of the valley dependent energy shifts due to the three magnetic
moment contributions. Black arrows show the carrier spin shift ∆s, purple arrows show the
atomic orbital moment shift ∆a, while green arrows show the shift from the valley magnetic
moment ∆v. b) The resultant net exciton valley Zeeman shift measured through circularly
polarisation resolved PL spectroscopy. Image from Ref.70

in Fig. 2.13a) is given by ∆v = αc,vτµBB where τ is again the valley index, and αc,v is the

valley g-factor and is dependent upon the effective masses of the conduction and valance

bands with the expectation that nominally the two are equal such that ∆α = αc − αv =

0.8 However, non-zero results have been found in a range of studies.16,70,71,73 The valley

magnetic moment leads to a shift of the K+ (K−) valley sub-bands to higher (lower)

energies, while the net shift of the optical resonances given by 2∆αµBB.

Combining the results, the exciton valley Zeeman splitting between the opposite valleys

is given by ∆Z(B) = 2(2 − ∆α)µBB, with a linear valley dependent shift of the exciton

resonance of −τ∆z(B)/2 such that the K+ valley exciton (τ = +1) is red-shifted with

respect to the K− valley exciton (τ = −1) for B > 0, and blue-shifted for B > 0, as is found

in experimental observations of polarisation resolved PL emission of a WSe2 monolayer

under application of an external magnetic field (Fig. 2.13b). In the case shown here, the
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energy splitting is found to be ∆z(B) = Eσ+ − Eσ− ≈ −1.8µBB, where the value -1.8 is

termed the valley Zeeman g-factor.70 Since this value is less than the -4 value as determined

by the orbital magnetic moment ∆a, this leads to the conclusion that the effective masses of

the conduction band and valance bands are not equivalent in this sample. Typically though,

a value of ∼ -4 is measured for neutral excitonic resonances in TMDs.32,45,56,57,71,72,74 While

measurements of the same effect in trions becomes more complicated with the presence of

both spin-singlet and spin-triplet types of trions, as detailed by Lyons, T.P., et. al.75

2.4.4 Fermi polarons in highly doped monolayers

As the level of doping becomes increasingly large, the three-body model of charged excitons

no longer adequately describes the optical response of the system. It is required to consider

an exciton coupling not to a single carrier, but a Fermi-sea.43,76,77,78,79,80,81 The interaction

of a valley exciton with a Fermi sea of excess carriers characterised by a spin-singlet and spin-

triplet interaction that effectively splits the exciton spectrum into a lower energy attractive

exciton-polaron (normally identified as the trion branch) and a higher energy repulsive

exciton-polaron (normally identified as the exciton branch), respectively (Fig 2.14c), with a

linearly increasing splitting between the two polaron branches as the Fermi-level is increased

further.43,76,77,82 The three-body physics of a trion fails to explain this increasing energy

splitting.

Figure 2.14a shows experimentally measured reflectance contrast of a gate controllable

MoSe2 monolayer, as the level of doping is tuned from zero producing a single absorption res-

onance from the neutral exciton in the absence of excess carriers, to heavily n-doped whereby

the spin-triplet interactions between the excess carriers and exciton resonance transforms

the latter into a repulsive polaron exhibiting a strong blue-shift and line broadening. At

the same crossover point, a transfer of oscillator strength occurs from the repulsive polaron

to an emerging second resonance originating from the spin-singlet interactions between the

2DEG and the dressed exciton forming the lower energy attractive polaron branch.43,76,77,82

Due to the transfer of oscillator strength to the attractive polaron, the repulsive polaron

becomes unidentifiable for very large doping levels (& 1 × 1012 cm−2).76 The same results

occur when the level of doping is tuned to highly p-doped, however monolayer TMDs are

typically n-doped from the fabrication methods, so the consideration of p-doped materials

is not continued in this work.76

Conceptually, in the valley states basis, a σ+ attractive polaron can be thought of as

a K+ valley exciton interacting with the spin-down two-dimensional electron gas within

the K− conduction band valley, as depicted in figure 2.14b, while the σ+ repulsive polaron
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Figure 2.14: a) Reflectance contrast measurement of a MoSe2 monolayer as function of gate
voltage and doping level. Two distinct polaron regimes are found at high levels of p- and
n-doping. Image from Ref.82 b) Valley schematic of a highly n-doped Mo-type monolayer
depicting an attractive (spin-singlet) interaction between a K+ valley exciton with the K−
2DEG. Image from Ref.83 c) Schematic representation of an attractive (spin-singlet) and
repulsive (spin-triplet) interaction of a neutral exciton (red circle) within a Fermi-sea of
itinerant electrons (green circles). Image from Ref.43

is the same K+ valley exciton interacting with the spin-up 2DEG within the same K+

CB valley.83,84 The concept of Fermi-polarons is of vital importance in chapter 6 where the

tuning of a spin-valley polarised CB 2DEG via an applied magnetic field leads to spin-valley

selective strong coupling and the realisation of a robust all-optical topological gap.84

2.5 Alloying in TMDs

Alloying is the process of substituting a portion of lattice atoms with a different material,

in effect controlling the precise chemical composition of a lattice, a powerful technique that

first originates circa 2500 BC at the start of the Bronze age, and is widely used in the current
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generation of commercially available III-V semiconductor devices.85 The concept of alloying

is now starting to be applied to 2D semiconductors and TMD devices, with the promise of

extensive tunability of the already exciting opto-electronic properties.86,87,88,89,90,91 Possibly

the most important consideration when producing an alloy of two materials is the structural

differences between the two pure materials, if chemically replacing an atom (or set of atoms)

within the lattice will cause large amounts of strain or introduce unwanted grain boundaries.

While the family of 2D materials is vast and the range in band gaps and lattice constant

are similarly large,92 within the sub-group of TMDs, the lattice mismatch between MX2

and WX2 doesn’t exceed 1%.93,94 It is possible therefore to produce a purely crystalline

lattice with the same symmetry, structural and physical properties as the pure TMDs with

an arbitrary amount of atomic substitution of transition metal (or chalcogen) atoms with

another type of TMD transition metal (or chalcogen) atoms.95,96

A variety of growth techniques are used to synthesise alloyed monolayers, from physi-

cal,99 chemical,102,103 and metal-oxide104 vapour deposition techniques, along with chalco-

gen exchange processes.97 These methods even provide a control of the alloy composition,

during growth, leading to the production of monolayer flakes with a radial gradient of al-

loy concentration.105 The main problem associated with these growth methods is the high

density of defect states within the monolayers. It is therefore most common to synthesise

alloyed TMD crystals in bulk form, and fabricate monolayers through micromechanical ex-

foliation (see section 3.1.1).1,90 The alloys produced in bulk form are typically found to

be almost perfectly mixed at an atomic scale, without any significant phase separation, as

shown in figure 2.15b.88,90,106

The critical advantage that alloying has is that it allows fine control and continuous

tuning of a material’s optical and electrical properties, thereby creating a new degree of

freedom. A method of characterising the tuning of a given property, for example PL emission

energy, of an alloy is by using the bowing parameter:89,90,107,108

EPL(MoxW1−xSe2) = xEPL(MoSe2) + (1− x)EPL(WSe2)− bx(1− x) (2.6)

where x is the alloy composition between 0 and 1, EPL(MoSe2) and EPL(WSe2) is

the emission energy of pure MoSe2 and WSe2 respectively, while b is the so-called bowing

parameter. The bowing parameter is a useful metric by which to empirically describe the

tuning curve, compare results with previous (and future) experiments, as well as estimating

the composition required to reach a certain emission energy. Through alloying of TMDs it

is possible to achieve a full continuous tuning of PL emission from ∼ 1.6 eV (MoSe2) to ∼
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Figure 2.15: a) Schematic representation of a MoWS2 alloyed monolayer. Blue dots repre-
sent W atoms, while grey dots are Mo atoms, and yellow dots are sulphur chalcogen atoms.
Image from Ref.97 b) STEM image with FFT filtering showing the mixture of Mo (2) and
W (1) atoms within a Mo0.47W0.53S2 alloyed monolayer. Image from Ref.90 c) Tuning of
PL emission energies across TMD based alloys. Image from Ref.94 using experimental data
from Refs.88,90,95,98,99 and calculated data from Refs.90,100,101

2.0 eV (WS2). Chapter 5 investigates the tuning of optical properties of MxW1−xSe2 alloys

through band structure engineering.

2.6 van der Waals Heterostructures

Due to the layered structure of the materials within the 2D semiconductor family, the

process of combining multiple layers of different materials into a single device known as a

van der Waals heterostructure (from the weak interlayer van der Waals bonding) becomes

trivial.36,109,110,111,112 The opto-electronic properties of the constructed device not only
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Figure 2.16: a) The ease of stacking different 2D materials together to form a complex van

der Waals heterostructure is likened to building Lego R structures. Image from Ref.110

inherited from the constituent materials but also in how the materials interact with each

other, such that novel phenomena,36,113,114 and new avenues for potential applications, can

be explored.36,115,116,117

A 2D material is formed through very strong covalent bonds within a layer forming a

very strong crystalline lattice structure, while the van der Waals (vdW) forces between the

layers (interlayer) is relatively weak in comparison. This allows a material to be placed

onto almost any surface, including other 2D materials, without consideration for dangling

bonds or lattice mismatch which blight the construction of similar multilayered structures

using conventional III-V semiconductors. Figure 2.16 shows a graphical representation of

an example vdW heterostructure (HS) created with multiple different 2D materials such as

semimetallic graphene, insulating hexagonal boron nitrate (hBN), and TMD monolayers,

in analogy to stacking bricks of Lego R together.110 Of course, it is not quite that sim-

ple in reality, but recent advances in fabrication methods (Sec. 3.1) means that, at least

conceptually, the analogy remains valid.

2.6.1 hBN encapsulation

One of the most simple form of heterostructure, is built through hBN encapsulation on one

or both sides of the active TMD monolayer.118 Hexagonal boron nitrate is an atomically
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flat, insulating material, making it a near-ideal surface for 2D materials which are inherently

sensitive to the surrounding dielectric environment.26,118 Not only does the layer insulate

the active TMD from charge disorder within a given substrate,119,120,121 but also provides

a perfectly uniform dielectric environment. The combination of these effects leads to the

optical and electronic properties of a monolayer to be much closer to the intrinsic limit,

unperturbed by external effects from the surrounding environment, as demonstrated by

Ajayi, O.A., et. al.,118 where the linewidth of MoSe2 neutral exciton emission is reduced

from a respectable 9 meV, when placed directly on a substrate of SiO2 (Fig. 2.17a), to a

near intrinsic 3 meV, when fully encapsulated with hBN on the same SiO2 substrate (Fig.

2.17b). hBN also forms a protective layer, separating the active material (or materials) from

ambient conditions, especially useful for materials that degrade rapidly when in contact with

air or moisture.122 The benefits of hBN encapsulation are explored further in chapter 4.

a b

Figure 2.17: a, b) PL emission of a MoSe2 monolayer when positioned a) directly on a
SiO2 substrate and b) fully encapsulated with surrounding hBN layers. The result is a
much narrower X0 linewidth due to reduced spatial and dielectric inhomogeneity. Image
from Ref.118

2.6.2 Interlayer excitons

By combining two (or more) TMD monolayers together, the possibility exists that an ex-

citon’s constituent charge carriers are located in separate layers forming an interlayer ex-

citon,124,125,126,127,128,129,130 in contrast to an intralayer exciton where the charges reside

entirely within the single monolayer, as shown schematically in figure 2.18a. For interlayer

excitons to readily form, the band alignment between the two materials need to encourage

the flow of CB electrons into one material layer, while holes are channelled into the other

layer forming an atomically thin pn-junction.123,124,126,130 This is type II band alignment,
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Figure 2.18: a) Schematic representation of an interlayer exciton, with either constituent
carrier in a different TMD layer, and an intralayer exciton residing completely within a
single TMD layer. Image from Ref.114 b) Type II band alignment of a MoSe2 / WSe2

heterostructure with interlayer exciton highlighted. Due to the band offsets, electrons will
flow from the WSe2 CB into the MoSe2 CB, while holes will flow the opposite way from the
MoSe2 VB to the WSe2 VB. Image from Ref.123 c) PL emission from the WSe2 layer (top
panel), heterostructure where the interlayer exciton peak visible at lower energy (middle
panel), and the MoSe2 monolayer (bottom panel). Image from Ref.124

as demonstrated by figure 2.18b using a MoSe2 / WSe2 heterojunction as an example. The

PL emission from such a heterostructure is shown in figure 2.18c, where a new low energy

peak observed only within the heterostructure region shows the existence of the interlayer

exciton. the higher energy peaks are due to intralayer excitons and can also be seen in the

corresponding monolayer regions.124,130

Previously much research has been carried out with separated charges in electrically

biased single131 and coupled double quantum wells,132,133 and continues to be an active

area of research.134,135,136,137 The spatial separation of the charge carriers distinguishes the

interlayer excitons (IX), from the intralayer (or direct) excitons (DX). The consequent of

such is the reduced overlap of carrier wave-function alters the opto-electronic properties
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of the IX. The physical separation of the electron hole pair leads to a large permanent

electric dipole moment,129 while the reduced wave-function overlap results in extremely long

lifetimes (∼ ns).124,138 This combination means that the IX has a much larger interaction

strength with other excitons than the intralayer exciton does, and has been touted as a

method of exploring enticing many body phenomena such as Bose-Einstein condensation

and superfluidity of excitons.131,139,140

The process of hybridising interlayer excitons with intralayer excitons with particular

attention to the resulting optical properties is discussed further in chapter 5.

2.6.3 Moiré patterns and twist-angle dependence of heterostructure prop-

erties

A B C

A B Ca b

c d e

Figure 2.19: a) Graphical recreation of two monolayers with relative twist angle and the
resultant moiré pattern. The periodically repeating moiré supercell is highlighted in white,
with several points of high symmetry labelled here A, B and C. b) The moiré pattern causes
different stacking orders within the heterostructure, which results in different chiral optical
coupling for the interlayer excitons. Points A and B provide oppositely circular polarised
IX emission, while point C results in a dipole forbidden transition for out of plane emission.
c) The periodic potential resulting from the moiré superlattice, with points A, B, and C
highlighted. Image from Ref.114 using data from Ref.141 d) 2D spatial colourmap of the
same periodic moiré potential. e) 2D colourmap of the spatially resolved degree of circular
polarisation. Red represents σ+ emission, while blue is σ−. All other images from Ref.123
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Since a heterostructure is formed of two overlapping hexagonal lattices patterns, if

there is a small lattice mismatch or twist angle between the two layers, then a super-

pattern is formed simply from the geometry of the overlapping lattices known as moiré

patterns.113,114,123,142,143,144 Three points of high symmetry appear within the superlattice

pattern, denoted A, B, C in figure 2.19. The changing stacking order between the three

points results in three different couplings between the interlayer excitons and chiral photons

(Fig. 2.19b). For example, points A and B result in photon emission of opposite helicities

when an interlayer exciton recombines, while point C results in a dipole forbidden transi-

tion for out of plane IX emission, with elliptically polarised emission in between the high

symmetry points.114,123,141

As the stacking order gradually changes between the three high symmetry points, the in-

terlayer spatial separation also changes, causing a varying potential energy landscape based

of the moiré pattern.114,123,141 Since the pattern has repeating periodicity, the potential is

also periodic leading to the creation of a moiré Brillouin zone (Fig. 2.20c).113

Figure 2.20a shows how the periodicity of the super-lattice is highly dependent on the

relative twist angle of the two independent layers.113 In a similar way, the lattice mismatch

between two crystalline structures also leads to varying moiré supercell sizes. In heterobilay-

ers of closely matched lattice constants, the moiré period can exceed 100 nm in real space.

In reciprocal space, this leads to the IX exciton dispersion relation being modulated by a

very compressed moiré potential.114 The resulting PL emission is extremely narrow146,147

due to interlayer excitons trapped in very localized moiré potential wells.114,141 Likewise,

the opposite is true, for high relative twist angles or lattice mismatches, the moiré peri-

odicity in real space becomes smaller, leading to a broadening of the exciton dispersion

modulation in k-space.114 In these systems, such as MoSe2 / WS2 (Fig. 2.20b), additional

absorption features are observed owing to a folding of excitonic bands as the moiré Brillouin

zone and standard TMD monolayer Brillouin zones are reconciled.113,142 It is suggested that

the band folding brings additional excitonic modes that would normally reside outside of

the light cone, and are therefore dark, in structures without in-plane periodicity.113,114 In

heterobilayers with nearly resonant conduction band edges where the interlayer and in-

tralayer excitons are nearly degenerate, the band folding leads to a hybridisation between

the two excitonic species. Figure 2.20d shows the twist angle dependence of these extra

absorption resonances in MoSe2/WS2 as calculated and measured by Alexeev, E.M., et.

al.113, while Ruiz-Tijerina, D.A., et. al.,143 calculates similar dependencies on a range of

TMD based heterobilayers. For a hybridised specie of intra-inter-layer exciton, the large

oscillator strength of the intralayer exciton and permanent dipole moment of the interlayer
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Figure 2.20: a) Twist angle dependence of the moiré pattern produced by two identical
overlapping lattices. The moiré supercell is highlighted in red. At small twist angles the
moiré unit cell is large, and shrinks as the twist angle is increased. Image from Ref.145

b) Schematic of the valley structure of a twisted MoSe2 / WS2 heterostructure. MoSe2

valleys are shown in red, while the WS2 CB valleys are in green. c) The result of the moiré
potential is reciprocal space is the creation of a repeating moiré Brillouin zone with ±∆K
the k-space offset between the WS2 CB and MoSe2 VB. d) Calculated excitonic resonances
as a function of increasing twist angle for a MoSe2 / WS2 HS. At small twist angles, a
hybridisation occurs between the MoSe2 DX and IX, as a result of moiré effects. Images
from Ref.113

exciton are merged, forming a highly interacting optically bright particle with the potential

to explore fascinating non-linear phenomena in both excitonic and polaritonic regimes.148

The possible implications of twist angle on opto-electronic properties of heterostructures

are investigated in chapters 4 and 5, along with an attempt to couple the moiré hybridised

interlayer excitons with cavity photons.
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2.7 Optical microcavities

An optical microcavity is formed by confining light between two highly reflective mirrors

separated by a length on the scale of the wavelength of confined light. The confined light

takes the form of a standing wave with stationary nodes at the mirror/cavity interface,

while the length of the cavity dictates the wavelength of the standing waves. In this work,

the mirror is formed of a distributed Bragg reflector (DBR), which is formed of alternating

high refractive index nH and low refractive index nL dielectric layers. At each interface

between layers, the reflectivity is defined as:149

r =
nL − nH
nL + nH

(2.7)

The reflectivity of a mirror can be enhanced for a given wavelength of light by choosing

the thickness of each layer such that any two reflections of layer i, and i+1 will constructively

interfere. Over an entire periodic structure, the DBR forms a photonic band gap which

prevents the transmission of waves across a small range about a desired wavelength leading

to near unity reflectivity. In order to create such a condition, the phase shift at each

reflective interface must be ∆φr = π. The phase shift can be calculated as:149,150

∆φr =
4π

λ
dH,LnH,L (2.8)

where λ is the desired working wavelength of the cavity and dH,L is the thickness of the

high (H), and low (L), refractive index layers respectively. It is therefore found that:

dH,L =
λ

4nH,L
(2.9)

is the required thickness of the high and low refractive index layers for a desired wave-

length. With increasing number, N, pairs of high and low index layers leads to a total

reflectivity given by:149

R =

1− n1
n2

(
nL
nH

)2N

1 + n1
n2

(
nL
nH

)2N


2

(2.10)

where n1 and n2 are the reflective indices of the dielectric environment at either side of

the DBR. Nominally, the cavity will be placed within a vacuum, which the DBR is grown

onto a plinth of fused silica, which gives a value of n1 = 1 and n2 = 1.5.

The difference between the two refractive indices of the DBR layers establishes the spec-
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Figure 2.21: a) Basic 1D simulation using CAMFR 151 based on the transfer matrix method
(TMM) to calculate the electric field profile of a microcavity for a given DBR design. b)
The reflectivity spectrum of a given cavity, with near unity reflectivity across the DBR
stopband and cavity mode visible. Image adapted from Ref.152

tral width of the photonic band gap, often referred to as the stopband, with a dependence

such that:149

∆sb =
λ∆n

πneff
(2.11)

where ∆n = nH − nL is the DBR refractive index contrast, while neff =
(

1
nH

+ 1
nL

)−1

is the effective refractive index across the DBR depth. It is therefore quite simple to

design an optical microcavity for a specific central wavelength, stopband, and reflectivity

by choosing the DBR layer materials, number of layers, and layer thicknesses carefully.

Figure 2.21b shows an example reflectivity spectrum of a DBR cavity with high reflective

stopband clearly visible. It is common to design a cavity around the intended use, for

example with TMD monolayers, the central wavelength will need to be close to excitonic
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resonance. Furthermore, the direction of light can be influenced by having one DBR have a

fewer number of layers than the other side, creating an unbalanced reflectivity such that the

majority of the PL emission can be guided towards an objective lens and optical collection

path.

Due to ease of production, as well as good optical transmission properties, SiO2 is

typically used as the low index dielectric material with nL ≈ 1.4, while Ta2O5 or Nb2O5 are

used as the high index material with nH ≈ 2.3 and ≈ 2.5, respectively. For a set of materials,

the electric profile of the optical microcavity can easily be tested using the transfer matrix

method.153 Figure 2.21a shows a rudimentary example of such a cavity simulation. The

simulation shows that the standing wave profile of the electric field has a node or antinode

at each dielectric interface. For the DBR that terminates into the cavity with a high index

layer (left of figure), the electric field strength is minimal at this interface. While there is a

maximum electric field strength at the interface with the opposite DBR, which terminates

with a low refractive index layer. The cavity is designed such that a TMD monolayer

can be placed directly on the DBR since the terminating layer is of low refractive index,

corresponding to an electric field maxima, which will maximise the light-matter coupling.

The discussion so far is applicable to planar microcavities, which provide a useful basis in

which to estimate the behaviour of a microcavity. However, the majority of the experiments

in this work are performed with a hemispherical top DBR, which has the effect of focussing

the electric strength profile of the cavity photonic modes in all three spatial dimensions to

form a zero-dimensional cavity.154,155 The result it that the cavity mode volume is much

smaller, which enhances the light-matter interactions. The concave mirrors are formed by

growing the DBRs onto fused silica substrates, with an array hemispherical indents already

milled into it via focussed ion beam (FIB).154 The resultant DBR is shown in figure 2.22a,b

as imaged by scanning electron microscope and bright-field optical microscope imaging,

while the shape profile is also provided (Figure 2.22c-e), displaying sub-nanometre surface

roughness of the concave feature leading to a high cavity quality factor.154,155

The hemispherical DBR slightly modifies the electrical field profile within the cavity

and instead becomes describable by a series of discrete Gaussian longitudinal modes, each

accompanied by a set of higher order transverse modes. These modes are required to satisfy

a cavity round trip phase shift ∆φ(k, Lopt) equal to 2π, or integer multiple of:149,152,156

∆φ(k, Lopt) = 2kLopt + ∆φDBR(k) = 2απ (2.12)

where k is the wave-number, Lopt is the optical length of the cavity, φDBR is the sum of

the reflection phase shifts of the two DBR mirrors, which remains constant for a given set
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Figure 2.22: a) Scanning electron microscope image of an array of identical concave features
with radius of curvature ∼ 20 µm. The image if taken directly after milling, before DBR
growth. The plinth design lets the two mirrors be positioned very close together, even
without perfect parallel alignment. b) Optical microscope image of a DBR. A range of
differently sized concave fixtures are provided, with largest radius of ∼ 20 µm. Fabrication
of DBR is performed by collaborators at The University of Oxford. c) Profilometry data
for the array of features shown in a). Each has nearly identical shape and depth. d) Shape
profile of a single concave feature. e) Residual roughness after an ideal polynomial function
is removed from d), indicating the sub-nm roughness and high uniformity acheived through
focussed ion beam milling. Images from Oxford HighQ .

of DBRs, and α is an integer. A general description of the eigenfrequencies of the confined

electric field within the cavity is given by:149,152,156

νqmn =
c

2ncavLopt

[
q +

(m+ n+ 1)

π
cos−1

(
1− Lcav

RoC

)]
(2.13)

where c is the speed of light, ncav is the refractive index within the cavity (which in an

open cavity is 1), q is the longitudinal and m,n are the transverse Gaussian mode indices,

while RoC is the radius of curvature of the hemispherical top mirror, and Lcav is the cavity
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Figure 2.23: a) The first nine Laguerre-Gaussian cylindrical mode profiles LGlp.
157,158,159

b) Examples of Ince-Gaussian elliptical mode profiles IGlp that are likely to be present in
the cavity thanks to imperfect alignment or slight ellipticity of the concave DBR.157,159

length, which is distinct from the optical length because the cavity mode penetrates into the

DBR mirrors before being fully reflected. Lopt is therefore a combination of Lcav and the

combined cavity penetration depths (> 1µm). While it is impossible to directly measure

the optical cavity length, it can be determined by finding the frequency difference between

two adjacent longitudinal cavity modes (∆q = 1,m = n = 0) and rearranging the above

equation 2.13, to find:

Lopt =
c

2ncav∆ν
(2.14)

The largest difference here, compared to a planar microcavity, is that the eigenfrequen-

cies are dependent on the specific curvature of the top mirror, since the boundary condition

forces the phase-front of the propagating beam to match the RoC of a given mirror. The

Gaussian modes are supported within the cavity if the condition Lcav < RoC is satisfied,

which focusses the Gaussian modes to a minimum beam waist at the planar mirror surface.

In this work, the RoC is always 20 µm, such that the beam waist at the planar mirror, or

TMD sample will be ∼ 1µm in diameter, providing a much better spatial resolution than

the standard laser spot size (∼ 2.4µm).

Figure 2.23a shows the set of discrete photonic states allowed in a hemispherical cav-

ity, corresponding to Laguerre-Gaussian mode profiles,149,156,158,160 however, the cavity is
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Figure 2.24: An example PL spectrum of a cavity embedded TMD, with cavity mode
far from exciton resonance. The ground state longitudinal cavity mode is highlighted with
higher order transverse modes also visible.

rarely completely symmetrical. The cavity instead supports a set of elliptical solutions

corresponding to Ince-Gaussian mode profiles,157,159 which are given in figure 2.23b as a

comparison. This perturbation from perfect electrical field profile is mitigated since only

the ground state longitudinal mode (LG00 or IG00), with minimal differences between the

cylindrical and elliptical solutions, is studied in this work. Furthermore, Dufferwiel, S.,

et. al 154 image a set of cylindrical modes using the same experimental setup as presented

in this work, suggesting that a perfectly symmetrical cavity is indeed achievable. Figure

2.24 shows a PL spectrum of the cavity used in this work, with the ground state longitudi-

nal mode highlighted. By slowly changing the cavity length, the allowed eigenfrequency is

shifted towards resonance with a TMD exciton resonance. The enhanced light confinement

found in optical microcavities provides the perfect environment to explore a rich field of

phenomena observed only in the strong light-matter coupling regime.

2.7.1 Exciton-polaritons

In the previous sections, the unique physical properties of excitons in transition metal

dichalcogenides has been explored, most notably displaying a very large oscillator strength,

leading to a strong absorption of light.12,36,161 In the ultimate case of light-matter inter-

actions, TMD exciton resonances strongly couple with cavity photonic modes to form a

polariton, graphically represented in figure 2.25.162,163,164 Strong coupling occurs between
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Figure 2.25: Graphical representation of strong light-matter coupling between a TMD
exciton and cavity photon to form a new quasiparticle known as a polariton. Image credit
to The University of Sheffield .

the excitonic and photonic resonance through a cyclical transfer of energy, corresponding to

a repeated absorption and re-emission of a cavity photon by a TMD exciton. This energy

transfer can be adequately described by a classical coupled oscillator model, as schemati-

cally shown in figure 2.26a.152,155,161 In this case, the electric field of the cavity mode E,

and the dielectric polarisation of the TMD monolayer excitons P are represented by two

oscillators, with uncoupled frequencies ωc and ωx respectively, with a coupling term VR that

determines the interaction strength. The system is therefore described by two equations of

motion:152,155,161

ı
dE

dt
= (ωc − ıγc)E + VRP

ı
dP

dt
= (ωx − ıγx)P + VRE

(2.15)

where γc,x are the oscillator damping terms for the cavity and exciton, respectively.

In physical terms, these are the linewidths of the cavity mode and excitonic absorption

resonances. Figure 2.26b shows the system applied to a cavity embedded TMD exciton,

where γc is shown as a photon escaping the cavity through less than unity reflectivity of
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Figure 2.26: a) Coupled oscillator model describing the cyclical energy transfer within a
polariton. The electric field of the photonic cavity mode E and dielectric polarisation of a
TMD monolayer due to an exciton P with oscillation frequencies of ωc, e and damping γc,x
respectively are coupled by an interaction potential VR. b) Overall schematic of a polariton
system described in physical terms with γc,x describing photon tunnelling and non radiative
exciton decay respectively. Images adapted from Ref.161

the mirrors, while γx describes a non radiative decay of an exciton. Both of which leads to

a loss of energy in the polariton system. The two independent oscillators are characterised

as possessing a harmonic time dependence such that E,P ∝ e−ıωt, and solving eqs. 2.15

leads to:152,161

(ω − ωc + ıγc) (ω − ωx + ıγx) = V 2
R (2.16)

where the solution provides the two eigenfrequencies ω± of the coupled oscillator model.165,166,167

At the resonant frequency, ωx = ωc = ω0, the eigenfrequencies become:152,161

ω± = ω0 − ı
γc + γx

2
±

√
V 2
R −

(
γc − γx

2

)2

(2.17)

At this point, the fundamental definition of strong coupling is found. In the condition

that 2VR < |γc − γx| then the square root term becomes imaginary and the two oscillators

are weakly coupled.161 In this regime the cavity affects the local optical density of states

as experienced by the exciton dipole, leading to a Purcell-like enhancement or suppression

of the radiative decay rate.152,168,169 While the condition that 2VR > |γc − γx| leads to

the strong coupling regime. The term in the square root is real, and an energy splitting

appears between the two eigenfrequencies forming a characteristic anti-crossing about the
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resonance.152,155,161,170 It is then possible to define the two resultant higher and lower energy

eigenmodes, as the upper and lower polariton branches respectively. This anti-crossing is

a signature of strong coupling regime, and signals the onset of polariton formation. The

energy separation of the two polariton branches at resonance is given by the Rabi splitting:

~ΩR =
√

4V 2
R − (γc − γx) (2.18)

where ΩR is the Rabi frequency at which the energy is transferred. This energy splitting

can be experimentally measured as a method of determining the strength of the coupling

between exciton and cavity photon in a given polariton system. In some cases however, a

broad linewidth, comparable to the energy splitting, may be present for the two polariton

branches leaving the anti-crossing unresolvable, even if the system is defined (as above) to

be in a strong coupling regime. The coupling strength VR is influenced by the physical

properties of the two separate systems, the microcavity quality factor and mode volume

along with the exciton oscillator strength. For this reason, TMD based polaritons typically

produce much larger Rabi splittings than those observed with III-V quantum wells due to

the very large oscillator strengths of TMD excitons.161,171 It should be noted that the upper

polariton branch (UPB) is not usually observed in other systems such as perovskites and

organics due to, comparatively, much faster non-radiative UPB relaxation times associated

with smaller exciton binding energies.171,172,173,174,175,176,177 The loss mechanisms for the

cavity photons depend mostly on the reflectivity of the mirrors forming the cavity, but also

the stability of the system, while excitonic losses are entirely caused by non-radiative decay

mechanisms, such as lattice disorder and phonon induced scattering.152,155,161,170

Strong coupling in TMD based devices has been observed with a variety of materials and

cavity geometries in recent years,43,84,170,178,179,180 while this work will consider the cases

of a microcavity formed by planar DBR as a bottom mirror, combined with one of either a

concave hemispherical DBR top mirror already described in this section, or a planar silver

mirror. Both are demonstrated in chapter 4, while the 0D cavity is used throughout.
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Chapter 3

Experimental Methods

In the previous chapter, we have examined the physical processes that underpin the inves-

tigations into TMD based devices that will be reported later on. This chapter focusses on

how these processes are observed within the laboratory. Starting from the exfoliation of

monolayer TMDs and how these are identified, to fabrication of more complex structures.

Moving onto how the various experiments are actually performed, considering the optical

apparatus and devices required to extract the observational information from the materi-

als. The analytical methods used to translate the raw observational information into easy

to understand graphics with obvious physical interpretations, are discussed in subsequent

relevant chapters.

3.1 Fabrication methods

3.1.1 Micro-mechanical exfoliation of TMD monolayers

Discovery of the ability to isolate stable monolayers of graphene,1,181 using a technique

termed micromechanical exfoliation (informally as the ’scotch tape method’), away from

the bulk graphite was awarded the 2010 Nobel prize for opening up a new avenue in which

to explore similarly layered materials.

As discussed in chapter 2, bulk transition metal dichalcogenides have a similar layered

crystalline structure to graphene, whereby the intralayer structure is held together through

very strong covalent bonds, whereas the van der Waals force keeping the layers together are,

relatively, very weak, therefore allowing isolation of monolayers through micromechanical

exfoliation. This scotch tape method uses an adhesive tape, of strong enough adhesion

to overcome the van der Waals interlayer forces, to lift up surface layers from the bulk

45

https://www.nobelprize.org/prizes/physics/2010/press-release/


20 μm

a b c d

e f g h

j k

monolayer

bilayer

bulk

20 μm

i

monolayer

bilayer

bulk

Figure 3.1: a-f) Micro-mechanical exfoliation. a) Photograph of the bulk crystal as pur-
chased from HQGraphene. b) A small amount of material, separated initially by tweezers
from the bulk crystal is placed between two pieces of blue ’scotch’ tape. c) Peeling the tape
apart lifts a small portion of the material away from the bulk crystal. d) After multiple
repetitions, the material is thinned down. e) The TMD is transferred to a target substrate
of PDMS atop a glass slide. f) The sample is fully exfoliated onto PDMS and ready to
be flake-searched. g-k) Flake search and monolayer identification. g, h) The PMDS/TMD
sample is placed under a microscope objective lens which can be viewed using both an eye-
piece and also on the computer. i) Optical image of a monolayer and bilayer TMD on the
PDMS substrate. The monolayer, bilayer and bulk areas of the flake have been highlighted.
j) Schematic of a modified optical microscope to allow photoluminescence detection. Image
from Ref.130. k) PL Image from the modified optical microscope. The monolayers are eas-
ily visible up due to the increased quantum yield of monolayers compared to bilayers and
thicker. (Scale bar visible in i and k is 20 µm).

crystal (Fig. 3.1a-c). The peeled tape is covered in material with thicknesses ranging

down to the monolayer, which can then be pressed onto a target substrate and peeled away

again, leaving both monolayers and thicker material on the desired substrate (Fig. 3.1d-f).

For TMDs, the target substrate is usually a small square of polydimethylsiloxane (PDMS)

polymer due to its favourable viscoelastic properties which encourages the production of

large area monolayer flakes, typically of more than 10 µm x 10 µm. A target substrate of
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many different materials can be used with trade-offs on typical flake size and transferability

(see Sec. 3.1.3).

Due to the TMD monolayers being only a few atoms thick, they are completely invisible

to the naked eye. As such, searching for freshly exfoliated monolayers must be done with

the aid of an optical microscope (see Sec. 3.2.1). The identification of flakes suitable for

further study is achieved by methodically searching through the substrate (Fig. 3.1g-i). A

monolayer can be instantly identified by a simple modification of the optical microscope

using a 550 nm short pass filter in the excitation path, providing a light source above the

TMD band gap, combined with a 600 nm long pass filter to block the excitation light,

isolates the PL emission from the monolayer sample (Fig. 3.1j,k). This is an incredibly

useful tool as the monolayers have a very low optical contrast when sitting atop a PDMS

substrate. Bilayers and thicker material are much more visible in the bright field mode

owing to a higher optical contrast of multiple layers when compared to a single layer. In

the PL mode, the bulk material disappears completely. And while the bilayer is very faint

due to the lower quantum yield of the indirect band-gap,10 it can also be seen at higher

exposure times or applying an analogue gain (Fig. 3.1i,k).130

Despite being the earliest method of isolating monolayers, micromechanical exfoliation

remains the best way to obtain high quality monolayer samples.182 Other methods, such as

chemical vapour deposition (CVD) as detailed later in Sec. 3.1.4, while having progressed

significantly,170,183,184,185 remain behind the leading exfoliated flakes. Problems do persist

though, most notably with the low yield of monolayer flakes for each round of exfoliation,

which can be time consuming to prepare and clean the area before exfoliation to minimise

external contamination, or even require expensive glove boxes with inert gases to provide the

ultimate stable environment for fabrication. This is compounded by the need for particular

substrates on which to exfoliate. Glass or metal, for example, leave the monolayers almost

entirely transparent.181 Typically, therefore, exfoliation is completed onto a thin layer (order

of 100 nm) of dielectric film or polymer atop an opaque base substrate such as silicon,

where the optical interference effects of the thin film provide an enhanced optical contrast

of monolayer to the base substrate, dramatically improving the visibility of said monolayers.

The most reliable method of identifying layer thickness is atomic force microscopy

(AFM). However AFM is usually a very slow process and measuring across an entire sub-

strate is simply not viable. It is mostly used with materials that have a very low optical

contrast and maybe also maintain an indirect band gap at the monolayer limit, therefore

being insensitive to PL imaging. Layered materials such as III-VI post-transition metal

chalcogenides (InSe, GaSe, etc), for example, require AFM imaging in order to determine
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layer number.186

For materials that are sensitive to PL such as monolayer TMDs, imaging with an adapted

optical microscope, as shown in figure 3.1j, is by far the quickest method of identifying

suitable flakes for further study. Combined with the sub-micron resolution of the optical

microscope and CMOS camera, the level of detail visible within an image, beyond initial

identification, an intuitive assessment of the sample can be made instantly. Cracks and

folds that may not be visible or easily missed in the standard bright field viewing are

instantly revealed in PL imaging. Furthermore, the intensity and uniformity of the emission

across a monolayer flake can help deduce the domain sizes or optical quality. For example,

figure 3.1k shows a typical PL image of a monolayer TMD sample. In this case there are

two areas of monolayer visible, with the larger area on the left seeming to have a higher

uniformity and intensity than the smaller are on the right. Beyond this, within the larger

monolayer to the left, there is a central section (close to the intersection of monolayer, bilayer

and substrate) with even higher uniformity and intensity, suggesting that this sub-area, or

domain, possesses the highest optical quality of the flake. The quality and crystalline

uniformity of domains within a monolayer is inherited directly from the initial growth of

the bulk material, where exfoliation simply isolates individual layers from the bulk crystal.

Enhancements in exfoliation techniques (and user skill levels) allow for larger monolayers,

with fewer cracks and folds introduced through the mechanical nature of the technique,

along with minimal introduction of external contaminants such as dust, but development

of growth techniques is also imperative.

Recent advances in flake searching technology has started to avoid the need to manually

search through large areas of exfoliated waste material for monolayers, by using a motorised

xyz-stage below the microscope objective and developing a flake identification algorithm, the

process of flake searching can be fully automated.187 Ultimately however, the fundamental

flaws of micromechanical exfoliation are unlikely to be overcome in the drive towards large

scale production of monolayer flakes and devices. The lack of control over flake size and

position, as well as the inherently low yield and scalability means that scotch tape method

alone is not suitable for the production commercially viable TMD based devices.

3.1.2 Flake transfer via viscoelastic stamping

Micromechanical exfoliation produces high quality monolayer flakes, however it is impossible

to control the size and position of the flakes being found. While you can exfoliate onto a

variety of target substrates with various trade-offs in terms of average flake sizes, visibility

for flake searches and transferability. I have already briefly discussed exfoliating onto PDMS
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(Sec. 3.1.1) however measurements and studies of the monolayer TMD devices are usually

carried out at liquid helium temperatures. Studying a material placed on top of a polymer

at LT is not viable as high thermal expansion coefficients generally associated with polymers

would induce large stresses in the monolayer sample and likely break it apart. Exfoliation

directly onto a solid, opaque substrate with low thermal expansion coefficient, such as

silicon (for flake search visibility reasons, a thin film of dielectric SiO2 on top of the silicon

is conventional) is a commonly used option when looking at an initial low temperature

characterisation of monolayers due to the reduced number of fabrication steps involved.

Even so, the same problems persist in terms of control over flake size and position (not

necessarily an issue for initial characterisation of a material), as well as a tendency to result

in smaller area monolayers when compared to exfoliation onto polymers. Again, not really

an issue so long as the monolayer sample is larger that the laser spot size. However, for

slightly more complex studies, it is usually suitable to have control over the size, shape and

even surrounding material. It is possible to simply keep exfoliating and flake searching until

an ideal sample monolayer is found for the required experiment.

It has been hinted at that, generally, PDMS is used as the initial target substrate for

exfoliation, and for good reason. The viscoelasticity of PDMS means that the level of

viscosity is directly dependent upon the swiftness of the stress applied.188 For example, if

a stress is applied quickly the viscosity of the material increases, and the level of adhesion

increases as a direct consequence. The opposite is true also, that if a stress is applied

very slowly, the PDMS ’relaxes’ and the adhesion reduces. It can therefore be possible to

control whether a PDMS stamp releases or retains any exfoliated flakes on it’s surface by

varying the amount of applied vertical tension. Consequently, it follows that by bringing

a piece of PDMS with exfoliated material into contact with another substrate, and peeling

off very slowly the exfoliated material will be transferred onto the target substrate.109

As such the transfer process is detailed in figure 3.1. To introduce a level of control the

PDMS and target substrate are placed onto two independent micromechanical xyz-stages

and held in place using vacuum. This allows the chosen flake to be exactly aligned with the

required position on the target substrate below. A rotation stage is introduced to further

increase control over the relative angle between flake and substrate, a property that is

becoming increasingly important in certain heterostructures113,114,144,148,189 (Fig. 3.1c,d).

A microscope with long working distance objective lenses is used to view the procedure (It

therefore helps that the PDMS and glass slide are both transparent) and a hotplate can

help encourage successful transfers by slightly melting the PDMS and further decreasing

viscosity. In the setup pictured in figure 3.1d, the z-stage of the transfer arm (where the

49



a b

c
d

Figure 3.2: a) Exfoliated WSe2 Exfoliated onto a PDMS stamp, on top of a glass slide,
ready to be transferred. It can useful to add monolayer markers in order to help re-find the
flake on the transfer setup. b) Graphic describing the step-by-step transfer process, from
exfoliation to fully transferred. Image from Ref.109 c, d) Schematic (c), from Ref.109, and
photograph (d) of the transfer setup. The glass slide is placed on the transfer arm, and
controlled with micromechanical x and y linear stages as well as θ and φ tilt stages. For
added control, the z stage has been replaced with a piezo controller. The target substrate is
placed on the sample stage, which is controlled with x, y, z, and rotation stages. A hotplate
is added to the sample stage to encourage transfer success rates. The transfer process is
viewed using a long working distance microscope objective.

PDMS and chosen exfoliated flake initially resides) is controlled by a piezo stepper controller

for ultimate vertical precision and control.

Figure 3.3 shows example flakes that have been exfoliated onto PDMS (Fig. 3.3a,b)

and subsequently transferred onto a silicon substrate with 90 nm SiO2 dielectric film (Fig.

3.3c,d). A separate WS2 flake has been transferred onto a distributed Bragg reflector (DBR)

(Fig. 3.3e,f). The difference in colour is not only due to the flakes being of two distinct

materials (with slightly different band gap energies) but also the individual substrates hav-

ing different properties.130 The DBR, for example, enhances red colours due to having a

reflectivity stop-band centred about (in this case) 600 nm, whereas the SiO2/Si is opaque.
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Figure 3.3: a, b) Example monolayer flake exfoliated onto PDMS imaged in a) normal
optical microscope at 20x magnification, and b) PL imaging also at 20x magnification high-
lighting the monolayer. Scale bar in a) and b) is 50 µm. c, d) The flake is transferred onto
a substrate of 90 nm SiO2/Si ready for low temperature optical spectroscopy measurements.
The flake is imaged at 50x magnification in c) normal microscope and d) PL imaging. Scale
bar visible in c) and d) is 20 µm. e, f) A different flake (WS2) has been transferred onto
a DBR substrate ready for cavity measurements. The flake is imaged at 20x magnification
in normal e) and PL f) imaging modes. Scale bar visible in e) and f) is 50 µm.

Another property that is highlighted is the differences in optical contrast and visibility of

the monolayers in normal bight-field imaging (Fig. 3.3a,c,e). This shows why exfoliation

is never completed directly onto a DBR substrate, as flake search would be near impossi-

ble. Furthermore, DBRs possess a lower adhesion than both PDMS and silicon meaning

a lower yield with smaller average sizes (transfer success rates onto DBRs are generally

lower than onto silicon because of this) and are also vastly more expensive per substrate

further highlighting the benefit of using PDMS as an intermediary step when fabricating

monolayers.

3.1.3 Fabrication of van der Waals heterostructures

Exfoliating TMD monolayers onto PDMS polymer stamps is a very easy way to regularly

obtain relatively large area (> 10 µm x 10 µm) flakes that can be transferred to a target

substrate for further study. However, when the fabrication of more complex structures

is required by combining multiple monolayers together in TMD based van der Waals het-
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Figure 3.4: A step by step graphical representation of a wet transfer method using PMMA.
Image from Ref.192.

erostructures,110,111,190,191 PDMS is no longer ideal. In this case the strong level of adhesion

(greater than the interlayer coupling van der Waals forces) that makes PDMS so useful for

exfoliation and individual monolayer transfers also makes it difficult to deposit a flake onto

another flake. The target bottom monolayer is more likely to be picked up off the target

substrate than have the transfer monolayer dropped on top.

For building a heterobilayer (two individual monolayers fabricated as a two layer de-

vice) it is common to use a hydrophobic polymer layer such as Poly(methyl methacrylate)

(PMMA) with sacrificial water soluble layer of polymethylglutarimide (PMGI) via a wet

transfer method as detailed in figure 3.4. Here, a Si/SiO2 wafer substrate is spin coasted

with PMGI and PMMA to be subsequently exfoliated onto with TMD monolayers. After

flake search has been completed and a suitable monolayer found, the PMMA and mono-

layer flake is separated from the Si/SiO2 by dissolving the PMGI layer in de-ionized (DI)

water. The hydrophobic PMMA floats on the surface of the water to be lifted using a

specialised glass or metallic slide with an aperture over which the membrane and mono-

layer rests. The hole causes the membrane to be stretched as it dries making the transfer

process easier. The slide is then upturned and mounted on the transfer microscope, with

the monolayer positioned directly above the unfinished heterostructure (or indeed, a blank

substrate of choosing) and lowered slowly until contact is made. The target substrate is

then heated to ∼ 65◦C in order to soften the PMMA membrane and promote adhesion to

the target substrate or flake, and very slowly lifted away completing the transfer, and or

heterostructure.119,185,192
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Figure 3.5: A comprehensive guide to fabrication of heterostructures using various methods.
Each coloured dashed line represents a different fabrication style, with each step of the
fabrication method shown within the outlined boxes, starting from exfoliation on the left,
to the final heterostructure on the right. Image from Ref.185.

There are, of course, more than just one method of heterostructure construction. A

comprehensive guide to various heterostructure fabrication methods is shown in figure 3.5.

In a ’bottom up’ method, the lowest material of the final heterostructure is exfoliated or

transferred onto the target substrate, and the next layers are deposited, one by one, on

top. For a ’top down’ method, the uppermost layer is exfoliated first, and then using that

top layer, the next layer is picked up from its exfoliation substrate, and so on, until the

heterostructure is completed and deposited onto a target substrate. PMMA wet transfer

method detailed in figure. 3.4 is an example of the bottom up fabrication.

Top down fabrication is generally used when more than two layers are being stacked

into a complex heterostructure. Here, a layer of polycarbonate (PC) or polypropylene

carbonate (PPC) is coated or gently stretched onto a PDMS stamp, upon which a thin

hexagonal boron nitride (hBN) flake is exfoliated. Using the hBN/PPC(PC)/PDMS stamp,

it is possible to pick up a TMD monolayer from a hard inert surface, such as silicon wafers

or glass, due to the stronger adhesion of PPC(PC). The van der Waals forces between

the hBN and monolayer hold the two materials together, but the adhesion of PPC(PC)

means that the vdW stack is lifted as opposed to being deposited. This process is then

repeated until the desired heterostructure is completed, at which point the entire stack

can be deposited onto the final layer of hBN and final target substrate. To make sure

the heterostructure is deposited, the PPC(PC) is heated to high temperatures causing the
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PPC(PC) to separate from the PDMS and glass slide. The unwanted PPC(PC) membrane

is then washed away with a combination of chloroform and isopropyl alcohol (IPA). Thanks

to the hBN top layer, the heterostructure is protected from the chemicals.120,185,192,193

The main advantage of the top down method is the cleanliness of the interfaces between

each layer since the only contact with other materials is with the hard inert surface upon

which it is exfoliated onto, and the flake which collects it into the heterostructure. Other

fabrication methods involve sticky polymers such as PDMS and/or PMMA which has been

shown to leave contaminants such as hydrocarbons and other chemical adsorbates on the

surface of the monolayers which drastically reduce the electrical coupling between the two

layers.190,194 This is somewhat mitigated in any interface by a tendency for the contaminants

to group into isolated bubbles between the layers,190 leaving much of the interface atomically

clean.195 This is why the use of hBN encapsulation is so common when studying even single

monolayers. Thanks to its layered structure, hBN interface layers provide an atomically

flat surface, far smoother than typical dielectric or metallic surfaces, and therefore acts

as an ideal substrate beneath the active monolayer.119 Indeed, it has been shown that

encapsulation with hBN provides a uniform dielectric screening of the Coulomb interaction,

reducing spatial inhomogeneity in the exciton resonance, and hence lowering the emission

linewidth.118,196 Moreover, the hBN layer isolates the TMD flake from potential adverse

effects originating from the underlying substrate, for example trapped charges in SiO2 can

introduce unwanted doping effects.119 Furthermore, encapsulation of the flake with hBN

layers both above and below provides excellent protection against damaging environmental

effects, or chemical washes required to remove residual polymers, which could otherwise

lead to degradation of the monolayers and introduce associated losses in PL intensity and

inhomogeneous line broadening effects.66 While some of the adverse affects of PMMA or

PDMS polymer contamination can be mitigated through hBN encapsulation when using

the bottom up fabrication method, creating heterostructures using PPC(PC) top down

fabrication completely avoids any potential contaminants at the layer interfaces, ultimately

providing the best interlayer coupling and highest quality devices.120,185,192,193

3.1.4 Chemical vapour deposition

Chemical vapour deposition (CVD) is the leading alternative fabrication method for mono-

layer TMDs, which looks to remedy some of the shortcomings associated with microme-

chanical exfoliation as discussed in the previous section.197 Originally developed during a

drive for thin film semiconductors after World War II,198,199,200,201,202 the CVD growth

method has seen a recent resurgence due to the growing interest in scalable semiconducting
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TMD monolayers.170,197,203,204 The growth method has been evolved and refined since its

inception, such that large scale TMD monolayers grown via CVD synthesis is now common-

place.205,206,207,208

In general the process involves a heated substrate on which thin films are formed via

chemical reactions of catalytic salt sources and volatile gas-phase precursors on the substrate

surface under very low pressures.197,203,204,209 Figure 3.6a shows a graphical representation

of such process. One of the major benefits of CVD growth over other monolayer synthesis

techniques such as molecular beam epitaxy,210 and metal organic vapour phase epitaxy,211

other than the cost and relative simplicity, is that a process based on a chemical reaction is

inherently controllable.204 Meaning that the purity of the finished material will be simply

dependent on the purity of the input materials (assuming no unwanted products from the

reaction, which can normally be mitigated by choosing different reactants) and that the

reaction rates can be controlled by altering the environment. The fine tuning of each element

within the process results in a manipulation of the deposited material’s properties.204 For

example, altering the temperature of the furnace, the pressure and flow rate of the gas (or

gases) along with the amount and granularity of (in this case) Se and WO3 powders all

have obvious effects upon the chemical process and speed. Beyond these initial variables

however, there are some less apparent, but still controllable, variables that can produce a

remarkable difference in outcome. Zhang, Y., et. al.206 found that, while maintaining all

other variables as constant, having a small distance between source and substrate led to

consistently obtaining few-layer WS2 flakes with large domain sizes, whilst a larger source

substrate distance would produce monolayer flakes with small domain sizes. It was also

found that introducing H2 as a carrier gas along with Ar, the previously saw-tooth edged

WS2 domain shapes become sharp-edged triangles, as is demonstrated in figure 3.6b.

Ultimately, through accurate manipulation of the growth parameters, the production

of large area TMD monolayers can be batch produced in an inherently scalable man-

ner.205,206,207,208 Figure 3.6b shows an example of CVD grown WSe2 flakes across a 5 µm

x 5 µm substrate studied later in this work (Chapt. 4). Furthermore, by introducing a sec-

ond flow direction and increased authority over growth parameters during epitaxial growth

procedure via pre-programmable modulations, it is possible to grow multiple TMD materi-

als onto the same substrate, in the same batch. Figure 3.6c depicts a graphical schematic

of a growth chamber capable of synthesising vertical and(or) in-plane heterostructures in-

situ.127,204,212,213,214,215,216,217,218 Fabrication of non-epitaxial multilayer structures requires

a layer by layer construction process that is often wasteful of both time and material. CVD

synthesis now provides a perfect solution through in situ epitaxial growth of large scale
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Figure 3.6: a) Graphic representation of a chemical vapour deposition growth chamber.
Image adapted from Ref.209 b) PL image of CVD grown WSe2 monolayers. Scale bar is 50
µm. Image from Ref.170 c) Schematic of CVD growth chamber allowing multiple materials
to be grown simultaneously onto the same substrate. By altering flow rate and direction it
is possible to grow in situ TMD complexes such as in plane and vertical heterostructures
as well as super-lattices. Image from Ref.212 d) SEM image of an in-plane WSe2 / WS2

super-lattice grown via CVD. Scale bar is 200 nm. Image from Ref.213

heterostructure devices. Figure 3.6d provides an SEM image of an in-plane WSe2/WS2

super-lattice grown using CVD techniques demonstrating the incredible fine control of in-

plane widths of the constituent materials, here just a few 10s of nm thick.213 Further

investigations focus on the growth of alloyed TMD monolayers99,219,220 (Chapter 5) details

the benefits of alloying in TMD materials) or control over the crystallographic orientation

of the characteristic triangle shaped islands.170,187 Historically however, CVD synthesis has

resulted in generally poor quality monolayers when compared to exfoliated flakes, but re-

cent progresses have lead to observations of strong exciton-photon coupling in CVD grown

monolayer MoSe2,170 MoS2,221 and now WSe2.170
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3.1.5 Growth and deposition specifications for samples used in this thesis

Due to the systematic approach to the advancement of CVD growth parameters, it is

important to divulge the specifics of each successful growths. Hence, included is a list of

the growth parameters for the synthesised materials on which chapter 4 is based. The

procedures are also available in D.J. Gillard, et. al.170

Growth of single layer MoSe2 and transfer to SiO2/Si

Fabrication method described here is performed by Seongjoon Ahn, Kyung Yeol Ma, A-Rang

Jang, and Hyeon Suk Shin at Ulsan National Institute of Science and Technology, South

Korea for use in the publication D.J. Gillard, et. al.170 and included here with permission.

MoO3 (99.97%, Sigma Aldrich) and Se (99.999%, Alfa Aesar) were used as precursors

for the growth. 60 mg of MoO3 powder was placed in the centre of the furnace and 150

mg of Se was placed at the upstream entry. To minimize the intense evaporation of the

MoO3, the crucible that contained the precursor was partially covered by a SiO2/Si wafer.

The target substrate of c-plane sapphire was placed beside the crucible containing MoO3.

The tube furnace was evacuated for 30 minutes and subsequently repleted with the Ar gas.

Ambient pressure is reached before the furnace was heated to 600 ◦C for 18 minutes under a

steady flow of Ar gas (60 sccm) and H2 gas (12 sccm). As the furnace temperature reached

600 ◦C, the upstream entry of the tube was heated to 270 ◦C, using a heating belt, as to

vaporise Se. Finally, the furnace temperature was raised to 700 ◦C, and maintained for

1 hour to facilitate the MoSe2 growth. Upon completion, the tube furnace was cooled to

room temperature whilst maintaining Ar flow, without H2. Polystyrene was used to transfer

MoSe2 on top of the DBR in order to maintain sample quality.

Growth of single layer WSe2 on hBN

Fabrication method described here is performed by Seongjoon Ahn, Kyung Yeol Ma, A-Rang

Jang, and Hyeon Suk Shin at Ulsan National Institute of Science and Technology, South

Korea for use in the publication D.J. Gillard, et. al.170 and included here with permission.

Initially, hBN was grown on c-plane sapphire (see Below). WO3 (99.998%, Alfa Aesar)

and Se (99.999%, Alfa Aesar) were used as precursors for the growth of single layer WSe2.

120 mg of WO3 powder, mixed with a small amount of NaCl to reduce the influence of

humidity, was placed in the centre of the furnace and 300 mg of Se was placed at the

upstream entry. The target substrate of multilayer hBN on sapphire was placed beside

the crucible that contained WO3. The tube furnace was evacuated for more than 30 min
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before being heated to 800 ◦C for 24 minutes under a steady flow of Ar gas (120 sccm) and

H2 gas (20 sccm). As the furnace temperature reached 800 ◦C, the upstream entry of the

tube was heated to 270 ◦C, using a heating belt, as to vaporise Se. Finally, the furnace

temperature was raised to, and maintained at, 870 ◦C for 1 hour to facilitate WSe2 growth.

Upon completion, the tube furnace was cooled to room temperature whilst maintaining Ar

flow, without H2. In order to maintain sample quality, polystyrene was used to transfer the

WSe2 / hBN stack to the DBR.

Growth of large area hBN

Fabrication method described here is performed by Seongjoon Ahn, Kyung Yeol Ma, A-Rang

Jang, and Hyeon Suk Shin at Ulsan National Institute of Science and Technology, South

Korea for use in the publication D.J. Gillard, et. al.170 and included here with permission.

Multilayer hBN with an AA’ stacking order was grown by remote inductively coupled

plasma chemical vapour deposition method. A 2-inch c-plane sapphire was used as a sub-

strate for the hBN growth. The substrate was placed in the centre of a 2-inch alumina tube

furnace of CVD. A borazine (Gelest, Inc.) precursor flask was placed in a water bath at

-15 ◦C. The bath temperature before the growth of hBN was increased up to 25 ◦C. Before

the growth of multilayer hBN, the furnace was heated to 1220 ◦C under flow of Ar gas (10

sccm). Plasma was generated at a power of 30 W under a flow of borazine (0.2 sccm) and Ar

(10 sccm) gases for 30 mins. Atomic force microscopy and transmission electron microscopy

measurements confirmed that the thickness of hBN was 1.2 nm, approximately 3 layers. In

addition, the hBN sample shows quite good thickness uniformity over the 2-inch sapphire

substrate according to the Raman and UV absorption spectra measured at nine random

points over the 2-inch hBN film.

Dielectric mirror fabrication

Fabrication method described here is performed by Aurélien A P Trichet and Jason M Smith

at University of Oxford, UK for use in the publication D.J. Gillard, et. al.170 and included

here with permission.

Highly reflecting distributed Bragg reflectors (DBRs) are deposited on silica substrates

by ion beam sputtering. The DBRs are comprised of 13 pairs of quarter wavelength

SiO2/Ta2O5 layers, terminating with SiO2, of thicknesses 129 and 89 nm (refractive in-

dex 1.45 and 2.10, respectively). The DBRs are designed for a centre wavelength of 750 nm

and a stop-band width of 200 nm.
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Using focused Gallium ion beam milling into a planar fused silica substrate, the concave

shaped template for the top mirror is formed.222 The nominal radius of curvature of the

concave mirror was 20 µm, prompting a beam waist of around 1 µm155,223 on the focal

plane.

Fabrication of monolithic cavities

Fabrication method described here is performed by Rahul Jayaprakash and Kyriacos Georgiou

at University of Sheffield, UK for use in the publication D.J. Gillard, et. al.170 and included

here with permission.

The monolithic cavity has been fabricated by depositing a SiO2 film of 98nm on top of

the CVD-grown monolayers, which were previously transferred on a 13 pairs SiO2/Ta2O5

DBR grown by ion beam assisted sputtering on a sapphire substrate. In order to minimize

the potential damages on the monolayers, the silica layer covering the TMDs has been

grown at room temperature by using an e-beam deposition system. For the top mirror, a

semi-transparent layer of Au (thickness: 50 nm) has been thermally evaporated, completing

the cavity.

3.2 Optical Measurements

3.2.1 Optical microscope imaging

Once a sample monolayer or heterostructure device has been fabricated, the first step is

always to check the sample for obvious damage with the optical microscope imaging. The

use of optical microscopes with regards to flake searching and monolayer identification has

already been discussed (Sec. 3.1). This section will continue that discussion, and identify

further uses of the microscope while examining the fabricated samples and devices. The

optical microscopes available to the author have three primary modes, two of which has

been mentioned already, bright field, dark field, and photoluminescence imaging. It is easy

to switch between the three modes using a sets of filters that rotate into and out of the

optical paths within the main body of the microscope. Likewise, the different objectives

are attached to a rotating housing that can be switched around to view the samples at

various magnifications. A variable intensity white light source provides illumination of the

imaged samples. The samples to be viewed are placed onto a stage with full xyz translation

control to allow easy focus and flake searching. Figure 3.7a shows a schematic of the optical

microscope with a 550 short-pass filter in the illumination path (between the white light

source and the sample) and a 600 long-pass filter in the collection path (between the sample
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and the CMOS camera) to allow PL imaging to take place, as detailed in section. 3.1. Figure

3.7g,h show example PL images of a TMD bilayer at different exposure times. Figure 3.7b

provides a photograph of the microscope with live image feed from the connected computer

while in bright field imaging mode. Figure 3.7c-e provide images taken in bright field at

5x, 20x, 100x optical magnifications of a TMD bilayer sample. Saving images at multiple

magnifications is helpful later when the sample is placed in the experimental setups and the

flake location within the substrate area is required once again.

The third mode, not yet discussed, is the ’dark field’ mode. In this setting, the white

light source is spatially filtered, using a obstruction target, such that only a perimeter disc

of illumination light is channelled towards the objective lens. This disc will therefore meet

the sample with large incident angle as the periphery of the objective lens will introduce

the largest refraction when focussing light onto the sample. Figure 3.7f shows the resultant

image in dark field mode. The illumination light with large incidence angle reflects of the

edges of the sample,with the intensity corresponding to the thickness of edge. This mode is

most useful for viewing multilayered heterostructures, with or without hBN encapsulation,

where overlapping of similar materials might result in a convoluted image in bright field, or

indeed when the sample or substrate material hinders the optical contrast between substrate

and sample such as monolayer TMD on DBR substrates (Fig. 3.3).

3.2.2 Photoluminescence and reflectance contrast spectroscopy

The principles of photoluminescence and reflectance contrast (absorption) with respect to

TMD monolayers have been detailed in chapter 2. This section will discuss the implemen-

tation of PL and RC spectroscopy in the laboratory. The general configuration of a PL/RC

setup consists of optical components that guide an excitation light onto the sample to be

absorbed. The emission is collected and guided towards a spectrometer where a diffraction

grating disperses the collected light with respect to wavelength. A select range of wave-

lengths are focussed onto a high resolution charge-coupled device (CCD), which digitally

records the intensity of the photoluminescence as a function of emission wavelength. In

the reflectivity regime, a broad-band white light source is directed towards the sample,

and the reflected light minus any absorption from the sample is directed towards the spec-

trometer. When normalised against a reflection spectrum without any absorption, such

that ∆RC = (Rsub −Rsample) /Rsub where Rsub is the reflected light from the substrate

only (without any absorption), and Rsample is the reflection with sample absorption, the

reflectance contrast, ∆RC, provides a spectrum of the absorbed light as a function of wave-

length. Together, the PL and RC regimes provide a complete picture of the sample optical
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Figure 3.7: Optical Microscope Imaging. a) Schematic of a modified optical microscope to
enable PL Imaging of exfoliated flakes. Image from Ref.130 b) Photograph of the Optical
microscope in use. c) Image taken of a TMD bilayer sample at 5 times magnification in
normal bright light configuration. For bright light, the exposure time is normally the lowest
setting available at 1 ms. d) Image of the same flake at 20x magnification. e) Image of
the same flake at 100x magnification. f) Image of the same flake using the ’dark-field’
configuration. In this configuration, the light is incident at an angle to the sample, and the
edges of the flake are highlighted. Due to the reduction in light intensity, a longer exposure
time of a few hundred ms is required. g) Image of the same flake again, this with the PL
configuration as shown in a). The photoluminescence signal from the sample can be seen
in a modified optical microscope when a long exposure is taken. Typically a few seconds
are required, however with bilayers slightly longer may be needed. Analogue gain can also
be applied to amplify the image intensity. h) The same image using optimal acquisition
settings for a bilayer TMD sample.

response.

TMD monolayers possess a unique band structure which combines a spin-valley locking

effect and robust chiral selection rules, allowing a researcher to probe a single K± valley
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through polarisation resolved spectroscopy. Optically obtaining chiral photon helicities is

achieved through a combination of polarising optics. The optics used are shown in figure

3.8.

a b

c d

Glan-Thompson PolarizerFilm Polarizer

Quarter Wave PlateHalf Wave Plate

Figure 3.8: Schematic of the polarisation optics used for low temperature polarisation
resolved magneto-optical spectroscopy. a) Schematic of a thin film linear polariser. b)
Schematic of a Glan-Thompson linear polariser. In general, linear polarisers filter the
incident beam transmitting only a single angle of polarisation. c) A half wave plate rotates
the polarisation axis of a beam. Rotating a HWP changes the amount of rotation by which
the linearly polarised light is altered. d) A quarter wave plate (QWP) will turn an incident
linearly polarised beam into a circularly polarised beam. Images are from Thorlabs LTD
webpage.

A linear polariser, in general, filters out all but one plane of polarisation and so converts

unpolarised (or randomly polarised) light into linearly polarised light. There are many

designs of linear polariser with varying effectiveness, two of which are shown in figures

3.8a and b. Thin film polarisers typically exploit interference effects to absorb light that is

polarised perpendicular to the transmission axis, and offer a large range of options both in

terms of performance and price, with polymer based films being a much cheaper option than

embedded nanoparticles. A Glan-Thompson polariser exploits the polarisation dependence

of Brewster’s angle reflections at the intersection of two cemented crystals. Other methods

of producing linearly polarised light include using birefringent crystals to separate the two

orthogonal polarisations and then deflect or block the unwanted axis, and arrays of parallel

or holographic wire grids that reflect light with an electric field-vector parallel to the wire

while transmitting light with an electric field vector perpendicular to the wire grid.

Wave-plates are made out of birefringent materials for which the index of refraction is
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different for the two orthogonal polarisation components, effective slowing one polarisation

component in respect to the other, introducing a phase shift between the slow axis and the

fast axis. This phase shift can be actively selected by changing the thickness of a given

birefringent material. In the case of a half wave plate, such that a π(+n), where n is

an integer, phase shift is introduced, the effect is that the polarisation axis of any incident

linearly polarised light can be rotated to any necessary angle. For a circularly (or elliptically)

polarised beam, the helicity of the light is reversed. A quarter wave plate introduces a phase

shift of π/2 (+n), which has the effect of converting linearly polarised light into circularly

polarised light (and visa versa). By changing the relative angle of incoming polarisation

axis to the fast axis of the QWP, it is possible to achieve σ± photon helicity with ±45◦

relative angle, or even leave the linearly polarised light unaffected when there is no relative

angle between incident beam polarisation and fast axis.

3.2.3 Low temperature magneto-optical spectroscopy in a tunable micro-

cavity

Low temperature magneto-photoluminescence spectroscopy is performed by mounting the

sample in a liquid helium bath cryostat with free space optical access and a superconducting

magnet coil. A full schematic of the experimental setup is given in figure 3.9. The excitation

source used here is a 637 nm (1.946 eV) continuous wave diode laser, which produces photons

with significantly higher energy than the absorption edges of both MoSe2 and WSe2. The

TMD monolayers will therefore readily absorb the laser light and generate electron-hole

pairs. For other materials, diode lasers of different wavelengths can also be installed. Using

a motorised linear gradient neutral density (ND) filter at the laser diode, gives precise control

over the laser power being introduced to the optics and sample. Furthermore, combining the

motorised ND filter with a power meter in a feedback loop, allows the laser power control

to be automated and self correcting providing the setup with highly stabilised laser power.

This is necessary for long exposure cavity scans, where uncontrollable variations in the lab

environment, such as air temperature and humidity, along with movement of the optical

fibre, can cause the laser power to drift over time.

The laser beam is then focussed into a single mode optical fibre, effectively cleaning the

diode’s distorted beam into a symmetric spot with a Gaussian intensity profile reflecting

that of the fibre’s single transmission mode. The other end of the fibre is coupled and

collimated, via an aspherical lens, to the free space optics board that resides above the

helium bath cryostat (see figure 3.10a,b). Two adjustable mirrors provide full alignment of

the optical path and guide the laser towards the polarisation optics. A 650 nm short pass
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Figure 3.9: Schematic of the experimental setup used for low temperature polarisation
resolved magneto-optical spectroscopy. It is capable of performing fully automated polar-
isation resolved optical spectroscopy with automatically stabilized laser power, due to the
three motorized stages, with a stable long term environment owing to the liquid helium
bath cryostat. Spectra are acquired using a low noise, high sensitivity nitrogen cooled
charge-coupled device with 1340 by 400 pixels of 20 µm pixel size. A 300 grooves per mm
diffraction grating is used to provide a 0.09 nm per pixel spectral resolution. Acronyms are
expanded in the key (Top right). A full description of the experimental setup is detailed in
the text.

filter blocks higher order laser modes as well as any luminescence originating from the fibre

material. A flip mirror provides a second excitation path, which is occupied in this case by

a broad-band white light source for RC measurements, and LED light for live viewing of

the sample via a combination of pellicle (8:92) beam splitter with reflection directed at an

imaging camera. The multimode fibre used here is to maximise the intensity of the beam,

as the white light source is of significantly lower power than the laser diode. The 25 µm

pinhole is used to clean the optical path into a symmetrical spot. To keep the laser beam

path impervious to misalignment, the white light path is aligned using two separate mirrors
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to the laser beam path. Alignment of the beams is necessary to ensure the beam enters the

objective lens centrally with perpendicular incidence, which best retains the spot symmetry

of the beam profile (see Fig. 2.23) as it is focussed onto the sample.

A combination of Glan-Thompson linear polariser (LP) and half wave plate (λ/2) pro-

vides the excitation path with linearly polarized light at a customisable angle relative to

the sample. The excitation beam then encounters a 50:50 beam splitter (BS), which re-

flects and transmits the beam in two equal amounts. The transmitted component is used

to measure the laser beam power, and the reflected component (of equal power) is directed

towards the objective lens and TMD sample. Just after the beam splitter, a motorised quar-

ter wave plate (λ/4) converts the linearly polarised light into one of σ+, σ−, or maintains

linear polarisation, such that each valley (K±) can be optically addressed independently

or simultaneously. The motorisation of this QWP means that the polarisation selection

can be automated as part of a larger cavity scan script written in National Instruments

LabVIEW software. The excitation beam is focussed onto the sample with an achromatic

doublet with a focal length of 7.5 mm. The objective lens has a numerical aperture of 0.31

(diameter of 5 mm), corresponding to a diffraction limited spot size of 1.2 µm with 637

nm laser wavelength. However the spot size measured as FWHM of the intensity profile of

the focussed spot is ≈ 2.4 µm, due to a cumulative influences of the various optics in place

along the optical excitation path.

Emission from the TMD sample consists of a combination of emission from both valleys.

As such the circularly polarised light is reconverted to linearly polarised light by the QWP.

The λ/4 will simultaneously covert both σ+ and σ− PL emission into two orthogonally

linearly polarised components to be (partially) transmitted through the cube beam splitter.

The subsequent HWP, in combination with the final LP, is used to selectively allow one

orthogonal polarisation component at a time by positioning the fast axis of the HWP either

parallel or 45◦ to the LP transmission axis. The motorised stage is used in combination

with the motorised QWP to provide fully automated access of the valley selective excitation

and emission of the TMD sample.

A 700 nm long pass filter allows only PL emission wavelengths through to the collection

fibre, effectively blocking the 637 nm laser light along with any other background light

under 700 nm wavelength.

The collection beam is refocussed into a second single mode fibre, which again has the

effect of cleaning the optical path to a symmetric Gaussian profile. Through alignment with

a final two mirrors, the collection path is adapted to closely overlap the excitation spot on

the sample. In doing so, the intensity of collected PL is maximised whilst simultaneously
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minimising background light originating outside the intended excitation spot, improving

both the signal to noise ratio and the spatial resolution of the setup. Finally, the fibre is

directed towards the spectrometer bench where the fibre output is collimated and refocussed

onto the spectrometer entrance slit of 100 µm. Through a series of two concave mirrors

and diffraction grating, the polychromatic beam is converted into a set of monochromatic

images of the entrance slit organised linearly by wavelength that are focussed onto the CCD

pixel array. The 1340 x 400 array of 20 µm sized pixels that make up the CCD is cooled

to -120◦C, by a small tank of liquid nitrogen, in order to minimise dark counts. While the

diffraction can be switched to different ratings, the 300 grooves/mm grating is used here

providing a spectral range of ∼ 120 nm with spectral resolution of ∼ 0.09 nm per pixel.

During each CCD exposure, photon counts from each column of pixels are vertically binned

together such that signal to noise ratio is enhanced in the final spectrum. Background

counts can be removed by subtracting a reference spectrum of same acquisition parameters

with excitation/detection spot positioned on the sample substrate away from the active

TMD material.

The sample being measured is placed inside a vacuum tube which is then inserted into

the liquid helium bath cryostat. The ambient air is pumped out from the tube insert to ultra

high vacuum pressures to stop damaging condensation from occurring on the sample and

electronics at these temperatures. A small amount of He gas is pumped into the tube insert

as an exchange gas, in order to thermally couple the sample to the liquid helium in the bath

cryostat. Figure 3.10c provides a photograph of the exchange gas insert where the sample

is placed onto a stack of 5 piezo nano-positioners which control the vertical, lateral, and tilt

axis of the sample. The three extra piezo nano-positioners above the sample, control the

top DBR mirror providing a method of introducing (or removing) the top mirror to (from)

the optical path when the tunable microcavity is (isn’t) required. The laser, white-light

source, and LED are all focussed through real time observation of the laser spot size using

the imaging camera while moving the sample plane in the z axis.

Magneto-optical spectroscopy

Introducing a magnetic field whilst performing photoluminescence and reflectance contrast

spectroscopy is a powerful experimental ally to study the magneto-optical response of the

TMD semiconducting materials, providing a new insight into the physical processes at

play within a TMD monolayer. The B-field is introduced by way of superconducting coils

positioned close to the sample, as detailed in figures 3.9 and 3.10. In this particular setup,

there are three coils within the bath cryostat. One large coil produces a magnetic field in
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Figure 3.10: Photographs of the experimental setup used for low temperature polarisation
resolved magneto-optical spectroscopy. a) Image of the overall setup when in use. The
optical board, is highlighted in green, with the control box for the magnet and piezo-electric
stages in red. The position of the exchange gas insert is estimated with a blue outlining,
with the superconducting magnetic coils in orange. The sample position is estimated with a
green S. The results of the measurements are observed through a spectrometer connected to
a computer and outputted through the monitor seen. b) Photograph of the optical board
from above, with a graphical schematic overlay of the optical path and instruments. c)
Photograph of the sample insert. The piezo control stages are visible and labelled. The
sample device position is highlighted with a green S.

the Faraday geometry (Perpendicular to the sample plane, AKA Out-of-plane) up to a field

strength of 9 Tesla, while the other two smaller coils combine to produce a 4.5 T field in the

Voigt geometry (Parallel to the sample plane, AKA In-plane). It is also possible to linearly

combine the two B-field vectors to produce a field vector in any given direction up to 4.5

T. The magnets can be used in two settings; ramping mode, where the field strength is

actively modified between each exposure by increasing (or decreasing) the current through

the coils; and persistent mode, whereby a superconducting element effectively short circuits

the coil, creating an infinite current loop with zero resistance. The current doesn’t decay in

this situation, and so a stable fixed magnetic field strength is maintained during automated

cavity PL experiments. Figure 3.10a shows the control unit and high voltage power unit for

the superconducting coils outlined in red, along with the control unit for the 8 piezo nano-

positioners, temperature control, helium level indicator along with electrical control for any

contacts that the sample may have. The majority of these functions can be controlled via
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computer and automated into NI LabVIEW scripts.

Tunable microcavity

The last part of the experimental puzzle is put into place by the two DBR mirrors, controlled

fully via the aforementioned piezo nano-positioners visible in figure 3.10c. The bottom

mirror is controlled by a 5-axis piezo-actuator stack, the first three stages control the xyz

translational motion, while another two stages control the tilt alignment. The top mirror

is positioned using a 3-axis piezo-actuator stage controlling the xyz translational motion.

When combined and aligned the two highly reflective DBRs produce a tunable optical

microcavity. The top mirror has a concave shape, with nominal radius of 20 µm, which

confines the photonic mode in all three spatial dimensions to produce a 0D tunable cavity.154

Details of the DBR mirrors are found in chapter 2. A cavity scan is then performed by

simply modifying the z-axis piezo voltage which controls the cavity length and photonic

mode energy, collecting PL or EC spectra at each step of cavity length. The tunable cavity

measurements can be performed with heating or magnetic fields (when in persistent mode)

to expand to experimental ability of this setup.

3.2.4 Additional spectroscopy experiments using a flow cryostat

The bath cryostat provides a long term stable environment for a sample being measured

over several days or weeks when a large number of experiments are required of the same

sample. However, the potential benefits of the bath cryostat are generally outweighed when

simpler and quicker experiments are required. For example changing samples in the bath

cryostat can take several days, requiring the exchange gas insert tube to warm up to ambient

temperatures before being opened and exposed to air. Inserting the room temperature

tube into the helium bath causes significant boil off. Furthermore, the specifics of the bath

cryostat are fixed, such that transmission experiments are simply not possible, and the

heating plate competes against the cooling power of the exchange gas, limiting the heater

range to a maximum of ∼ 70 K. For a larger amount of adaptability in terms of experimental

freedom, or for simple fast PL and RC measurements, it is often more appropriate to employ

the use of a flow cryostat. The sample is placed in a small vacuum chamber upon a fixed

stage and thermally coupled to a cold finger, in which the liquid helium is pumped through.

The fixed stage has a heating element which provides thermal control from 4.2 K to room

temperature (higher temperatures are available, but are not used). The vacuum chamber

while sample residing inside is placed on an optical bench with the optics constructed in

the surrounding area, allowing a large amount of experimental freedom to change optics or
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introduce further optical paths and diode laser wavelengths. The objective lenses are also

easily interchanged as they reside outside the vacuum chamber, with the only constraint is

that a large working distance is required. Typically this allows a higher (nominally 0.55)

numerical aperture to be installed, with better spatial resolution of the measurements, when

compared to the 0.31 NA lens installed in the bath cryostat. For PL and RC measurements,

the setup is practically identical in terms of optics used with the bath cryostat as described

by figure 3.9.

k-space Imaging of Monolithic Cavities

TMD sample
Fourier
plane

Field lens

Objective lens

Spectrometer

Spectro. 
entrance slit

Concave
focussing

mirror Diffraction
grating

CCD
sensor

Figure 3.11: Schematic of the focussing optics used to capture angle resolved PL. It should
be noted that this schematic is for illustration purposes only and does not reflect accurate
lens positions or beam paths. Image adapted from Ref.224.

In chapter 4, the measurement of a monolithic cavity PL spectra is performed with the

use of the flow cryostat. Details of how the cavity is constructed is given in section 3.1.5. A

monolithic cavity has no inherent tuning of the cavity length, but by measuring PL across

a range of emission angles relative to the sample plane, the effective cavity length will be

larger for bigger angles. This is the basis of k-space (or Fourier space) imaging. In terms

of optics, This is achieved by introducing an additional lens, labelled in figure 3.11 as ’field

lens’ which focusses an image of the Fourier plane onto the spectrometer entrance slit. The

slit here effectively selects only the section of the Fourier space at kx = 0, resulting in a
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final image on the CCD displaying the PL spectra as a function of ky on the y-axis and

energy in x-axis. The conversion from ky to angles is carried out by considering ky ≈ sin θ

with the knowledge that the maximum ky, detected at the extremes of the CCD sensor, will

be equal to the objective NA = 0.55. In chapter 4, the PL spectra are matched to TMM

simulations to reinforce accurate conversions between CCD pixel number, ky, and angle.
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Chapter 4

Strong coupling in MoSe2, and

WSe2, based heterostructures

grown by chemical vapour

deposition

The work detailed in this chapter lead to the publication D.J. Gillard, et. al.170

The previous chapter has introduced some of concepts needed to understand what makes

TMD monolayers so unique, with potential benefits for opto-electronics, such as high binding

energies, very large oscillator strengths, broken inversion symmetry, and spin-valley locking

of the optically addressable K and K’ (also commonly referred to as K+ and K-, referring

to the σ± polarisation of light associated with each valley).8,38,225

The unique properties seen in TMD monolayers can be further enriched through the

integration of 2D semiconductors within optical microcavities to engage in a strong exciton-

photon coupling regime.43,155,161,180,226,227,228 As discussed in chapter 2, TMD based polari-

tons acquire novel properties that arise from the unique band structure and resulting valley

degree of freedom of excitons in TMD monolayers,68,229 displaying enhanced valley coher-

ence due to the coupling with long lived cavity photonic modes.230,231 As such, efficient

propagation of polaritons in monolayer TMDs have been recently observed, with diffusion

lengths of up to 20 µm demonstrated in room temperature WS2,232 while valley-dependent

divergence of polariton diffusion has been observed in MoSe2 at cryogenic temperatures,

where the polarisation resolved polaritons spread towards opposite in-plane directions due

to the exciton valley Hall effect.233
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Polaritons in TMDs provide a system that allows highly non-linear phenomena already

observed,226,234,235 and there is further effort being directed towards the realisation of Bose-

Einstein condensation,115,234 polariton lasing236,237 and optical parametric oscillation238 so

far observed in other material systems. These phenomena, when entwined with the valley

degree of freedom, of TMDs, could be exploited to create large scale all optical polariton

circuits and quantum networks.239,240

The scalability of TMD based devices becomes an inherent difficulty when the most

common fabrication method involves micromechanical exfoliation, which often results in

lesser sized flakes, which severely hinders the scalability and reproducibility of any devices

fabricated in this manner. Chemical vapour deposition (CVD) growth techniques provide

an alternative fabrication method and that have the ability to produce substrate-wide ho-

mogeneous coverage of monolayer islands,196 along with the developing capability to grow

complex multilayered heterostructures, in-situ.204 therefore completely bypassing the, often

wasteful, mechanical transfers necessary to complete the fabrication of exfoliated equivalents

and thereby minimizing the possibility of external contamination.

CVD offers, therefore, a very beneficial and inherently scalable method of producing

large scale TMD based devices. Because of which, CVD-grown MoS2 and WS2 flakes have

been used in polaritonic devices working at room temperature already.180,241 Nonetheless,

optimisation of polariton valley properties requires low structural disorder and narrow exci-

ton spectral linewidths, which until recently170 have only been demonstrated in exfoliated

MoSe2 and WSe2 monolayer flakes operating at low temperatures.43,68,155,161,226,227,230 Ac-

cess to low temperature regimes in high quality TMD structures provides a path towards

highly non-linear trion-polaritons84,226,235 or Fermi-polaron-polaritons.43,76,77,242 Such res-

onances require precise control and stability of charged excitons, as well as utilisation of

suitable heterostructures.43

In this chapter, two CVD-grown fully encapsulated devices are studied. The first device

employs MoSe2 as the active semiconductor layer, while the other uses WSe2. The hBN

used to encapsulate the substrate wide monolayers are also grown using CVD techniques.

The first heterostructure, HS1, is shown in figure 4.1. The MoSe2 flakes are grown onto

a sapphire substrate, and mechanically transferred onto an appropriate planar DBR. The

few-layer hBN film is subsequently transferred on top of the MoSe2 layer. The transfers

are carried out using a substrate sized polystyrene membrane which picks up the many

thousands of MoSe2 islands in their entirety to be transferred in a single process. The

second heterostructure (Fig. 4.2) is similarly compiled, with the exception that the WSe2

monolayers are grown directly onto a few layer hBN film substrate. The hBN/WSe2 stack
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is then transferred together onto the DBR and, again, is subsequently topped with few layer

hBN to complete the full encapsulation.

It has already been demonstrated, that encapsulation of exfoliated TMD with thin hBN

implements a uniform dielectric screening of the Coulomb interactions, which reduces the

spatial inhomogeneity of an exciton, narrowing the spectral linewidth.118,196 In addition,

the TMD layers gain a level of protection from damage and contamination from external

sources, that could otherwise degrade the sample quality and device integrity.122

Furthermore, the growth of TMD monolayers directly onto a hBN substrate is also

beneficial as a step towards single-crystal epitaxial growth,187,243 an achievement so far

limited to just a few TMD materials, namely MoS2,244 WS2,245 and more recently WSe2.243

Through careful procedural adjustments of the CVD growth conditions, for example with

control of nucleation and lateral growth times, significant progresses in optical and electrical

quality has been accomplished compared to the same material grown on sapphire.

4.1 Initial optical characterisation of the heterostructures

Observing the structures under an optical microscope in ambient conditions, as described

in section 3.2.1, provides an initial characterisation of the room temperature PL emission

across a large area of the device along with an indication of the general morphology of the

structures. The optical microscope PL images of HS1 and HS2 are given in figures 4.1b and

4.2b respectively. In HS1, the MoSe2 monolayers can be seen as characteristic triangular

shaped island with an average lateral width of 8 , as well as numerous regions where multiple

flakes merge into a single island of monolayer exceeding 100 µm in lateral size. HS2 is much

the same, with a slightly larger average flake width, determined to be 11 µm, again with

notable areas of merged triangles forming monolayer islands of over 100 µm in size.

A sufficiently abundant and homogeneous monolayer coverage of the substrate is required

for scaleable fabrication, for example constructing large arrays of identical heterostructure

devices, such as transistors or photodetectors. The monolayer coverage, calculated by di-

viding the total area of monolayer across the sample by the total substrate area, is a useful

metric to compare different samples. A substrate-scale PL imaging analysis protocol (dis-

cussed further in Sec. 4.2) is used to identify the monolayers in HS1 and HS2 from the

substrate, such that the monolayer coverage value of 14% for HS1 and 22% for HS2 can be

determined.

The two heterostructures are characterised further with reflectance contrast and pho-

toluminescence spectroscopy at room (∼ 290 K) and low temperatures (∼ 4 K), which is
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Figure 4.1: a) Schematic of the first CVD-grown heterostructure labelled HS1. b) Optical
microscope PL image of HS1 taken in ambient conditions using a 50x objective lens. Scale
bar = 50 µm.

displayed in figures 4.3 and 4.4. PL spectroscopy measurements are carried out using an

off resonant continuous wave (cw) laser at a power of ∼ 20 µW (Sec: 3.2). The consider-

able intensity of the room temperature excitonic PL emission highlights the large exciton

binding energy associated with TMD monolayers.225 The exciton emission peak observed

in HS1 by the monolayer MoSe2 is located about a central peak energy of 1.579 eV with

full-width-half-maxima (FWHM) linewidth of 40 meV, while in HS2 the WSe2 exciton PL

peak is found at 1.670 eV with similar FWHM linewidth of 45 meV. The values are typical

for MoSe2 and WSe2 monolayers at room temperatures.

When the TMD devices are lowered in temperature to ∼ 4 K (the boiling point of

liquid helium, see Sec 3.2), the monolayers’ excitonic emission becomes narrowed and blue

shifted to 1.671 eV in HS1 (MoSe2) and 1.759 eV in HS2 (WSe2). This peak, and that at

HS2: WSe2

hBN

WSe2

DBR

hBN

a b

Figure 4.2: a) a) Schematic of the second CVD-grown heterostructure labelled HS2. b)
Optical microscope PL image of HS2 taken in ambient conditions using a 50x objective lens.
Scale bar = 50 µm.
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Figure 4.3: Optical characterisation of HS1 at T∼ 4 K. Inset shows PL spectra at room
temperature. PL and reflectance contrast (RC) spectra are shown in black and red, respec-
tively. PL cw excitation conditions: λexc = 660 nm, P = 20 µW.

room temperature is emission from the simplest excitonic resonance, the neutral exciton

X0. The second peak, labelled X− is formed by the charged excitonic (or trion) emission

(Sec. 2.4) and is nominally found 20-30 meV below the neutral exciton peak.33,35,68,155 Here

the trion forms at 1.639 eV in HS1 and 1.726 eV in HS2. It has already been discussed

how the relative peak intensities of the two excitonic resonances is greatly influenced by the

density of free carriers present in the structures.38 As discussed in section 2.4, the WSe2

PL emission seen at lower energies, below ∼ 1.70 eV, has been previously attributed to

various excitonic complexes, including exciton-phonon side-bands,48 spin dark excitons,246

and localised states.50

The two heterostructure devices display a X0 linewidth of 13 meV and 21 meV for CVD

grown MoSe2 (HS1) and WSe2 (HS2) respectively, along with 12 meV and 20 meV for X−

emission from the two monolayers. The linewidth of an excitonic resonance in TMD mono-

layers is, in general, heavily affected by the level of structural disorder and density of defects

within the material’s crystal lattice.241 The spectral shapes and linewidths demonstrated

here improve upon previous CVD grown monolayers, as reported by Zhang, X., et. al.243

and Lippert, S., et. al.247. Furthermore they are comparable to exfoliated flakes functioning

at low temperature without encapsulation.33,118,155,196,230 The optical quality demonstrated

by HS1 and HS2 therefore suggests that CVD growth is a viable fabrication method capable

of producing heterostructures of comparable quality to mechanically exfoliated flakes.

Reflectance contrast (RC) measurements are also performed using a broad band white

light source and calculated as ∆ R/R = (Rsub−RHS)/Rsub, where RHS is the reflectance of
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Figure 4.4: Optical characterisation of HS2 at T≈ 4 K. Inset shows PL spectra at room
temperature. PL and reflectance contrast (RC) spectra are shown in black and red, respec-
tively. PL cw excitation conditions: λexc = 532 nm, P = 20 µW.

the active heterostructure, and Rsub is the reflectance of the bare substrate away from the

absorbing media. This is displayed in red in figures 4.3 and 4.4, which reveals a dominant

MoSe2 absorption peak of the neutral exciton in HS1 at 1.672 eV with width of 14 meV,

with a smaller trion absorption peak at 1.642 eV with a linewidth of 13 meV.

The relative peak height, i.e. the strength of the absorption, is strictly related to the

oscillator strength of individual excitonic transitions, with X0 being much more intense

than X− in MoSe2 (HS1) due to a relatively low doping level.56,77,242 The X0 absorption

peak of WSe2 (HS2) at 1.764 eV is slightly broader than in HS1, with a linewidth of 24

meV, following the trend observed for the PL regime, which is an indication of the greater

structural disorder present in CVD-grown WSe2.

4.2 Luminous object analysis

Further insights into the optical qualities of the two heterostructures being studied here can

be found by performing substrate scale optical imagine analysis of the devices involving a

luminous object identification method developed by Severs-Millard, T., et. al.187 Separat-

ing the active monolayer areas from the inactive empty substrate area by employing a colour

threshold technique across multiple optical PL images across the entire substrate, reveals

a total of 16999 individual luminous MoSe2 objects are discovered across HS1, and 14205

WSe2 islands across HS2. Figure 4.5 displays the number of monolayer islands identified in

each heterostructure as a function of increasing object area. The average (mean) area of all
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Figure 4.5: a) Histogram showing the distribution of areas of isolated objects for both
MoSe2 (HS1) and WSe2 (HS2), presented in red and blue respectively.

the objects identified in HS1 is 71.3 µm2 and 171.7 µm2 in HS2. The number of objects in

each optical PL image used, along with the average area of the objects within said images

can be used to construct a heatmap (Figs. 4.6 and 4.7) of object density and size across the

entire substrates, giving easy identification of potential areas of interest. The image thresh-

olding that identifies luminous monolayer objects is adaptable to optimize identification of

any heterostructure or device, and so different camera settings, and emission wavelengths

(colours) are accounted for accordingly.

For the construction of large arrays of individual heterostructure devices, merged mono-

layers will not be of great use. When considering only objects that resemble equilateral

triangles, an average area of 46.6 µm2 (80.7 µm2) is found from 8089 (8391) individual

monolayers across HS1 (HS2), leading to an average lateral width of 7.9 µm (10.9 µm).

This corresponds to 21% (17%) of the total monolayer coverage being formed of isolated

triangular objects.

Figs. 4.1(b) and 4.2(b) provide an example optical PL image used to extract the lumi-

nous object properties. From these images it is possible to see that the bright triangular

monolayer islands appear to have a preferred angular orientation on the device substrate.

After identifying all the triangular objects across the two heterostructures, it is possible

to calculate the flake orientation relative to the horizontal axis of the microscope image.

In order to maximize accuracy, only islands with shape close to equilateral triangles are

analysed in terms of angular orientation.
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HS1: MoSe2 

a b

Figure 4.6: a, b) Heatmaps of MoSe2 (HS1) displaying the density (a) and average size (b)
of all individual luminous objects contained within a single 20x magnification image (385
µm x 289 µm). Empty images with no objects present as white spaces.

The histograms in Fig. 4.8 depict the number of luminous triangular islands identified

as a function of orientation angle. Both CVD grown MoSe2 (HS1), and WSe2 (HS2) present

a significant amount of uniformity in terms of object orientation, a signature of epitaxial

growth. For the CVD growth of WSe2 directly onto hBN, as shown in Fig. 4.8c, there are

two preferred orientation angles that can be seen clearly. This is expected from a sample

with a three-fold symmetry and triangular morphology presenting two possible opposite

growth directions rotated 180◦ to one another. The observed bi-directional orientation

HS2: WSe2

d e

Figure 4.7: a, b) Heatmaps of WSe2 (HS2) demonstrates the density (a) and average size
(b) of objects within a single 20x magnification image (497 µm x 373 µm).
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Figure 4.8: a) Schematic showing flake orientations at different angles relative to the
horizontal axis of the microscope images. b, c) Analysis of flake orientation. Islands of
monolayer TMD are identified and the orientation extracted using methodology as described
in previous investigations.187 Both b) HS1 and c) HS2 show two main peaks situated 60◦

apart, equivalent to two opposite growth configurations rotated by 180◦ due to the three
fold symmetry of equilateral triangles. HS1 also shows two extra peaks situated at 30◦ from
the main peaks.

preference is a direct consequence of the hexagonal crystal structure of the underlying

growth substrate and has also been observed in previous studies of MoS2, WS2, and WSe2

monolayers grown by CVD onto hBN.187,243,244,245 As for the growth of MoSe2 onto c-plane

sapphire, as detailed in Fig. 4.8b, there are four peaks observed in the angular distribution,

where two dominant peaks indicate the preferred flake orientations, found at 60◦ relative

to the other, along with two lesser preferred angles at 30◦ offset from the dominant peaks.

Both two, and four preferential growth directions have been seen in TMDs grown via CVD

onto c-plane sapphire.248,249 Control of, or at least an ability to predict, the relative angle

of the flake’s growth at the synthesis stage of fabrication will provide the basis to grow

scalable heterostructure devices with a control over the relative interlayer crystallographic

orientation, a property that is becoming increasingly important.113,114

4.3 Strong coupling in a tunable microcavity

The CVD-grown monolayer materials studied here have shown impressive optical quality

with prominent absorption and emission resonances, with preferential properties when con-

sidering large scale opto-electronic device construction. The two devices are now tested in

an optical microcavity to access the strong exciton-photon coupling regime. The design

of the tunable optical microcavity is detailed in chapter 3.43,68,155,223,230 The ground state

photonic cavity mode (Laguerre-Gaussian LG00), which ensures the highest light confine-

79



cts/s

Figure 4.9: PL emission from HS1 displayed as a function of photon energy and exciton-
photon detuning (∆ = Ec−EX0). A clear anti-crossing of the cavity mode with the exciton
is observed. PL spectra are fitted using a Lorentzian peak (see Figure 4.11) and a two level
coupled oscillator model is used to extract the lower (blue curve) and upper (yellow curve)
polariton branches, excitonic resonances (white horizontal lines), and LG00 photonic mode
(green diagonal line). A Rabi splitting of 17 meV is found. The sample is optically excited
using a 637 nm cw laser.

ment, is tuned in energy by increasing (or indeed decreasing) the length of the optical cavity

through use of piezo nano-positioners. PL signal from the cavity-embedded heterostructures

can be collected through the optical access as the cavity length is tuned. Measuring such

PL response from HS1 and HS2 is shown as a function of detuning (the energy difference

between the cavity mode, Ec and unperturbed exciton, X0) in figures 4.9 and 4.10, re-

spectively. The three dimensional optical confinement provided by the concave top mirror

generates a set of transverse modes for each longitudinal mode155,223 also visible in both

figures.

When the photonic cavity mode, LG00 highlighted with a green diagonal dashed line

in figures 4.9 and 4.10, is tuned into resonance with the excitons, light matter coupling
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Figure 4.10: PL emission from HS2 displayed as a function of photon energy and exciton-
photon detuning (∆ = Ec−EX0). Clear anti-crossings of the cavity mode with the exciton
are observed in both heterostructures. PL spectra are fitted using a Lorentzian peak (see
Figure 4.12) and a two level coupled oscillator model is used to extract the lower (blue
curve) and upper (yellow curve) polariton branches, excitonic resonances (white horizontal
lines), and LG00 photonic mode (green diagonal line). A Rabi splitting of 17 meV is found.
The sample is optically excited using a 637 nm cw laser.

manifests in one of two ways, as discussed in the introduction chapters (Chapt. 2.7). Both

regimes of light-matter interaction can be seen here with MoSe2 in HS1 (Fig. 4.9). At the

trion resonance at 1.638 eV, the cavity mode is broadened and brightened, in a demonstra-

tion of the weak coupling68,152,155,230 due to only a small oscillator strength associated with

the MoSe2 trion. The absence of such effect in HS2 (Fig. 4.10) at of 1.726 eV suggests that

the oscillator strength, as indicated by the absorption peak in RC (Fig. 4.4), of the WSe2

trion resonance is not sufficient to couple with the cavity mode.

The second regime of light-matter coupling is known as the strong coupling regime as is

discussed earlier (Sec. 2.7). The coupling presents itself as a characteristic anti-crossing of

the cavity mode at the exciton absorption resonance with an associated Rabi splitting ~ΩR.
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For the first time, such behaviour can be clearly observed in both of the two CVD grown

devices sampled. The resultant cavity PL spectra as the longitudinal ground state cavity

mode (LG00) is tuned towards the neutral excitons, situated at 1.673 eV for MoSe2 in HS1 as

shown in Fig. 4.9, and 1.770 eV for WSe2 in HS2 as shown in Fig. 4.10. The peak positions

of the two polariton branches (LPB: lower energy branch, UPB: higher energy branch as

defined in Sec. 2.7) within the cavity PL spectra have been identified by a Lorentzian peak

fitting function, and subsequently applied to a two-level coupled oscillator model (Figs. 4.11

and 4.12) in order to determine the Rabi splitting value as is shown overlaid in Figs. 4.9

and 4.10. A value of ~ΩR = 17.2 ± 3.3 meV is found for HS1 and ~ΩR = 16.8 ± 3.1 meV

for HS2.

The Rabi splittings demonstrated here by cavity PL measurements are closely compa-

rable to values obtained with exfoliated MoSe2 and WSe2 monolayers embedded in zero-

dimensional optical microcavities.43,68,230 This again indicates that the CVD grown en-

capsulated heterostructures presented here, are of high optical quality with low structural

disorder and provides validation for the CVD growth technique as a fabrication method of

highly scalable polaritonic devices.

4.3.1 Demonstration of the two level coupled oscillator model used to

determine the Rabi splitting

To obtain the spectral data for the figures 4.9 and 4.10, photoluminescence originating from

the active TMD material of each embedded heterostructures is collected at each voltage step

of the piezo nano-positioner (which tunes the cavity length), and fitted using a Lorentzian

peak function as to determine the central energy positions of two polariton branches as a

function of tuned cavity mode energy. An example of such Lorentzian peak fitting for each

heterostructure close to zero detuning, such that both polariton branches have comparable

PL peak intensities (note that this is not a condition of zero detuning but typically a

consequence of), is shown in figures 4.11a and 4.12a.

The Rabi splitting, calculated experimentally as the minimum energy distance between

the UPB and LPB, is found to be 17.1 meV for HS1. For WSe2 in HS2 however, the

standard Lorentzian fitting procedure fails to accurately recreate the collected PL spectra

at small detuning values (close to resonance) due to a low signal-to-noise ratio. This is not

completely unexpected as the lowest energy spin configuration for WSe2 at low temperature

is an optically dark transition,46 meaning that the PL intensity is significantly lower than

that of MoSe2. The presence of this dark transition does not impede the occurrence of strong

coupling with the bright exciton, just the ability to observe the anti-crossing through PL
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detection. A Savitzy-Golay smoothing technique,250 using a second order polynomial with

35 points of window, is therefore employed to increase the signal-to-noise ratio and produce

a spectrum that can be accurately recreated using Lorentzian peak fitting, as shown in

Fig. 4.12a. It is important to note that any peak positions found using smoothed data are

not included in the two-level coupled oscillator model shown in Fig. 4.12b and that the

smoothing technique is used only to demonstrate the peak fitting procedure when close to

the WSe2 X
0 resonance. The experimentally determined value of Rabi splitting which can

then be extracted from the smoothed spectra is 14.2 meV.

Once the peak positions are found, the following two-level coupled oscillator model is

used to fit the polariton branches:152,156,221,251,252

LPB
UPB

a b

X0

Figure 4.11: a) Lorentzian peak fitting of the two polariton branches when the 0D tunable
cavity mode is close to resonance with the neutral exciton energy of HS1. The cavity
PL emission is displayed in black, with the Lorentzian peak fit for the lower and upper
polariton branch in blue and green respectively. Extra peaks fitted are shown in orange,
and the overall fit is shown in yellow. b) The two level coupled-oscillator model is fitted
to the peak positions of the corresponding polariton branch. Optimal fitting parameters
are extracted, setting the expected neutral exciton energy (grey dashed lines), cavity mode
(black dashed line) and Rabi splitting. In turn, these values position the fitted lower and
upper polariton branches, displayed as red and purple solid lines, respectively, as a function
of exciton-photon detuning (∆ = Ec −EX0). Error of fitting for the peak position and the
polariton branches are displayed as black error bars and a faded coloured area, respectively.
Using this oscillator model, a Rabi splitting of ~ΩR(MoSe2) = 17.2 ± 3.3 meV is found for
HS1 in the tunable microcavity.
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LPB
UPB

a b
X0

Figure 4.12: a) Lorentzian peak fitting of the two polariton branches when the 0D tunable
cavity mode is close to resonance with the neutral exciton energy of HS2. The cavity
PL emission is displayed in black, with the Lorentzian peak fit for the lower and upper
polariton branch in blue and green respectively. Extra peaks fitted are shown in orange,
and the overall fit is shown in yellow. The red line in a) shows the PL spectrum after
a smoothing technique is applied. b) The two level coupled-oscillator model is fitted to
the peak positions of the corresponding polariton branch. Optimal fitting parameters are
extracted, setting the expected neutral exciton energy (grey dashed lines), cavity mode
(black dashed line) and Rabi splitting. In turn, these values position the fitted lower and
upper polariton branches, displayed as red and purple solid lines, respectively, as a function
of exciton-photon detuning (∆ = Ec −EX0). Error of fitting for the peak position and the
polariton branches are displayed as black error bars and a faded coloured area, respectively.
Using this oscillator model, a Rabi splitting of ~ΩR(WSe2) = 16.8 ± 3.1 meV for HS2 in
the tunable microcavity.

(
Ec VR

VR EX0

)(
α

β

)
= E

(
α

β

)
(4.1)

Here, the cavity mode is defined as Ec(V ) = y0 + aV + bV 2, where V is the applied

DC voltage across the piezoelectric micro-positioner stages (see Sec. 3.2) which change

the cavity length, with y0, a, and b, fitting parameters to be found. EX0 is the neutral

exciton transition energy. E represents the eigenvalues corresponding to the energies of the

polariton modes. α and β construct the eigenvectors, and represent the Hopfield coefficients

of the cavity photon and X0 for each polariton state, such that |α|2 + |β|2 = 1. VR is the

exciton-photon interaction potential. The polariton branch energy eigenvalues are given by:
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EU,LPB =
(Ec + EX0)

2
±
√

1

4
(Ec − EX0)2 + VR

2 (4.2)

where ~ΩR = 2
√
VR

2 + 1
4(Ec − EX0)2 is the Rabi splitting at a given detuning ∆ =

Ec − EX0 . At zero detuning, when Ec = EX0 ,

~ΩR = 2VR (4.3)

A Rabi splitting of 17.2 ± 3.3 meV is found for HS1 and 16.8 ± 3.1 meV for HS2.

Comparing the experimental values to those extracted from the above two level coupled

oscillator model, a good agreement is found for HS1 suggesting the validity of the applied

model, however the small discrepancy between the experimental value and the model value

associated with HS2 highlights the short-comings of a relatively basic model when accurate

peak positions of the polariton branches near resonance cannot be obtained. Neverthe-

less, the observation of strong light-matter coupling in CVD grown WSe2 is clear, and the

experimentally determined result of 14.2 meV lies within the margin of error for the model.

4.4 Monolithic cavities

Further advantages of large area TMD monolayers can be exploited with monolithic cavi-

ties, which provide a basis to form various topological designs to adapt or enhance device

functionality towards polariton circuits.239,240 While the main function of the few layer hBN

films that encapsulate both HS1 and HS2 is to provide a high quality substrate for the TMD

synthesis,187,243 the protective function of the hBN layers is of particular importance for

these devices as the top mirror (DBR or otherwise) would otherwise be deposited directly

on top of the TMD layers122 and can often be damaging to the atomically thin material.

As a proof of concept, 98 nm of SiO2 via e-beam deposition was grown onto HS1, followed

by a semi-transparent layer of 50 nm gold, in order to fabricate a λ/2 monolithic cavity.

The oxide deposition process is carried out at room temperature in order to preserve the

optical integrity of the emitting materials as much as possible.122,253

The optimal thickness of SiO2 to be deposited on top of MoSe2 based HS1 needs to

be chosen carefully to maximise the interaction between photonic cavity mode and TMD

exciton. In order to do so, simulations of the electromagnetic field response of the TMD em-

bedded cavity are performed using the transfer matrix method (TMM) which is commonly

used to reproduce, with high accuracy, the behaviour of planar microcavities in strong

coupling regime, given the thickness and complex refractive indexes of layers within the
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structure.153 The refractive indices of the MoSe2 monolayer are extracted from the experi-

mental reflectance (RC) spectra at both 5 K and 150 K as can be seen in figure 4.13a. The

imaginary part of the complex refractive index refers to the absorption strength of a given

material and can be estimated from fitting the excitonic absorption resonance, as measured

experimentally in RC spectra, of a TMD monolayer with a Gaussian peak function. The

real part of the refractive index can then be calculated from the imaginary part following

the Kramers-Kronig relations.254 By recursively running a simulation with the goal of recre-

ating the experimentally found RC peak by procedurally varying the imaginary part of the

refractive index such that the central wavelength, amplitude, and linewidth of the Gaussian

peak function are modified until the refractive index profile that provides the best match

between simulated and experimental RC is found. The resultant refractive index of MoSe2

at 5 K and 150 K is displayed in figure 4.13b.

The entire cavity structure, including the absorbing MoSe2 layer can then be modelled

by considering the tabulated refractive indices of the various materials present; sapphire,

SiO2, Ta2O5, and Au255 with the following layered planar structure:

Air / Au (50 nm) / SiO2 spacer (x nm ) / MoSe2 (0.9 nm) / DBR / Sapphire

where the SiO2 spacer length x is to be found, and the DBR structure, with a stopband

centred at 750 nm is:

13x [SiO2 (129 nm) / Ta2O5 (89 nm)]

a b

Figure 4.13: a) Experimental reflectance contrast of MoSe2 at 5 K and 150 K. b) Refractive
index of MoSe2 at 5 K and 150 K extracted from the fit of the experimental reflectance
contrast.
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a b

Figure 4.14: Simulated reflectance plots of the cavity as a function of the SiO2 spacer
thickness and wavelength, employing the MoSe2 optical constants at both a) 5 K and
b) 150 K. The red lines indicate the optimal thickness chosen for the monolithic cavity
fabrication.

As such, the reflectance response of the cavity is simulated as a function of increasing

SiO2 spacer thickness and cavity mode energy, by using the MoSe2 optical properties at 5

K, as shown in figure 4.14a, and 150 K in figure 4.14b. At both temperatures, the cavity

mode displays a very clear anti-crossing at the neutral exciton X0 absorption resonance

wavelength, a manifestation of strong light-matter coupling. The Rabi splitting at 150 K is

slightly smaller than that at 5 K due to the weaker and broader absorption of MoSe2 at this

temperature. From these plots, the optimal thickness for the SiO2 spacer is determined to

be 98 nm (red lines in Fig. 4.14), such that a negative detuning is to be presented by the in

situ polaritonic device at 5 K, and zero detuning when the device is heated to an operating

temperature of 150 K.

When considering the tunable cavity, the hemispherical design confines the photonic

modes in all three spatial dimensions, resulting in a set of discrete cavity modes with kx,y,z

∼ 0 as described in section 2.7. These modes are tuned in energy by modification of the

optical cavity length. In contrast however, a two-dimensional monolithic cavity confines

the photonic mode only in the vertical z direction. A continuous energy dispersion of the

cavity mode is therefore observed in kx,y.
152 Here, the dispersion is detected by way of

angle resolved spectroscopy which detects PL as a function of emission angle as measured

from the normal of the sample plane (corresponding to kx,y=0 at 0◦).152 In addition, a

much greater confinement of light can be achieved using the in-situ cavity presented here,
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Figure 4.15: Angle resolved PL imaging of HS1 in a monolithic cavity. At 5 K, the cavity
has a negative detuning at 0◦ of ∆ ≈ -3.5 meV, showing anti-crossings at ± 7◦. The PL
intensity in the region within the red dashed lines has been multiplied by a factor of 10
for clarity. We overlay the fitted LPB (blue) and UPB (yellow) along with the extracted
parabolic cavity dispersion (green) and neutral exciton resonance (white). A Rabi splitting
of ~ΩR = 34.1 ± 4.0 meV is observed at 5 K. The sample is optically excited using a 660
nm cw laser at a power of 50 µW.

due to the reduced vertical size of the cavity and lower mode penetration into the Au top

mirror. DBR mirrors can also be successfully used in planar monolithic cavity designs with

only slightly larger mode penetration. In any case, the biggest difference to photonic mode

volume is simply caused by the hemispherical geometry of the top mirror previously used

(Figs. 4.9 and 4.10). As demonstrated below, the reduced mode volume and better light-

matter coupling leads to an inherently increased magnitude of the observed Rabi splitting.

Since a monolithic cavity is fixed (i.e. not tunable in size), we take advantage of the
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Figure 4.16: Angle resolved PL imaging of HS2 in a monolithic cavity. At 150 K, the cavity
has a positive detuning at 0◦ of ∆ ≈ 10 meV. We overlay the fitted LPB (blue) and UPB
(yellow) along with the extracted parabolic cavity dispersion (green) and neutral exciton
resonance (white). A Rabi splitting of ~ΩR = 30.5 ± 3.9 meV is observed at 150 K. The
sample is optically excited using a 660 nm cw laser at a power of 50 µW.

temperature dependence of the X0 energy (Fig. 4.13), which can be used to tune the

exciton into resonance with the fixed cavity photonic mode.

The MoSe2 embedded monolithic cavity is optically excited using a non-resonant 660

nm cw laser operating in the linear response power regime, while the PL is collected through

angle resolved PL spectroscopy as to investigate the exciton and photon states as a function

of wave-number (kx,y). Figures 4.15 and 4.16 display the cavity PL spectra whilst operating

at a temperature of 5 K and 150 K respectively. At low temperatures, the exciton resonance

is found at 1.648 eV, which red-shifts down to 1.636 eV at the higher temperature. At

both temperatures, characteristic signatures of strong exciton-photon coupling are seen

in the monolithic cavity, owing to the protective capability of the CVD grown hBN layers,

which shield the active monolayers during the potentially damaging SiO2 deposition process.
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UPB

X0-10o

a b c

Figure 4.17: a) Lorentzian peak fitting of the two polariton branches at angles when the
parabolic cavity mode is close to resonance with the neutral exciton energy at 5 K. Due to
the large difference in intensities of the polariton branches, the two peaks are fitted individ-
ually. The resultant Lorentzian peaks fitted to the lower and upper polariton branches are
displayed in blue and green solid lines respectively. b, c) The two level coupled-oscillator
model is fitted to the peak positions of the corresponding polariton branch. Where the
Lorentzian peak fitting does not provide a visually accurate fit of a spectrum (angles within
± 9.5o for UPB at 5 K), it is excluded from the two level oscillator model. Optimal fitting
parameters are extracted, setting the expected neutral exciton energy (grey dashed lines),
cavity mode (black dashed line) and Rabi splitting. In turn, these values position the fitted
lower and upper polariton branches, displayed as red and purple solid lines, respectively, as
a function of b) collection angle, θ, and c) exciton-photon detuning (∆ = Ec−EX0). Error
of fitting for the peak position and the polariton branches are displayed as black error bars
and a faded coloured area, respectively. The Rabi splitting is found to be ~ΩR = 34.1 ±
4.0 meV at 5 K.

When the cavity device is at 5 K, the exciton is negatively detuned at 0◦ by - 3.5 meV, such

the the UPB is significantly dimmer than the LPB. In order to display the upper polariton

branch in this situation, the PL intensity is magnified 10-fold, as outlined by red dashed

lines in figure 4.15.

In the case of tunable microcavity PL spectra at each voltage step is collected and fitted

using a Lorentzian peak at determine the energy of the polariton branches as a function

of cavity length. The same approach is applied here, as demonstrated in figures 4.17a

and 4.18a, with the alteration that the PL is now collected as a function of collection

angle in k-space. The coupled oscillator model (Sec. 4.3.1)152,156,252 which finds the Rabi

splitting value associated with the two fitted polariton branches also needs to be modified to

accommodate the appropriate variables. This is achieved simply by changing the photonic

mode energy dependence, from Ec(V ) to Ec(θ) such that,

Ec(θ) = Ec(0
o)/

√
1− (sin θ/neff )2 (4.4)
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Figure 4.18: a) Lorentzian peak fitting of the two polariton branches at angles when the
parabolic cavity mode is close to resonance with the neutral exciton energy at 150 K. The
similar intensities produce fully resolvable and distinct branches across the entire angle
range allowing a multiple Lorentzian peak analysis to be used on the collected spectra. The
resultant Lorentzian peaks fitted to the lower and upper polariton branches are displayed
in blue and green solid lines respectively, with the combined fit shown in yellow. b, c)
The two level coupled-oscillator model is fitted to the peak positions of the corresponding
polariton branch. Optimal fitting parameters are extracted, setting the expected neutral
exciton energy (grey dashed lines), cavity mode (black dashed line) and Rabi splitting. In
turn, these values position the fitted lower and upper polariton branches, displayed as red
and purple solid lines, respectively, as a function of b) collection angle, θ, and c) exciton-
photon detuning (∆ = Ec − EX0). Error of fitting for the peak position and the polariton
branches are displayed as black error bars and a faded coloured area, respectively. The Rabi
splitting is found to be ~ΩR = 30.5 ± 3.9 meV at 150 K.

where Ec(0
o) is the minimum cavity photon energy at θ = 0o, and neff is the effective

refractive index of the cavity.221,251,252 This approach results in a best fitting value of Ec(0
o)

of 1.644 eV at 5 K, and 1.646 eV at 150 K. neff is determined to be 1.87 at 5 K, and 1.78

at 150 K, and the MoSe2 X0 absorption energy is identified as 1.648 eV at 5 K, tuned

to 1.636 eV at 150 K. The two polariton branches, cavity dispersion, and exciton energy

obtained from the coupled-oscillator model are shown overlaying Figs. 4.15 and 4.16, with

an anti-crossing clearly seen at ± 7◦ when the device is at 5 K. A large Rabi splitting of

34 ± 4 meV is revealed when operating the device at 5 K. The strongly coupled cavity

performs well up to a temperature of 150 K, when the excitonic mode is positively detuned

(∆(0o) = + 10 meV), leading to a Rabi splitting of 31 ± 5 meV being observed.
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4.5 Conclusions

In this chapter, the advances made over recent years in CVD growth techniques has been

demonstrated by systematically testing the optical quality of two CVD-grown TMD-based

heterostructure devices. Substrate-wide MoSe2, and WSe2, semiconducting monolayers,

with crystal domains exceeding 100 µm in size, encapsulated with large area hBN have been

tested using PL and RC spectroscopy techniques at room and low temperatures, displaying

optical properties similar to those seen in exfoliated flakes. The two devices are subse-

quently embedded in tunable and monolithic microcavities, where strong exciton-photon

coupling is clearly displayed with interaction strengths, as described by the Rabi splitting

value, shown to be similar to values demonstrated by exfoliated equivalents,43,68,155,230 as

an indication of the comparable optical qualities of the CVD grown materials on display

here, with the leading fabrication process of high quality TMD based opto-electronic and

polaritonic devices.

In addition, the CVD grown materials exhibit highly ordered crystallographic alignment

within the ensemble of monolayer domains, due to the growth substrates, of sapphire for

MoSe2 and CVD-synthesised hBN for WSe2, employed during fabrication. Confirmation

of these favourable crystallographic properties is carried out through substrate-wide sta-

tistical analysis of the TMD crystal axes orientation and PL properties,187 It is therefore

decided that CVD growth offers a viable fabrication method for large scale TMD/TMD

heterostructures with highly controlled interlayer twist angle,113,114 that suitable for em-

bedding in microcavities.

Together with further control over band structure (Chapter 5), carrier populations

(Chapter 6), or through the introduction of additional 2D materials such as hBN or graphene,

these structures could provide a viable route to the realisation of highly tunable and non-

linear so-called dipolaritons116,148 in large scale devices.

Further development of large scale monolayer semiconductor growth techniques, most

notably directly onto hBN which provides highly co-orientated TMD domains, will in-

evitably lead to heterostructures that can reliably and repeatedly compete with, or out-

perform, those built with exfoliated flakes, with the added benefits of inherent scalability,

paving the way for future scalable TMD-polaritonic circuits.



Chapter 5

Band structure engineering in

TMD monolayers and beyond

through alloying and hybridisation

In this chapter, the efforts towards engineering the band structure of atomically thin ma-

terials through various techniques will be explored. The opto-electronic properties of a

semiconductor are entirely due to the electronic band structure, therefore by controlling

the underlying electronic bands, we can control the opto-electronic properties of a material.

When looking forward at potential research avenues for atomically thin semiconductors, it

is often useful to look back at the successes of more conventional semiconductors. One pow-

erful tool successfully utilised in the current generation of commercial III-V semiconductor

devices and throughout semiconductor physics is alloying;85 the process of mixing lattice

elements to gently tune the band gap between that of the two pure materials. The ability

to tune the optical and electronic properties of a TMD is highly beneficial, as it allows for

the tailoring of properties to fit a specific application.

Homo-bilayers are composed of two individual layers of the same material stacked on top

of each other. This can be done by exfoliating down to the natural bilayer, or by manually

stacking two monolayers together. By exfoliating down the a natural bilayer, the interlayer

electronic coupling will remain complete. This is most ideal if the natural stacking order

is required, or unimportant. In order to alter the stacking order, or indeed the twist angle

between layers, it is required to separate the layers and manually reconstruct the bilayer

as required. A process that can introduce defects, tearing, and/or areas of sub-standard

interlayer coupling.
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Van der Waals heterobilayers, on the other hand, are composed of two different material

monolayers stacked directly onto the other.110 The ability to stack different materials on

top of each other, free of lattice mismatch and dangling bonds, is one of the most exciting

aspects of 2D materials. This provides an already vast collection of atomically thin materials

with an unprecedented freedom of heterostructure design to produce physically engineered

devices and brand new meta-materials with novel opto-electronic properties.

The optical response of vdW heterobilayers is determined by the type-II band alignment,

in which the edges of conduction band (CB) and valence band (VB) are localised in the two

different layers due to their band offset. The result of this is that an exciton can form with

the Coulomb bound electrons and holes confined to the to constituent layers, known as an

interlayer exciton (IX). The IX therefore obtains an electric dipole orientated perpendicular

to the plane of the TMDs. Combined with a long radiative lifetime, this results in enhanced

exciton-exciton interactions.

By carefully choosing the constituent materials, it is possible to predict the optical

response. In this way the optical properties of the final structure are directly related to

that of the constituent layers. While the family of layered 2D materials is large, the band

structure of each individual material is exactly that, individual. This limits the potential

resultant properties to a discrete set. This fundamental limitation is lifted when considering

the use of alloyed monolayers. It is then possible to finely and continuously tune the energy

gap, band offset, and spin-orbit coupling of heterobilayers unlocking ultimate freedom of

tailored properties through chemical engineering.

In order to be able to actively select the properties that we require in a certain device,

or set of devices, we need to pursue understanding of the individual layers’ properties as

the chemical composition is altered from one pure material to the other.

5.1 Tuning excitonic resonances in MoxW1−xSe2 monolayers

and homo-bilayers

Here we will obtain basic optical characterisations of a set of 10 alloyed monolayers and

bilayers, at room and low temperature. In this section, all the materials studied are exfo-

liated down from their respective bulk crystals, obtained from HQGraphene, onto PDMS

stamps, as described in Sec. 3.1. The monolayers and bilayers are found using optical

microscopy (Sec. 3.2.1) and transferred onto a 90 nm SiO2 / Si wafer substrate and investi-

gated without hBN encapsulation. While, hBN encapsulation has been shown to be useful

(Chapt. 4), we deliberately decided not do so here to keep the fabrication process as sim-
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Table 5.1: List of alloy compositions

xMo: 0.00 (WSe2) 0.21 0.33 0.38 0.49 0.64 0.71 0.85 0.93 1.00 (MoSe2)

ple as possible, minimising fabrication time and potential transfer errors, and also test the

alloys in an sub-optimal dielectric environments, such that when the alloys are used within

heterostructures using more complex fabrication techniques, the optical properties should

not degrade beyond that which is presented here. The set of alloys being investigated are

shown in table 5.1.

5.1.1 Monolayers

Due to the high binding energy inherent to excitons in monolayer TMDs, we are able to

observe excitonic resonances at room temperature, without requiring cyrogenics or high vac-

uums, providing a very quick method to initially test the optical properties of the materials

available with the setup described in Sec. 3.2.
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Figure 5.1: a) Photoluminescence from alloyed monolayers as a function of molybdenum
concentration from 0% (WSe2), as displayed in purple, to 100% (MoSe2), as displayed in red.
The corresponding colour and molybdenum concentration is detailed in the legend to the
right. Measurements are taken at room temperature in ambient conditions with a continuous
wave 630 nm laser at an excitation power of 20 µW. b) Peak energy (Black crosses) and
linewidth (Red crosses) of neutral, X0, exciton PL emission from alloyed monolayers at
room temperature as a function of molybdenum concentration from x = 0.0 (WSe2) to
x = 1.0 (MoSe2). Fitting is applied (solid line) to obtain a bowing parameter of 0.131 ±
0.012 eV.

94



At room temperature, the optical response of the alloyed monolayers is characterised

with a single broad Gaussian-like peak centred at the emission energy. In Fig. 5.1a, the

photoluminescence emission from each alloy monolayer is shown. Generally, the linewidth

of an excitonic transition in TMD monolayers is strongly affected by the level of structural

disorder and density of defects.241 Figure 5.1b highlights the linewidth as a function of alloy

composition, with pure WSe2, MoSe2 and high XMo alloys displaying the narrowest at ∼
40 meV. The broadest peaks are low XMo alloys, with XMo = 0.21 possessing a linewidth

of ∼ 65 meV. While the linewidths at room temperature are less significant due to thermal

broadening effects, this is a trend that continues throughout the investigation. Naturally,

the alloyed materials are expected to have a broader linewidth than the pure materials due

to the added potential for defects within the crystalline lattice during the growth processes.

Figure 5.1b also shows the peak energy of PL emission as a function of alloy composition.

At WSe2, shown in purple, the emission peak is centred at 1.655 eV and is tuned through

a minimum of 1.575 eV at XMo = 0.71, to an energy of 1.579 eV at pure MoSe2. As such,

this provides a continuous tuning range of 80 meV. There is a clear bowing effect that can

be described using the following function:89,90,107

EPL(MoxW1−xSe2) = xEPL(MoSe2) + (1− x)EPL(WSe2)− bx(1− x) (5.1)

where x is the alloy composition between 0 and 1, EPL(MoSe2) and EPL(WSe2) is

the emission energy of pure MoSe2 and WSe2 respectively, and b is the so-called bowing

parameter. The bowing parameter is a useful metric by which to analytically describe the

curve and also compare results with previous (and future) experiments. By knowing the

bowing parameter of an alloy system, you can then calculate the composition required to

reach a certain emission energy. Here we obtain a bowing parameter of b = 0.131 ± 0.012

eV, in close agreement with previous investigations of MoxW1−xSe2 room temperature PL,

where Tongay, S., et. al.89 found b = 0.14 eV from a set of 4 alloy compositions, and Zhang,

M., et. al.107 found b = 0.151 eV from 10 compositions.

Where these previous studies are limited to room temperature spectroscopy, we cool

down the alloy monolayers to liquid helium temperatures using a continuous flow cyrostat,

with a cold finger at ∼5 K (see Sec. 3.2). The neutral exciton resonance narrows and

blue shifts when transitioning to low temperatures, and the thermal energy reduces below

the trion binding energy,33 as can be seen in figure 5.2a with the appearance of the trion

emission.

The difference between the two pure materials is much more pronounced at low tem-
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Figure 5.2: a) Normalised photoluminescence from alloyed monolayers as a function of
molybdenum concentration from 0% (WSe2), as displayed in purple, to 100% (MoSe2), as
displayed in red. The corresponding colour and molybdenum concentration is detailed in
the legend to the right. Measurements are taken at liquid helium temperature in vacuum
conditions with a continuous wave 630 nm laser at an excitation power of 20 µW. b) Peak
energy (crosses) and linewidth (filled shapes) of neutral, X0 (black crosses, red squares),
and charged, X− (purple crosses, orange diamonds), exciton PL emission from alloyed
monolayers at low temperature as a function of molybdenum concentration from x = 0.0
(WSe2) to x = 1.0 (MoSe2). Fitting is applied (solid lines) to obtain a bowing parameter
of 0.171 ± 0.010 eV for X0, and 0.156 ± 0.008 eV for X−.

perature. Now, not only in the emission energy, as was the case in figure 5.1, but across

the entire spectra. MoSe2 (red in Fig. 5.2) presents two clear resolvable peaks at 1.663 eV

and 1.632 eV attributed to the neutral and charged excitonic emission, respectively.33,256

WSe2 (purple in Fig. 5.2) on the other hand, presents with the same two exciton and trion

emission peaks at 1.743 eV and 1.708 eV respectively, along with a large band of emission

which has previously been attributed to various excitonic complexes in WSe2 including spin

dark excitons,246 exciton-phonon side-bands,48 and localised states.50 These are not a sign

of reduced optical quality for WSe2 but simply due to the dark ground state at low temper-

atures, and are completely expected.39,45,210 The linewidths associated with the excitonic

resonances of both pure materials are remarkably narrow, considering the samples are not

encapsulated,118,256 with ΓX0(MoSe2) = 15 meV, ΓX−(MoSe2) = 11 meV, ΓX0(WSe2) =

11 meV, and ΓX−(WSe2) = 15 meV. The linewidth is a good measure of structural qual-

ity, since the presence of defects and structural disorder will only broaden the emission

linewidth.241
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When considering the alloys, a certain amount of molybdenum atoms are replaced with

tungsten, expressed as a percentage of Mo in the lattice shown in the legend on the right of

figure 5.2a. Both Mo0.93W0.07Se2 and Mo0.85W0.15Se2 produce very similar emission spectra

to that of pure MoSe2, with a slight red shift due to the giant bowing effect also seen at

RT analysis. Here we observe a minimum X0 and X− energy of 1.652 eV and 1.623 eV,

respectively, at the Mo0.71W0.29Se2 alloy monolayer, below which the exciton energies begin

to blue shift. The linewidths remain similarly narrow also, as detailed by the solid shapes in

figure 5.2b, suggesting a high optical quality of material. The emission linewidths actually

remain low (∼ 10 - 15 meV) for all alloys above XMo ≥ 0.49 (49%). The main difference,

apart from emission energy shift as a result of the giant bowing effect already explored at

room temperature, is the ratio in intensities between the neutral (X0) and charged (X−)

exciton resonances, which is heavily influenced by the free carrier densities present in the

structures.38 This can be affected at many stages of fabrication resulting in a lower doping

level, and without controlled doping levels it is difficult to infer any alloy specific properties

from this alone.

From XMo ≤ 0.38, we observe a significant change in the emission spectra. It is at this

concentration that the ground state of the alloy (smallest available band gap) changes from

being optically bright (similar to MoSe2) to being optically dark (like WSe2) as predicted

by Wang, G., et. al.256 This shift is accompanied by a broadening of the excitonic peaks

(> 20 meV) and the trion emission disappears entirely at an alloy concentration of XMo =

0.21, whilst being only just resolvable for XMo = 0.33, and XMo = 0.38. The broadening of

the neutral exciton and disappearance of the trion peak indicates that these alloys with high

W content have a reduced optical quality compared to the pure materials. A combination

of being optically dark in nature which results in an unavoidable impairment of the optical

features, and that alloys are inherently more likely to form defect states during the growth

process (Chapt. 2). The emission peaks are fitted with a Lorentzian function and the peak

centre and linewidth are displayed in figure 5.2b. We then use Eq. 5.1 to find a bowing

parameter of bX0 = 0.171 ± 0.010 eV and bX− = 0.156 ± 0.008 eV for the neutral and

charged exciton peaks, respectively. At low temperature, a continuous tuning range of 91

meV can be achieved from 1.743 eV at X0(WSe2) to 1.652 eV X0(Mo0.71W0.29Se2), or 84

meV from 1.708 eV at X−(WSe2) to 1.624 eV X−(Mo0.71W0.29Se2). The difference in tuning

ranges between the neutral and charged excitons is most likely due to the difference in trion

binding energy for the respective materials.33,44

Further insight can be obtained from reflectance contrast measurements, using a broad

band white light source and comparing the reflected light from the absorbing TMD to a
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background measurement of the underlying 90 nm SiO2 / Si substrate, as detailed in Sec.

3.2. Reflectance contrast measurements are much less sensitive to defect states and offer a

high quality spectra, even for the optically dark materials, as displayed in figure 5.3.
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Figure 5.3: a) Reflectance contrast (∆R/R) of alloyed monolayers as a function of molybde-
num concentration from 0% (WSe2), as displayed in purple, to 100% (MoSe2), as displayed
in red. The corresponding colour and molybdenum concentration is detailed in the legend to
the right. Measurements are taken at liquid helium temperature in vacuum conditions with
a broad band white light source. ∆R/R = (RFlake−RSub)/(RFlake+RSub). b) Peak energy
(crosses) and linewidth (filled shapes) of neutral A (black crosses, red squares), charged A−

(purple crosses, orange diamonds), and B (blue crosses, yellow circles), exciton absorption
from alloyed monolayers at low temperature as a function of molybdenum concentration
from x = 0.0 (WSe2) to x = 1.0 (MoSe2). Fitting is applied (solid lines) to obtain a bowing
parameter of 0.156 ± 0.016 eV for A, and 0.143 ± 0.019 eV for A− and 0.044 ± 0.053 eV
for B.

Two features in the reflectivity spectra are immediately obvious. Firstly, a very narrow

’peak’ (or dip) which bows in a similar fashion to the PL spectra shown in Fig. 5.2,

from 1.661 eV for MoSe2 (red), through 1.651 eV for Mo0.71W0.29Se2 (dark yellow), to

1.742 eV in WSe2 (purple). This peak is attributed to the A exciton absorption, and

is directly related to the X0 emission seen in PL. Secondly, a broader peak is seen at

higher energies that blue shifts, without pronounced bowing, from 1.878 eV in MoSe2 to

2.185 eV in WSe2. This second peak is known as the B exciton, and represents the next

optically bright exciton available at higher energies due to spin-orbit effects, along with

optical selection rules.7,33,65,256 Finally, in some spectra, it is clear a third peak, just below

the A absorption peak. This is the charged A exciton, or trion, absorption resonance.65

The oscillator strength is much weaker, as shown by the reduced peak intensity, due to the
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presence of an extra charge carrier.38 The absorption peaks are fitted using a Lorentzian

peak function, with the peak centre and linewidth shown in figure 5.3b. The linewidths of

the neutral and charged A excitons agree well with the emission resonances in figure 5.2b,

with a small stokes shift seen in the differences in peak energies.257 Bowing parameters

of 0.156 ± 0.016 eV for A, and 0.143 ± 0.019 eV for A− and 0.044 ± 0.053 eV for B,

showing good agreement with the PL results. The B resonance is not accessible with our

PL experimental setup, due to an excitation wavelength of 1.96 eV.
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Figure 5.4: a) Energy splitting between the A and B monolayer absorption resonances
as a function of molybdenum concentration from x = 0.0 (WSe2) to x = 1.0 (MoSe2). A
linear fit (solid blue line) is applied.b) Degree of circular polarisation of neutral exciton PL
emission as a function of alloy concentration.

Because the conduction band spin-orbit splitting is an order of magnitude smaller than

that of the valence band, the difference between the A and B exciton resonances will provide

a decent insight into the valence band spin-orbit splitting of the alloyed monolayers. The

results of which are shown in figure 5.4a. Here, we see a linear dependence with alloy

concentration in contrast to the findings of Wang, G., et. al.,256 however we present more

alloy concentrations and the DFT calculations used in their investigation predicts a linear

trend, giving credence to our results. It is unclear exactly why their results deviate from

ours, but earlier growths of alloyed materials may have introduced greater strain, or poorly

distributed W-content within the Mo lattice, leading to large areas of higher, or lower, alloy

concentrations.

We also present the degree of circular polarisation of alloyed monolayer neutral exciton

emission as a function of Mo-content (XMo) as displayed in figure 5.4b. Polarisation is

calculated by the difference between co and cross polarised detection intensity, from σ+
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excitation, normalised to the sum of co and cross emission intensity;

Polarisation(%) = 100
(Iσ+ − Iσ−)

(Iσ+ + Iσ−)
(5.2)

where Iσ+ (Iσ−) is the detected intensity of σ+ (σ−) polarised light. Polarisation of

the pure materials is well reported and these samples behave as expected.56,58,64,258,259

Curiously, the dependence on alloy concentration is not smooth, with a sharp increase of

valley polarisation appearing when Mo-content is reduced below 50%. This suggests that

the valley polarisation present in WSe2 and not in MoSe2 is due to the optically dark nature

of WSe2 and WSe2-like alloy monolayers inhibiting the valley relaxation of excitons, with

the spin-orbit coupling switching at XMo ≈ 0.49.256,260

5.1.2 Homo-bilayers

Here we investigate the optical response of alloyed homo-bilayers to accompany the mono-

layer results (Sec. 5.1.1) The key difference is the reduction in spatial confinement and

change of dielectric environment, shifting the electronic band structure as described in

chapter 2.12,46,47,261 This results in the lowest energy exciton transition becoming one that

is momentum indirect, requiring momentum-carrying phonons to assist the recombination

of the carriers. This is demonstrated within the 2L PL spectra as two significant differ-

ences. Firstly, the momentum direct A exciton is shifted slightly in energy (compared to the

monolayer) due to the change in dielectric environment, there is also a significant reduction

in intensity as the K-K (along with the energy degenerate K’-K’) exciton is no longer the

ground state. Secondly, an extra emission peak appears at ∼ 1.55 eV (∼ 1.44 eV) in WSe2

(MoSe2), attributed to the momentum indirect transition. The momentum indirect peak is

displayed as a function of alloy concentration in figure 5.5.

The PL spectra displayed in figure 5.5a is quite striking. First of all, there are multiple

peaks at the indirect band gap energies for concentrations of 64% and lower. The actual

band gap energy of the momentum indirect transitions are inaccessible to photons as they

lie outside of the light cone in momentum space. As such, they emit photons only with the

additional momentum provided by acoustic or optical phonons. Therefore, all momentum

indirect transitions appear in PL as phonon replicas of their optically dark zero phonon

lines.48 Secondly, the bowing effect seen in monolayer transitions is instead replaced with

an S-like trend as the alloy concentration is tuned. This can be considered as the standard

bowing trend, seen previously in monolayers (Sec. 5.1.1), from xMo = 1.0 to xMo ∼ 0.3

followed by a reversal at low xMo values. The excitonic transitions in bilayers of pure MoSe2
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Figure 5.5: a) Photoluminescence from the momentum indirect transition in alloyed bilay-
ers as a function of molybdenum concentration from 0% (WSe2), as displayed in purple, to
100% (MoSe2), as displayed in red. The corresponding colour and molybdenum concentra-
tion is detailed in the legend to the right. Three distinct peaks, labelled P1, P2 and P3,
are seen for most of the alloys, attributed to phonon replicas of optically dark zero-phonon
transitions. Measurements are taken at liquid helium temperature in vacuum conditions
with a continuous wave 630 nm laser at an excitation power of 20 µW. b) Peak energy
(crosses) and linewidth (filled shapes) of P1 (black crosses, red squares), P2 (purple crosses,
orange diamonds), and P3 (blue crosses, yellow circles) emission from alloyed bilayers at low
temperature as a function of molybdenum concentration from x = 0.0 (WSe2) to x = 1.0
(MoSe2). Fitting is applied to both the entire range available (solid lines with negative bow-
ing), and also excluding the lowest two concentrations (dashed lines with positive bowing),
highlighting the change in trend for concentrations of xMo ≤ 0.33.

and WSe2 are well known, and the lowest energy band gap transition (highest energy point

within the valence band to the lowest energy point in the conduction band) are different for

the two materials. For 2L MoSe2 (WSe2), this transition lies between the ΓV (KV ) point in

the valance band and the QC point in the conduction band.48,261 These points within the

electronic band structure will likely behave in different ways as the alloy concentration is

tuned. By plotting the peak energies of the momentum indirect transitions as a function

of alloy concentration in figure 5.5b, it is clear that this change in transition most likely

occurs at a low molybdenum concentrations. To highlight this, two bowing parameters are

found for each of the prominent peaks (labelled P1, P2, and P3). Firstly, across the entire

alloy range where the peak exists, a negative bowing is found. And secondly, excluding the

low Mo %, a positive bowing parameter is found, similar to previous results. Results of the

bowing parameter fitting are detailed below in table 5.2.
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Table 5.2: Bowing parameters for momentum indirect PL peaks in bilayer alloys

P1 P2 P3

Range (xMo) b (meV) Range (xMo) b (meV) Range (xMo) b (meV)

0.0 → 1.0 -0.06 ± 0.02 0.0 → 0.71 -0.27 ± 0.08 0.0 → 0.64 -0.36 ± 0.16

0.38 → 1.0 0.05 ± 0.04 0.33 → 0.71 0.20 ± 0.34 0.33 → 0.64 0.86 ± 0.44

Because the momentum indirect transitions do not exist within the light cone, they

are not optically accessible and therefore invisible in the absorption regime.12 Figure 5.6a

displays the reflectance contrast spectra for the ten alloys. Here we observe the absorption

resonances of the momentum direct A, B, and C excitons as the alloy concentration is

altered.
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Figure 5.6: a) Reflectance contrast (∆R/R) of alloyed bilayers as a function of molybdenum
concentration from 0% (WSe2), as displayed in purple, to 100% (MoSe2), as displayed in
red. The corresponding colour and molybdenum concentration is detailed in the legend
above. Measurements are taken at liquid helium temperature in vacuum conditions with
a broadband white light source. ∆R/R = (RFlake − RSub)/(RFlake + RSub). b) Peak
energy (crosses) and linewidth (filled shapes) of bilayer A (black crosses, red squares), and
B (purple crosses, orange diamonds) exciton absorption resonances from alloyed bilayers
at low temperature as a function of molybdenum concentration from x = 0.0 (WSe2) to
x = 1.0 (MoSe2). Fitting is applied (solid lines) to obtain a bowing parameter of 0.167 ±
0.044 eV for A, 0.099 ± 0.062 eV for B.

The monolayer A and B excitons, which have been studied earlier in this chapter (Sec

5.1.1), are energetically separated by the spin-orbit splitting within the K or K’ valleys.12,17
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In a bilayer, the energy position of these excitons are shifted slightly due to the change in

local dielectric environment, but are otherwise the same as the monolayer counterparts. In

bilayer MoSe2, the A (B) exciton peak appears at 1.629 eV (1.891 eV), compared to 1.662

eV (1.880 eV) in the monolayer limit. Similarly in WSe2, the A (B) exciton peak appears

at 1.716 eV (2.196 eV), compared to 1.742 eV (2.183 eV) in the monolayer limit (Fig. 5.3).

The bilayer A exciton is ∼ 30 meV lower energy compared to the monolayer, whereas the

bilayer B exciton is found to be ∼ 10 meV higher energy. This leads to an increased A-B

splitting of ∼ 40 meV larger than the monolayer,46,47 consistent throughout the various

alloy concentrations. This highlights the complex nature of the electronic band structure,

even between different thicknesses of the same material, let alone different materials and

alloys. The C exciton is the next available optically bright exciton, found to exist away

from the K valley.27,262 Finally, a small peak of ambiguous origin, is seen to exist between

the A and B excitons in bilayer MoSe2 at ∼ 1.70 eV, has previously been attributed to both

excited A2s exciton,47 and interlayer exciton,263 in which the constituent charge carriers

exist in two separate layers, or indeed a superposition of the two.

5.2 Polaritons in alloy monolayers

So far, the measurements have been limited to the bare flake, on a 90 nm SiO2 / Si substrate,

measured in µ-PL and µ-RC using a flow cyrostat, as described in section 3.2. From

this optical spectroscopy, the alloys have demonstrated high optical quality with narrow

linewidths, especially at high Mo %. We will now focus on optical spectroscopy within the

strong coupling regime, using an open tunable microcavity consisting of a planar bottom

mirror and a hemispherical top mirror positioned 2-3 µm above that confines the cavity mode

in all three dimensions.43,68,152,155,223,230 As described in section 3.2.3, the mirrors have full

motion control using a set of piezo stages. The cavity length is tuned in small steps of the

bottom mirror along the z-axis piezo stage, allowing tunable control of the cavity mode

energy. To ensure the highest light confinement, the lowest order Laguerre-Gaussian mode,

LG00, is used (see Chapt. 2). The three dimensional optical confinement provided by the

concave top mirror generates a set of transverse modes for each longitudinal mode.152,155,223

The energy separation between these transverse mode can give an indication of the cavity

mode volume, with a smaller mode volume resulting in a large separation between modes.223

The cavity mode can couple to the excitonic absorption resonances in two distinct man-

ners (Detailed fully in Chapt. 2). The first, which is observed through a broadening of the

cavity mode and an increase in emission intensity, is known as weak coupling occurs when
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the combined non-radiative losses are larger than the coupling strength. When coupled in

this manner, the photonic density of states into which the excitonic state can emit photons,

is increased by the presence of the resonant cavity mode, resulting in an increase of the

emission intensity. The cavity mode and trion also share non-radiative loss mechanisms,

resulting in an increase in observed linewidth.152

Cavity

X⁰

X-

UPB

MPB

LPB

PL
 In

te
ns

ity
 (c

ts
/s

)

Mo0.93W0.07Se2

Figure 5.7: PL emission from monolayer Mo0.93W0.07Se2 as a function of cavity photon
energy and X0 detuning. Strong light matter coupling is observed at both trion, X−, and
neutral exciton, X0, resonances indicated here by white dashed lines at EX− = 1.617 eV
and EX0 = 1.648 eV respectively. PL spectra are fitted with a Lorentzian peak and are
modelled with a 3 level coupled oscillator model to find the lower (LPB), middle (MPB),
and upper (UPB) polariton branches are detailed here as green, orange, and blue dotted
lines, respectively. The cavity mode is shown as a grey dashed line. The Rabi splitting is
found to be ~ΩR(X0) = 20.68 ± 0.08 meV at the neutral exciton resonance and ~ΩR(X−)
= 5.39 ± 0.13 meV at the trion resonance.

The second coupling regime, associated with large oscillator strength and narrow linewidths,

is strong coupling. Strong coupling occurs when the coupling strength is larger than the

combined non radiative losses of the constituent states. In this regime the cyclical transfer
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of energy between the cavity mode and excitonic state results in a modification of the energy

spectrum, opening a gap between two energy states known as the upper and lower polari-

tons branches. This energy gap, or Rabi splitting, is dependent on factors from both the

microcavity, such as quality factor and mode volume, and the excitonic state to which the

cavity mode is coupling, such as the oscillator strength and linewidth. Strong coupling is

observed experimentally through a characteristic anti-crossing as the cavity mode is tuned

into resonance with the excitonic absorption energy.43,68,152,155,223,230
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Figure 5.8: PL emission from monolayer Mo0.85W0.15Se2 as a function of cavity photon
energy and X0 detuning. Strong light matter coupling is observed at both the neutral
exciton, X0, and at the trion resonance, X−, indicated here by white dashed lines at EX−

= 1.622 eV and EX0 = 1.652 eV respectively. PL spectra are fitted with a Lorentzian peak
and are modelled with a 3 level coupled oscillator model to find the lower (LPB), middle
(MPB), and upper (UPB) polariton branches are detailed here as green, orange, and blue
dotted lines, respectively. The cavity mode is shown as a grey dashed line. The Rabi
splitting is found to be ~ΩR(X0) = 22.56 ± 0.08 meV at the neutral exciton resonance, and
~ΩR(X−) = 3.26 ± 0.07 meV at the trion resonance.

Alloy monolayers of xMo = 0.93 and 0.85 were exfoliated and transferred onto a planar
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DBR substrate. As demonstrated by the monolayer reflectivity measurements (Fig. 5.3),

high Mo % alloys show clear trion (A−) resonances as well as the neutral (A) exciton peaks.

The PL signal collected from the alloyed TMD monolayers, as the cavity length is reduced,

is displayed as a colourmap in Figs. 5.7 and 5.8 as a function of detuning (the energy

difference between the cavity mode and unperturbed exciton, X0). As the cavity mode

(Grey dashed lines in Figs. 5.7 and 5.8) is tuned into resonance with the neutral exciton,

X0 (White dashed lines), at 1.648 eV (1.652 eV) in Mo0.93W0.07Se2 (Mo0.85W0.15Se2), a

large anti-crossing is observed, in both alloyed monolayers. A clear indication of the strong

coupling regime. When the peak energies, gathered through a Lorentzian peak fitting

analysis of the cavity modes, are fitted using a 3 level coupled oscillator model (see Chapts.

2, 4), we obtain a Rabi splitting of 20.7 ± 0.1 meV for Mo0.93W0.07Se2 and 22.6 ± 0.1

meV for Mo0.85W0.15Se2. These values are higher than previously seen in pure MoSe2 in

similar cavity structures,43,68,170 owing to the high optical quality, narrow linewidths and

large oscillator strengths that the alloy monolayers demonstrate.

Furthermore, the observation of strong coupling with the trion resonance is another

demonstration of the high optical quality of the alloy monolayers. Trion absorption reso-

nances generally have much lower oscillator strength, leading to similarly lowered coupling

strength, when compared to the neutral exciton.43,47,68,170 Often, only weak coupling is

observed at the trion energy.154,155,170 Here, we observe a characteristic anti-crossing at the

trion energy, X− (White dashed lines), of 1.617 eV (1.622 eV) for the xMo = 0.93 (xMo =

0.85) alloy monolayer, a Rabi splitting of 5.4 ± 0.1 meV (3.3 ± 0.1 meV) is found.

For the first time, strong coupling has been observed in TMD alloy monolayers. The

high optical quality of TMD alloys, especially of high Mo-content, has been demonstrated

in optical spectroscopy of both, the bare flake on SiO2 (Sec. 5.1.1), and in a tunable

microcavity on DBR substrates. The usage of alloying in TMDs should be considered a

vital technological step forward towards fully tailored properties in polaritonic structures

and devices.171,240,264

By employing these alloyed materials as part of a heterostructure, coupled to a pure

WSe2 monolayer as shown in figure 5.9a, it is possible to tune the long lived interlayer

exciton emission energy, by varying the alloy concentration. The expectation is that the

emission energy of the interlayer exciton is tuned from ∼ 1.4 eV as seen in MoSe22 / WSe2,

towards the bilayer WSe2 band gap close to 1.7 eV following the behaviour of the alloy

conduction band. As is shown in figure 5.9b, what we observe instead is a hybridisation of

the interlayer exciton with the momentum indirect transition reported in figure 5.5, effec-

tively pinning the emission energy to ∼ 1.55 eV, as the alloy concentration is tuned close to
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Figure 5.9: Tuning of band structure and excitonic features in MoxW1−xSe2 / WSe2 het-
erostructures as a function of alloy concentration x. a) Schematic of the band alignment
including the exciton states. As alloy concentration xMo is decreased, the band structure
of the alloy tends towards WSe2. b, c) Emission (b) and Absorption (c) energies of the
exciton features as a function of alloy concentration. Image adapted from Catanzaro.145

(under embargo)

WSe2. Although the interlayer excitons are not observed through absorption measurements

due to the very low oscillator strength of the resonance, reflectivity measurements of the

two intralayer A excitons as a function of alloy concentration, as detailed in figure 5.9c,

confirm the hybridisation of the conduction bands at low molybdenum concentrations. The

hybridisation of resonant interlayer and intralayer excitons is therefore obtained through al-

loying. It is predicted that a hybridisation of intralayer and interlayer exciton would couple

to a cavity photon when placed within an optical microcavity to produce highly interacting

polaritons.116,265,266,267,268 While coupling to alloy monolayers of high xMo concentrations

has been displayed earlier in this chapter (Figs. 5.7 and 5.8), experiments towards the ob-

servation of dipolaritons using alloyed monolayers remain inconclusive. As such, we instead

investigate this further by using MoSe2 / WS2 heterostructures that have already been

shown to produce hybridised interlayer and intralayer excitons.113,143,269

5.3 Experimental observation of hybridised inter-intra-layer

exciton-polaritons in a MoSe2 / WS2 heterostructure

The experiments discussed thus far have demonstrated the high optical quality of the al-

loyed TMDs and provide a unique method of tuning and engineering the band structure.

One of the major benefits of TMDs, over other semiconductor materials, is the ability to

stack multiple layers of material without the restrictions of lattice mismatch and dangling

bonds that limit 3D alternatives. The ability to stack multiple layers of different materials,
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including insulating hexagonal boron nitride, and semi-metallic graphene, into structures

known as van der Waals heterostructures (HS),110 after the force that holds the layers

together (see Sec. 2.6), provides a massive collection of potential structures and devices.

Furthermore, by introducing the ability to further tune band gaps and excitonic resonances

through alloying, an unprecedented level of control over the devices electronic and optical

properties is reached.

MoSe2

WS2

XA

IX

a b

Figure 5.10: a) Cartoon representation of the MoSe2 / WS2 crystalline structure with
the excitonic resonances being studied. b) Simplified electronic band structure of the two
materials with the hybridisation of the resonant conduction bands. Image adapted from
Alexeev, E.M., et. el.113.

The promise of interlayer excitons (labelled ’IX’ in figure 5.10a) stems from the larger

physical separation of the composite carriers, which provides a larger dipole moment com-

pared to their intralayer counterparts. A large dipole moment is advantageous due to the

electronic interaction strength between the excitons depends on this dipole moment.265,269

Highly interacting excitons are detected experimentally through a characteristic blueshift of

PL emission,269,270 which can, in turn, be used to estimate exciton density and study exci-

ton transport controlled both electrostatically271,272 and optically273,274 leading to optically

controllable excitonic transistors.275

Normally, these highly interacting interlayer excitons do not absorb light due to the ori-

entation of the dipole moment perpendicular to the crystal plane does not interact with the

electric field of the excitation laser, along with a smaller oscillator strength associated with

reduced overlap of the electron and hole wave functions.266 However by hybridising or cou-

pling an interlayer exciton with an intralayer exciton, it is possible to create a hybrid quasi-
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particle with both large dipole moment and large oscillator strength113,123,142,143,144,146,269

that can be coupled with a cavity photon to produce polaritons with large dipole mo-

ments.116,148,265,266,267,268 These so-called dipolaritons build upon research into direct exciton-

polaritons offering greater freedoms of control with a view towards possible new polaritonic

applications including tunable single photon emission,276 terahertz emission,277,278,279 quan-

tum logic gates,280 as well as both indirect exciton281 and dipolariton234,282 based Bose-

Einstein condensates (BEC). Research into TMD based dipolaritons has been limited to

simultaneous coupling of excitons in QWs and MoSe2 monolayer excitons to a shared pho-

tonic cavity mode,234,283 while fully TMD based dipolariton devices are only just being

realised.148

Recent studies by Alexeev, E.M., et. al.,113 and Zhang, L., et. al.,144 in which in-

tralayer excitons are observed to hybridise with interlayer excitons in a TMD based MoSe2

/ WS2 heterostructure due to the resonant conduction bands of the constituent materi-

als284 as shown in figure 5.10b. It is shown that the hybridisation strength can be tuned

with interlayer twist angle due to moiré superlattice effects. Additional features present

in the reflectivity spectra arise due to hybridised exciton minibands formed by the moiré

superlattice. While hybridisation effects were initially thought to only exist at twist angles

close to zero,113,143 it has recently been determined that moiré superlattice effects, and hy-

bridisation continue at large twist angles with a tuning of the resonant energies, oscillator

strengths and inter-intra-layer mixing.144

Here, we employ the same materials, with large twist angle, in an effort to go a step

further and couple cavity photons to the hybridised state with large dipole moment. A

graphical representation of the heterobilayer is shown in figure 5.10a.

Figure 5.11a shows a bright-field optical microscope image (Sec. 3.2.1) of the sample

being investigated, with a MoSe2 / WS2 heterobilayer (Fig. 5.10) fully encapsulated with

thin hBN. The sample is built with collaborators at The University of Manchester and

transferred onto a DBR substrate. The outlines of the materials have been highlighted and

labelled accordingly. Initial optical spectroscopy (Sec. 3.2) shows a number of absorption

peaks near the monolayer MoSe2 intralayer exciton resonances,47 with monolayer WS2

intralayer excitons at ∼ 2.0 eV113,285 existing outside of our DBR stopband (1.65 eV ± 0.11

eV). Figure 5.12b details a line-scan of reflectance moving the excitation and detection focus

spot in a straight line through the overlapping heterostructure (HS) region, starting outside

of the HS area at ’Pos 1’ (Blue circle in fig. 5.12a), through the HS, and concluding at ’Pos 7’

(Red circle in fig. 5.12a), at the edge of the HS area on the opposite side. The corresponding

positions are represented in circles of the same colour in figure 5.12a. A lot of information
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Figure 5.11: a) Optical microscope image of the MoSe2 / WS2 heterostructure (see 3.2.1
for details). The individual layers of the HS are outlined for clarity. Scale bar is 10 µm. b)
Reflectance data obtained by moving the excitation/detection spot through the heterostruc-
ture area from position 1 (blue circle), to position 7 (red circle).

can be gained from performing these types of scans as it provides a rapid assessment of the

entire structure. Outside of the HS area, there is a small region of uncoupled MoSe2, from

which we can observe the intralayer neutral and charged exciton absorption resonances,

seen in the reflectivity spectrum of ’Pos 1’, at 1.625 eV and 1.599 eV, respectively. As the

line-scan position is moved into the coupled HS, a third peak appears at 1.635 eV. The

current working theory is that this peak most likely originates from the interlayer exciton,

and that the transfer of oscillator strength from peak 2 to peak 3, suggests a hybridisation

of these two peaks. Finally, a fourth peak appears at 1.66 eV and continues to grow as

the position is moved towards the edge of the heterostructure, most likely originating from

uncoupled MoSe2 in a different dielectric environment to the uncoupled absorption in ’Pos

1’. The uncoupled region of MoSe2 close to ’Pos 1’ is only encapsulated with top hBN, while

the uncoupled region of MoSe2 close to ’Pos 7’ is encapsulated with only bottom hBN. The

complex nature of the structure including further complications arising from multiple areas

of uncoupled MoSe2 is addressed later on, however the formation of an extra absorption

resonance only active inside the coupled HS region, along with the observed transfer of

oscillator strength provides evidence of hybridisation between the intralayer MoSe2 XA and

the MoSe2 / WS2 interlayer exciton.

By placing the MoSe2 / WS2 heterostructure into a open microcavity (Sec. 3.2.3) and
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Figure 5.12: PL emission from a MoSe2 / WS2 heterostructure as a function of cavity
photon energy and hX2 detuning. Strong coupling is observed at two resonances at 1.625
eV and 1.635 eV, denoted here ’hX1’ and ’hX2’ and displayed with yellow and orange
dashed lines respectively. We also observe weak coupling with the trion, X*, resonance at
1.599 eV represented with a light blue dashed line. The LG00 cavity mode is displayed
as a grey dashed line. The PL spectra are fitted using Lorentzian peak analysis, and a
3 level coupled oscillator model is applied to find the lower (LPB), middle (MPB), and
upper (UPB) polariton branches, represented here as green, white, and blue dotted lines
respectively. The Rabi splitting at hX1 is found to be ~ΩR(hX1) = 8.36 ± 0.30 meV and
~ΩR(hX2) = 18.52 ± 0.20 meV.

tuning the cavity mode into resonance with the hybridised XA / IX excitons we can then

observe strong light matter coupling with the resultant quasiparticle possessing a large

dipole moment obtained from the interlayer exciton fraction. Figure 5.12 displays the PL

emission of the MoSe2 / WS2 HS as the cavity mode (grey dashed line) is tuned through

the excitonic resonances shown as horizontal dashed lines. At an energy of 1.599 eV, the

LPB is enhanced and broadened as the cavity mode couples weakly to the MoSe2 charged

exciton resonance, X∗. This matches directly the lowest energy absorption peak in figure
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5.11b. There is a second weak coupling at an energy of ∼ 1.61 eV to a resonance that is not

observed in the RC line-scan of the HS (Fig. 5.11). The origin of this resonance is not clear.

As the cavity mode is tuned towards the two main absorption peaks seen in figure 5.11b,

two anti-crossings are observed, splitting the cavity mode into three distinct and resolvable

polariton branches; a lower (LPB), middle (MPB) and upper (UPB) polariton branches.

These characteristic anti-crossings are the experimental observation of the onset of strong

coupling (Chapt. 2) of the two hybridised resonances, hX1 and hX2 with the cavity photons

at 1.625 eV and 1.635 eV respectively. The peak energies of the three polariton branches as

a function of cavity mode detuning (shown in figure 5.12 as green (LPB), white (MPB), and

blue (UPB) dotted lines) are found using a Lorentzian peak fitting and fitted to a three level

coupled oscillator model to determine a Rabi splitting of 8.4 ± 0.3 meV for hX1 and 18.5 ±
0.2 meV for hX2. The large value of Rabi splitting at hX2 indicates a significant transfer of

oscillator strength from the MoSe2 intralayer XA exciton to the interlayer exciton. Finally,

weak coupling is observed again at ∼ 1.66 eV where the UPB is broadened and enhanced.

This resonance corresponds with the last peak observed in figure 5.11b.

As previously mentioned, there are two areas of uncoupled MoSe2 with different dielectric

environments that show absorption resonances near the edges of the HS making it difficult to

unambiguously identify the origins of these resonances to which the cavity mode is coupling.

In an effort to reduce this ambiguity, the uncoupled regions of MoSe2 are etched off using

AFM. The resulting HS is displayed in figure 5.13a as an optical microscope PL image (Sec.

3.2.1). Here we see that only the quenched PL inside HS, outlined by blue dashed line, is

visible while no MoSe2 is observed. The bright area just above and below the HS is due

to uncoupled WS2 where the absorption resonance is not within the investigated energy

range.113,285

Figure 5.13b shows a repeat of figure 5.11b taking a reflectivity measurement as the

excitation/detection focus spot is moved through the HS region. It is instantly clear that

the peak of 1.66 eV in figure 5.11b is due to the uncoupled MoSe2. Interestingly, the first

absorption resonance at ∼ 1.60 eV has become more pronounced, possibly due to an increase

in doping during the etching process, since the trion absorption strength is influenced by the

intrinsic level of dopants. Crucially however, the two resonances within the HS, previously

labelled ’hX1 and ’hX2’ are still observed within the HS region at 1.616 eV and 1.623 eV,

with a redshift from figure 5.11b due to the strain induced from etching away the uncoupled

MoSe2. Once again, this data has not been normalised to the off-flake reflectivity because

of the shifting background level as a function of excitation/detection spot position. This is

most dramatic when comparing ’Pos 1’, where a gentle arching spectrum is displayed, to
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Figure 5.13: a) Photoluminescence image using an optical microscope (see 3.2.1 for details).
This image is taken using a 20x objective lens for 10s exposure with 9.6x artificial amplifi-
cation. The dim purple area outlined with a light blue dashed line is the coupled MoSe2 /
WS2 heterostructure, and the brighter area just above and below the HS is from uncoupled
WS2. Scale bar is 10 µm. b) Reflectivity data obtained by moving the excitation spot
through the heterostructure area from position 1 (highlighted in red), through position 5
(green), to position 9 (purple). The two peaks previously identified as ’hX1’ and ’hX2’ are
still visible within the HS region at ∼ 1.626 eV and 1.621 eV respectively. The MoSe2 XA

resonance, previously at 1.66 eV in Fig. 5.11b is no longer visible, having been removed
from the sample.

’Pos 2’ where the spectrum looks much flatter. While these differences could be accounted

for with data processing techniques, the presentation of the unprocessed spectra as displayed

here provides an intuitive insight into the HS, even without data processing.

Placing the etched sample back into the open microcavity leads to the results presented

in figure 5.14. It is immediately clear that the increased absorption strength of the trion

resonance at ∼ 1.60 eV, as observed in figure 5.13b, is now sufficient for the observation of

strong coupling. The depth of an absorption resonance is inherently linked to the oscilla-

tor strength of a resonance, and therefore the photon-exciton coupling strength, where an

increase in oscillator strength will lead to a larger Rabi splitting. In this case, the Rabi

splitting of 6.2 meV is now sufficient to observe a clear anti-crossing at the trion resonance.

Once again we observe two anti-crossings at the hX1 and hX2 energies. When fitting the

polariton branches to a four level coupled oscillator model, a Rabi splitting of 14.9 meV

(19.4 meV) is found for hX1 (hX2) at 1.613 eV (1.623 eV). Interestingly, the Rabi splittings
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Figure 5.14: PL emission from a MoSe2 / WS2 heterostructure as a function of cavity
photon energy and hX2 detuning. Strong coupling is observed at two resonances at 1.616
eV and 1.623 eV, denoted here ’hX1’ and ’hX2’ and displayed with yellow and orange dashed
lines respectively, as well as at the trion, X*, resonance at 1.600 eV represented with a light
blue dashed line. The LG00 cavity mode is displayed as a grey dashed line. The PL spectra
are fitted using Lorentzian peak analysis, and a 4 level coupled oscillator model is applied
to find the lower (LPB), two middle (MPB1 and MPB2), and upper (UPB) polariton
branches, represented here as green, black, white, and blue dotted lines respectively. The
Rabi splitting at hX1 is found to be ~ΩR(hX1) = 14.82 ± 0.55 meV and ~ΩR(hX2) = 19.41
± 0.49 meV. The trion resonance splitting is found to be ~ΩR(X∗) = 6.18 ± 0.42 meV

found in this sample are larger post-etching, compared to what is observed pre-etching.

The expectation is that the absorption resonances would broaden due to thermal cycles

and etching procedure damaging the integrity of the internal crystal structure, increasing

the density of defects and reducing the homogeneity of the dielectric environment. The

persistence of high Rabi splittings, suggests that these procedures have not damaged the

heterostructure greatly. Lastly, the coupling observed at 1.66 eV in figure 5.12 is no longer

seen due to the MoSe2 having been etched away.
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It is of course possible that the effect seen in figure 5.11b is not due to a transfer of

oscillator strength but rather a shift in energy of the MoSe2 XA resonance due to the

change in dielectric environment as the MoSe2 layer makes contact with the WS2 layer.

However, this is not accompanied by a similar shift in trion resonance. The trion could

disappear due to the expected transfer of holes into the MoSe2 monolayer from the WS2

due to the type II band alignment making the MoSe2 layer charge neutral, and as such

would posses no trion resonance. The issue with this idea however, is that there remains

two distinct peaks within the HS area, while the trion disappears without blue-shifting,

and more rapidly than the third peak at 1.635 eV appears. Comparing the spectra seen

in this work to previous investigations, the main difference is the splitting between the two

hybridised peak, often observed at large energy splitting of ∼ 40 meV,113,143,148 whereas

the splitting here is limited to ∼ 10 meV. This inconsistency can be explained by the large

twist angle of the two monolayers, along with sub-optimal interlayer coupling reducing the

hybridisation strength, and therefore energy splitting. For example, a study by Zhang, L.,

et. al.,144 shows that a MoSe2 / WS2 with 20◦ twist angle, results in a splitting between

the two hybridised peaks of just ∼ 15 meV.

The one thing that is clear, is that more data is needed. While multiple conflicting

explanations exist for the same observations, an adequate conclusion cannot be reached.

Therefore, more samples will be measured going forward, with great care needed over the

fabrication process to make sure that MoSe2 monolayer exists entirely within the hBN

encapsulation, and ideally have a large enough coupled HS area, such that any uncoupled

regions will not interfere with the measurements within the HS.

These experiments present a path towards strongly interacting hybridised polaritons

with permanent dipole moment (dipolaritons or dipolar-polaritons), however the ambiguous

origins of the exciton resonances need to be explored further. New sample heterostructures

need to be constructed with great care taken with the placement of monolayers, both coupled

and uncoupled. Ideally a large enough coupled region would provide sufficient distance

from any uncoupled MoSe2 and avoid similar issues as were encountered here. Nonetheless,

the results presented here are of significant value as a proof of concept. A very recent

study by Zhang, L., et. al.,148 employing a planar cavity, demonstrates strong coupling

to moiré excitons in a MoSe2 / WS2 heterostructure with enhanced non-linearities in the

moiré polaritons, compared to MoSe2 exciton-polaritons, due to moiré lattice confinement.

It should be noted here that the differences in naming conventions of these polaritons in

MoSe2 / WS2 is mostly due to the lack of unambiguous source in our sample, whereas

the moiré theory available to Alexeev, E.M., et. al.113 and Zhang, L., et. al.,148 match
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the experimental data very well. Our efforts to observe similar non-linearities are detailed

below.

5.4 Non-linear polariton-polariton interactions

Cavity reflectivity experiments were completed using 90 ps broad-band pulses with 80 MHz

repetition rate and variable average power aiming to observe non-linear effects in hybridised

dipolaritons. The reflectivity spectra are obtained as the cavity length is decreased, by

incrementing the z-axis piezo voltage, and are normalised to a background spectrum taken

at the highest voltage, after the UPB has dimmed fully. Reflectance contrast is therefore

calculated as RC(a.u.) = (R − RBG)/RBG where R is the reflectivity of the active region,

and RBG is the reflectivity of an inactive region.

By increasing the density of excitons within a confined space, for example, a 2D material,

the exciton-exciton interactions are expected to increase in a non-linear fashion.286 Due to

the large dipole moments associated with hybridised inter-intra-layer excitons, the hX-hX

interaction strength is larger than standard intralayer excitons.265,270 This manifests in an

observable blueshift of the MPB originating from two complimentary processes. Firstly, the

interlayer exciton resonance blue shifts as densities are increased.270 Secondly, as the Rabi

splitting decreases, the MPB will become closer to the UPB at higher energies. Both result

in an observable blue-shift of the MPB.

Instead, what we observe here is a blueshift of the LPB, and redshift of the MPB as the

rabi splitting of the trion resonance collapses due to the Coulomb interactions of charged ex-

citons. These strength of the trion-trion coulomb interactions are also expected to be much

larger than the standard neutral exciton-exciton, and indeed the hX-hX interactions, thanks

to the presence of an extra charge carrier in the bound state. Trion polaritons share a lot of

the properties that make exciton polaritons so favourable for opto-electronic applications,

as well as having a higher trion-trion interaction strength leading to unique non-linear ef-

fects.43,68,226,235 Interaction-based effects such as polariton Bose-Einstein condensation and

superfluidity,287 quantum emission,288,289,290 along with fully optical polariton switches and

transistors240,291 have been realised outside of TMDs.

Figure 5.15 shows the cavity reflectivity experiments, as the average power is increased

from a) 1000 µW, through b) 2500 µW, to c) 5000 µW. The Rabi splitting is decreased

from ∼ 5 meV at 1 mW Av. power in 5.15a to ∼ 2 meV at 2.5 mW Av. power in 5.15b,

before completely collapsing at 5 mW in 5.15c. The experiment is then repeated at 1 mW

Av. power, where the Rabi splitting is fully restored, demonstrating that the effect is fully
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Figure 5.15: Reflectivity measurements as a function of cavity photon energy and piezo
voltage at an averaged laser excitation power of a) 1 mW, b) 2.5 mW and c) 5 mW. To
show that the effect is reversible, the experiment is repeated at d) 1 mW and the trion
coupling is restored. As the piezo voltage is increased, the cavity length is decreased and
the cavity photon energy is increased, allowing a tuning of cavity photon energy through
the excitonic resonances. As the laser excitation power is increased, the Rabi splitting at
the trion resonance collapses due to the trion-trion Coulomb interactions.

reversible, and not simply due to flake damage at high powers. While it is difficult to extract

exact trion Rabi splittings here due to the very low signal to noise ratio, the overall effect

is very clear.

The measurement is repeated at another area of the coupled MoSe2 / WS2 region to

confirm the results of the experiments, where the effect is observed at a lower Av. power.

Figure 5.16 shows the cavity reflectivity experiments on this second area, as the average

power is increased from a) 100 µW, through b) 250 µW and c) 500 µW, to d) 1000 µW.

A Rabi splitting of ∼ 4 meV is observed at 100 µW, to ∼ 2 meV at 250 µW, and ∼ 1
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Figure 5.16: Reflectivity measurements in a second area as a function of cavity photon
energy and piezo voltage at an averaged laser excitation power of a) 100 µW, b) 250 µW, c)
500 µW and d) 1 mW. The collapse of the trion coupling occurs at a lower laser excitation
power than seen in 5.15.

meV at 500 µW, whereas the splitting becomes unresolvable in higher Av. powers marking

a five-fold increase in effective non-linearity at this region compared to figure 5.15. It

is hypothesised that the two distinct regions offer a difference in localisation of excitons,

whereby an increase in locally trapped charges will result in quicker filling of phase space

and observations of non-linear effects will occur at a lower excitation power.

Even at higher average powers up to 15 mW, there is no change observed in the coupling

to the resonances previously labelled ’hX1’ and ’hX2’. The lower interaction strength of

neutral exciton-polaritons by a factor of 10-100235,292 accounts for this. Dipolar polaritons

produced from a cavity mode coupled with hybridised excitons should indeed possess a

higher interaction strength, owing to the interlayer excitons. Estimating the power densities

required to observe effects from ’hX1’ and ’hX2’ will require estimations of exciton density,
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which is difficult to accomplish without a control sample.

To confirm the nature of the X* resonance as a MoSe2 intralayer charged exciton, it will

be necessary to repeat the experiment exactly with an encapsulated MoSe2 monolayer. If

this experiment matches Fig. 5.16, then we can confidently attribute the intralayer charged

exciton resonance. However, if more power is required to collapse the MoSe2 intralayer

charged exciton, then it is possible that the effects displayed here are due to a hybridised

interlayer / charged intralayer exciton resonance. Ultra-fast lifetime measurements would

also give an insight into the origins of the resonances. Interlayer excitons possess a longer

lifetime, compared to intralayer excitons, due to the reduced electron hole wave-function

overlap.

5.5 Conclusions

This investigation has demonstrated the high optical quality of alloyed monolayers, owing

to the narrow linewidths of optical transitions in both emission and absorption experiments.

The ability to tune the sharp excitonic resonances over a large energy range of ∼ 100 meV

by varying the alloy concentration is a major benefit when considering device construc-

tion. Further investigations on heterobilayers reveal a hybridisation of momentum direct

interlayer exciton and momentum indirect intralayer exciton as the alloy concentration is

tuned towards the pure TMD constitution.145 (under embargo) Alloyed monolayers coupled

to pure TMDs have also been employed in a recent investigation of spin-valley dynamics

using a pump-probe experiment demonstrating the use of alloying to control valley physics

in TMD based heterostructures and devices.91

While there is undoubtedly a need for further investigation, the potential experimental

observation of dipolaritons through resonant coupling of a cavity mode with hybridised

intra-inter-layer excitons in a MoSe2 / WS2 heterostructure provides an experimental proof

of concept for future structures employing either the same materials with improved design or

completely unexplored devices. Photo-exciting the MoSe2 / WS2 heterostructure at higher

powers reveals the non-linear behaviour of trion-polaritons.
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Chapter 7

Outlook

In this closing section, the potential avenues of research going forward are briefly discussed.

7.1 van der Waals ferromagnetic and antiferromagnetic ma-

terials

It has been shown in chapter 6 that a thin film of europium sulphide provides a TMD

monolayer of MoSe2 with sufficient doping to enter the polaron regime, and with an applied

magnetic field, those itinerant carriers within the electronic band structure can be controlled.

EuS is a ferromagnetic material, however we observed no evidence of magnetic proximity

coupling with the MoSe2 monolayer band structure. Previous studies294,295 have claimed to

observe such behaviour, but it seems that those results are explainable as a manifestation of

the large doping as shown here. While it is expected that a thicker EuS sample may provide

a suitable ferromagnetic effect, there exists materials that possess an influential degree of

magnetism even at the extreme two dimensional limit.319,320,321,322,323,324

Many of the materials that have predicated the last century of research in solid state

physics, now possess a 2D crystalline analogue,325,326 and with the recent discovery of long

range magnetic ordering persisting to the monolayer limit,319,320,321,322,323,324 a crucial step

forwards in the pursuit of van der Waals based spin- and valley-tronic devices has been

realised.321,327,328,329,330,331,332,333,334

The family of chromium trihalides (CrBr3, CrI3, and CrCl3) in particular,324,335 which

provide a unique trio of materials with both antiferromagnetic and ferromagnetic (CrBr3)336

interlayer ordering. Furthermore, the interlayer antiferromagnetic ordering can be further

categorised into in-plane (CrCl3)337 and out of plane (CrI3)338 magnetic easy axis. CrBr3
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in particular has seen an expansive resurgence of interest.323,339,340,341,342 It is seen that the

interlayer exchange in exfoliated CrBr3 is ferromagnetic, although can depend on stacking

order.323,339,340,342

In a recent study of MoSe2/CrBr3 heterostructure,303 a three level polarisation switch

(Fig. 7.1a) was realised through an interplay of spin proximity effects, and spin-dependent

charge transfers. It was also shown that TMD monolayers can be used as an optical proxy

to view the magnetic spin behaviour of the underlying CrBr3 (Fig. 7.1b). Other antifer-

romagnetic materials such as MnPX3 (X=Se,S), and NiPS3 also look promising as layered

magnetic materials for use in nanoscale information processing,333 although further studies

are required.

a b

Figure 7.1: a) Degree of circular polarisation, DOCP = (Iσ+ − Iσ−)/(Iσ+ + Iσ−), exhibited
by the MoSe2 trion (T), and neutral exciton (X) as the external magnetic field is ramped
up (→) and back down (←) between ± 200 mT. Across this range, the nominal valley
Zeeman effect in MoSe2 monolayers in negligible as shown by the neutral exciton. b) The
trion DOCP behaviour is shown to be an exact match of the underlying magnetic domain
behaviour in the CrBr3 layer. Image from Ref.303

The incorporation of this emerging family of magnetic materials with optically active

TMDs is shown to combine the advantageous chiral optical selection rules and spin-valley

locking of MoSe2 (and other TMDs), with the highly correlated and field-responsive long

range ordering inherent to magnets, such as CrBr3.8,329,343,344 Macroscopic multi-layers

of ferromagnet-semiconductor pairs have previously proven ripe systems for both advanced

spintronics research and real-world applications in information technology. As such, devices

such as MoSe2 / CrBr3 represent the building blocks for future generations of nanoscale

information technologies.113,141,345,346,347,348
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7.2 Automation of micro-mechanical exfoliation and flake

search

There is no question about the optical properties of TMDs and their potential for use in

a variety of applications. This missing piece for TMDs overall success is the fabrication

methods. Chapter 4 highlights the progress of chemical vapour deposition, by demonstrat-

ing for the first time, strong exciton-photon coupling in CVD grown encapsulated MoSe2

and WSe2 monolayers.170 While CVD growth techniques strive to produce monolayers of

equal, or perhaps greater, optical quality than those fabricated through micromechanical

exfoliation, reports have surfaced of a fully automated multilayer heterostructure fabrication

Figure 7.2: a) The robotic system is comprised of an automated optical microscope, stamp-
ing apparatus, and Si chip transfer robot, all placed within a glovebox and fully automated.
b) Schematic of the heterostructure fabrication process. The optical microscope with au-
tomated XY scanning stage scans the surface of the Si chips. When a flake is detected,
the position and shape are recorded to a database. A customised CAD software allows
the researcher to design the heterostructure and provides the building information to the
system. Finally, the robots build the vdW heterostructure, layer by layer onto a polymer
stamp as directed by the computer-vision algorithm. Image from Ref.349
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process using exfoliated flakes.349 The glovebox enclosed system (Fig. 7.2) claims to detect

400 monolayer graphene flakes per hour, and stack four cycles of a given 2D materials per

hour, with minimal human intervention per stack cycle. As such, a 29 layer superlattice of

alternating graphene and hBN layers is built to demonstrate the system’s capability. This

provides a ground breaking step forward to scalable TMD based devices, with only one

small, or actually rather large, concern... the price it takes to build such a system.

Thankfully, there is one part of the fully automated fabrication system that is much

more accessible for the average 2D materials research group. An automated XYZ scanning

stage is fairly easy to construct with stepper motors, while it is possible to use open source

software to design an automated flake search program. In doing so Millard, T.S., et. al.187

designed a simple automated flake search system, that does a very similar job as described

in the above fully automated system. This system was used to perform a substrate wide

crystallographic orientation analysis on a variety of CVD grown samples.

Automation of a fabrication process is required to make TMD based devices commer-

cially viable, the cost needs to be reasonable however.

7.3 Optical waveguides

The results presented in chapter 4 are of particular note when considering the realisation

of scalable devices. CVD grown monolayers embedded into a monolithic cavity can be

used as the starting point for the construction of a large array of polariton circuits. A key

milestone towards implementation of opto-valleytronics would be long range valley transport

between distant systems. In combination with the previously discussed automated flake

search system to map the entire active area of a sample, before growing the top mirror. It

will be fairly straightforward to design and etch a waveguide and coupler to specific flakes

on the substrate.

Excitons being charge neutral particles free to move through the lattice are quite suit-

able for valley transport. Indeed, exciton integrated circuits have been demonstrated in

other material systems.139 However, in TMDs, the exciton propagation length is severely

limited by their short lifetime.68,230 One potential solution is to use strongly coupled exciton-

polaritons as a method of valley pseudospin transportation. The reduced effective mass and

high propagation speed, owing to their photonic component, is ideal for particle mobility,

while polaritons have been shown to maintain a robust polarisation.75 Similar device designs

have been constructed for use with quantum wells.350? ?

A first step experiment would be to test the polariton diffusion through such a waveguide
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by connecting two distinct TMD flakes by a 1D waveguide, and optically excite one of them.

If a matching valley pseudospin is detected at the second flake, then valley transportation

has been realised. Further investigation could involve a Y shaped waveguide to act as

polariton routers, such that polaritons created at the bottom of the Y, will travel towards

the junction and, depending on valley pseudospin, will preferentially travel down one arm

or the other, owing to the finite Berry curvature inherited from the exciton component, in

a polariton valley Hall effect. Exploiting this mechanism will lead to controllable polariton

valley circuits.
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Menon, V., Sanvitto, D., and Kéna-Cohen, S. Nature nanotechnology 13(10), 906–909 (2018).

233. Lundt, N., Dusanowski,  L., Sedov, E., Stepanov, P., Glazov, M. M., Klembt, S., Klaas, M.,
Beierlein, J., Qin, Y., Tongay, S., and Others. Nature nanotechnology 14(8), 770–775 (2019).

234. Waldherr, M., Lundt, N., Klaas, M., Betzold, S., Wurdack, M., Baumann, V., Estrecho, E.,
Nalitov, A., Cherotchenko, E., Cai, H., Ostrovskaya, E. A., Kavokin, A. V., Tongay, S., Klembt,
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