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ABSTRACT

Autonomous Surface Vehicles (ASVs) offer the potential of performing dirty, dull, and dangerous

missions at sea, in an automated fashion. However, without consideration of the ocean environment

and the risk of wave-induced damage, the use of conventional ASVs is restricted to relatively calm

sea-states. Assuming a conventional underactuated ASV with only throttle and rudder inputs, this

thesis addresses the problem of controlling an ASV in an optimal fashion, while maintaining headway

towards a desired destination in any sea and with any sea state. This is a challenging problem

owing to the coupled, nonlinear nature of the vessel-wave dynamics, along with multiple competing

performance objectives, such as excessive motions, and actuation effort. The thesis shows that the

optimal solution, obtained via nonlinear model predictive control (NMPC), involves tacking at two

different timescales. This subsequently motivates the design of a two-degree of freedom controller,

consisting of a tacking planner that generates a long-term, optimal, heading and velocity reference,

and a feedback regulator that produce the optimal throttle and rudder commands to maintain this

reference, whilst minimizing wave-induced effects with smaller tacks. This thesis represents the first

work to formulate and solve the optimal control problem of navigating in rough seas, based upon a

coupled dynamic model of a 6-DOF vessel excited by waves. Closed-loop simulation results from a

high fidelity ocean-vessel model demonstrate significant reductions in excessive vessel motions and

forces, compared to a conventional path following PID controller for head and beam seas. Further

examinations show the superiority of the NMPC in a full sea state. The impact of the prediction

horizon parameters on the performance is investigated with a view towards an adaptive prediction

horizon. Lastly, the ability of the NMPC to use one set of Response Amplitude Operators (RAOs)

in other wave conditions without loss of performance is shown.
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Chapter 1

Introduction

To have a truly safe and capable autonomous surface vehicle (ASV) requires replicating the many

skills used by a captain of a vessel. The captain must be cognizant of the other vessels in the

immediate vicinity, along with their likely course headings to avoid collisions. They must also be

aware of stationary or geographical hazards to avoid. In addition, captains must have knowledge

of the prevailing sea and wind conditions, and how to effectively navigate these conditions while

avoiding the other hazards. Neglect of any one of these presents a danger to the ASV, the other

vessels, and the environment. Path planning for vehicle or obstacle avoidance and wave forecasting

are their own research areas, and indeed many papers and theses have been written discussing

these topics. This thesis seeks to build the backbone which connects these topics together with

a controller that uses knowledge of future waves to improve the ability of the vessel to follow a

predefined path, such as a course around an object, while mitigating the damaging effects of the

waves, or in the case open water, plot a course which significantly reduces the damaging effects of

the wave while still maintaining headway towards an objective.

Given that, this thesis sets out to construct a controller and subsequent architecture which can op-

erate in all sea conditions that a crewed vessel can reasonably be expected to operate in. This means

the controller must operate in waves which can cause structural damage or present a capsize danger.

While mitigating these risks, the controller must still operate the craft towards a desired objective.

This is a difficult task for both humans and machines. Firstly, the waves, especially in rough seas,

can impart more force than the actuators, that is the propellers and rudders, can produce. This

requires clever use of the vessel’s momentum and maneuvering to counteract. Compounding this

1
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is the fact that most marine vessels, including the one presented in this thesis, are underactuated.

This means that there are more degrees of freedom (DOF), six, than there are actuators, two, with

primary actuation in the forward (surge) direction, and heading (yaw) direction.

1.1 Motivation

Navigation on the sea requires more than just following a predefined path or trajectory. Waves and

other disturbances do not only affect planar motions (surge, sway, and yaw), therefore, the controller

should not consider solely planar motions when it comes to its performance index. Corrective

actuation, such as a large rudder movement to counteract a wave pushing the vessel off course,

could exacerbate the already present wave-induced rolling motion, leading to the vessel capsizing.

Weather related accidents of human piloted vessels were studied in Zhang and Li (2017). Of the

accident types, 5% were sinking, 14% were capsizing, and 25% were hull damage. The remaining

were grounding or unclassified events. Half of the events occurred in sea states with a significant

wave height of less than 3 meters, two-thirds occurred when the mean wave period was near 7

seconds, and almost all occurred offshore, but not in open ocean. The majority of these accidents

were with larger vessels such as cargo or container ships. As the size of the vessel decreases, the

effect of waves increases. For example, a 2 meter wave would hardly be noticed by an aircraft

carrier, but a dinghy would struggle navigating a wave of that size. Additionally, as the threshold

for the wave size necessary to cause an impact lowers, the likelihood of encountering those waves

increases. Sea states with significant wave heights of 1-2 meters are quite common and, in fact, are

the majority measured off the coast of India, (Mishra et al., 2014), and at various locations around

Europe, (Smith et al., 2011). Figure 1.1 shows a global snapshot of the significant wave height of

the oceans. Most of the coast of western Europe show a significant wave height of 2.5 to 5 meters

and globally most coast show a minimum of 1 meter significant wave height. Larger waves can be

easier to forecast as they require longer sustained winds and surges to develop such as when caused

by a hurricane or tropical storm, while smaller waves can develop more rapidly and be due to the

onset of a local storm or high wind event.

Failure to compensate for the presence of waves could also lead to bow diving, or other compromising

positions which cause an ingress of water, which in turn could affect maneuverability, equipment



Chapter 1 Introduction 3

Figure 1.1: Global significant wave heights for 30 March 2017. Source: www.marine.copernicus.eu

damage, or in the case of too much water, sinking. This is shown in Jankowski and Laskowski

(2006) where continued ingress of water over the gunwale, bow, or stern leads to capsizing. This is

especially true in head seas whereby the higher frequency of the wave encounters results in more

frequent events of water over the sides, and the higher differential speed between the vessel and

the waves means more water is taken on in each event. When the water flowing in is greater than

the water flowing out, the vessel begins to lose stability and capsizes or continues taking on water

until buoyancy is lost. The U.S. Coast Guard’s 2020 report on recreational boating accidents shows

that flooding and swamping is the second most common accident type (U.S. Coast Guard, 2020).

Inexperience and alcohol use are by far the largest primary contributing factors to accidents, but

the second most is environmental causes such as weather, hazardous waters, and force of wave or

wake. However, the report does not specify the percentage of each accident type caused by which

contributing factor. Though capsizing was a small percentage of accident types examined by Krata

(2008), it accounted for a large portion of deaths.

Though this thesis focuses on an unmanned ASV, passenger ASVs are also beginning to be used.

In 2018, Rolls Royce, along with Finferries, launched the first autonomous car ferry (Rolls Royce,

2018). Control of a vessel which carries humans is even more difficult. Actuation in waves which
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results in continued rolling or pitching oscillations can cause discomfort and sea-sickness in people.

Roll-heave or pitch-heave motions can have the most dramatic effect, (Wertheim et al., 1998). The

vessel does not need to sink or receive damage to be dangerous or life threatening. Large motions

can cause people to fall over, run into objects, or if they are near the railings, they could fall

overboard. For these reasons, whether it is the risk of loss of a vessel and equipment, or the loss of

life, ASVs should to be designed to account for all 6 DOFs, especially if intended to operate in the

presence of waves.

1.2 Background

This thesis uses a model of an ASV called Halcyon. Figure 1.2 shows the Halcyon, while Table 1.1

shows the basic parameters of the vessel. This is a medium-sized vessel intended to operate near

or offshore. As just discussed, this is where most weather and wave induced accidents occur.

Additionally, because it has been designed as a seafaring vessel, it is large enough and has enough

actuation force to maneuver effectively through small and medium waves ranging from 0-1 meters.

However, it is small enough that commonly occurring medium to large waves, 1-3 meters, requires

additional mitigation strategies. The timescale for maneuvering the Halcyon, that is, the time it

takes to significantly alter its velocity or heading, is typically shorter than the wave period for waves

ranging from 1-3 meters. This makes Halcyon the ideal platform for developing wave force mitigation

strategies for ASVs. With smaller vessels the frequency of the waves which require mitigation can

be too high to provide enough time to navigate around them. For these, it is beneficial to have

a design which provides a high level of stability such as Liquid Robotics Wave Glider (Liquid

Robotics). Larger cargo and shipping vessels have such a large mass that maneuvering timescales

are in minutes.

1.3 Aims and Objectives

It has just been shown that waves and other environmental effects can cause damage, capsizing,

and loss of life for vessels, even when operated by skilled human pilots. Additionally, the increase

in the use and operating environment of autonomous surface vessels, and the ever present waves in
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Figure 1.2: A rendering of the Halcyon ASV.

Table 1.1: Basic Halcyon physical parameters

Parameter Symbol Value Unit

Length L 11.2 m
Beam B 3.2 m
Height H 2.9 m
Draft T .7 m
Mass m 11000 kg
Top Speed 12.8 m/s
Number of engines 2
Number of propellers 2

a sea environment indicates the need to develop a controller which can navigate the waves. So the

aim of this thesis is stated as:

Having knowledge of the sea-state, how can a controller be developed as

to reduce wave forces and the potential of capsizing a boat?

Achieving this aim requires the following:

� Finding a suitable controller which can incorporate knowledge of the ocean disturbances into

its control decisions. As it allows for mitigating future disturbances, predictive control is an

ideal choice for this.
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� Adapting the Sheffield Wave Environment Model and Halcyon ASV model so as to be con-

ducive for use in the controller.

� Formulation of path following and wave induced motion mitigation as an optimal control

problem, based upon the aforementioned coupled 6-DOF vessel and wave model.

� Investigating the optimal control behavior and devising of a method to produce a long time-

scale optimal behavior.

� Implementing of these optimal behaviors, based upon a two degree-of-freedom controller de-

sign.

� Testing of the performance of the controller compared to a conventional path following con-

troller in both, idealized conditions in which the controller has full knowledge of the waves,

and in a fully developed sea where the controller has limited knowledge of the waves.

� Determining the practical aspects of the controller including prediction horizon length and

step length based upon the ocean environment.

1.4 Notable Contributions

As stated, the aim of this research is the development of a control method for autonomous surface

vehicles in rough seas. As this is an area of research that has not received much attention, much

of the contributions center on the foundational understanding of optimal control and the control

architecture in these conditions. The contributions of this work are as follows:

� Construction of path following problem to include mitigation of harmful wave induced motions

using a 6 DOF vessel model. This is in contrast to the more typical 3 DOF motion controller

which seeks to only minimize wave induced motions which affect path following performance.

This is presented as an optimal control problem and solved using the Real Time Iteration

Scheme method of Nonlinear Model Predictive Control.

� Numerical evidence that throttling and two-timescale tacking emerge as optimal control strate-

gies via analysis of the solution to the above. There is a recognition that the longer time-scale

tacking is intractable to the controller as devised for tacking upon individual waves. This
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required the development of a two degree-of-freedom control architecture with an outer loop

consisting of a novel tacking planner that is agnostic to the time dependent features of the

wave harmonics.

� Numerical results that conclusively demonstrate the performance benefits of this controller,

compared to conventional control designs that neglect the coupled vessel/wave dynamics in

varied sea conditions and desired headings. Additional results which shows superior perfor-

mance continues in full sea state, and with mismatch wave parameters.

1.5 Thesis Outline

The rest of the thesis is organized as follows:

� Chapter 2 presents a literature review of ASV control. It starts with a brief history, discusses

ASV types and uses, and presents various path following and trajectory tracking techniques

used in the maritime field. This includes Line of Sight (LOS) path following with PID and

MPC controllers as well as more recent research in energy optimized or COLREG compliant

path planning.

� Chapter 3 introduces the boat and wave model used in this thesis. This chapter also discusses

simplifications made for the model used by the controller and changes to the simulation model

to improve its accuracy for monochromatic environments.

� Chapter 4 formulates the control problem and the NMPC controller. This includes a discus-

sion on the Real Time Iteration (RTI) scheme. Formulation of the problem is given for both

single and multiple shooting methods, both of which are implemented in this thesis.

� Chapter 5 early methods are shown for incorporating the wave disturbance into the model by

means of a wave state, along with results for a 1 DOF test. A modified method for modeling

the wave disturbance is then shown along with initial tuning results for the NMPC in a head

sea with large waves. Based on these results, it is shown that for navigation of the individual

waves and long-term tacking along the desired path a two-timescale control architecture is

needed
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� Chapter 6 a model-based tacking planner employing a cost function for head seas is in-

troduced. Results for a variety of sea states, and desired heading and velocities are shown.

Along with this testing is performed with a variety of prediction parameters, mismatched

wave information, and in a full sea state.

� Chapter 7 discusses the results of the combined tacking planner and NMPC controller in

a head sea for various sea states. Additional tests showing the performance for differing

prediction horizons and time steps are presented, along with the NMPC results in a full sea

state.

� Chapter 8 presents the changes to the tacking planner for both beam and following seas. The

different design considerations for the different sea conditions are examined and the results

are presented. Challenges in the simulation of following seas are also discussed.

� Chapter 9 concludes the thesis with a review of the results along with future work consid-

erations.

1.6 Publications

Much of work in this thesis is found in the following publications:

� Daniel R. McCullough, Bryn L. Jones, Oscar J.G. Villarreal, and J.A. Rossiter. Towards

Control of Autonomous Surface Vehicles in Rough Seas. In IFAC-PapersOnLine, volume 53,

pages 14692–14697. Elsevier Ltd, 2020.

� Daniel R. McCullough, Bryn L. Jones, and J.A. Rossiter. Optimal Control of Autonomous

Surface Vehicles in Rough Seas. In IEEE Oceanic Engineering Submitted 2021.

1.7 Summary

This chapter introduced the reader to the trend of automating surface vessels, the dangers of the

water for even skilled helmsmen, and the basic parameters of the vessel this thesis is based upon.

The aim, objectives, and novel contributions of the thesis were discussed. Next we will look at the

current research in the control of surface vessels.



Chapter 2

Literature Review

This chapter presents an overview and brief history of autonomous and unmanned surface vehicles

and their uses. It follows with a literature review of recent and current literature on the challenges of

ASVs with an emphasis on path and trajectory following. This chapter is intended to give a general

understanding of the fields covered in this thesis, with later chapters providing further relevant

literature and technical details on the control methods used for this research.

2.1 History and Development

Automatically controlled surface vessels (ASVs) have existed for hundreds, if not thousands, of

years. Roberts and Sutton (2006) recounts how Sir Francis Drake used fire boats to help defeat

the Spanish Armada in 1588. However, these early examples typically involved simply affixing the

rudder or sail into locked position to maintain a course. The first vessel to actuate automatically

to maneuver and maintain stability was the Whitehead torpedo in 1866. This was achieved with

a pendulum and hydrostat controller, an early form of PD control (Briggs, 2002). Automatic

piloting assistance devices began to regularly appear on human-piloted vessels throughout the early

20th century to help maintain course in the presence of disturbances and currents. Unmanned

controlled vessels continued to be developed in the 1940s. These were remote operated units, or

automatically steering vessels, akin to the Whitehead torpedo, used for target practice or mine

sweeping duty (U.S. Navy, 2007). Use in the private sector took off in the 1960s in the form of

dynamic positioning vessels for use primarily in the oil and gas industry. With the advent of deep

9
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sea drilling, traditional anchoring or other methods of mooring became infeasible due to the water

depth, so dynamic positioning ships used azimuth thrusters to maintain its position in the water.

This was done first manually by the Cuss 1 and then later via a control system with the Eureka

(Fay, 1989).

In the 1980s and 1990s, as computing continued its trend of becoming smaller, faster, and more af-

fordable, relatively inexpensive microcontrollers saw wide adoption in all aspects of control research

(Trevennor, 2012). No longer constrained to the large ships that were required to be able to carry

the computer cabinets, autonomous surface vehicles began to rapidly increase in use. Starting in

1994, MIT developed a replica sea trawler ASV named ARTEMIS (Manley and Frey, 1994).This

was quickly followed up with a small catamaran style ASV to be used for bathymetry called ACES

(Manley, 1997). This vessel was redesigned to lighten it, improve transportability, and improve the

maneuverability and control on the water. This redesigned vessel was renamed AutoCat (Manley

et al., 2000). In Europe, the ASIMOV project spurred the development of the DELFIM ASV

(Pascoal et al., 2000). The early 2000s saw a large number of ASVs developed by various research

agencies and universities (Curcio et al., 2005; Alves et al., 2006; Ferreira et al., 2007b,a).

2.2 ASV Applications

Without the requirement of a vessel being constructed to carry a crew, it can reduce in size dramat-

ically. This can greatly reduce the cost of building and maintaining the vessels and applies to both

controlled and autonomous vessels. Autonomy has additional benefits of potential higher accuracies

of metrics, such as path following without fatiguing as a human pilot would, and allows a single

operator the ability to manage a fleet (U.S. Navy, 2007). These advantages make ASVs good can-

didates for scientific and environmental monitoring. Many of the early research vessels mentioned

above were used for this monitoring, with ARTEMIS developed for bathymetric survey of inland

coastal waterways, and subsequent improvement in the design of the ASVs moving further out into

coastal waters (Manley, 1997; Manley et al., 2000). The DELFIM was designed for surveying and

as a relay for underwater vehicles to communicate with above water researchers (Pascoal et al.,

2000). Autonomous water samples were provided by Sesamo (Caccia et al., 2005). With many of

these vehicles, they provide valuable data on waterways, as well as providing a useful platform with
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which to test control techniques and sensing hardware (Vaneck et al., 1996; Ferreira et al., 2009;

Kimball et al., 2015; Almeida et al., 2009; Larson et al., 2006; Caccia et al., 2008; Martins et al.,

2007; Ferreira et al., 2012).

Another area of research, as highlighted above, is in military uses. Early developments were in

torpedoes and drone target boats Roberts and Sutton (2006). It was recognized in the US Navy’s

Unmanned Surface Vehicle (USV) Master Plan (U.S. Navy, 2007), that full autonomy is necessary

for future missions to act as a force multiplier. Full autonomy reduces necessary manpower, reduces

communication bandwidth necessary for control, and extends the operational range and capabilities

of the vehicles. Today, a US Congressional report shows the navy has a multitude of autonomous

and semi-autonomous vessels ranging in size from less than a meter to over fifty meters, in various

stages of development (O’Rourke, 2020). ASVs provide a method of continuous automated perime-

ter patrol Oleynikova et al. (2010), or area patrol Campbell et al. (2012) for security purposes.

Additional roles in patrolling include mine countermeasures (Pastore and Djapic, 2010).

With the maturation of control techniques, ASVs are seeing deployment in passenger vessels. As

mentioned above, Rolls Royce recently began operation of an autonomous car ferry (Rolls Royce,

2018). A small passenger research ferry has been in use for several years in Norway (Hegerland,

2018). Other small passenger ferries are in early stages of deployment, with an autonomous water

taxi in Amsterdam called Roboat set to be launched widely in the next year (Wang et al., 2020).

Hyundai also recently tested a passenger ferry in the Pohang canal in South Korea (Unmanned).

The increasing use of ASVs to carry passengers has prompted an examination of the public’s reaction

and willingness to ride on these vessels (Mehta et al., 2021).

2.3 Vessel Modeling

Modeling and simulating marine structures and vessels uses a variety of methods and software.

Computational Fluid Dynamics (CFD) programs solve the Navier-Stokes equations directly, result-

ing in an accurate representation of the dynamics of the system. The scale at which the turbulent

flow is modeled varies from Direct Numerical Simulation (DNS) which models all the way down

to the Kolmogorov scale, to Large Eddy Simulation (LES), to Reynolds Averaged Navier-Stokes

(RANS), which averages the Navier-Stokes equations (Date, 2005). Beyond this there are methods
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in which to deal with modeling the interaction of two fluids. For marine applications this is the

sea and air. There are two common methods used, the Volume of Fluid method, and the Level

Set method Katopodes (2018), however, this is beyond the remit of this thesis. One common area

in which CFD is used is in ship design as it allows for testing and troubleshooting before costly

prototyping is performed. The turbulence model used is often RANS as the computational power

necessary for DNS and LES often far exceeds the benefit in resolution. CFD also allows for opti-

mization methods to be applied to the design, accelerating the design time to finding a hull shape

which meets performance specifications in maneuvering and fuel economy (Tahara et al., 2006).

For use in control design, CFD models and simulations can help to understand highly nonlinear

phenomena and dangerous situations, such as broaching in following seas. This topic is more thor-

oughly discussed in chapter 8, but this area is still being researched to further our understanding

of the development of broaching, and methods of control to mitigate it (Carrica et al., 2012). This

is an area where CFD excels as sea-trials would be prohibitively expensive as loss of the vessel is

guaranteed.

However, just as there is not always a need for the high resolution of DNS, there are also times in

which the mean effect of the fluid flow is sufficient. For most control strategy development, with the

exception of following seas as mentioned, idealized flow can be used to estimate the hydrodynamic

response of the vessel. This is done using potential flow theory in which several assumptions of

the fluid are made. These are that the flow is constant, irrotational, incompressible, and inviscid.

With these assumptions, the fluid dynamics reduce to a scalar function referred to as potential.

Using this potential function, a boundary value problem can be obtained and solved for to find the

pressure upon the hull (Newman, 1977). The establishment of the boundaries typically occur in

one of two methods. The strip method, useful for slender bodies, assumes that the flow across the

lateral sections of the vessel varies much more than the flow along the longitudinal sections, and

thus the vessel is divided into lateral strips along the body (Chatjigeorgiou, 2018). A popular strip

method software is ShipX Sintef (2022). The assumption of little longitudinal variation makes the

strip method ill suited for more complex geometries Kara (2022). Instead, the panel method can

be used in which the vessel is divided along both the longitudinal and lateral length resulting in

a mesh of panels. Originally developed at MIT, WAMIT is a well known panel method software

WAMIT (2013). While these methods provide some hydrodynamic data on the vessel, they do not

calculate everything, such as the viscous damping terms. For a fully developed model, a seakeeping
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model derived from one of the above methods can be combined with a maneuvering model with

added nonlinearites such as memory fluid effects to obtain a good description of characteristics

of the vessel. This is done in Skejic and Faltinsen (2008), and Heins et al. (2017) with sea-trials

showing good agreement with maneuvering, and in Fossen (2005) & Perez and Fossen (2007).

Further, there has been much research in the applicability of the various methods in capturing the

motion of vessels in the sea. For Smith and Silva (2017) which compared linear and nonlinear strip

methods, it was found that the pitching due to waves was underestimated by the linear model as

compared to the nonlinear model for higher wave heights. This was also found in Grigoropoulos

et al. (2003), who looked at both strip and panel methods as they compare to live model testing,

and it was found that pitching due to waves was underestimated compared to the model test. In

Niklas and Karczewski (2020) it is noted that the strip method was insufficient to capture the

nonlinearities in a vessel’s ability to handle wave slamming or breaking. The panel method was not

tested, so it is unknown if it would perform better as the front of the vessel, which is responsible

for this behavior, is a complex shape which strip methods struggle with. In some studies, including

Liu et al. (2021), stern overhangs can cause nonlinearities as only certain waves interact with this

part of the vessel, and this in turn leads to disagreements with potential theory modeling methods.

Additionally, there is some roll and sway forces in live model testing for head and following seas

that do not appear in simulation. A simulation model of a Royal Lifeboat Severn Class is built

using the MAESTRO software in Prini et al. (2015), with live model testing in Prini et al. (2016),

and full scale sea-trials in Prini et al. (2018). The simulation model showed higher estimation of

pitching at zero speed and high speed compared to the live model test and lower wave loads at high

speeds compared to the sea-trials. This is most likely due to planing at higher velocities not being

captured by the model. A maximum difference of 18% was found between the strip based numerical

method and live model testing in Burlacu et al. (2018). These studies show that potential theory

methods give a good estimation of vessel response in waves, however, their lack of ability to fully

capture the nonlinearities means that edge cases of high or low velocities, or high waves may result

in some model inaccuracies.
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2.4 Control Techniques

There are a multitude of research areas in the control of ASVs. Dynamic positioning, detailed in

the introduction for use in oil and gas exploration, uses multiple thrusters along the vessel and the

main propellers to maintain a set position in the presence of disturbances (Sørensen, 2011) or even a

defined orientation while traveling along a path at slow speeds (Martinsen et al., 2020). Operations

in confined waters requires identification of obstacles to avoid (Larson et al., 2006). In traffic,

manned and unmanned vessels must abide by the Convention on the International Regulation for

Preventing Collisions at Sea (COLREGs), to avoid one another. This requires a high or mid-level

path planning with knowledge of the paths of other vessels to safely navigate (Kuwata et al., 2014;

Benjamin and Curcio, 2004; Allen, 2012; Eriksen and Breivik, 2017; Moe and Pettersen, 2017;

Campbell et al., 2012; Naeem et al., 2006). Another task employed by path planners is efficient

routing of the vessel for fuel conservation (Lee et al., 2015; Bitar et al., 2018; Kandel et al., 2020).

These high-level planners rely upon lower level controllers to follow the set references. Two primary

controllers exist for this task, path following, and trajectory tracking controllers. Path following

controllers adhere to a set of defined positions forming a path. Trajectory tracking is the path

following problem with an additional temporal constraint to satisfy (Bibuli et al., 2007; Fossen,

2011). A third controller type is called a maneuvering controller, which is composed of two parts,

the geomtric path following task, and a speed assignment task (Skjetne et al., 2004; Skjetne, 2005).

In most of the literature, the speed assignment is assumed or is labeled path following with a speed

assignment. A common approach to path following is using line-of-sight (LOS) based control. This

is a kinematic approach in which the reference heading is determined based upon the crosstrack

error and look-ahead distance. Yaw control is then typically handled by some form of PID controller

(Fossen et al., 2003). Compensation for ocean currents can be provided by integral control as in

(Caharija et al., 2014), or with an observer for both the straight line path (Paliotta and Pettersen,

2016) or curved path (Belleter et al., 2019). A prediction estimation is added in Liu et al. (2016a) for

future sideslip angles to improve performance in LOS path following. An MPC controller replaces

the PID to further improve path following performance (Liu and Geng, 2017). In Fossen et al.

(2015), an adaptive integral slideslip compensation is embedded for LOS path following for Dubins

paths. Time-varying disturbances are addressed in Wang et al. (2016) with an adaptive, robust finite

time trajectory tracking which, employs a finite time disturbance observer. Ocean disturbances are
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included to test observer estimation, and direct and indirect integral LOS in Fossen and Lekkas

(2017). Additional collision avoidance is added to the task of ocean current mitigation in Moe and

Pettersen (2017).

The lookahead distance has a large impact on the performance of the path following. A short

lookahead distance provides fast convergence to the path but large overshoot, while a long lookahead

distance provides a smooth convergence, but a long settling time. Several methods have been

employed to combine the benefits of both while rejecting the consequences. Adaptive lookahead

distance is added in Wiig et al. (2018) to provide appropriate lookahead distance for a given speed.

In Pavlov et al. (2009), the LOS framework is used with an MPC controller to vary the look ahead

distance to improve performance at all velocities without overshooting the path. A crosstrack error

based speed assignment controller was used in Peymani and Fossen (2013) to increase the velocity

of the vessel off path to improve convergence time. An additional positional constraint is added

in Lekkas and Fossen (2014), to transform the LOS path following task into a trajectory tracking

problem.

In path following a benefit of MPC in its use is the native ability of constraint handling. Using

their Springer boat model, Annamalai et al. (2013) compares the performance of a typical LQG

optimal controller with an MPC based optimal controller in a 7 waypoint tracking simulation on a

calm surface with an omnidirectional current. The MPC controller showed an improvement in both

crosstrack error, and actuator usage. Optimal and model predictive control have seen an increase

in use recently due to an increase in computational power of computers, and the objectives of

ASVs expanding beyond only path following. Model-based optimal control are used for trajectory

planning about fixed obstacles (Bitar et al., 2019b). In Bitar et al. (2020), optimal control is used for

planning the docking of an autonomous ferry utilizing dynamic positioning control. While a direct

optimal control MPC based controller is employed to dock the ferry in Martinsen et al. (2019). A

hybrid approach is used to incorporate COLREGs into energy optimized trajectory planning using

MPC as a controller (Bitar et al., 2019a).

Model-based control, while requiring more effort in the devolopment of the model, once produced,

can exhibit great performance. However, ASV’s may vary their characteristics drastically during

operation due to mass changes. This may occur when a military ASV launches missiles, a research

ASV performs an automatic launch and recovery mission of an AUV, or a search and rescue ASV
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picks up stranded sailors. An auto-regressive exogenous ARX model of the Springer vessel is used

in Annamalai et al. (2015) in a new adaptive MPC controller. An initial model was established and

then three methods were tested for parameter estimation of the model during a mass change of 50

percent; gradient descent, least squares, and weighted least squares. Though the standard weighted

least squares showed good adaptability to the mass change, changes were made to the algorithm to

improve accuracy. The covariance matrix was reinitialized every 25 seconds, while θ, the unknown

parameters of the model, was kept constant, and more weighting was given to past values instead of

current ones. Tests in both a mass change and a change in drag were done in Klinger et al. (2017)

on their catamaran ASV. Using a traditional backstepping and an adaptive backstepping controller

the team both dropped a 39 kg payload from the ASV and picked up a lightweight payload to

induce drag. The adaptive backstepping controller displayed a much lower steady state speed error

before and after the drop test and the increase in drag test compared to the standard backstepping

controller, but had slightly higher error in heading both before and after compared to the standard

backstepping controller.

All of these control strategies work well for their stated purpose of path following, and even more

complex tasks of docking or obstacle avoidance, with stability proven in many of the papers. Addi-

tionally, with the LOS principle being kinematically based, detailed knowledge of a specific vessel’s

dynamics is unnecessary, which can be beneficial for application to real vessels. However, these

papers do not include non-planar degrees of freedom (DOFs). That is, they only include surge,

sway, and yaw motions. While these controllers are highly effective for path following, this may

lead to bow diving and capsizing in severe weather.

As deployments of ASVs continues to increase, so too does their exposure to dangerous wave

conditions. Waves can impart large forces upon vessels, with smaller vessels experiencing larger

motions owing to their smaller masses. Path following performance is relevant to typical mission

scenarios for ASVs such as bathymetric surveying, which require transitions from one waypoint to

another (Kimball et al., 2015). However, control based primarily, or only on this metric risk damage

or loss of vessel in rough seas. As noted in Liu et al. (2016b), much of the literature on ASV control

focuses on 3 DOF models in calm seas. Few studies include actuator and yaw rate constraints in

the controller design. Fewer still include constraints in the presence of environmental disturbances

and rarely is the controller design based upon a 6 DOF model. As sea conditions deteriorate, the
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requirement of good path following becomes superseded by survivability of the ASV. Human boat

pilots balance path following with reductions in forces experienced by the crew or equipment, by

adjustments in throttle or the encounter angle with waves (L3Harris, 2016). A key question that

has motivated this thesis is whether or not such control behaviors applied by boat pilots are optimal

and how to automate such behavior.

There are studies which take into consideration the other DOFs such as pitch and roll. For larger

vessels which can handle larger waves, roll angles can still present a capsize issue. Using the LOS

framework, MPC was used in Li et al. (2010) to constrain the roll angle of an S175 container ship

while maneuvering in a path following scenario. Wave field and rudder constraints were added in

Li et al. (2009), however, the controller had no knowledge of the waves and did not implement a

predictive strategy to mitigate their effects. The waves were included to demonstrate the robustness

of the controller in the presence of disturbances. It also should be noted that control strategies differ

for larger vessels where their high centers of gravity mean that large rudder movements should be

avoided. This pushes the timescale of the yaw response above that of individual encountered waves,

hence making localized tacking maneuvers unviable. In Ono et al. (2014), Response Amplitude

Operators (RAOs) were used to catalog maximum roll and pitch angles for a set of headings and

velocities. Based upon predefined pitch and roll constraints, the set of headings and velocities

were classed as safe or unsafe. A mixed integer MPC path planner was used to satisfy the control

objectives and avoid unsafe headings and velocities. However, the transition between safe regions

occurred in a discontinuous fashion, without constraints on the vessel input, nor with consideration

of the dynamic coupling between the waves and the vessel. The latter point is important, since

the response of a vessel depends upon its position on a wave and so the phasing of any controls

requires careful consideration. In Reinhart et al. (2010), this coupling is considered in the design

of an a priori differential evolution algorithm, which found that tacking led to reductions in bow

diving. This led to the development of a tacking framework for a PID controller to reduce bow

diving compared to a non tacking PID controller. However, all tacking was performed at the same

heading angle, regardless of the desired destination. The offline nature of the DE method required

a large number of simulations in order to generate a ‘framework-scheduling’ table; essentially a

parametrization of the solution space. Using a framework developed for one wave condition resulted

in worse performance when used on another wave condition, as seen when the original framework

was used on smaller waves. Finally, as noted by the authors, the PID controller was unaware of
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the local wave conditions. This meant that whilst tacking reduced bow diving, the PID controller

was liable to respond in an adverse fashion to wave-induced disturbances, in a fashion that could

be prevented through the use of predictive control.

A prediction of oncoming disturbances allows for mitigation of their effects in advance of them

exciting the system, in contrast to the purely reactive nature of feedback control, alone. An NMPC

controller was applied to the problem of trajectory tracking in a calm sea in Abdelaal et al. (2016).

Collision avoidance and disturbances in the form of an arbitrary constant force in each DOF were

included in Abdelaal et al. (2018), with the disturbances estimated with a nonlinear disturbance

observer. However, and as in much of the preceding literature, the studies of Abdelaal et al. (2016)

and Abdelaal et al. (2018) were restricted to 3 DOFs only, given their focus on trajectory tracking.

The ability of a vessel to path follow in rough seas has been examined in Thakur et al. (2012).

Parallel computing on a graphics processing unit was used to accelerate the time required to run,

on board, a Monte Carlo simulation of a 6 DOF model using a PID controller, in rough seas,

following a path between land masses. This was used to construct a state transition map and

ultimately, determine if a path between the land masses, such as a narrow channel, was viably safe

given the sea state and propose an alternative path if not. While the paper examined the effect

of rough seas on the ability of a vessel to follow a path in dangerous areas, it did not directly

address the problem of real-time path following when perturbed by waves instead relying on a more

typical LOS PID controller for path following. This thesis relies upon, and assumes knowledge of,

the wave conditions. Though the research into deterministic sea wave prediction is ongoing this

assumption is justified by the ability to predict the wave forecast for several wave fronts ahead with

measurements of oncoming wave profiles (Merigaud and Ringwood, 2019). Measurements of the

wave profiles could be provided by LiDAR as in (Belmont et al., 2007; Blenkinsopp et al., 2012;

Nouguier et al., 2014), or the encounter frequency could be estimated via an accelerometer and

nonlinear observer as in (Belleter et al., 2015).

2.5 Summary

The literature review walked through a brief history of the control of ASVs. The controller structure

and types of controllers used in path following were discussed, and it was shown that little literature
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exists for a 6 DOF controller with mild disturbances, as well as adverse conditions. This, with the

background in chapter 1, sets the motivation for the topics covered in this thesis. Next, we look to

build a model of the vessel and the ocean surface.





Chapter 3

Boat and Wave Model

This chapter introduces the model and simulation environment used for this thesis. The simulation

model, Sheffield Wave Environment Model (SWEM) was developed by Heins and Jones (2016) to

enable rapid testing of guidance, navigation, and control (GNC) systems and reduce the need of

sea-trials. It produces an approximate sea surface with a combination of several wave models. User

controlled inputs, such as fetch area, swell height, and current speed allow for the creation of a

wide range of sea states, from calm seas to storm surges. Though it produces a good replication

of the sea surface elevation, SWEM is not a full fluid dynamics simulation. Solving the Navier-

Stokes equations necessary for this would be too computationally demanding for practical use in

devloping control strategies for ASVs. Owing to this, SWEM does not produce breaking waves,

and the current velocity is constant, uniform, and surface only, i.e. it does not contain the orbital

mechanics found in waves. This is discussed more in the following sea section.

Further work led to the development of an ASV dynamics model called Halcyon for use in SWEM

(Heins et al., 2017). The Halcyon model employed in this study is based upon the C-Sweep vessel

from L3Harris, a midsized minesweeper. The vessel is mono-hulled, with twin propellers, and twin

rudders with the propellers and rudders operated as one, respectively. This vessel is ideal for the

research presented here as it is large enough to be seagoing, with actuation forces sufficient enough

to maneuver through waves, yet not so large that the timescale of actuation is longer than that of

the wave periods. The rest of the chapter discusses modifications made for the controller model.

This was necessary to make the model amenable to the controller. Some of the dynamics of the

boat would be computationally burdensome for the controller to attempt to simulate, while other

21
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dynamics are presented in a discontinuous state which is difficult for numerical solvers to solve.

Additional changes were made to the simulation model to more accurately model a single harmonic

environment. It is shown that these changes, while meaningful in a single harmonic environment,

do not materially affect the simulation for full sea states.

3.1 Simulation Model

SWEM generates the wave environment by combining spectral wave models (SWMs) which account

for ocean swell, wind conditions, water depth, and ocean currents. The Elfouhaily (EY) SWM,

(Elfouhaily et al., 1997), calculates the higher energy, lower frequency spectrum of ocean swells

which is then superimposed with the Texel-MARSEN-ARSLOE (TMA) SWM, (Bouws et al., 1985),

a lower energy, higher frequency spectrum accounting for local wind direction and water depth. This

produces a total wave energy spectrum that is then multiplied by the Nwogu SWM, which models

the effect currents have on the waves, resulting in the final wave energy spectrum ΨFinal(k, ϑ),

(Nwogu, 1993). This energy spectrum is used by SWEM to model the wave amplitudes using the

following expression:

Aki,ϑj =
√
2ΨFinal(ki, ϑj)ki∆k∆ϑ, (3.1)

where ki ∈ R is the spatial wave number, ϑj ∈ R is the direction, ∆k := |ki+1 − ki|, and ∆ϑ :=

|ϑj+1 − ϑj |, where i and j are integers. The mean of the one-third largest waves is defined as the

significant wave height Hs, where the height of a wave is double its amplitude. Figure 3.1 shows an

example of a wave environment produced by SWEM.

This amplitude is used by the Halcyon model to calculate the first-order forces the waves impart

on the vessel by:

τ{dof}wave =
N∑

i=1

M∑

j=1

ρwg
∣∣∣F {dof}

wave

(
ωi, βj , U(t)

)∣∣∣Aki,ϑj cos
(
ωe

(
ωi, βj , U(t)

)
t+ ∠F {dof}

wave

(
ωi, βj , U(t)

)
+ ϵki

)
,

(3.2)

where dof ∈ {1, 2, 3, 4, 5, 6} indicates a particular degree of freedom, ρw = 1025 kg/m3 is the density

of seawater, g = 9.81m/s2 is the acceleration due to gravity, F
{dof}
wave ∈ R is the force RAO, ωi ∈ R

is the wave frequency number, βi ∈ R is the wave direction with respect to the vessel, ∠F {dof}
wave ∈ R
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Figure 3.1: Example of a SWEM produced wave environment.

is the phase shift RAO, ϵki ∈ [0, 2π] is a random added phase component, and ωe ∈ R is encounter

frequency which is defined as:

ωe
(
ωi, βj , U(t)

)
:= ωi −

ω2
i

g
U(t) cos(βj), (3.3)

where U(t) =
√
u(t)2 + v(t)2 is the forward speed, u ∈ R is the surge velocity, and v ∈ R is the

sway velocity. The angular frequency, ωi is defined as:

ωi :=
√
gki tanh(kid), (3.4)

where d ∈ R is the water depth. Equation (3.2) shows the dependency of the wave forces upon

the wave encounter frequency and the force/phase RAOs. In turn, these are each dependent upon

throttle and steering inputs, hence establishing a causal relationship from these inputs to the wave

force responses.

With respect to the force RAO in (3.2), figure 3.2 shows the force RAO plots, that is,

ρwg
∣∣∣F {pitch}

wave

(
ωi, βj , U(t)

)∣∣∣Aki,θj , for the pitch degree of freedom for 2.5 m and 0.25 m wave heights.
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(a) The RAO force plot of 2.5m waves as a function of en-
counter angle and velocity.

(b) The RAO force plot of 0.25m waves as a function of
encounter angle and velocity.

Figure 3.2: These figures show the force RAO plots for 2.5m and 0.25m wave heights in the pitch
DOF. An angle β of 0 indicates the vessel encountering the wave head on in a head sea.

In 2.5 m waves and below 8 m/s, lower wave force is experienced in the pitch direction as the

encounter angle moves away from zero. In 0.25 m waves, the wave force is a magnitude lower, with

lowest force experienced at high forward velocity heading directly into the waves. As can be inferred

from the figure, manipulating the velocity and heading will alter the wave induced forces imparted

upon the vessel, as described by (3.2). Hence, the wave induced forces can be controlled, to some

extent, by the throttle and rudder inputs. However, the exact nature of the ‘best’ form of control

is far from obvious, not least given the additional nonlinear dependency of the vessel forces upon

the phase-shift RAOs, as described in (3.2).

3.2 Boat Model

Before discussing the vessel dynamics it is important to first establish the reference frames in which

the various dynamics are defined. The first reference frame is the body-fixed frame (b-frame). This

is a moving frame affixed to the vessel. The origin of this frame is usually chosen to be at the

midship point at the waterline (CO). Choosing this point requires careful attention to be paid to

transform the equations of motion about the center of gravity (CG) to the CO, or from the center

of flotation (CF) to the CO. The CF is the point about which the vessel rolls and pitches. The

advantage of using a geometrically fixed point, is the center of gravity can change depending on the

loading of the vessel. Next is the sea keeping, or s-frame. The s-frame is fixed at the equilibrium

state of the vessel while moving in waves. Lastly, there is the North-East-Down frame or n-frame.
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Table 3.1: SNAME notation
Description DOF Forces & Moments Velocities Positions

Motion in x (surge) 1 X u xn
Motion in y (sway) 2 Y v yn
Motion in z (heave) 3 Z w zn
Rotation about x (roll) 4 K p ϕ
Rotation about y (pitch) 5 M q θ
Rotation about z (yaw/-
heading)

6 N r ψ

This is a reference plane tangential to the surface of the earth. The axis point to true North, East,

and down, normal to the surface. The positions of the vessel are normally defined in this frame.

As discussed in the literature review, most research occurs on 3 DOF models. These models are

based on what is known as Maneuvering theory, whereby the vessel is assumed to be operating in

calm waters and therefore the dynamics are frequency independent due to the lack of waves. For

wave environments, seakeeping theory models the frequency dependent dynamics, such as natural

oscillating harmonics of the vessel as well as the motion due to wave excitation. Maneuvering

theory is usually developed in the b-frame while seakeeping theory is developed in the s-frame. A

unified theory for maneuvering and seakeeping combines the two methods and allows for a time-

domain representation of the vessel in most sea-states. Note that the seakeeping dynamics are

linearized about the s-frame, which is assumed to move at a constant speed and heading. Large

disturbances which move the vessel far from the equilibrium point might affect the accuracy of

the linearizations. The hydrodynamic parameters of the Halcyon model were computed using

University of Southampton’s hydrodynamic program THARBM (Hudson, 2000). The Society of

Naval Architects and Marine Engineers (SNAME) notation used for the motions and rotations in

the six degrees of freedom (SNAME The Society of Naval Architects and Marine Engineers, 1950)

are listed in Table 3.1.

The kinematic equation of the vessel in the inertial n-frame is described by:

η̇ = JΘ(η)v, (3.5)

where:

η := [xn, yn , zn, ϕ, θ, ψ]
T are the positions and Euler angles in the n-frame,
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v := [u, v, w, p, q, r]T are the linear and angular velocities in the b-frame,

and where JΘ(η) ∈ R6×6 is the Euler transformation matrix between the b-frame and n-frame

defined as:

JΘ =



Rn
b (η) O

O TΘ(η)


 , (3.6)

where,

Rn
b (η) =




c(ψ)c(θ) −s(ψ)c(ϕ) + c(ψ)s(θ)s(ψ) s(ψ)s(ϕ) + c(ψ)c(ϕ)s(θ)

s(ψ)c(θ) c(ψ)c(ϕ) + s(ϕ)s(θ)s(ψ) −c(ψ)s(ϕ) + s(θ)s(ψ)c(ϕ)

−s(θ) c(θ)s(ϕ) c(θ)c(ϕ)



,

TΘ(η) =




1 s(ϕ)t(θ) c(ϕ)t(θ)

0 c(ϕ) −s(ϕ)

0 s(ϕ)/c(θ) c(ϕ)/c(θ)



,

where c, s, and t (not to be confused with time, in this instance) denote cosine, sine and tangent

respectively. The following equation describes the motion of the vessel in the b-frame:

Mv̇ +CRB(v)v +CA(vr)vr +D(vr)vr + µ+Gη = τ + τwave, (3.7)

where:

vr := v − vc ∈ R6 are the relative velocities and vc is the current velocity in the b-frame,

M := MRB +MA ∈ R6×6, where MRB ∈ R6×6 is the rigid-body mass matrix, and MA ∈

R6×6 is the hydrodynamic added mass matrix,

CRB(v) ∈ R6×6 is the rigid-body Coriolis-centripetal matrix,

CA(vr) ∈ R6×6 is the hydrodynamic added mass Coriolis-centripetal matrix,

D(vr) := D+Dn(vr) ∈ R6×6, where D ∈ R6×6 is the linear damping matrix, and Dn(vr) ∈

R6×6 is the nonlinear damping matrix,

µ ∈ R6 is a vector of the fluid memory effects,
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Table 3.2: Halcyon physical parameters

Parameter Symbol Value Unit

Mass m 11000 kg
Roll Moment of Inertia Ixx 6982 kg·m2

Pitch Moment of Inertia Iyy 39077 kg·m2

Yaw Moment of Inertia Izz 36062 kg·m2

Length Lpp 11.2 m
Beam B 3.2 m
Height H 2.9 m
Draft T .7 m
Wetted hull surface area S 36.4 m2

Water displacement volume ∇ 10.7 m3

Water plane area at equilibrium Awp 27.4 m2

Frontal projected area above waterline Afw 2.4 m2

Lateral projected area above waterline Alw 16.5 m2

Transverse metacentric height ¯GMT 1.7 m
Longitudinal metacentric height ¯GML 20.6 m
Frontal projected area below waterline Ax 2.1 m2

Two-dimensional cross-flow drag coefficient C2D
D 0.63 m

Longitudinal distance between CG and CF LCG − LCF -0.37 -
Maximum forward speed of vessel umax 12.8 m/s

G ∈ R6×6 is a matrix that accounts for gravity and buoyancy effects,

τ ∈ R6 is a vector of control actuation forces,

τwave ∈ R6 is a vector of wave-induced forces.

3.2.1 Dynamic definitions

This section provides further definitions of the vessel terms in (3.7). Table 3.2 contains the physical

parameters of the Halcyon. The rigid body mass matrix is defined as:

MRB :=



mI3x3 −mS(rbg)

mS(rbg) Ib


 , (3.8)

where m is the mass of the vessel, I3x3 is an identity matrix, S is a skewed symmetric matrix, rbg

is a displacement vector between the vessel’s center of gravity CG and center of origin CO, in this

case they are the same so rbg = 0, Ib is the moments of inertia about CG. The skewed symmetric
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matrix is defined as:

S(λ) = −ST(λ) =




0 −λ3 λ2

λ3 0 −λ1
−λ2 λ1 0



, λ =




λ1

λ2

λ3



. (3.9)

The added mass accounts for the extra energy required for a moving vessel to move the surrounding

water. It is defined as:

MA :≈




A11(0) 0 0

0 A22(0) · · · A26(0)

A33(ωheave) 0 0

· · · 0 A44(ωroll) 0 · · ·

0 0 A55(ωpitch)

0 A62(0) · · · A66(0)




(3.10)

where A(ω) is a frequency dependent potential added mass and where a 0 indicates the zero fre-

quency value while ω indicates the natural frequency of the vessel in the axis labeled. Rotation

of the b-frame in the n-frame results in Coriolis and centripetal forces. The Coriolis-centripetal

matrices are defined as:

C(ν) :=




0 −S(M11ν1 +M12ν2)

−S(M11ν1 +M12ν2) −S(M21ν1 +M22ν2)


 (3.11a)

For the rigid body Coriolis-centripetal matrix CRB(ν):

MRB =



M11 M12

M21 M22


 , ν =



ν1

ν2


 , (3.11b)

and for the added mass Coriolis-centripetal matrix CA(νr):

MA =



M11 M12

M21 M22


 , νr =



ν1

ν2


 . (3.11c)
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The linear damping can be defined as:

D = Dp +Dv (3.12a)

where the forward speed-dependent damping is:

Dp :=




Xu 0 0 0 0 0

0 Yv 0 Yp 0 Yr

0 0 Zw 0 Zq 0

0 Kv 0 Kp 0 Kr

0 0 Mw 0 Mq 0

0 Nv 0 Np 0 Nr




, (3.12b)

and where the linear viscous damping is defined as:

Dv = diag{Dv11 ,Dv22 ,Dv33 ,Dv44 ,Dv55 ,Dv66} (3.12c)

The following equations are used to calculate the values of Dv:

Dv11 =
m+A11(0)

Tsurge
, (3.12d)

Dv22 =
m+A22(0)

Tsway
, (3.12e)

Dv33 = 2∆ζheaveωheave[m+A33(ωheave)], (3.12f)

Dv44 = 2∆ζrollωroll[Izz +A44(ωroll)], (3.12g)

Dv55 = 2∆ζpitchωpitch[Iyy +A55(ωpitch)], (3.12h)
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Dv66 =
Izz +A66(0)

Tyaw
, (3.12i)

where T is the time constant in the indicated axis, and ∆ζ denotes additional damping that can

be added to the indicated axis. T and ω were determined through sea trail data. The ∆ζ’s

were adjusted so that the linear model behaved similarly to the nonlinear model. The additional

off diagonal terms of the damping matrix was calculated using the University of Southampton’s

THARBM software.

The nonlinear surge resistance is defined as:

XDn(νr) = −1

2
ρwSC

∗
f (ur)|ur|ur, (3.13a)

where

C∗
f = Cf (u

max) +

(
Ax
S
Cx − Cf (u

max)

)
exp(−αu2r), (3.13b)

and

Cf (ur) =
0.075

(log10Re− 2)2
+ CR, Re :=

urLpp
ν

, (3.13c)

where ρw is the density of seawater, S is the static wetted surface area of the hull, C∗
f is modi-

fied resistance curve to ensure high enough damping levels at low speeds, ur is the relative surge

velocity, umax is the maximum surge speed, Ax is the frontal projected area of the hull below the

waterline, Re is the Reynolds number, ν is the kinematic viscosity of seawater, Cf (ur) is the normal

resistance curve, CR is the residual resistance, Cx is the current coefficient, and α > 0 is a weighting

constant. CR, Cx, and α were determined through sea trial data. The nonlinear resistance in the

sway direction is calculated as:

YDn(νr) = −1

2
ρwFC

2D
d

∫ Lpp/2

−Lpp/2
|vr + xr|(vr + xr)dx, (3.13d)

and in the yaw direction:

NDn(νr) = −1

2
ρwFC

2D
d

∫ Lpp/2

−Lpp/2
x|vr + xr|(vr + xr)dx, (3.13e)

where T is the vessel’s draft, vr is the relative sway velocity, and r is the yaw rate.
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For intermediate Stokes number, when the viscosity can neither be assumed negligible nor dominant

as in the case for added mass or added damping, time dependent terms remain in the momentum

balance equation between the vessel and fluid. This means the forces imparted on the vessel by

the fluid is not instantaneous, but occurs over time. These forces known as memory fluid effects is

modeled by:

µ :=

∫ t

0
K(t− τ) [νr(τ)− Ue1] dτ, (3.14a)

where,

K(t) =
2

π

∫ ∞

0
[BTotal(ω)−BTotal(∞)] cos(ωt) dω, (3.14b)

and where,

BTotal(ω) := BTotal(ω,U = 0) +DV . (3.14c)

In the above equations K(t) is a matrix of retardation functions, U is the forward speed, e1 is

a unit vector aligned with the axis xb, B(ω,U) is the forward speed-dependent hydrodynamic

potential damping coefficient matrix, and DV is the viscous damping matrix. Using frequency-

domain identification a transfer function is fitted to (3.14a) which is converted to second order

time-domain state-space model using the MSS FDI toolbox (Perez and Fossen, 2009).

The linear restoring matrix is defined as:

G :=




0 0 0 0 0 0

0 0 0 0 0 0

0 0 G33 0 G35 0

0 0 0 G44 0 0

0 0 G53 0 G55 0

0 0 0 0 0 0




, (3.15a)

where,

G33 = ρwgAwp, (3.15b)

G44 = ρwgGMT∇, (3.15c)
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Table 3.3: Halcyon propeller and engine parameters

Parameter Symbol Value Unit

Diameter D 0.6 m
Number of blades Z 5 -
Pitch to diameter ratio P/D 1.14 -
Blade area ratio Ae/Ao 0.9 -
Engine-propeller gear ratio GE 2.5 -
Engine idle speed Eidle 700 RPM

Table 3.4: Halcyon rudder parameters

Parameter Symbol Value Unit

Aspect Ratio AR 0.19 -
Planform area Ar 0.19 m2

Vertical distance between rudders and CG VCG 1 m
Longitudinal distance between rudders and CG LCG -4.71 m

G55 = ρwgGML∇, (3.15d)

G35 = G53 = ρwgAwp(Lcg − LCF ), (3.15e)

where Awp is the area of the water plane at equilibrium, g is the acceleration due to gravity, GMT

is the transverse metacentric height, ∇ is the displaced water volume at equilibrium, GMT is the

longitudinal metacentric height, and LCG is the longitudinal location of the center of gravity while

LCF is the longitudinal location of the center of flotation.

3.2.2 Actuation

The vessel is under-actuated with only two actuation controls for all 6 DOF. The actuation for the

vessel is achieved by the rudders and propellers:

τ = τrudder + τprop. (3.16)

The two rudders are similar to the wing of a plane and produces forces and moments in the surge

(Xr), sway (Yr), roll (Kr), and yaw (Nr) directions shown as:

τrudder = [ Xr Yr 0 Kr 0 Nr ]
T (3.17a)
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The drag induced in the surge direction is modeled by:

Xr = −
[
(∂CL∂α αe)

2

πAR
+ CD0

]
1

2
ρwAr(u

2
r + v2r ), (3.17b)

where ∂CL
∂α is the linear lift coefficient-angle of attack gradient, αe is the effective angle of attack of

the rudders defined as:

αe = α− atan2(vr, |ur|). (3.17c)

AR is the rudder aspect ratio, CD0 is the zero-lift drag coefficient, and Ar is the planform area of

the rudders. The force of the rudders in the sway direction is modeled as:

Yr = −
(
∂CL
∂α

αe

)
1

2
ρwAr(u

2
r + v2r ), (3.17d)

while multiplying by the vertical, VCG, and longitudinal, LCG distances results in the moments in

the roll and yaw directions respectively shown as:

Kr = −YrVCG, (3.17e)

Nr = −YrLCG. (3.17f)

The propellers produce a force in the surge direction, and a moment in the pitching direction shown

as:

τprop = [ Xp 0 0 0 Mp 0 ] . (3.18a)

The thrust in the surge direction is the result of two propellers, Xp = 2Tp where the thrust from a

single propeller is defined as:

Tp = KT (J)ρwnp|np|D4, (3.18b)

where,

KT (J) = K
{1}
T J2K

{2}
T J +K

{3}
T , J =

Va
npD

, Va = |ur|. (3.18c)

The speed of the propellers, np is in revolutions per second, D is the diameter of the propeller, J

is the advance coefficient, Va is the advance speed, and K
{i}
T are the thrust polynomial coefficients

defined as:

K
{1}
T = 0.0041, K

{2}
T = −0.5002, K

{3}
T = 0.6008. (3.18d)
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Table 3.5: Halcyon constraint parameters

Parameter Value Unit

Maximum Surge Velocity 12 m/s
Minimum Surge Velocity 1 m/s
Maximum Roll Angle ±15 degrees
Maximum Propeller Speed 22 rps
Minimum Propeller Speed 0 rps
Maximum Propeller Acceleration ±2.2 rps/s
Propeller Time Constant 5 s
Maximum Rudder Angle ±32 degrees
Maximum Rudder Rate ±40 degrees/s
Rudder Time Constant 0.1 s

The term,Mp, shows that the propeller can influence pitch motions by inducing a pitching moment,

Mp = XpVCG, though it is marginal.

3.3 Controller Model

The simulation model outlined in the previous section is not directly amenable to controller design

and so the purpose of this section is to define a simplified state-space representation. The model of

the coupled wave and ASV dynamics is:

ẋ(t) = f
(
x(t),u(t), t

)
(3.19a)

s.t.

xmin(t) ≤ x(t) ≤ xmax(t) (3.19b)

umin(t) ≤ u(t) ≤ umax(t) (3.19c)

where the state vector x is defined as:

x := [xc, u, yc, v, zn, w, ϕ, p, θ, q, ψ, r, np, αr]
T , (3.19d)

This includes additional states that account for the dynamics of the thrust, np, and rudder actuators,

αr, both of which are approximated as first-order systems with linear rate constraints. This also

includes xc and yc, which are the respective x and y positions in Cartesian coordinates. Table 3.5

lists the state and input constraints of the vessel. The detailed description of the state-space model

is included at the end of this chapter in section 3.6. With the exception of the terms relating to
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(a) Pitch wave force and pitch wave force + memory fluid
effects.
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(b) Yaw wave force and yaw wave force + memory fluid
effects.

Figure 3.3: These figures plot the wave force and the wave force + memory fluid effects in the
pitch and yaw directions for a full sea state. These figures justify the exclusion of the memory fluid

effects from the controller model.

the x and y positions in (3.6) which are dependent on the yaw angle, the off diagonal terms reduce

to zero when roll and pitch angles are zero. Though the roll and pitch angles are not zero in the

presence of waves, as shown in the results chapters of this thesis, they are typically small enough

to justify the small model mismatch in order to reduce the computational burden they impose with

their inclusion. With roll and pitch presumed zero, (3.5) can be approximated as:

η̇ ≈ v, (3.20a)

with the yaw angle increasing in the counter-clockwise direction as is standard in Cartesian coordi-

nates, the derivative xc and yc positions are calculated as:

ẋc(t) = u(t) cos
(
ψ(t)

)
+ v(t) sin

(
ψ(t)

)
, (3.20b)

and

ẏc(t) = u(t) sin
(
ψ(t)

)
− v(t) cos

(
ψ(t)

)
. (3.20c)

The translation between the n-frame and b-frame is handled outside the controller by the simulation.

The state space model of the ASV and wave dynamics is then discretized with respect to time and

simulated using the forward Euler method.

Another simplification made to reduce the computational power required for the controller is the
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omission of the memory fluid effects. In the time domain, these consist of three second order state

space models for each degree of freedom which would require 36 extra states to fully capture the

dynamics. Neglecting these effects represents a trade-off between model accuracy for a reduction

in model complexity and hence controller synthesis. Figure 3.3 plots both the wave force only and

the wave force with the memory fluid effects in a full sea state for both the pitch and yaw DOF.

The memory fluid effects in the pitch DOF, figure 3.3(a), are minimal relative to the wave force

and represent the smallest deviation of the 6 DOFs. The memory fluid effects in the yaw DOF,

figure 3.3(b), are the largest relative to the wave force. The other DOFs are somewhere in between

these results. These two figures show, however, that the model accuracy remains high despite not

modeling the memory fluid effects.

Most of the parameters used by the simulation model, such as the drag resistance curve, and

the force and phase RAOs, such as those shown in Fig. 3.2, are presented as look-up tables. The

functional dependence of this data upon the independent variables was approximated by polynomial

interpolants, so as to enable tractable numerical solution in the next section. However, many of

these parameters are represented in a discontinuous nature. Whether this is because of convention

or the result of the output format of hydrodynamic programs, this can pose a significant challenge

for numerical solvers. When numerical solvers attempt to find a minimum value using something

such as a gradient method, as they encounter a discontinuity they can fail if the solver is not robust,

or continue decreasing its step size until the solution is found or a maximum number of iterations

is met. None of these outcomes are ideal, especially when a solver is intended to run online for

control purposes. Figure 3.4 shows one such occurrence of a discontinuity. This shows the wave

force and phase RAO for the surge direction when encountering a 1.5 meter wave at a fixed velocity

of 5 m/s for all possible encounter angles. The wave force as seen in (3.2) is usually represented as

the magnitude of the force RAO, with the phase RAO shifting by 180 degrees to denote a change in

“direction” of the wave force. What is meant by direction is imagine encountering a wave in a head

sea. There is a point on that wave in which the harmonic component, cosine, of (3.2) is a positive

1 and with the magnitude of the force RAO, the equation indicates a force in the positive surge

direction. If, in that instant, the boat changes its heading by 180 degrees to a following sea, the

phase RAO causes a phase shift of 180 degrees in the harmonic component, with the equation now

indicating the wave force in the negative surge direction. To alleviate the issue of discontinuity, the
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(a) The original representation of the force RAO plotted
with the controller model representation.
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(b) The original representation of the phase RAO plotted
with the controller model representation.

Figure 3.4: These figures show the surge force and phase RAO for a 1.5 meter wave. Typically,
the force RAO is given as the magnitude of force, while the phase RAO determines “directionality”

of the force.

force RAO is changed to allow negative values to indicate direction changes, while the phase RAO

is unshifted to indicate only where on the wave the force is experienced.

3.4 Modifications To Simulation Model

The previous changes were only carried out on the controller model, with the simulation model

retaining its original data. There can be a slight model mismatch in the transition between one

phase extreme and the other such as between a heading of 75 degrees and 105 degrees in figure

3.4(b), though this occurs when the force RAO is at or near zero so the effects are minimal.

However, when the transition occurs because the output data from the hydrodynamic program is

bounded, the model mismatch can be large due to the simulation interpolating the wrong value.

Figure 3.5 shows the phase RAO for the pitch direction in a following wave for all velocities. The

output data for the phase RAO’s is bounded to ±180 degrees. The bounding causes the first three

velocities to have a negative phase value. These values produce the correct output, however, in

between 3 m/s and 4 m/s the value jumps dramatically. During simulation, if the velocity of the

vessel is in between these two velocities, the simulation will interpolate between the two values

which produces the wrong output. Worse, if the vessel is accelerating from 3 m/s to 4 m/s, the

phase RAO will cause the vessel to experience 300 degrees of a wave cycle, even if the position of

the vessel on the wave changes little. This can be especially pronounced in following seas where
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Figure 3.5: An example where the bounded output of hydrodynamic data can cause issue when
interpolating between integer velocity values.

the differential velocity of the wave and vessel can be negligible. The fix is similar to before, only

now the RAO mapping is shifted 360 degrees to produce a more continuous curve, and is allowed

to have values beyond ±180 degrees.

The interpolation of figure 3.5 was not originally an issue for the Halcyon model. Figure 3.6(a) shows

how the Halcyon handled the interpolation. Outside of the RAO data tables, both the velocity, and

heading are rounded both up and down to the nearest integers. The force and phase RAO values for

these integers are then outputted. This avoids the incorrect interpolation between the integer values

shown previously. These integer RAO values are then interpolated to produce a total output value.

However, this interpolation introduces its own errors. Figure 3.6(b) shows a simplified example of

what can occur. Because the output phase RAOs are from two different integers, they can have

largely different values. In this example, the plotted output of two velocities, 5 m/s and 6 m/s,

have the same magnitude of 1 N. Their phase differs by 30 degrees though, and the resultant final

magnitude is less than the expected value of 2 N because of the phase interference. As figure 3.5

shows, the phase RAO value of neighboring integer velocities can vary by 50 degrees or more, with

the RAO value of neighboring integer headings, further increasing the difference. Figure 3.7 shows
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(a) The original Halcyon method of interpolating between
velocity and heading integers outside of the data table.
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(b) An example of the phase interference that can occur
with the original Halcyon method of interpolation.

Figure 3.6: These figures show the original Halcyon method for interpolation and the resultant
phase interference that occurs.
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(a) Continuous RMS value of the wave force in the surge
direction for the old and new interpolation method as the
vessel accelerates from 5 to 6 m/s.
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(b) Continuous RMS value of the wave force in the pitch
direction for the old and new interpolation method as the
vessel accelerates from 5 to 6 m/s.

Figure 3.7: These plots show how the interpolation method employed by the Halcyon model can
result in a phase interference due to varying phase RAO values of the different integer velocities

and ultimately result in a lower wave force than what is expected.

what this interference can cause. These two figures plot the continuous RMS value of the wave

force in the surge and pitch DOFs for a single wave harmonic. The heading is held constant as the

velocity is increased from 5 to 6 m/s. The original output is compared with the new method which

interpolates inside the data tables while applying the fix highlighted in figure 3.5. The force in the

surge DOF is shown in 3.7(a). Both methods show a similar force because the phase RAO for surge

is mostly constant in respect to both velocity and heading. The pitch force for both methods vary

considerably, however. The magnitude of the pitch force generally increases as velocity increases

for a given heading. This can be seen with the new method in figure 3.7(b). The method used
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(a) The original and new wave force in the surge direction.
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(b) The original and new wave force in the surge direction.

Figure 3.8: These figures show the results of the changes made in this section on the overall wave
force experienced in a full sea state.

originally by the Halcyon has a much lower starting value, and decreases as the velocity increases

until about 5.4 m/s.

Figure 3.8 shows the result of the changes presented in this chapter on a full sea state. As before

with the individual harmonic, little change is seen with the surge force in figure 3.8(a) but the pitch

force sees slightly higher peak forces in figure 3.8(b) as it did previously. The overall effect of the

changes on the wave forces is minimal.

3.5 Linear Seakeeping Model

The vessel modeled is a Nonlinear Unified Seakeeping and Maneuvering Model with Memory Fluid

Effects. In other words, this is a linear seakeeping model combined with a maneuvering model

which includes nonlinear damping and Coriolis forces with added memory fluid effects to express

frequency dependent functions in a time domain model. That means that the seakeeping response,

i.e. the response to wave excitation forces, should be linear for all wave heights with the same

frequency. More preciously, the response should be the same for the same encounter frequency,

because, as was shown previously, the response varies with the velocity of the vessel encountering

the wave.

To test this, the vessel was simulated going directly into the wave with a reference velocity of 4 m/s.

The wave was composed of a single harmonic with a frequency of 1.3 rad/s, and the wave height
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(a) Wave force in the pitch direction for the 4 wave heights.
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(b) Pitch angle for the 4 wave heigths.
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(c) The maximum pitch angles for the 4 waves.

Figure 3.9: These figures show the wave force in the pitch direction, the pitch angles, and the
maximum pitch angles for a wave height of 0.75, 1, 1.25, and 1.5 meter waves with a wave frequency

of 1.3 rad/s.

was set a 0.75, 1, 1.25, and 1.5 meters to test the linearity. The velocity was achieved by actuation

from the propellers controlled by a PID controller. As the vessel is heading directly into the waves,

there is no wave force in the sway, roll, or yaw so pitch was chosen as the direction to test. Figure

3.9(a) shows the wave force in the pitch direction for the 4 wave heights, while figure 3.9(b) shows

the resulting pitch angle. As can be seen with these, the larger waves have a slight temporal offset

of their peaks. This is due to the wave having a larger effect on the surge velocity, and therefor

the encounter frequency of the vessel. Figure 3.9(c) shows that the response is still affine, with the

maximum pitch angles of the 4 wave heights plotted in a straight line, however, note that the pitch

angle for the 0.75 meter wave is 4 degrees, while the pitch angle for double that height of 1.5 meters

is only 7.5 degrees.

To remove this variable, the wave force in the surge direction is neglected. The PID is then able to
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(a) [Wave force in the pitch direction for the 4 wave heights.
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(b) Pitch angle for the 4 wave heigths.
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(c) The maximum pitch angles for the 4 waves.

Figure 3.10: These figures show the wave force in the pitch direction, the pitch angles, and the
maximum pitch angles for a wave height of 0.75, 1, 1.25, and 1.5 meter waves with a wave frequency

of 1.3 rad/s.

keep a more constant 4 m/s through the waves. This removes the temporal shift in figures 3.10(a)

and 3.10(b) and produces a linear response amongst the 4 wave heights. This can be seen in figure

3.10(c) where the pitch angle for the 0.75 meter wave is half that of the 1.5 meter wave at 4.2

degrees to 8.4 degrees.

3.6 Detailed definition of controller model

Finally, before the detailed controller model, the reader is presented with Table 3.6. This table

presents a generalized description of the force and phase RAO for each DOF, so that the reader has

an understanding of the characteristics of the vessel in waves. These descriptions are for waves 0.5

meters and higher, as the response of the vessel to these waves have a very similar characteristic
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Table 3.6: Generalized RAO descriptions

Degree of free-
dom

Description

Surge Surge wave force is typically dependent only on vessel head-
ing with the maximum force experienced in a head or fol-
lowing sea, and no force experienced in a beam sea. The
surge phase is typically near constant for all headings and
velocities.

Sway Sway wave force is heavily dependent on the heading while
only slightly dependent on the velocity. Sway force is highest
in beam seas and zero for head and following seas. Sway in-
creases slightly with an increase in velocity. The sway phase
is typically near constant for all headings and velocities.

Heave Heave is not heavily dependent on velocity or heading, and
its phase is constant.

Roll Roll wave force is heavily dependent on the heading while
only slightly dependent on the velocity. Roll force is highest
in beam seas and zero for head and following seas. Roll
increases slightly with an increase in velocity. The roll phase
is typically near constant for all headings and velocities.

Pitch Pitch wave force is heavily dependent on the heading and
velocity. The higher forces are seen at higher velocities with
the highest occurring in a beam wave. Conversely, at lower
velocities, the lowest force is also seen in a beam wave. Pitch
phase varies widely between wave heights and with changes
in heading and velocity.

Yaw Yaw wave force is heavily dependent on the heading while
only slightly dependent on the velocity. Yaw force is highest
in beam seas and zero for head and following seas. Yaw
increases slightly with an increase in velocity. The yaw phase
is typically near constant for all headings and velocities.

and vary only in magnitude of the values. And lastly, the following is a full derivation of the vessel
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model from (3.19a).

ẋc(t) = u(t) cos
(
ψ(t)

)
+ v(t) sin

(
ψ(t)

)
, (3.21a)

u̇(t) = C11(ν) +XDn(ν) +Dv11u(t) +Dp11u(t)

+ τ{surge}prop (t) + τ
{surge}
rudder (t) + τ{surge}wave (t), (3.21b)

ẏc(t) = u(t) sin
(
ψ(t)

)
− v(t) cos

(
ψ(t)

)
, (3.21c)

v̇(t) = C22(ν) + YDn(ν) +Dv22v(t) +Dp22v(t)

+Dp24p(t) +Dp26r(t) + τ
{sway}
rudder (t) + τ{sway}wave (t), (3.21d)

żn(t) = w(t), (3.21e)

ẇ(t) = C33(ν) +Dv33w(t) +Dp33w(t) +Dp35q(t) +G33w(t) +G35q(t) + τ{heave}wave (t), (3.21f)

ϕ̇(t) = p(t), (3.21g)

ṗ(t) = C44(ν) +Dv44p(t) +Dp42v(t) +Dp44p(t)

+Dp46r(t) +G44p(t) + τ
{roll}
rudder(t) + τ{roll}wave (t), (3.21h)

θ̇(t) = q(t), (3.21i)

q̇(t) = C55(ν) +Dv55q(t) +Dp53w(t) +Dp55q(t)

+G53w(t) +G55q(t) + τ{pitch}prop (t) + τ{pitch}wave (t), (3.21j)

ψ̇(t) = r(t), (3.21k)

ṙ(t) = C66(ν) +NDn(ν) +Dv66r(t) +Dp62v(t) +Dp64p(t)

+Dp66r(t) + τ{yaw}
prop (t) + τ

{yaw}
rudder(t) + τ{yaw}

wave (t), (3.21l)

ṅp(t) =
1

τnp

(
unp(t)− np(t)

)
, (3.21m)

α̇r(t) =
1

ταr
(uαr(t)− αr(t)) . (3.21n)

3.7 Summary

This chapter laid out the model of the wave environment and vessel dynamics used in the thesis.

The model was shown to be highly nonlinear, but some simplifications, including the elimination

of the Euler transformation, or the memory fluid effects, can reduce the complexity without much

loss in model accuracy. It was also shown how the previous implementation of the simulation could
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cause wave phase cancellation, which does not readily present itself in a full sea state, but becomes

obvious for a single harmonic. The change to correct this then introduces an interpolation error for

the phase RAOs, which also required correction. The next chapter discusses the controller used in

the thesis.





Chapter 4

NMPC Controller

This chapter introduces the nonlinear model predictive controller architecture and initial results.

This chapter starts with section 4.1 which discusses why nonlinear control was necessary. Then

section 4.2 opens with why the method in the thesis was chosen and then presents the NMPC

problem formulation and Real Time Iteration (RTI) scheme.

4.1 Linear Model

Initial attempts to discern an optimal control strategy for the ASV in rough seas began with

linearization of the Halcyon model. It was hoped that an expression, like an algebraic Riccati

equation, could be derived which would provide a fundamental understanding for future control

strategies. A 1 DOF surge model was developed. Surge was ideal for this because it is dynamically

decoupled from the other states, and the actuation in the surge direction, the propeller, is dependent

upon only the surge velocity and propeller speed. The surge dynamics are mostly affine for much of

the operating range. However, the inclusion of the wave disturbances proved intractable to a linear

framework. To understand why, it is necessary to reexamine and modify (3.2) & (3.3), shown here

with the random phase removed:

cos
(
ωe

(
ωi, βj , U(t)

)
t+ ∠F {dof}

wave

(
ωi, βj , U(t)

))
. (4.1)

47
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Besides the force RAO, the estimation of the expected wave force requires two elements: the phase

of the physical wave, i.e. where on the wave the vessel is located, and the phase of when the

wave force is experienced relative to the physical wave, i.e. the phase RAO. For example a phase

RAO of zero means that the wave force imparted to the vessel, coincides with the wave elevation

such that the maximum wave force is experienced at the crest, and the minimum (negative) wave

force is experienced in the trough. For a linear model, the phase RAO poses little difficulty for all

DOFs except pitch because most phase RAOs are relatively constant. To describe the phase of the

physical wave, Airy Wave Theory, also known as Linear Wave Theory replaces the description of

the instantaneous encounter frequency in (4.1). For a 1 degree case the phase of the wave can be

described by:

ωit− kxc (4.2)

where k =
ω2
i
g is the wave number. This formulation now accounts for the accumulation of differences

in the position due to a variable velocity, because xc is the integral of the velocity. While the

encounter frequency and wave state can still be estimated using the average velocity in a linear

state space model such as: 

η̇

η̈


 =




0 1

−ω2
ave 0






η

η̇


 , (4.3)

this can prove inaccurate, especially in high sea states where the velocity can vary greatly. The

controller has no knowledge of the coupling of the vessel and wave states and, therefore, its solution

can be sub-optimal. This shows that for a complete solution, even for simple problems that can

mostly be linearized, nonlinear control is required.

4.2 NMPC Controller

The need now is to find a suitable nonlinear controller which would provide the performance neces-

sary while meeting certain criteria. The aim of this study is to find an “optimal” course of navigation

so the problem should be presented as such. This study is also conducted under the premise that

the wave disturbance can be effectively predicted which naturally motivates the choice of predictive

control. NMPC also provides a means to handle the constraint limitations of the vessel, such as

the actuation inputs, or a user-defined state constraint such as a maximum roll angle. As discussed
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in the literature review, there are many methods for solving an NMPC problem. Because of the

application based nature of this thesis, the appeal of the Real Time Iteration scheme is its ability

to be used on systems which require quick solving of the optimal control problem. Though the con-

troller presented in this work was coded by the author, based on the work of Oscar Julian Gonzalez

Villarreal, the RTI method is provided by the ACADO toolkit allowing the methods presented here

to be implemented and improved upon in academia and industry with relative ease (Houska et al.,

2011).

4.2.1 NMPC Problem Formulation

Pitch and roll are the primary concerns for capsizing or water ingress. Wave force in the pitch

direction is non zero for any wave encounter angle, while wave force in the roll direction is zero

in head and following seas and roll angles can be large due to rudder actuation only. For these

reasons, the pitch angle is considered an optimizing variable while the roll angle is treated as a

constraint. Considering a discrete-time representation of the general nonlinear system (3.19a), the

objective then is to find the propeller and rudder inputs, uk which minimize the pitch angles while

adhering to a desired surge velocity and heading, subject to the input, and state constraints. This

is mathematically stated as follows:

min
Û ,X̂

J = (X r − X̂ )TQ(X r − X̂ ) + (Ur − Û)TR(Ur − Û), (4.4a)

s.t.

xk = x0, k = 0, . . . Np − 1, (4.4b)

xk+1 = f(xk,uk), (4.4c)

Umin ≤ Û ≤ Umax, (4.4d)

Xmin ≤ X̂ ≤ Xmax, (4.4e)

where xk ∈ Rnx are the states of the system (3.19d). The number of states is nx, x0 ∈ Rnx are

the initial conditions, and uk ∈ Rnu is a vector of the two actuator inputs, propeller and rudder

servo signals. Additionally, Q ≥ 0 ∈ RNpnx×Npnx is a positive semi-definite matrix to penalize state

errors with Np the prediction horizon, and R > 0 ∈ RNpnu×Npnu is a positive definite matrix for
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penalizing input errors; X r, X̂ ,Ur, Û are column-vectors containing future state references, state

predictions, input references and input predictions, respectively.

The optimization problem (4.4) is in the form of a Nonlinear Programming problem (NLP), which

is generally difficult to solve (Bradley, Stephen P., Hax, Arnoldo C., Magnanti, 1977). A well used

approach to solving is the use of Sequential Quadratic Programming (SQP) methods which form

a linearized convex Quadratic Program to find an optimal search direction to drive the solution

towards a local optimum (Boggs and Tolle, 1995). Since the dynamics of the system are linearized

about the input and state trajectories, the linearization is only defined after the future inputs and

states trajectories are calculated. To address this, shooting methods employ an initially guessed

nominal input trajectory Ū = [ūTk , ū
T
k+1, · · · , ūTk+Np−1]

T for which in single-shooting can be used

to obtain the nominal state trajectories, X̄ = [x̄Tk+1, x̄
T
k+2, · · · , x̄Tk+Np ]T , by propagating the input

through the state dynamics (4.5), or in the case of multiple-shooting, the nominal state trajectory

can be chosen independently, such as using a known parameterized path for trajectory tracking

(Diehl et al., 2005a).

4.2.2 Single Shooting

The early results and the results in chapter 7 were obtained using single shooting, while later results

were obtained with multiple shooting. As such, the NMPC prediction models are first formulated

for single shooting, with the modifications necessary for multiple shooting derived after. The general

form of the nonlinear system from (4.4) is repeated here:

xk+1 = f(xk,uk), (4.5)

A first order Taylor series approximation of (4.5) is:

x̂k+1 = f(x̄k, ūk) +
∂f(x̂k, ûk)

∂x̂k
δxk +

∂f(x̂k, ûk)

∂ûk
δuk,

= x̄k+1 +Akδx̂k + B̂kδuk,

(4.6)
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where δx̂k = x̂k− x̄k and δûk = ûk− ūk represent the deviation of the states and inputs from their

respective nominal points at time step t = kT , where

Ak =
∂f(x̂k, ûk)

∂x̂k

∣∣∣∣x̂k=x̄k
ûk=ūk

, Bk =
∂f(x̂k, ûk)

∂ûk

∣∣∣∣x̂k=x̄k
ûk=ūk

. (4.7)

represent the partial derivatives of the state equation (4.5). The deviation δx̂k+1 = x̂k+1 − x̄k+1 at

time instant k + 1 can then approximated by;

δx̂k+1 = Akδx̂k +Bkδûk. (4.8)

Simulating forward the next time step is calculated as:

δx̂k+2 = Ak+1δx̂k+1 +Bk+1δûk+1, (4.9)

substituting (4.8) in for δx̂k+1 results in:

δx̂k+2 = Ak+1(Akδx̂k +Bkδûk) +Bk+1δûk+1,

= Ak+1Akδx̂k +Ak+1Bkδûk +Bk+1δûk+1.

(4.10)

This is continued for all inputs up to the prediction horizon, Np. The deviations from the predicted

nominal state trajectory can be represented in matrix form.

Û = Ū + δÛ ,

X̂ = X̄ + δX̂ = X̄ + Gδx0 +HδÛ ,
(4.11)

where δx0 is the initial state mismatch which the RTI scheme uses for feedback control. Matrices

G and H are defined as:

G :=




A0

A1A0

...

ANp−1 · · ·A1A0



, (4.12a)
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H :=




B0 O · · · · · ·

A1B0 B1 O · · ·

A2A1B0 A2B1 B2 · · ·
...

...
...

. . .

ANp−1 · · ·A1B0 ANp−2 · · ·A2B1 · · · · · ·




. (4.12b)

For compactness the notation is changed slightly soAk = A0, Ak+1 = A1 and so forth. Substituting

input and state linearized prediction models from (4.11) in the original cost function (4.4), and

rearranging the cost in terms of the decision variable δÛ results in the standard QP form:

min
δÛ

J =
1

2
δÛTEδÛ + δÛT

f , (4.13a)

s.t.

MδÛ ≤ γ, (4.13b)

E = HTQH+R, (4.13c)

f = −
[
HTQ(X r − X̄ − Gδx0)−R(Ū − Ur)

]
, (4.13d)

M =




I

−I

H

−H



, γ =




Umax − Ū

−(Umin − Ū)

Xmax − X̄ − Gδx0

−(Xmin − X̄ − Gδx0)



. (4.13e)

Having defined this, any QP solver of choice can be used to solve (4.13). Once the optimal input

deviation, δÛ⋆
, is obtained, (4.11) is used to recover the actual input.

4.2.3 Multiple Shooting

In multiple shooting, the state trajectory is discretized along the intervals of the prediction horizon,

and simulated independently at each initial state value of the interval. As previously stated, these

initial state values xk can be chosen, such as desired states along a trajectory path, where previously,

the initial state value was dependent upon the simulation from the previous interval i.e. xk =

f(xk−1,uk−1). This change also has the benefit of allowing the initial state values for each interval

to be decision variable in the NLP (Bock and Plitt, 1985). The simulated end state at each interval

in multiple shooting may not match the initial state value of the next interval. This difference,
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Figure 4.1: Graphical representation of the multiple shooting method. Defects are indicated by
’d’.

sometimes known as defects, is shown in figure 4.1. A continuity constraint is imposed in the NLP

to create continuous trajectory. Briefly shown here is how the defects are propagated through the

system dynamics and how it changes (4.11), and (4.13). Looking at figure 4.1 it can be seen that:

d1 = f(x̄0, ū0)− x̄1. (4.14)

Inserting this into (4.8) results in:

δx̂1 = A0δx̂0 +B0δû0 + d1. (4.15)

Simulating the next time step gives results in (4.9) with the second defect added:

δx̂2 = A1δx̂1 +B1δû1 + d2 (4.16)

Again, inserting (4.15) in (4.16) gives:

δx̂2 = A1(A0δx̂0 +B0δû0 + d1) +B1δû1 + d2,

= A1A0δx̂0 +A1B0δû0 +B1δû1 +A1d1 + d2.

(4.17)
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The last two terms are grouped together to create the total defect d2T . The vector of defects,

D = [d1,d2T ,d3T , · · · ,dNpT ]T , subsequently appears in the predicted nominal state trajectory,

X̂ = X̄ + δX̂ = X̄ + Gδx0 +HδÛ +D, (4.18)

and in the QP equation:

min
δÛ

J =
1

2
δÛTEδÛ + δÛT

f , (4.19a)

s.t.

MδÛ ≤ γ, (4.19b)

E = HTQH+R, (4.19c)

f = −
[
HTQ(X r − X̄ − Gδx0 −D)−R(Ū − Ur)

]
, (4.19d)

M =




I

−I

H

−H



, γ =




Umax − Ū

−(Umin − Ū)

Xmax − X̄ − Gδx0 −D

−(Xmin − X̄ − Gδx0 −D)



. (4.19e)

4.2.4 Real Time Iteration Scheme

The nominal input and state trajectories that the optimization is linearized about are important for

the performance of the optimization. A poorly chosen input and state trajectory can require longer

to converge to the optimal solution or provide poor results if iteration time is limited. Usually in

optimal control, during the run time the optimal solution should not vary by much from one time

step to the next. For this reason, the RTI method is employed in this work. The RTI uses the

fact that in a system, the successive optimal control problems are related and iterates towards the

optimal solution during the runtime of the process (Diehl et al., 2005b). The following is a brief

explanation of the RTI procedure.
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Initial Value Embedding (IVE)

After the first time step, IVE uses the previous solution found to obtain the nominal trajectory

over which the formulation will linearize and optimise, warm-starting the next optimization.

Single SQP

To further reduce the computational burden and achieve predictable timings, only a single step of

the SQP is performed. This is reasonable given that the solution is warm-started from the previous

solution, which is expected to be close to the optimal solution.

Computation Separation

Separates the computations into preparation and feedback phases to avoid the computation delay

related to the preparation of the QP (Gros et al., 2016).

� Preparation Phase: In between sampling times, the preparation phase uses a predicted nom-

inal state for the next sampling time x̄0 = x̂k|k−1 as a starting point obtained from the last

state xk−1|k−1 and last input uk−1|k−1 which allows the preparation of the QP main matrices

H,M,G,etc., and partially, vectors f and γ.

� Feedback Phase: Once the current state measurement becomes available the feedback phase

calculates the state mismatch δx0 = x0 − x̄0, finishes the calculation of f and γ, and solves

the QP.

The previously defined linearized matrices, Ak & Bk, called sensitivities, are computed with a

discretize then linearize method (Gros et al., 2016). This differs from the linearize then discretize

commonly used in linear MPC whereby the continuous system dynamics are linearized about an

operating point, then discretized for computation in the MPC. Depending on the level of nonlinearity

the valid region for the linearization in linear MPC can be small and, therefore, the MPC can only

effectively operate in this region. By contrast, when the system is linearized about the nominal

state at each time step the linearization need only be valid for the region between the nominal states

at each time step.
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This describes that linearized matrices are obtained, but not how. The simulation of the system

is performed via numerical integration methods. For this thesis, the method employed is Explicit

Euler, that is:

xk = x0 + Tf(x0,u0), (4.20)

where T is the sample time of the prediction horizon. To obtain the sensitivity matrices, the

integration method, 4.20 is differentiated as:

A0 = I + T
∂f(xo,uo)

∂x0
, B0 = T

∂f(x0,u0)

∂u0
. (4.21)

For the most straight forward implementation, the sample time of the Euler method can be the same

as the sample time of the controller, meaning there is one Euler step per time step in the prediction

horizon. However, this can often be undesirable because the simulation accuracy is directly effected

by the size of the step. To improve accuracy smaller Euler steps are used in an inner loop between

the prediction horizon time steps. The sensitivity matrices are computed via forward accumulation

automatic differentiation recursively for Ns steps of the inner loop, with the Ak initialized as an

identity matrix and Bk initialized as O:

Ak =

[
I +

T

Ns

∂f(xk,u0)

∂xk

]
Ak,

Bk =

[
I +

T

Ns

∂f(xk,u0)

∂xk

]
Bk +

T

Ns

∂f(xk,u0)

∂u0
.

(4.22)

The system dynamics are then simulated forward by T
Ns

to compute the next states:

xk+1 = xk +
T

Ns
f(xk,uk), (4.23)

before (4.22) is then repeated to continue the cycle. Note that for the inner loop, u0 remains the

same. Changes in the actuation input only occur at the prediction horizon steps with a zero order

hold and therefore in the inner loop it is held constant. Relatedly, the SQP and therefore the

optimization is performed for the larger prediction horizon steps and has no knowledge of inner

steps.
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4.3 Summary

In this chapter, first the linearization efforts were discussed and it was shown, in conjunction with

the previous chapter, how the vessel-wave interaction is not amenable to linearization without loss of

this information. This then sets up the introduction to the NMPC. The OCP problem is constructed

to be solved via SQP methods. Single and multiple shooting derivations are shown. However, this

alone is not sufficient to readily implement in a real system owing to potential long computation

times necessary to solve the SQP, motivating the use of the RTI method. By shifting the previous

SQP solution forward and using computation separation, the RTI method provides quick optimal

control and in previous studies shown to be self-converging over the course of the simulation.





Chapter 5

Initial Results

The previous chapter introduced the concept of the RTI NMPC. This chapter shows the initial

results of its implementation on the task of optimally maneuvering the vessel through waves. The

first section of this chapter formulates the control problem of reducing hull impact forces for a 1

DOF vessel in a head sea. This work by the author was first published in (McCullough et al.,

2020). This simplified problem shows interesting results in how the optimal solution is related to

the encounter frequency of the wave harmonic. It also serves to hopefully better the understanding

of the reader of the implementation of the RTI NMPC.

The second section of the chapter discusses the expansion of the controller to a 6 DOF model.

Simulations were carried out to ascertain the optimal trajectory in a head sea given a certain

reference. The early results in the second section helped inform the development of the remaining

thesis.

5.1 Single Degree of Freedom Example

The goal in this example is the reduction of the wave force in the surge direction while maintaining a

desired average velocity. The ASV model is based upon a simplified description of the Halcyon ASV

presented previously. For the purpose of developing initial control strategies this section examines

the 1 DOF scenario, with the changes and simplifications from the full model noted below. The

simplification is based upon the following assumptions:

59
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� The model degrees of freedom are restricted to forwards (surge) motion only.

� There are no water-current or wind-induced forces.

� Actuation is restricted to the propeller input only (no steering).

� The wave induced forces arise from a single wave harmonic.

� The vessel is heading directly into the oncoming waves.

The equations of motion of the boat in the surge direction are as follows:

ẋ(t) = u(t), (5.1a)

u̇(t) =
D(u(t)) + τp(u(t), np(t)) + τuw(u(t), η(t))

m
, (5.1b)

ṅp =
−1

τnp

np(t) +
1

τnp

unp(t). (5.1c)

The system has four states, x = [x, u, np, η]
T , with x(t) being the position in the boat reference

frame at time t, u(t) is the surge velocity of the boat, np(t) is the propeller speed, and η(t) is

a wave state defined in the following section. In the above equations D(u(t)) is the drag term,

τp(u(t), np(t)) is the propulsion from the propellers, τuw(u(t), η(t)) is the wave force in the surge

direction.

5.1.1 Wave Environment and Forces

In the case of the surge direction, the force RAO is appoximately an affine function of the surge

velcoity and wave frequency, as shown in 5.1. The phase RAO is assumed to be constant for all

vessel velocities. For the force RAO, the force is linearly dependent on the velocity, as well as

linearly dependent on the wave frequency. In this case study the wave frequency, ω, is 0.5 rad/s,

giving a force RAO, F u(u(t)), as a function of velocity only. Presented here is a formulation of the

wave itself. As first highlighted in section 4.1, the vessel-wave coupling is nonlinear and attempts at

linearization loses this knowledge of the coupling. The force imparted on the boat from the wave is

subject to the wave height and boat position. For a single harmonic traveling in the negative surge

direction and the vessel in a head sea the wave elevation is defined as:

η(x, t) = ah cos(ωt+ kx), (5.2)
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Figure 5.1: Surge force RAOs at various frequencies and velocities.

where ah is the wave amplitude, changed from the earlier notation to avoid confusion with the

linearized prediction matrix, k = ω2/g is the wave number, and x is the boat’s position along the

surge axis. Inserting the definition of the wave elevation (5.2) in to the expression for the wave

force (3.2) leads to:

τuw(u(t), η(t)) = ρgF u (u(t)) ah cos

(
ωt+

ω2

g
x(t) + ϕRAO

)
, (5.3)

where ϕRAO is the phase RAO which is assumed constant.

Next, the wave harmonic, now with the effect of the phase RAO added, is decoupled from the height

and force RAO to simplify use in state space form:

η(t) := cos

(
ωt+

ω2

g
x(t) + ϕRAO + ϵ

)
. (5.4)

The dynamics of of η(t) are obtained by differentiating 5.4 with respect to time. The resulting

expressions are somewhat involved, but can be simplified significantly by performing an order of

magnitude analysis to retain only the leading-order terms under the assumption that ω2

g u̇(t) is
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negligible. The results of the assumption for the first derivative is:

η̇(t) ≈ −
(
ω +

ω2

g
u(t)

)
sin

(
ωt+

ω2

g
x(t) + ϕRAO

)
, (5.5)

and the second derivative is:

η̈(t) ≈ −
(
ω +

ω2

g
u(t)

)2

η(t). (5.6)

The wave force can now be expressed as a function of the force RAO and wave state as:

τuw(u(t), η(t)) = ρgF u (u(t)) ahη(t). (5.7)

The inside term of η(t), ω + ω2

g u(t) is the encounter frequency of the boat to a wave in a head

sea. This is the nonlinear term that describes how the encounter frequency changes with changes

in the vessel velocity and with the ω2

g x(t) term relates how the velocity and position of the vessel

determine its position on the wave at a given time t. The combined surge and wave dynamics are

shown in (5.8) where the dependence of the magnitude of the force RAO on the velocity can also

be seen. These couplings motivate the use of nonlinear control.




ẋ(t)

ẋ(t)

ṅp(t)

η̇(t)

η̈(t)




=




0 1 0 0 0

0 −D(u(t))
m

τp(u(t),np(t))
m −ρg|Fu(u(t))|ah

m 0

0 0 − 1
τnp

0 0

0 0 0 0 1

0 0 0 −
(
ω + ω2

g u(t)
)2

0







x(t)

u(t)

np(t)

η(t)

η̇(t)




+




0

0

1
τnp

0

0




unp(t) (5.8)

5.2 Controller Design

The controller used is the same one as described in the previous chapter. However, difficulty arises in

penalization for the 1 DOF case. Typically, to minimize wave-induced motion, one would penalize

deviations from a reference position or velocity. For example, a penalization on the pitch angle

to reduce overly large angles would result in the controller modifying the velocity and heading of

the vessel to reduce the wave force and subsequent resulting pitch angle, while meeting the other
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objectives of the cost function. In this scenario, the cost function balances the cost of the pitch

angle with the cost of deviating from a desired velocity to reduce the pitch angle. In the 1 DOF

case, the states can not be penalized as a proxy to the wave force. Unless created as a trajectory

tracking problem, there is not a reference x position to track and penalizing deviations from a

reference velocity will cause the controller to modulate the actuation to maintain the velocity and

minimize the effects of wave force, but not the wave force itself. In order to minimize the wave

force in the 1 DOF case, the wave force itself must appear in the cost function. However, the force

imparted on the vessel by the wave is itself not a state. In order to penalize large wave forces in

the cost function the outputs must be used. The prediction trajectory is modified from the state to

output form as:

Ŷ = Ȳ + δŶ = Ȳ + Gδx0 +HδÛ , (5.9)

Matrices G and H are similarly redefined as:

G :=




C1A0

C2A1A0

...

CNpANp−1 · · ·A1A0



, (5.10a)

H :=




C1B0 O · · · · · ·

C2A1B0 C2B1 O · · ·

C3A2A1B0 C3A2B1 C3B2 · · ·
...

...
...

. . .

CNp
ANp−1 · · ·A1B0 CNp

ANp−2 · · ·A2B1 · · · · · ·




. (5.10b)
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With the resultant QP problem being:

min
δÛ

J =
1

2
δÛTEδÛ + δÛT

f , (5.11a)

s.t.

MδÛ ≤ γ, (5.11b)

E = HTQH+R, (5.11c)

f = −
[
HTQ(Yr − Ȳ − Gδx0)−R(Ū − Ur)

]
, (5.11d)

M =




I

−I

H

−H



, γ =




Umax − Ū

−(Umin − Ū)

Ymax − Ȳ − Gδx0

−(Ymin − Ȳ − Gδx0)



. (5.11e)

Since the wave force is dependent on both the boat velocity and the wave state, η, the output

selection matrix, C, is constructed to reflect this. In this paper, the boat velocity and wave force

are the two variables to be regulated giving rise to:

C =



0 1 0 0

0 ∂τw(ūk,η̄k)
∂uk

0 ∂τw(uk,ηk)
∂ηk


 , (5.12)

With the linearized wave force (5.7) at time k is defined as:

τw =
∂τw(ūk, η̄k)

∂uk
uk +

∂τw(uk, ηk)

∂ηk
ηk. (5.13)

One other change is needed to achieve the stated goal of simultaneous wave force reduction and

average velocity. The cost function as currently formulated minimizes the cost of the summation of

deviations from the reference velocity and wave force at each time step in the prediction horizon,

respectively. This does not, however, account for the average velocity over the prediction horizon.

For instance, when the vessel is at a point on the wave where the wave force is zero, the minimal

cost is to travel at the desired velocity. At another point, when the wave force is higher, the minimal

cost might involve a slight reduction in velocity, for a reduction in wave force. At no point, will

the cost be minimal by going above the desired velocity, as the wave force will also be higher. This

means the maximum velocity will be the desired velocity, and an average velocity lower than the
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desired. To rectify this, the prediction matrices and QP problem are modified to include the average

velocity. To show how, let us look at the G and H matrices again. Now:

G :=



Gu

GW


 (5.14)

and

H :=



Hu

HW,


 (5.15)

where GW and HW have the same form as before with the W indicating that it only contains the

wave force output, that is they were formed with:

C =

[
0 ∂τw(ūk,η̄k)

∂uk
0 ∂τw(uk,ηk)

∂ηk

]
. (5.16)

The matrices Gu and Hu are the output prediction matrices for surge velocity, that is:

C =

[
0 1 0 0

]
. (5.17)

However, to obtain the average values, the columns of Gu and Hu are summed and divided by the

prediction horizon length shown as:

Gu :=

[
1
Np

∑
C1A0 +C2A1A0 + . . .+CNpANp−1 . . .A1A0

]
, (5.18)

and:

Hu :=

[
1

Np

∑
C1B0 + . . .+CNpANp−1 . . .A1B0,

1

Np

∑
C2B1 + . . .+CNpANp−2 . . .A2B1,

1

Np

∑
CNpBNp−1

]
. (5.19)

With these new definitions, the size of G ∈ RNpny×nx and H ∈ RNpny×Np now change to G ∈

RNp(ny−1)×nx and H ∈ RNp(ny−1)×Np . A similar treatment is performed for Q, Yr, & Ȳ to ensure

correct calculation and application of the reference deviations and penalty weights respectively.

Finally, before discussion of the results, when discretizing and simulating the system, (5.8), the
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states can be reduced from 5 to 4 without losing the information on the vessel-wave coupling.

Discretizing the system using Explicit Euler results in:

xk+1 = xk + Tuk (5.20a)

uk+1 = uk +
T

m
(D(uk) + T (uk, npk) +W (uk)) (5.20b)

npk+1
= npk +

T

τnp

(
−npk + unpk

)
(5.20c)

ηk+1 = ηk − T (ωk +
ω2
k

g
uk) cos(ωkt+

ω2
k

g
xk + ϕRAO), (5.20d)

where T is the sample time, and W (uk) = ρgF u (uk) ah. Note that the dependence on the velocity

in the wave encounter frequency and the dependence on the x position for the position of the vessel

on the wave are both present. With that the sensitivity matrices can be shown to be:

Ak =




1 T 0 0

0 a2,2 a2,3 a2,4

0 0 1− T
τp

0

a4,1 a4,2 0 1




Bk =




0

0

T
τp

0




(5.21a)

where,

a2,2 = 1 +

(
T

m

) (
∂D(ûk)

∂ûk
+
∂T (ûk, n̂pk)

∂ûk
+
∂W (ûk, η̂k)

∂ûk

)∣∣∣∣
ûk=ūk,n̂pk=n̄pk ,η̂k=η̄k

(5.21b)

a2,3 =

(
T

m

)
∂T (ûk, n̂pk)

∂n̂pk

∣∣∣∣
ûk=ūk,n̂pk=n̄pk

(5.21c)

a2,4 =

(
T

m

)
∂W (ûk, η̂k)

∂η̂k

∣∣∣∣
ûk=ūk,η̂k=η̄k

(5.21d)

a4,1 =
∂η̂k+1

∂xk

∣∣∣∣
x̂k=x̄k,ûk=ūk

(5.21e)

a4,2 =
∂η̂k+1

∂uk

∣∣∣∣
x̂k=x̄k,ûk=ūk

(5.21f)

Again, note the coupling between the vessel and wave in a2,4, a4,1, & a4,2.
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5.3 Simulation Results

5.3.1 Surge Only

The boat was simulated heading directly into oncoming waves with the propellers being the only

actuation. The simulation was performed on the same model as the controller, i.e. not in the

SWEM simulation environment, albeit at a lower step size than the controller. This means the only

errors between the simulation and the controller prediction are from the difference in simulation

step size. The wave was a single harmonic with a wave height of 1 meter and a frequency of 0.5

rad/s. The NMPC controller had a prediction horizon of 200 steps ahead, with the sample period

0.08 seconds resulting in a prediction window of 16 seconds which captures just over one complete

harmonic. The simulation was run for 30 seconds. Because of the limited difference in the wave

force in the surge direction relative to velocity, see figure 5.1, the time constant on the propeller for

this case study was artificially reduced to 1.8 seconds. The following shows a comparison between a

constant propeller input, which on a calm sea, produces an average 5 m/s velocity and the NMPC

controller with a desired average velocity of 5 m/s. Figure 5.2(a) shows the velocity profiles of the

open loop controller and the NMPC controller compared to the wave state, η. A clear difference

in the velocity profiles can be seen. The open loop controller has an oscillating, single harmonic

velocity resulting from changes only in the wave force, while the NMPC scenario has a more complex

velocity profile. A global minimum of velocity for the NMPC controller occurs when the wave state

is at its maximum, while a local minimum velocity for the NMPC controller occurs at the minimum

of the wave state, and both the local and global maximum velocity occurs when the wave state is

at zero, and therefore wave force is minimum.

The resulting surge force on the boat can be seen in Figure 5.2(b). The base force, that which the

boat would experience at 0 m/s, is subtracted from this figure to better show the difference in the

two scenarios.

Figure 5.2(c) shows the input for both controllers as it compares to the wave state. The NMPC

input frequency appears to be twice that of the wave. This double harmonic is confirmed when

looking at Figure 5.2(d). This figure shows the amplitude spectrum of the input control to the

propeller for the NMPC controller. In the simulation, with an average velocity of 5 m/s the average

encounter frequency of the boat is 0.628 rad/s, which has a small peak in the amplitude spectrum
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(a) Top plot contains the velocity profiles of the two con-
trollers. The bottom plot shows the wave state η. The
velocity profile shows a global minimum for the NMPC con-
trolled boat when η is maximum and a local minimum when
η is minimum.
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(b) Wave force comparison between the two controllers.
Note: The base wave force is subtracted to better show
the difference in the two controllers.
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(c) Top plot contains the propeller input profiles of the two
controllers. The bottom plot shows the wave state η.
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(d) An amplitude spectrum of the NMPC controller input

Figure 5.2: These figures show the results of the surge only case.

while a much larger peak in seen at 1.256 rad/s or double the average encounter frequency. This

can be explained by the fact that for each wave period, the minimal wave force occurs twice. The

NMPC controller exploits this by having the velocity profile shown in Figure 5.2(a), with peaks

during the minimal wave force time.

5.3.2 Surge, Heave, and Pitch

This brief section is to discuss the surge, heave, and pitch results. The results are not much improved

from the previous surge only results because the vessel is still limited to propeller actuation, but

interesting behaviors emerge as a result of penalizing wave force in the pitch direction versus pitch
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angle. We start with (5.22) showing the continuous time state space representation of the system.




ẋ(t)

u̇(t)

ż(t)

ẇ(t)

θ̇(t)

q̇(t)

ṅp(t)

η̇u(t)

η̈u(t)

η̇w(t)

η̈w(t)

η̇q(t)

η̈q(t)




=




0 1 0 0 0 0 0 0 0 0 0 0 0

0 −D1,1
M1,1

0 0 0 0
τp
M1,1

Fu

M1,1
0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0 0

0 0 − G3,3
M3,3

−D4,4
M3,3

− G3,5
M3,3

−D4,6
M3,3

0 0 0 Fw

M3,3
0 0 0

0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 − G5,3
M5,5

−D6,4
M5,5

− G6,5
M5,5

−D6,6
M5,5

τp
M5,5

0 0 0 0 Fq

M5,5
0

0 0 0 0 0 0 − 1
τnp

0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 −ω2

e 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 −ω2

e 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 −ω2

e 0







x(t)

u(t)

z(t)

w(t)

θ(t)

q(t)

np(t)

ηu(t)

η̇u(t)

ηw(t)

η̇w(t)

ηq(t)

η̇q(t)




+




0

0

0

0

0

0
1
τnp

0

0

0

0

0

0




unp(t),

(5.22)

Note that for compactness, similar notation to that shown in (3.21) is used, and that the ω2
e is not

the average encounter frequency, but the full nonlinear encounter frequency, ω + ω2

g u(t). Also note

the 6 extra states required to calculate the wave states for the wave force for the 3 vessel states.

This is due to phase RAO for the 3 states being unique and requiring their own wave state to track

it. This adds 12 extra states to the state matrix for a full 6 DOF representation, so a simplification

is made to eliminate it which is discussed in the next section.

The vessel was simulated as before, by heading directly into the wave, with only propeller actuation.

Besides the constant input control, the vessel was simulated with the NMPC controller having 3

penalization methods. As discussed earlier, the resulting pitch angles are not much improved and

are thus not shown because propeller only actuation for wave force mitigation is such a restricted

method. Shown in figure 5.3, the solid blue line shows the penalization of the average surge velocity,

as before, and the pitch angle. The dashed blue line shows penalization of the average surge velocity

and the wave force in the pitch direction, derived using the same method as in the surge only case.

The third method, shown in the dashed black line has penalization of the average surge velocity, wave

force in the pitch direction, and pitch angle. An interesting result occurs among these 3 methods.

The penalization of the pitch force only shows a harmonic at double the encounter frequency as

before with the surge only case, but now, the local maximum velocities, when the wave force in the

pitch direction is at zero, are roughly equal. Additionally, the local minimum velocities at both the

maximum and minimum wave force period are roughly the same as well. As the controller only has

one penalization term at that phase of the wave, remember the average surge velocity is penalized

as well, but those forces occur out of phase to the pitch forces, it is able make the response to

the wave symmetrical. The penalizing of both the wave force in the pitch direction and the pitch
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(a) A plot of the propeller speed of the vessel with a con-
stant input, when the NMPC controller penalizes just the
pitch position shown in solid blue, penalizes just the wave
force in the pitch direction shown in dashed blue, and when
both are penalized shown in dashed black.

(b) A plot of the surge velocity of the vessel with a constant
input, when the NMPC controller penalizes just the pitch
position shown in solid blue, penalizes just the wave force
in the pitch direction shown in dashed blue, and when both
are penalized shown in dashed black.

Figure 5.3: These figures show the propeller speed and surge velocity of the vessel with a constant
input, when the NMPC controller penalizes just the pitch position shown in solid blue, penalizes
just the wave force in the pitch direction shown in dashed blue, and when both are penalized shown

in dashed black.

angle results in a similar behavior to the surge only case. There are still local velocity maximums

during periods of low wave force, and local velocity minimums during high wave force periods, but

they are asymmetrical. The reason this response is similar to the surge only case is that in both

instances, the controller is trying to balance both a state and the respective wave force in that

direction i.e. surge velocity and wave force in the surge direction or pitch angle and wave force in

the pitch direction. The double harmonic behavior is lost when only penalizing the pitch angle.

As wave force is not a concern, the controller focuses on only the resulting pitch angle and thus

increases actuation when the wave force causes the bow of the vessel downwards, and decreases

when the wave force causes the bow of the vessel upwards, resulting in an actuation signal that is

largely the inverse of the wave force signal.

5.4 Initial NMPC Behaviour in Rough Seas

5.4.1 Elimination of Wave State

Building upon the previous simulations, changes were made while creating the 6 DOF model. Rather

than have η be a wave state dependent on surge position and velocity, which in turn affects the surge

acceleration, the wave is modeled directly as a disturbance that is dependent on surge position and
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velocity, which affects the surge acceleration. This is more similar to how other state dependent

disturbances are modeled, such as a current disturbance if one is included. The change reduces the

previous surge only model from 4 to 3 states whereW (uk, xk) = ρgF u (uk) ah cos(ωkt+
ω2
k
g xk+ϕRAO),

now includes the harmonic wave state. The linearized matrices then become:

Ak =




1 T 0

a2,1 a2,2 a2,3

0 0 1− T
τp




Bk =




0

0

T
τp




(5.23a)

where,

a2,1 =

(
T

m

)
∂W (ûk, x̂k)

∂x̂k

∣∣∣∣
ûk=ūk,x̂k=x̄k

(5.23b)

a2,2 = 1 +

(
T

m

) (
∂D(ûk)

∂ûk
+
∂T (ûk, n̂pk)

∂ûk
+
∂W (ûk, x̂k)

∂ûk

)∣∣∣∣
ûk=ūk,n̂pk=n̄pk ,x̂k=x̄k

(5.23c)

a2,3 =

(
T

m

)
∂T (ûk, n̂pk)

∂n̂pk

∣∣∣∣
ûk=ūk,n̂pk=n̄pk

, (5.23d)

where it can be seen that the sensitivity matrices still contain the knowledge of the dependence of

the wave force on both the position and velocity. Figure 5.4 shows that there is no difference in the

response when the surge only case is reduced to 3 states. The full 6 DOF model was then developed

as expressed in (3.21).

5.4.2 Full Model Testing

With a full model, testing was carried out to gain an understanding of the optimal control strategy

in the presence of waves. The test involved the vessel starting on and following a reference heading

directly into a head sea with monochromatic waves with wave height of 2.5 m and a wave frequency

of 0.9 rad/s. As with the previous 1 DOF simulation, the simulation and controller model were the

same. This was done to ensure any behavior seen was the result of the NMPC and optimization

and not a model mismatch. With penalizations on deviations from the reference heading, from

the reference velocity, and from a zero degree pitch angle, a two-timescale tack behavior emerged

from the NMPC. The penalization on the heading, Qψ, was decreased from 1 to 0.1 in order to

investigate the influence of this penalization to the resulting tacking behavior. This is shown in

Fig. 5.5(a). Two tacking behaviors can be seen in this figure, firstly a large overall angle away from
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Figure 5.4: The velocity response profile of the surge only case with and without the wave state.

the reference heading angle and secondly, a small amplitude, high frequency tack. The larger tack

enables an average encounter angle that is larger than the reference heading. This angle increases as

the penalization on the heading angle decreases. The smaller tacking allows even larger encounter

angles during the period of the wave cycle when selected wave forces are highest. This smaller

tacking occurs at the encounter frequency of the wave and with higher harmonics. This coupling

of the wave encounter frequency and actuation is similar to the one discussed in the 1 DOF case

study, though for rudder actuation instead. This high frequency tacking is not solely the result

of the wave force in the yaw direction. In fact, in figures 5.5(e) and 5.5(f) it can be seen that

magnitude of the actuation and the changes in heading for the lowest Qψ penalty is lower than

the highest Qψ penalty. Instead, these figures show that the large changes in rudder angle are

a response to mitigate surge and pitch forces and are responsible for the high-frequency tacking,

while the smaller rudder actuation is to neglect the influence of the wave in the yaw direction. The

rudder actuation of the lower Qψ penalty shows that more actuation is needed at a larger heading

angle because of the larger wave forces in the yaw direction. The propeller actuation in Fig. 5.5(b)

also shows a coupling between the wave encounter frequency, however, it does not have the higher

harmonics seen in the previous section. This is for two reasons; in the previous section, the penalty
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(a) This plot shows the large and small, high frequency
tacks of the vessel when heading directly into the major
wave direction.
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(b) Propeller speed of the largest and smallest tack. Larger
tacking requires less actuation in both mean and amplitude.
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(c) Pitch angle of the largest and smallest tack. Larger tack-
ing results in less wave force in the pitch direction helping
to reduce the overall pitch angle.
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(d) Surge velocity response of the largest and smallest tack.
Larger tacking results in less wave force in the surge direc-
tion and therefore better adherence to the reference velocity.
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(e) Rudder angle of the largest and smallest tack. Larger
tacking results in larger wave force in the yaw direction.
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(f) Heading angle response of the largest and smallest tack.
The larger wave force in the yaw direction means more ac-
tuation is needed to maintain course for the larger tack.

Figure 5.5: These figures show the double harmonic velocity, resulting wave force, required input,
and amplitude spectrum of a vessel in a head sea with only propeller control.
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term was on the wave force in the surge direction, not the surge velocity, and in this study the

waves are much larger, requiring the focus of the actuation to be maintaining the reference velocity.

Fig. 5.5(d) shows how large of an impact the waves have upon the surge velocity when encountering

them head on. The higher peak velocity seen in the higher Qψ penalty case can in turn cause higher

wave forces in the other DOFs. Also of note in Fig. 5.5(d) is the higher harmonics of the velocity

for the lower Qψ due to the drag from the rudder. This appears for the lower Qψ case due to higher

relative drag force to the wave force in the surge direction. Both high and low frequency tacking,

along with the more moderate surge velocity can measurably reduce the pitching angle of the vessel

as seen in Fig. 5.5(c), along with accelerations in some of the other DOFs. This is discussed in

detail in the results chapter 7. This result arises from the fact that wave forces in the surge and

pitch directions are highest when encountering a wave head on. Tacking, while increasing the wave

force in the yaw direction and the necessary actuation on the rudder to maintain heading, reduces

the necessary actuation in the propeller to maintain a desired velocity, and reduces the forces in

the pitch direction.

This shows that given a desired heading directly into the waves, the optimal heading is at an angle

to it. While this is shown to reduce wave-induced motions in the surge and pitch direction, the

NMPC is not following a path to a desired destination. The larger drift tack is doing just that,

drifting. The act of tacking about a desired path is a binary operation in which the transition from

one tack to the next should be completed as quickly as is safe to do so. This binary behavior can

not be achieved through a path deviation penalty term. A tacking boundary constraint can be used

to complete a quick tack, however, in rough seas there is no guarantee that the constraint will not

be violated. Additionally, in a head or following sea, the tacking should be symmetrical about the

major wave direction, while in a beam sea it should be symmetrical about an axis perpendicular to

the major wave direction. When a desired heading which is not directly into the wave direction, or

perpendicular to it, penalizations for deviations on the heading will occur symmetrically about the

desired heading angle and not the wave direction. Lastly, the time scale for the tacking would require

a sufficiently large prediction horizon and correspondingly large time steps for the computation to

be feasible. The reliability of predictions of the waves also diminishes greatly for long time scales.

These time steps are then too large for the NMPC to navigate the individual waves. This motivates

the use of a two degree of freedom controller, consisting of a tacking planner described in the next

chapter, which uses the ocean environment and vessel dynamics to provide an optimal long-term
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surge velocity and heading reference and an NMPC controller. The NMPC controller uses the

tacking planner references and provides smaller actuation signals over a shorter horizon to further

reduce motions on a per wave basis.

5.5 Summary

The initial 1 DOF results were presented in this chapter. This was then expanded to include heave

and pitch to show how the actuation transitions from a double harmonic when penalizing just wave

force, to a single harmonic when penalizing just position. Further simplifications of the model were

made, along with changes to the NMPC, to output form so as to enable calculation of the wave

force, which is not a state. Here was the first look at what the optimal behavior in the presence

of waves is. By producing a double harmonic input, the desired average velocity is maintained,

while reducing the peak wave force experienced by the vessel. The problem was then expanded to

the 6 DOF model and investigated. The same harmonic responses remained, however, now it was

primarily in the rudder response. These results showed that small tacking is implemented to reduce

pitching motion and necessary propeller actuation on a per wave basis, with a larger tack reducing

these even further. The two time scale tacking serves as the basis of the tacking planner discussed

in the next chapter.





Chapter 6

Tacking Planner

As highlighted in the previous chapter, the task of maneuvering over individual waves and the task

of creating an optimal path to make headway in rough seas occur on two different time-scales. An

NMPC controller is well suited to maneuver in an optimal fashion over individual waves given a

reference path to follow, however, it is not suited to also generate that path. A novel contribution of

this thesis comes from the construction and use of a tacking planner as an optimal reference signal.

The tacking planner finds the optimal velocity, ur, and heading, ψr, reference to tack with dependent

on the input desired velocity, ud, heading, ψd, and ocean environment. These reference signals guide

the previously described NMPC controller in a large tacking course while the NMPC controller

actuates on the individual waves to further mitigate their impact. This allows for the two time

scale tacking seen in Fig. 5.5, but with the large tacking occurring along the desired direction and

handled by the tacking planner. Fig. 6.1 shows the structure of the closed-loop simulation model.

This NMPC is the same in structure as that of the previous chapter, and the one formulated in

chapter 4, with slight adjustment on the weights of the penalties. Ideally, the tacking planner would

run at set intervals in the range of minutes to tens of minutes or if large disturbances were detected.

Then it would update the references in accordance with changes in the ocean environment. In

this thesis the tacking planner is run only once at the beginning of the simulation as the wave

environment is assumed to remain constant, and the simulation is carried out over a 1 kilometer

path. Also, note that the tacking planner is not a full path planner, and as such is not designed to

plot a course to a specific final destination or position, x, y, but rather provide tacking maneuvers

to allow the vessel, as safely as possible, to make headway towards calmer waters, a harbor, or a

77
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Figure 6.1: The structure of the closed-loop simulation model. Note the tacking planner uses the
significant wave height of the ocean and not the time dependent wave heights.

rendezvous area. Once out of rough seas, the vessel can return to more typical path planning and

following.

In a human piloted vessel that is performing a tacking maneuver, the pilot quickly determines the

tacking angle based on a number of criteria. This can include the maximum distance from the

path that a tack can venture which may be determined by geographical constraints, the severity

of the waves, the angle of the major wave direction compared to the desired heading angle, or

fuel remaining on board. The tacking planning imbues these same criteria. The tacking planner

seeks to minimize the effect of potentially damaging waves while balancing the need to stay within

a set distance of the desired path, and consider the time required to arrive at the destination.

The optimization starts with identifying in which of the four predefined quadrants the desired

final location lies. These quadrants can broadly be described as a head/bow sea, beam sea, and

following/quartering sea. In a head and bow sea, the wave forces of concern are in the surge and

pitch directions. In a beam sea, the difficulty lies with larger wave forces in the roll direction, a still

present wave force in the pitch direction, and the asymmetrical RAOs between a beam/bow sea

and a beam/quartering sea. This requires asymmetrical tacking in a beam sea. For following and

quarter seas, the challenge lies in wave speed matching and risk of broaching when being overtaken

by a wave. The tacking planner introduced here in this chapter focuses on the head/bow sea. With

slight modification to the presented methodology, the tacking planning will be designed for beam

sea and following/quartering seas in later chapters.
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Table 6.1: Parameters used in the tacking planner

Parameter Symbol Value Unit

Direct Path Length dD 1000 m
Width Constraint dC 200 m
Desired Velocity ud 4 m/s
Kappa Time Penalty κtime 1.00001 1/s2

The head/bow sea covers a 120◦ segment heading into the major wave direction. The major wave

direction is the direction in which the average velocity of the waves travel. Owing to the symmetrical

nature of the vessel dynamics relative to the encounter angle of the wave in a head sea, the quadrant

is further divided in half. Which half of the quadrant is used in the optimization is dependent on

which half of the quadrant the desired destination lies. Alternatively if the desired destination is

directly into the major wave direction, the optimization is done in the bottom half of the quadrant.

For this chapter, all of the tacking planning will take place in the bottom half of the quadrant for

consistency. This is highlighted in blue in Fig. 6.2.

The tacking planner consists of two main terms. The first is geometric, which considers the geometry

of the tacking path as it relates to the desired destination. This includes the amount of turning

needed to complete the path, time to destination, and estimated fuel required for the tacking path.

The second is force and actuation, which considers the wave forces expected to be experienced for a

given heading and velocity as well as the corresponding actuation needed to maintain said heading

and velocity. The forces considered are surge, roll, and pitch since these pose the greatest threat

to damage and capsizing. Yaw force is also considered indirectly with the rudder actuation term.

The parameters used in the tacking planner are listed in Table 6.1. The optimal speed and tacking

angle which minimize the total cost are calculated by solving the following optimization problem:

min
u,ψ

JTotal =
Amax
k −Ak
Amax
k

JGeometric(u, ψ) +
Ak
Amax
k

JForce(u, ψ), (6.1a)

s.t.

u ∈ [1, 12], (6.1b)

ψ ∈
[
π

2
,
4π

3

]
, (6.1c)

where Ak is the current wave amplitude and Amax
k is the maximum assumed survivable wave am-

plitude which, for this thesis corresponds to a wave height of 2.5 meters. The tacking planner
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Figure 6.2: The general encounter angles of a vessel. This thesis is concerned with only the head
and bow seas in general, and specifically within the area shaded in blue.

and its equations are defined in the Cartesian plane with the major wave direction being pi
2 , while

the results of the tacking planner, and the other result chapters are presented in the North East

Down frame with the equivalent major wave direction of 270◦ W. The disparate units of the cost

terms, such as (l/km) for fuel efficiency or (n) for wave force require a non-dimensionalization and

normalization for use in the cost function. All cost terms are non-dimensionalized and normalized

to a range of 0 to 1, making each cost term equivalent with respect to weighting. Owing to this

procedure, the wave force terms no longer reflect the absolute increase in force that occurs with an

increase in wave height. To compensate for this, the fraction in front of the force term increases

with an increase in wave height while the geometric term decreases. The disparate units also mean

that a unifying function that represents the total cost can not be described a priori, and a minimum

finding algorithm used to find the minimizing heading and velocity. Since each term needs to be

non-dimensionilized and normalized, a surface of each term is created, representing the value at

each heading and velocity pair, first. Then the procedure is done to reduce its values to a range

between 0 and 1.
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Figure 6.3: The tacking in the planner is estimated as a single large tack. This figure shows the
angles used in the tacking planner.

6.1 Geometric

The geometric term consists of three parts, the amount of tacking needed to reach the destination,

the fuel cost, and the time to destination cost:

JGeometric(u, ψ) = Jfuel(u, ψ) + Jtime(u, ψ) + Jturn(ψ), (6.2a)

Since these terms have non related units, they are non-dimensionalized and normalized by first

subtracting the minimum cost value in the operating region of u ∈ [1, 12] and ψ ∈
[
π
2 ,

4π
3

]
, then

dividing by the maximum cost in the operating region. This results in the cost of each term retaining

its functional behavior, but ranging from 0 to 1. The cost for the time-to-destination and the fuel

cost both use the estimated total path length as shown in Fig. 6.3. The total path length is

calculated by:

dT = b+ c, (6.2b)

the law of sines gives the length of b:

b =
a sin(|β − ξ|)

sin(α)
, (6.2c)
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where β = |ψ−ψMWD|, and ξ = |ψd−ψMWD|. Here, ψMWD = 180◦, is defined as the heading angle

which results in going against the major wave direction, ψ is the potential tacking angle, and ψd is

the desired heading angle. The length of a is the same as the direct path length dD, and the angle

α, due to the symmetrical tacking, is defined as:

α := 180◦ − 2β. (6.2d)

Similarly, the length of c is calculated as:

c =
a sin(γ)

sin(α)
, (6.2e)

where γ is,

γ = ψ + ψd − 2ψMWD, (6.2f)

With all lengths defined, the normalized time to reach the destination cost is defined as:

Jtime(u, ψ) = 1− κ
−
(
dD
ud

− dT(ψ)

u

)2

time , (6.2g)

where ud is the desired velocity, u is the velocities used to construct the cost surface, and κtime > 1.

The squaring ensures the value inside the parentheses is positive. This cost term quantifies the

difference between the time to reach the desired destination when traveling the direct path at the

desired velocity and when tacking the total path length at a different velocity. This allows for a

user-defined desired velocity and heading to be set and no penalty to be incurred for tacking when

compensated with an appropriate velocity increase. This calculation is performed for each possible

velocity and heading in the search region to construct a cost surface. Fig. 6.4(a) shows the plot

of the cost surface of Jtime for a desired velocity of 4 m/s and a desired heading of 270 degrees

NED. The red line indicates headings and velocities which achieve the same time to destination as

the desired heading and velocity and therefore incur no penalty. The difference in the value of the

time-to-destination term,
(
dD
ud

− dT
u

)
, increases more quickly when going slower than the desired

velocity than it does going faster. The exponential term is used to slow this growth rate. This is

shown in figure 6.4(b), whereby large tacking angles at slow velocities take proportionally longer

to reach the destination the vast majority of the cost surface is near zero. This does not provide

any useful information to the tacking planner, hence using it as an exponential term. The next
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(a) A plot of the time-to-destination term defined in the
text. Note that by doubling the velocity to 8 m/s, tacking
with a heading of 210 degrees has the same time to destina-
tion as the desired heading and velocity, i.e. both are points
on the red isocline.

(b) A plot of the an unmodified time-to-destination calcu-
lation.

Figure 6.4: These figures show a plot of the time-to-destination term of the tacking planner for a
desired velocity of 4 m/s and a desired heading of 270 degrees for the method defined in the text

and the original time to destination calculation.

geometric term quantifies the fuel cost required to reach the destination. This is simply the fuel

consumption rate per distance traveled multiplied by the total path length:

Jfuel(u, ψ) =
dT(ψ)G(u)

u
, (6.2h)

where G(u) is a function relating the fuel consumption per meter traveled to vessel velocity. Again,

as with all of the cost terms, this is calculated for all possible velocities and headings in the search

area to construct a cost surface.

During rough seas, if it is deemed prudent to travel at an angle to the waves to minimize forces,

then it follows that the number of times the vessel needs to tack should also be minimized, since

this requires briefly heading into the major wave direction. This, and the roll moment induced by

the rudders coupled with the wave force in the roll direction could be enough to capsize the vessel.

The final geometric term quantifies this with an estimation of the number of tacks required to reach

the destination calculated as:

Jturn(ψ) =
tan(|ψ − ψd|)dD

dC
, (6.2i)

where dC is the width constraint on the tacking i.e. the furthest from the straight line path the

vessel can go before it must tack back. This is an estimation of the number of tacks the vessel must

complete not an exact count, as that would make it an integer problem. Though an exact count
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could be calculated and the surface interpolated, no value would be gained from this, as this, and

the cost as presented above have the same characteristic; larger tacking angles, and smaller width

constraints require more tacking.

6.2 Force and Actuation

Large waves can compromise the structural integrity of the vessel and pose a capsize risk. They also

require larger amounts of actuation to maintain a steady course and can even impart larger forces

than can be produced by the actuators of the vessel. The rudder can only actuate when there is a

relative velocity between the vessel and the ocean, therefore, it is important for the vessel to travel

at a velocity and heading which minimizes the wave force, but also enables a forwards velocity to

be maintained for rudder control. The force and actuation cost function accounts for the force from

the waves in the surge, roll, and pitch directions since these are the most likely to compromise the

vessel, as well as the actuation effort required by the rudders and propellers to maintain course.

Heave force is not considered because it is relatively equal for all headings and velocities. Sway

and yaw forces are not considered since they are not likely to cause damage or present a capsize

danger, they only affect path following behavior. Yaw is also already partially considered in the

rudder actuation effort. The force and actuation cost function is defined as:

JForce(u, ψ) =
{(

τsurge(u, ψ)
)2

+
(
τroll(u, ψ)

)2
+
(
τpitch(u, ψ)

)2

+
(
∆τprop(u, ψ)

)2
+
(
∆vel(u, ψ)

)2
+
(
∆τrudder(u, ψ)

)2}(1/2)
, (6.3a)

where the superscript, 2, indicates the piecewise Hadamard product of the elements of the τ and ∆

cost matrices, defined below. Long term tacking is concerned not with periodic nature of the wave

force, but the magnitude of said force. Accordingly, the harmonic component of (3.2) is removed

along with dimensionalizing (scaling) terms leaving:

τdof(u, ψ) = |F dof(u, ψ)|, (6.3b)

where the force RAO surface is that of a wave for the current significant wave height. The wave

angle used is that of the major wave direction. With the sway velocity assumed negligible, the force
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RAO reduces down to being dependent upon the surge and heading angle of the vessel. This is

normalized from 0 to 1 like all other terms. The quantification of propeller actuation proceeds from

equating thrust (3.13a) to drag (3.18b) on a calm sea:

0 = τprop(u, np) +XDn(u), (6.3c)

this is solved for, np,nom, at a constant nominal velocity, unom. Next the wave force in the surge

direction is added to (6.3c). Since the goal is to find a constant value, only the magnitude of the

wave force is added:

0 = τprop(u, np) +XDn(u)− τsurge(u, ψ), (6.3d)

which results in a new, higher propeller speed, np,wave. Finally, the propeller speed difference is

calculated as:

∆τprop(u, ψ) = np,wave(u, ψ)− np,nom(u). (6.3e)

When the wave force is pushing the vessel in the positive surge direction, the excess velocity caused

by the wave force is calculated similar to that in (6.3d). Using the nominal propeller speed, np,nom,

from (6.3c) a new constant velocity, uwave is found in from (6.3d). The excess velocity is then

calculated by:

∆vel = uwave(np, ψ)− unom(np). (6.3f)

The rudder angle necessary to maintain heading is calculated in a similar manner, using (6.3b) and

(3.17f). The rudder angle necessary to maintain heading is calculated from:

0 = τrudder(u, αr) + τyaw(u, ψ). (6.3g)

The rudder angle used, αr, is the actual rudder angle and not the effective rudder angle because the

sway velocity does not appear in this equation. Since the nominal rudder angle is zero, assuming no

currents, the necessary rudder angle to maintain heading is simply the root of (6.3g). Finally, on

some occasions, the optimal heading of the force term may be near enough to the optimal heading of

the geometric term that total optimal heading is only slightly different than the geometric optimal.

Note that the desired heading and geometric heading are always the same, though the desired

velocity and the geometric velocity can be different. On these occasions, the heading angle difference
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may be small enough that over the course of the entire path, the vessel would not encounter the

path constraint. In this instance, it is deemed that the deviation from the path, and the subsequent

required tack back across the major wave direction is not justified by the small reduction in the

force cost. When this occurs the optimal heading is the desired heading according to:

ψ⋆ =





ψd, if tan(β − ξ) <
dC
dD

min
u,ψ

JTotal, else.

(6.4)

Figure 6.5 shows the force and geometric surfaces, and then the total cost for the tacking planner.

This example is for a significant wave height of 2 meters, with a desired heading of 270◦. Though

from the proportional weighting factors of (6.1), the geometric term does not have a large bearing

on the total cost for a sea state with a 2 meter significant height, it still influences the total cost

slightly.

6.3 Tacking Planner Results

For the tacking planner, a variety of different desired heading angles and significant wave heights

were used to assess behavior in differing sea states. The desired velocity in (6.2g) was set to 4

m/s. Fig. 6.6 shows the optimal headings and velocities for desired headings of 270, 255, 240, and

225 degrees in the North East Down frame. What is evident is the optimal heading and desired

heading are the same for up to and including 1 meter of significant wave height, indicating that

these wave conditions are not sufficient to warrant tacking, and instead follow a traditional path

following procedure. This is shown by the marker lining up with the desired heading. The optimal

velocities for a calm sea and significant wave height of 0.25 meters are below the desired velocity

of 4 m/s, driven down by the cost of the fuel efficiency term, where the most fuel efficient velocity

is roughly 2.8 m/s. For a calm sea, the force and actuation term is zero in (6.1), with the optimal

cost being driven solely by the geometric term. At 0.5 meters, the optimal velocity is the desired

velocity of 4 m/s for most headings. Above this wave height, at 1 m, the optimal velocity increases

above the desired velocity. This appears counter-intuitive to the goal of reducing wave forces, but it

is due to the actuation cost terms of (6.3e), (6.3f), and (6.3g). With higher wave heights, a higher

reference velocity is needed to ensure forward momentum is retained, and has a lower relative
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(a) Force cost surface of the tacking planner. (b) Geometric cost surface of the tacking planner.

(c) Total cost surface of the tacking planner.

Figure 6.5: These figures show the force, geometric, and the combined total cost surface of the
tacking planner for a 2 meter significant wave height with a desired heading of 270◦. The red ∗

indicates the minimum point.
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Figure 6.6: This figure shows the optimal heading and velocity for a given desired heading and a
desired velocity of 4 m/s according to the tacking planner. The desired headings are 270 degrees,
which is directly into the major wave direction, 255, 240, and 225 degrees. The different shapes
indicate the different significant wave heights. Note that for waves above 1 meter, tacking is deemed
necessary, i.e. the optimal heading is not the same as the desired heading. Also note that at 2.5
meters the tacking planner is concerned only with the force cost (6.3a) and therefore the optimal
is found to be the same regardless of desired heading. This can be seen with the 4 red stars being

plotted on one another.

velocity increase with a positive wave force. This can also be seen in the decrease of the optimal

velocity as the desired heading angles increasingly move away from the major wave direction. There

is less force in the surge direction, and therefore the surge actuation cost is lower.

Above 1 meter, the tacking planner begins to prescribe tacking as the optimal path. For 1.5 meter

waves, the optimal tacking angle is roughly 225 degrees with an even slightly higher velocity than

the cost function sets out for 1 meter waves at that same heading. For the desired heading of 225

degrees, the cost function activates the logic of (6.4), and sets the optimal heading as the desired

heading. For 2 meter waves, the optimal tacking angle increases, as well as the velocity. This

is shown by the triangles clustering further to the left, around 218 degrees, for all four desired

headings. Finally for the 2.5 meter waves, the tacking angle again increases, but it can be seen that

the wave forces are growing large enough to temper the influence of the actuation forces, as the

optimal velocity prescribed is lower than that of the 2 meters waves. Also, at this wave height, the
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Figure 6.7: This figure shows the optimal heading and velocity for a given desired heading and
a desired velocity of 8 m/s according to the tacking planner. Again the desired headings are 270,
255, 240, and 225 degrees. The different shapes indicate the different significant wave heights. Note
that for waves above 1 meter, tacking is deemed necessary. Also note that at 2.5 meters the tacking
planner is concerned only with the force cost (6.3a) and therefore the optimal is found to be the
same regardless of desired heading. This can be seen with the 4 red stars being plotted on one

another.

geometric term is zero in (6.1), so there is no longer a time-to-destination penalty to increase the

velocity at this heading angle. This results in all of the reference heading and velocities to be the

same.

The tacking planner was also run with a desired velocity of 8 m/s to investigate the influence of

differing desired velocities on the outcome. The results have some of the same characteristics as

before, such as tacking being prescribed above 1 meter of significant wave height, and the 2.5 meter

waves having the same optimal heading and velocity owing to the fact they are driven solely by the

force cost. However, some of the positions have shifted. For both 1.5 and 2 meter waves, tacking is

still the optimal course, but their tacking angles have been reduced by up to 10◦. They also have

slightly higher optimal velocities. The non-tacking results have also changed slightly. The results

are much closer together with the optimal velocity of the 0.25 meter results higher than that of

the 0.5 meter results. This is due to the shape of the force RAOs for pitch and surge at small

waves sizes. This was shown in figure 3.2(b), where the lowest wave force is experienced at higher
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velocities. Also of note is the influence of the fuel consumption term. Before, the geometric cost,

which can be seen in the 0 meter results, was close to the desired velocity. This was due to the

desired velocity being near the optimal velocity for fuel efficiency. Now, with a desired velocity of

8 m/s, the optimal velocity calculated by the geometric cost is 5.4 m/s which is the average of the

desired velocity and the velocity for optimal fuel efficiency.

Finally, the implementation of the tacking planner during simulation. For the head sea results,

during the simulation, the last predicted location is used to check if it violates the path boundary,

and if it does, the final reference heading of the prediction horizon is changed to the opposite

heading angle. This creates a soft constraint at the path boundary which is preferred due to the

large disturbances. This method is not ideal for the NMPC though, as with the RTI method, the

references of the system should be free of large changes. For the beam and following seas, the

tacking planner uses the optimal velocity to calculate the turn rate of the vessel. This turn rate is

then used with the tacking angle differential to calculate the time required to turn, and the heading

reference is updated with a smooth turning trajectory for the tacking.

6.4 Summary

The larger tacking angles in the previous chapter showed that they can greatly reduce the pitching

motion, but the NMPC can not operate in a binary fashion necessary to producing a tacking behavior

about a desired path on its own. This chapter saw the introduction of the tacking planner to produce

a tacking reference for the NMPC to follow. This novel method uses the dynamics stripped of their

harmonics, and the tacking path to calculate the optimal tacking angle and velocity based upon the

sea state and user-defined desired heading and velocity. Next chapter looks at the results of this

control method in head seas.
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Head Sea Navigation

With the model and controller defined, and the tacking planner crafted, testing can begin. To

provide context for the performance of the NMPC, the results are compared to the LOS PID

controller found in (Fossen, 2011). This controller is robust and easy to implement, and because of

this, forms the basis of many of the controllers found in use, as highlighted in the literature review.

The the chapter begins with the formulation of the PID and the listing of the parameters used

for the NMPC and PID. Initial testing of the controllers in their ability to path follow with no or

minimal disturbances is shown. Next, the results are shown for the NMPC both path following and

tacking for each of the desired headings and wave heights shown previously in the tacking planner

chapter. This is compared to the results of the PID in the same conditions with a highlight of

the 2.5 meter wave condition. Lastly, additional tests were performed to ascertain the robustness

of the NMPC in a full sea state, as well as examining the results of other tests which implement

wave forecast uncertainty and hardware restrictions to better simulate the difficulties that may be

encountered when deploying the controller in real-world tests. Note that for the remainder of the

thesis, the major wave direction travels from 270 degrees west to 90 degrees east in the NED frame.

That means that a heading of 270 degrees indicates traveling directly into the waves. This chapter

covers head and bow sea operation with headings from 270 to 210 degrees. The next chapter covers

beam sea with headings from 210 to 150 degrees, and quartering and following seas with headings

from 150 degrees to 90 degrees.

Table 7.1 list the wave parameters used this thesis. The wave heights are the same as those in

the tacking planner. To gather the other parameters, SWEM was simulated with the wind vectors

91
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Table 7.1: Wave parameters

Wave Height

Parameter 0.25 m 0.5 m 1.0 m 1.5 m 2.0 m 2.5 m

Wave Frequency 2.2 rad/s 1.7 rad/s 1.3 rad/s 1.1 rad/s 1 rad/s 0.9 rad/s
Wave Velocity 4.46 m/s 5.77 m/s 7.55 m/s 8.92 m/s 9.81 m/s 10.9 m/s
Wave Length 12.74 m 21.33 m 36.49 m 50.95 m 61.64 m 76.10 m

aligned, and the swell and fetch areas were increased until the desired significant wave height was

reached. This produced a sea in which most wave components were traveling in a uniform direction

creating a definable major wave direction. The first n-number of largest wave components whose

amplitudes totaled to the desired wave heights were tabulated with their frequencies averaged.

The vessel-wave dynamic tables in the simulation are indexed by wave frequencies rounded to the

nearest tenth while the wave amplitude is simply a scaling factor of the output. Owing to this after

all values were tabulated, the wave parameters were interpolated to calculate their values at the

discrete wave frequencies. The resulting values are near those produced by the deep water theory

with the parameters in table 7.1 having a slightly slower wave frequency than deep water theory

suggest. The effort was made to calculate the wave components this way with a view towards

future research in which only the largest wave components could be measured reliably, in which

the research presented here could provide a baseline of performance for when a full sea state was

implemented.

7.1 NMPC and PID Controller Tuning Parameters

This section details the LOS PID used in this thesis for comparison to the NMPC controller. The

LOS PID used is that found in Fossen (2011) . For straight line paths where the heading error is:

ψ̃ = ψ −Xd + βs, (7.1)

where Xd is the course angle defined as:

Xd(e) = ψd + Xr(e), (7.2)

and

Xr(e) := arctan
−e
∆

(7.3)
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where e is the cross-track error and ∆ is the lookahead distance. The sideslip angle of the is

calculated as:

βs = arcsin
v

u
(7.4)

The NMPC, because of the nature of the cost function, increases its velocity when there is a high

cross-track error, to return to the path as quickly as possible. To create a similar behavior the PID

was also tested with a cross-track error based speed compensator modeled as:

ũ = u−
(
ud + (umax − ud)(1− κ

−|e|
PID)

)
, (7.5)

where κPID > 1 is the tuning parameter to determine how quickly the reference velocity increases

with increases in the cross-track error. This is a simplified method of Peymani and Fossen (2013).

The vessel was simulated with an initial condition away from the desired path for the smallest two

wave heights, 0.25 m and 0.5 m and on a calm sea, to test the ability to reach the path. For this, the

vessel starts with an initial cross-track error of 75 m with a heading that is parallel to the desired

path. The path begins at (0,0) with an angle of ξ. With this the cross-track error for the NMPC

is calculated as:

ỹ = yd − y, (7.6)

where yd = xd tan(ξ). The 0.25 m waves were accompanied by a 1 m/s current in the major wave

direction, while the 0.5 m waves had a 2 m/s current. Simulations were also conducted with an initial

starting point at (0,0). These path following simulations were conducted to tune the PID controller

and establish the baseline performance of the PID and NMPC controllers in a typical path following

procedure, seen in most literature where there is no or minimal environmental disturbances. Table

7.2 shows the tuning weights used for the NMPC, as well as the PID tuning parameters. More

details of the dual PID controller on the propellers can be found in (Heins et al., 2017).

As discussed in chapter 4, roll is not included in the cost function. Because the rudders can impart

a larger moment in the roll direction than the waves in some cases, penalizing roll directly affects

rudder actuation. Roll is a consequence of turning, even on a calm sea, and is not itself considered

a negative effect. Though it is not included, roll is still an important consideration in regards to

preventing capsizing, therefore a constraint of 15 degrees was imposed on the roll state to prevent

excessive roll angles, but allow full rudder use.
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Table 7.2: NMPC and PID tuning parameters

NMPC PID

Parameter Value Parameter Symbol Value

Surge Velocity Weight 1 Look Ahead Distance LAD 20 m
Y position Weight (no tacking) 1 Heading Proportional KPH 0.8
Y position Weight (tacking) 0 Heading Integral KIH 0.01
Pitch Angle Weight 38.2 Heading Derivative KDH 0.05
Yaw Position (no tacking) 2 Propeller Proportional 1 KPP1

4000
Yaw Position (tacking) 10 Propeller Integral 1 KIP1

500
Propeller State Weight 0.35 Propeller Derivative 1 KDP1

1500
Propeller Actuation Weight 0.001 Propeller Proportional 2 KPP2

1
Rudder Actuation Weight 0.1 Propeller Integral 2 KIP2

50
Heading Positive Constraint 360◦ N Propeller Derivative 2 KDP2

0
Heading Negative Constraint 180◦ S κPID 1.01
Prediction Time Step 0.05s - - -
Prediction Horizon 300 steps - - -
Prediction Length 15s - - -

Figure 7.1 shows the performance of the PID controller, PID controller with speed compensator

(PIDsc), and NMPC controller in a calm sea with no disturbances and with a single harmonic wave

with a height of 0.25 m and a current of 1 m/s. The desired path is along the y-axis and the desired

velocity is 4 m/s. With the knowledge that later testing would be performed exclusively with wave

disturbances, the PID controller and PIDsc controller were tuned in the simulation with 0.25 m

and a current of 1 m/s. This can be seen with no overshoot and quicker settling time in the 0.25

m wave case, however, both the calm sea and the 0.25 m wave sea have similar rise times for the

PID controllers. The NMPC controller performs the same in both sea conditions and has a quicker

settling time, 15 seconds, due to the higher overall velocity. While a larger κPID weight for the PIDsc

controller can achieve a similar rise time to the NMPC controller, a κPID larger than 1.01 results

in a constant oscillation around the path. This is a consequence of having the velocity change with

the crosstrack error, which in turn directly affects the turning performance. This also shows the

benefit of model based control on a multi-input multi-output system in which the performance of

the actuation and the states of the system are tightly coupled. Figure 7.2 shows a zoomed in plot of

the PID and NMPC controllers in a sea with 0.5 m wave and 2 m/s current, with a desired heading

of 225 degrees. The PID controller has an RMS path error of 0.2602 meters, while the NMPC has

a path error of 0.1434.
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(a) Path following of the three controllers on a calm sea (b) Path following of the three controllers with 0.25m waves
& 1 m/s current

0 5 10 15 20 25 30 35 40 45

2

3

4

5

6

7

8

9

10

(c) Velocity of the three controllers on calm sea
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(d) Velocity of the three controllers with 0.25m waves & 1
m/s current
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(e) Y position of the three controllers on calm sea
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(f) Y position of the three controllers with 0.25m waves &
1 m/s current

Figure 7.1: Path following for NMPC and PID controllers on a calm sea and with 0.25m waves
and 1 m/s current.
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Figure 7.2: The path adherence of the PID and NMPC with 0.5 m waves and a 2 m/s current
with a desired heading of 225 degrees.

7.2 Rough Sea Tests

To test the ability of the tacking planner and the NMPC controller to reduce wave-induced motions

in rough seas, the vessel was simulated at each of the significant wave heights and desired headings

presented in the previous section. The sea surface was comprised of a single harmonic with a wave

height equal to that of the significant wave heights of the previous chapter. Current and wind forces

are assume negligible. For the three highest wave heights, the vessel was simulated with the NMPC

controller following the prescribed tacking angle, reaching the tacking boundary and tacking back,

as well as without the tacking planner, where the NMPC controller followed the direct path. This

was compared to the baseline PID control case approach which followed the direct path. The speed

compensated PID controller was not used in these tests. All controllers use the same reference

velocity of that calculated by the tacking planner. This is to test the ability of the controllers in

similar scenarios. The prediction steps were 0.05 seconds with a prediction horizon of 300 steps,

resulting in a prediction time of 15 seconds. To ensure more equitable comparison of the results,

the additional propeller state penalty seen in Table 7.2 was added to keep the average velocity of

the PID controller and NMPC similar. Without it, the average NMPC velocity may deviate from
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(a) The path of all three controllers with a desired heading
of 255 degrees. Note that the tacking boundary is not a
hard constraint and therefore the NMPC controller may go
beyond these bounds during tacking.
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(b) A zoomed plot of the three controllers showing the high
frequency tacking of the NMPC tacking controller.

Figure 7.3: These figures show the PID and NMPC direct controllers following the tack, while
the NMPC tacking controller tacks about the path.

the desired velocity in order to satisfy other terms of the cost function. This is a different approach

than with the 1 DOF problem where the surge velocity was averaged over the prediction horizon.

This penalty has the effect of worse performance in some aspects, such as pitch angle and reference

velocity adherence, but with improvements in actuation effort reduction. It is the author’s belief that

the trade offs are worth the cost and are representative of how the system would be implemented on

actual hardware where the performance reduction is justified by the improvement to the long-term

durability of the engine.

Figure 7.3(a) shows the paths taken by the three controllers. For this figure, the desired heading was

255 degrees with a 2.5 meter wave. The vessel starts at the position (0,0), with the NMPC direct

and PID controllers following the path, while the NMPC tacking controller tacks about the path.

The tacking is handled by detecting if the final position of the vessel in the prediction horizon is

beyond the tacking boundary. If it is, the final heading reference is changed to the opposite tacking

angle. There is no constraint set at the boundary because the large wave forces could cause the

vessel to violate them. This can be seen in the figure whereby the vessel moves past the boundary

during tacking due to the larger angle between the boundary and the tacking path in one direction

versus the other. Figure 7.3(b) shows a zoomed plot of the three controllers to highlight the small,

high-frequency tacking of the NMPC tacking controller.

Figures 7.4-7.5 show the results for the three controllers in which the desired heading is 270 degrees,
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(a) The pitch angle of the 3 controllers with a desired head-
ing of 270 degrees and 2.5 meter waves. Closed-loop pitch
angle responses show reductions in pitching amplitude from
both the NMPC tacking and NMPC direct controllers. The
NMPC tacking controller is able flatten the pitch peak.
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(b) The wave force in the pitch direction for the 3 controllers
with a desired heading of 270 degrees and 2.5 meter waves.
The NMPC tacking controller sees the lowest wave forces in
the pitch direction.
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(c) The velocity profiles of the 3 controllers with a desired
heading of 270 degrees and 2.5 meter waves. The lower wave
force in the surge direction for the NMPC tacking controller
allows for better adherance to the 4.7 m/s reference velocity.
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(d) The propeller speed of the 3 controllers with a desired
heading of 270 degrees and 2.5 meter waves. The NMPC
tacking controller is able to acheive better adherance to the
reference velocity with lower actuation effort.

Figure 7.4: These figures show the performance of the three controllers in 2.5 meter waves.

which is directly into the waves, and a wave height of 2.5 meters. Figure 7.4(a) is the pitch angle

for the three controllers. While following the direct path, the NMPC direct controller is still able

to lower the pitching of the vessel compared to the PID controller. The tacking NMPC controller

reduces the pitching further with a 20% reduction in the maximum pitch angle and a 12% reduction

in minimum pitch angle. Part of the improvement of the pitch angle is due to the lower wave forces

experienced in the pitch direction shown in figure 7.4(b). However, other factors such as propeller

actuation in the pitch direction and the strong coupling with heave can have an effect on the

pitch angle. Besides the higher encounter angle, the NMPC tacking controller has a lower peak

velocity, shown in figure 7.4(c), to help achieve lower peak wave forces in the pitch direction. The
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(a) Percent improvement in the surge and heave directions
of the NMPC controllers over the PID controller in 2.5 meter
waves.
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(b) Percent improvement in the roll and pitch directions of
the NMPC controllers over the PID controller in 2.5 meter
waves.

Figure 7.5: Percent improvement of the NMPC controllers over the PID controller for force and
acceleration in surge, heave, roll, and pitch.

NMPC direct controller also achieves a lower peak velocity compared to the PID controller. The

PID controller experiences the largest range of velocities traveling through the waves with range of

6m/s. Having the lowest minimum velocity would seem to be a benefit for the PID controller in

the goal of reducing the wave force in the pitch direction. However, the minimum velocity of the

PID controller is achieved after the trough of the pitch wave force has passed. The PID controller

actually has the highest velocity of the three when experiencing its peak pitch wave force in the

negative direction. Figure 7.4(d) shows that the NMPC tacking controller is able to achieve these

improvements with much lower actuation effort. Because of the higher wave forces in the surge

direction when traveling directly into the waves, the NMPC direct controller needs to increase the

actuation effort to try to maintain the desired velocity and reduce pitching. The large wave forces

and reactionary nature of the PID controller sees it hitting the maximum slew rate of the engine.

This type of actuation can damage the engine, worsen fuel consumption, and should be avoided.

Figure 7.5(a) includes the percent improvement over the PID controller of the root mean square of

the accelerations and wave forces in the surge and heave directions. The percent improvement is

calculated as:

Percent Improvement =
PIDRMS −NMPCRMS

NMPCRMS
× 100 (7.7)

Wave force is plotted because of the potential to cause damage either directly by the wave force

imparted on the structure of the vessel or as a result of the wave-induced motions. There is a

correlation between the wave forces and vessel accelerations, however, the vessel can actuate in
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most DOFs directly, and in all of the DOFs indirectly through the dynamic couplings of the vessel,

which can mitigate these accelerations. There are the fluid memory effects which can also mitigate

the effects of the wave force, though these are unknown to the controller. These other forces mean

that while the vessel may experience near identical wave forces with the different controllers, the

accelerations can be vastly different.

Note that for the 2.5 meter wave height case, the reference heading and velocity of the NMPC

tacking controller is the same, so the the results for all four headings are roughly similar. This

means that changes in the percent improvement for the NMPC tacking controller are driven solely

by the changes in the PID controller performance. In figure 7.5(a), as expected, the heave force is

broadly similar for all three controllers so there is minimal, if no change, in the percent improvement

for heave force with both the NMPC tacking and direct controllers. In spite of this, the NMPC

tacking controller manages to see a reduction in heave accelerations of roughly 140% compared to

the PID controller when the desired heading is 270 degrees, which trends down to 110% at 225

degrees. The surge accelerations follows the same pattern from 100 to 50%, though this is directly

related to the reduction in wave force in the surge direction. The NMPC direct controller decreases

its heave accelerations more than the PID controller, as the desired heading goes from 270 to 225

degrees resulting in a larger percentage improvement. Surge accelerations for the NMPC direct

controller is more mixed with the improvements over the PID controller remaining at 20-25%.

Figure 7.5(b) shows the percent improvement for the roll and pitch DOFs. Improvements in accel-

erations in the pitch direction for the NMPC tacking controller are similar throughout. Again, the

reference velocity and heading, and therefore results for all cases of the NMPC tacking, controller

are the same. What this lack of change in relative performance shows then, is the PID controller

does not reduce pitch accelerations as it increases its heading relative to the wave direction. There

is also not an appreciable reduction in wave forces in the pitch direction for the PID controller.

Similarly, the NMPC direct controller does not decrease its accelerations in the pitch direction as a

result of its change in heading direction, and in fact decreases in relative performance at 225 degrees

despite decreasing its relative wave force. For the NMPC direct controller, the necessity to also

mitigate other reference errors, namely path following, is why pitch accelerations do not decrease.

The increase in wave force in the sway and yaw directions requires more actuation to mitigate

this. The NMPC tacking controller is less affected by this since heading adherence is less restrictive
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(a) The pitch angle of the PID controller with a heading of
270 and 255 degrees.
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(b) The wave force in the pitch direction of the PID con-
troller with a heading of 270 and 255 degrees.

Figure 7.6: Comparison of the pitch angles and wave force in the pitch direction for the PID
controller with a heading of 270 and 225 degrees.

than path adherence. In the roll direction, both NMPC controllers have a 100% deterioration in

acceleration and force RMS values at 270 degrees; that is they give rise to greater accelerations and

forces compared to the PID controller, which does not experience any when heading directly into

the waves. Roll is an interesting motion because it is the only one in which the actuation force

from the vessel can far exceed the force from the waves at 2.5 meters. For these simulations, the

maximum wave force in the roll direction is around 1.5 kn/m while the rudders can potentially

produce 2 kn/m at 5m/s, and 5 kn/m at 8 m/s. Both NMPC controllers show this disparity. At

255 degrees, the NMPC tacking controller experiences a significantly greater wave force in the roll

direction. However, it does not experience noticeably more acceleration in the roll direction. In

contrast, the NMPC direct controller sees a reduction in wave force, but a much higher amount of

roll acceleration because of the small tacks it performs on the individual waves.

As previously stated, the NMPC tacking controller has near identical performance for each desired

heading, owing to the controller having the same reference heading and velocity. With this in mind,

the lack of change in pitch accelerations by the PID controller seen in figure 7.5(b) means the PID

controller does not improve with a larger wave encounter angle. The plots in figure 7.6 expand upon

this with the pitch angle and wave force of the PID controller with a 2.5 meter wave and a heading

of 270 and 225 degrees. In figure 7.6(a), the PID controller achieves marginally higher peak pitch

angles as well as lower trough pitch angles when traveling at 225 degrees. This is in spite the fact

that traveling at this angle reduces wave forces in the pitch direction. This again shows the benefit

of predictive control, and having a controller with knowledge of the coupled dynamics.
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Table 7.3: Average percent improvement for various parameters for both the direct and tacking
NMPC over the PID. D=Direct, T=Tacking

Controller
& Wave
Cond.

Pitch
Peak
(%)

Pitch
Trough
(%)

Fuel
Con-
sump-
tion
(%)

Surge
Accel.
(%)

Heave
Accel.
(%)

Roll
Accel.
(%)

Pitch
Accel.
(%)

Time
(%)

0.25m D 3.43 3.47 -0.85 11.37 4.53 66.16 3.40 -3.68
0.5m D 4.57 3.81 -2.61 12.72 5.52 -39.71 4.38 -3.24
1m D 4.48 6.74 2.17 20.82 16.35 -67.05 10.86 -3.45
1.5m T 11.31 8.52 -16.00 55.10 38.81 -73.96 27.35 -20.85
1.5m D 1.42 8.83 2.88 23.96 22.75 -77.72 12.39 0.23
2m T 10.00 6.56 -23.47 47.50 40.05 -65.70 28.82 -31.81
2m D 3.09 4.78 -1.79 1.66 11.56 -70.90 5.12 -3.95
2.5m T 16.04 12.25 -44.74 79.57 126.80 -39.97 82.70 -40.10
2.5m D 2.93 6.78 -20.40 22.63 39.92 -75.21 21.81 0.56

Table 7.3 shows the performance of the controllers for each wave height, averaged over the four

desired heading angles. The ’D’ represents the direct controller and the ’T’ represents the tacking

controller. The pitch peak refers to the average maximum pitch angle and the pitch trough refers

to the average minimum pitch angle. The pitch angle is separated like this instead of using RMS,

because as shown in figure 7.4(a), the two values can differ. Generally speaking, the improvements in

the accelerations in the surge, heave, and pitch directions increase as the wave height increases. The

roll accelerations, as mentioned earlier, are driven largely by the rudder actuation and, therefore,

there is no discernible trend, though the NMPC controllers use more rudder actuation and as a

result have higher motions in that direction. There is more improvement in the pitch peak angles

throughout, than there is in the pitch trough angles for the tacking NMPC, while the reverse is

true for the direct NMPC. The biggest improvement is with 2.5 meter waves, where the wave force

is highest. Not surprisingly, fuel consumption for the tacking NMPC controller was 15-45% worse

than the PID controller along the path. This trend tracks largely with the increased time required

by the tacking NMPC controller to make the same progress along the path as the path following

controllers. This increase is directly correlated with cosine of the tacking angle and, as such, there

is a doubling of the extra time required when tacking at 58 degrees for the 2.5 meter wave case

versus tacking at 45 degrees for the 1.5 meter wave case. Though the total time for the tacking

NMPC is longer, the temporal fuel rate is lower with the percentage of additional fuel consumption

lower than that of the percentage of additional time for the 1.5 and 2 meter waves. The NMPC

direct controller had similar fuel consumption and time performance to the PID controller, with the
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Figure 7.7: The path adherence of the NMPC and PID controllers in 2.5 meter waves with a
desired heading of 225 degrees.

exception of the fuel consumption for the 2.5 meter case. The expression for fuel consumption was

calculated using fuel rate data at steady engine speeds, and as with figure 7.4(d), the large changes

in the engine speed could cause excessive fuel consumption so the PID controller may have higher

fuel consumption than calculated.

Though the focus of this section is on mitigating wave forces and its resulting motions, the NMPC

direct controller is still designed to follow a path. Though tacking with the NMPC controller

provides the largest reduction in many of the wave forces and motions, situations may still arise

in which tacking is not allowable, such as collision avoidance of a ship or object, or traveling in a

busy shipping area. In these situations, the NMPC direct controller provides the benefits previously

shown, while also providing better path adherence over the PID controller. Figure 7.7 shows the

NMPC direct and PID controller following a path with 2.5 meter waves and a desired heading of

225 degrees. The NMPC controller has an RMS path error of 0.8 meters while the PID controller

has an RMS path error of 1.5 meters. This follows the the trend seen earlier in figure 7.2 with the

NMPC controller having half the path error as the PID.

Table 7.4 contains the results for all of the simulations to provide full context for the reader. One
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Table 7.4: Percent improvement for various parameters for both the direct and tacking NMPC
over the PID. D=Direct, T=Tacking

Controller &
Wave Cond.

Pitch
Peak
(%)

Pitch
Trough
(%)

Fuel
Con-
sump-
tion
(%)

Surge
Accel.
(%)

Heave
Accel.
(%)

Roll
Accel.
(%)

Pitch
Accel.
(%)

Time
(%)

0.25m 270◦ D 0.80 1.12 -2.92 8.44 -0.44 -100 -0.32 2.41
0.25m 255◦ D 4.04 4.32 -1.31 11.30 4.65 216.20 4.51 0.56
0.25m 240◦ D 3.89 3.71 0.38 4.58 6.97 133.58 5.52 -3.88
0.25m 225◦ D 4.99 4.76 0.46 19.61 12.73 14.47 6.54 -13.80

0.5m 270◦ D 4.23 3.53 -4.15 10.47 1.19 -100 3.06 2.81
0.5m 255◦ D 4.27 3.42 -3.66 10.64 3.07 -46.81 3.43 2.06
0.5m 240◦ D 4.16 3.78 -1.33 12.06 8.83 -28.97 4.75 -2.25
0.5m 225◦ D 5.62 4.52 -1.33 18.78 12.87 -2801 7.97 -15.58

1m 270◦ D 5.58 3.07 2.16 15.69 16.87 -100 9.49 -1.83
1m 255◦ D 6.32 3.72 0.51 17.75 19.96 -65.04 10.51 -1.76
1m 240◦ D 4.78 7.93 2.94 22.44 14.30 -55.98 10.57 -1.66
1m 225◦ D 1.23 12.25 3.06 30.60 13.99 -53.57 13.80 -8.52

1.5m 270◦ T 19.25 6.59 -28.67 69.39 39.09 -100 27.53 -27.21
1.5m 255◦ T 14.63 7.35 -22.67 60.73 39.05 -63.59 24.83 -22.87
1.5m 240◦ T 7.42 7.89 -17.13 57.68 44.52 -61.15 29.98 -21.21
1.5m 225◦ T 3.94 12.06 4.45 31.94 32.40 -67.94 27.22 -12.10

1.5m 270◦ D 3.60 3.75 1.36 18.75 18.41 -100 6.26 1.15
1.5m 255◦ D 0.97 6.24 3.64 19.82 22.06 -69.36 9.25 2.16
1.5m 240◦ D -1.5 10.16 3.87 26.89 24.72 -76.01 13.52 2.46
1.5m 225◦ D 2.58 15.16 2.64 34.02 26.71 -73.61 22.34 -4.85

2m 270◦ T 16.24 4.67 -33.73 56.92 38.15 -100 34.79 -32.17
2m 255◦ T 13.7 3.33 -25.68 44.89 34.89 -45.86 24.71 -29.38
2m 240◦ T 7.87 6.73 -16.91 39.67 36.91 -63.6 23.03 -26.62
2m 225◦ T 2.2 11.51 -17.57 48.73 53.73 -42.37 33.29 -39.07

2m 270◦ D 10.01 9.58 -8.67 -2.26 16.32 -100 5.37 -4.02
2m 255◦ D 5.42 -0.37 4.62 -3.16 9.44 -52.24 2.57 -3.88
2m 240◦ D 2.39 3.73 5.86 0.02 11.67 -68.64 8.17 -2.86
2m 225◦ D -5.46 6.18 -8.98 18.17 8.52 -63.2 4.66 -5.06

2.5m 270◦ T 19.23 11.11 -45.16 100.75 140.66 -100 85.06 -47.8
2.5m 255◦ T 17.15 11.45 -44.14 93.73 133.77 -3.46 80.24 -45.9
2.5m 240◦ T 13.94 13.39 -46.81 75.79 122.8 -27.97 81.1 -39.69
2.5m 225◦ T 13.85 13.05 -42.84 47.78 108.79 -28.84 84.42 -27.02

2.5m 270◦ D 4.36 4.38 -18.91 26.02 35.52 -100 19.62 0.92
2.5m 255◦ D 3.14 5.8 -17.7 24.24 35.99 -65.95 25.37 1.92
2.5m 240◦ D 1.7 9.78 -20.59 23.53 42.27 -71.05 28.39 2.17
2.5m 225◦ D 2.52 7.15 -24.41 15.39 48.17 -53.18 14.97 -2.78
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Figure 7.8: The tacking path for a desired heading with a large angle to the major wave direction.

note of interest is the decrease in the fuel consumption and time-to-destination for the tacking

NMPC as the desired path moves from 270 to 225 degrees. This is in spite of the fact that as

the angle between the desired path and the major wave direction increases, the angle between the

opposite tack angle and the path increases. Figure 7.8 shows an example of this. With extreme

tacking and path angles, the opposite tack back across the path can actually regress along the path.

It would, at first, seem that this would drastically increase fuel consumption and time, however, as

can be seen in figure 7.8, the steep angle across the path for the opposite tack means only a small

proportion of the total travel time is spent moving in this direction.

7.2.1 Additional Position and Acceleration Plots

With the general performance of the 3 controllers discussed, we move on to more closely examine

the acceleration of the vessel, as well as the roll angle. The biggest improvement of the tacking

NMPC over the PID controller was in heave acceleration. This is more surprising given that the

wave force experience in the heave direction is nearly identical for all headings and velocities as

shown in figure 7.5(a), and there is no actuation force in the heave direction. Figure 7.9(a) shows

the heave acceleration over time for the 3 controllers for the 2.5 meter waves with a desired heading

of 270 degrees. While the NMPC tacking controller sees acceleration of ±1 m/s2, the PID controller

experiences upwards of -3.5 m/s2 with a change in acceleration, known as jerk, of up to 0.5 m/s3.

The primary driver for the differential in the heave acceleration is the coupling between heave, and

the pitch position and velocity as seen in (3.21). Though actuation can not be achieved in the heave

direction, and the wave force in the heave direction can not be mitigated by manipulation of the
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(c) Roll acceleration for 2.5 m waves and desired heading of
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(d) Roll angle for 2.5 m waves and desired heading of 255
degrees.

Figure 7.9: Plot of heave and pitch accelerations for 2.5 m waves and a desired heading of 270
degrees. The roll plots depict the results for a desired heading of 255 degrees.

velocity or heading, heave accelerations benefit greatly from the reduction in the pitch position and

velocity. The pitch accelerations are included in figure 7.9(b), where the NMPC tacking controller

has the lowest acceleration as well.

For figures 7.9(c), and 7.9(d), the results from the 255 degree desired heading simulations were

used. This is to show results in which the PID controller actuates the rudder. Figure 7.9(c) plots

the roll acceleration of the 3 controllers with the NMPC direct controller showing the highest roll

accelerations as it tacks quickly over each wave to reduce the pitch angle. The PID and NMPC

tacking have similar roll accelerations, with the PID experiencing higher positive accelerations and

the NMPC tacking experiencing higher negative accelerations. The roll angles in figure 7.9(d)

follows the same pattern with the higher roll accelerations of the NMPC direct controller resulting

in higher roll angles. The NMPC tacking controller has slightly higher roll angles than the PID,
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(a) Roll force from rudder actuation compared to wave force
at 255 degrees for the NMPC direct controller.
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(b) Roll force from rudder actuation compared to wave force
at 212 degrees for the NMPC tacking controller.

Figure 7.10: A comparison of the roll force from the rudder versus the wave for the NMPC direct
controller at 255 degrees and the NMPC tacking controller at 212 degrees.

despite similar roll accelerations due to the increased wave force in the roll direction at 270 degrees

versus the PID heading of 255 degrees. Despite the high roll accleration for the NMPC direct

controller and the higher wave force in the roll direction from the wave for the NMPC tacking

controller, all roll angles are well below the roll constraint of 15 degrees.

Despite having a shallow angle to the major wave direction and, therefore, a relatively small wave

force in the roll direction, the NMPC direct controller has the highest roll accelerations in figure

7.9(c). Figure 7.10(a) shows that the cause is the rudder actuation. The high-frequency tacking that

the NMPC direct controller performs in order to increase the encounter angle to the wave results in

a roll force from the rudder that is 500% higher than from the wave itself. For the NMPC tacking

controller traveling with a heading of roughly 212 degrees, with less aggressive rudder action, the

rudder and wave impart nearly equivalent force to the vessel in the roll direction as seen in figure

7.10(b). The rudder force in the roll direction for the NMPC direct controller is higher even than

the wave force experienced by the NMPC tacking controller. This becomes more pertinent in the

next chapter when wave force in the roll direction increases in beam seas.

7.3 Full Sea State

The previous simulations were conducted in a wave environment containing a single wave harmonic,

with full information of this made available to the controller. However, the wave spectrum is
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Figure 7.11: A full SWEM sea state at 1.5 meters and a single harmonic at 2.5 meters. The
bottom figure shows the resulting combination of these two.

panchromatic. In principle, the controller methodology outlined in this thesis could be extended to

include all of the wave harmonics, although this would come at the price of increasing numerical

complexity for the extra terms. Additionally, this would assume availability of information of these

harmonics from available sensing and deterministic sea-wave predictions - which is clearly a more

challenging problem than identifying the waves in a monochromatic sea. It is nonetheless a valid

question to ask to what extent the single-wave controllers assumed in this thesis will perform upon

more realistic sea states. To test the effect of unmodeled waves on the ability of the NMPC controller

to reduce the pitch angle of the vessel as before, a full sea state of various significant wave heights

was superimposed on the single 2.5 meter wave harmonic. The highest of these was a sea state with

a significant wave height of 1.5 meters. Figure 7.11 shows the superposition of this sea state with

the single harmonic 2.5 meter wave. The resulting sea state still bears much of the characteristics

of the single wave harmonic, though the added full sea causes the total sea state to occasionally

produce waves which measure roughly 4 meters. Note that this is not the same full sea states

as produced to gather the wave parameters discussed at the beginning of the chapter. This is a

confused sea state as can be seen in figure 7.11.
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Table 7.5: Pitch angle averages in full sea state

Parameter NMPC Tacking (deg) NMPC Direct (deg) PID (deg)

Average Pitch Peak Angle 10.36 14.78 18.17
Average Pitch Trough Angle 9.97 15.32 17.65
Pitch Peak Max Angle 12.69 20.78 23.72
Pitch Trough Max Angle 15.82 21.76 21.86

The 3 controllers were simulated in this environment with a desired heading of 270 degrees. The

reference heading and velocity of the controllers were the same as those for the monochromatic 2.5

meter wave environment. The resulting pitch angles of the three controllers are shown in figure

7.12(a). As before the NMPC tacking controller has the lowest magnitude pitch angles of the three.

The added full sea state means that the NMPC tacking controller, with its tacking path, does not

experience precisely the same wave conditions as the PID and NMPC direct controllers. While this

makes it more difficult to make a direct comparison on a per wave basis, it is worthy to note the

maximum and minimum pitch angles of the NMPC tacking controller are much lower of not only

the maximum and minimum pitch angles but also the average maximum pitch angles and average

minimum pitch angles of the PID controller as seen in Table 7.5. In figure 7.12(a), the NMPC direct

controller is a few seconds advanced of the PID controller, but shows generally lower pitch angles.

This is seen in Table 7.5 where the NMPC direct controller has lower maximum and average angles

compared to the PID controller, though the trough minimum angles are similar.

The roll angles of the three controllers are shown in figure 7.12(b). Though the desired heading is 270

degrees, which usually sees the PID controller experience no rolling, the full sea state results in wave

forces in all directions which in turn results in the PID controller experiencing roll from the wave

force, but also from the rudder actuation needed to maintain its course. Both NMPC controllers

have much higher roll angles as they have large rudder actuations to maneuver around the larger

waves, though neither violate the roll constraint. Figures 7.12(c) and 7.12(d) show the pitch and

heave accelerations the vessel had. Again, the NMPC tacking controller had the lowest acceleration

of the three for both pitch and heave. What is notable is the magnitude of the accelerations of

the NMPC direct and PID controllers compared to the NMPC tacking controller. The NMPC

direct controller has the highest heave acceleration at -10 m/s2, with the PID closely behind at

-9 m/s2. For humans, these accelerations are not near the damage inducing ones seen in Hodgson

et al. (1963), but they are close to encroaching on some recommended limits for human-ridden
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(a) The pitch angles of the three controllers for the 1.5 meter
SWEM sea imposed on the 2.5 meter single harmonic.
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(b) The roll angles of the three controllers for the 1.5 meter
SWEM sea imposed on the 2.5 meter single harmonic.
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(c) The pitch accelerations of the three controllers for the
1.5 meter SWEM sea imposed on the 2.5 meter single har-
monic.
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(d) The heave accelerations of the three controllers for the
1.5 meter SWEM sea imposed on the 2.5 meter single har-
monic.

Figure 7.12: Plot of angles and accelerations of the vessel with a 1.5 meter full sea state imposed
on a 2.5 meter harmonic.

equipment, such as roller coasters, set in ISO standard 17929, as discussed in (Eager et al., 2016;

Pendrill and Eager, 2020).

Besides the pitch angle and pitch and heave accelerations, another aspect the PID controller had

difficulty in for the full sea state simulations was surge velocity management. Figure 7.13 highlights

this. First with figure 7.13(a), we can see the PID controlled vessel dipping below 0 m/s, while

the NMPC controllers maintain a positive velocity. The NMPC controllers have a constraint to

maintain forward velocity and positive propeller speeds. Further investigation shows what appears

to be integral windup of the PID controller in the propeller plots in figure 7.13(b). Again, the NMPC

controllers maintain their velocities with sensible propeller actuation, despite waves occasionally

being twice as large as predicted. Figure 7.13(c) shows the PID controlled vessel being forced
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(a) Surge velocity of the three controllers for the 1.5 meter
SWEM sea imposed on the 2.5 meter single harmonic.
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(b) Propeller speed of the three controllers for the 1.5 meter
SWEM sea imposed on the 2.5 meter single harmonic.
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Figure 7.13: Plots showing the difficulties the PID controller had in maintaining a positive surge
velocity in a sea state composed of a 1.5 meter SWEM sea imposed on a 2.5 meter single harmonic.

back about 7 meters. This backwards motion occurred a few times on this simulation. This is a

dangerous scenario and is why the tacking planner includes estimation on the effect of the waves on

surge velocity. Larger waves require higher average surge velocity to maintain momentum. Most

surface vessels are not designed to move backwards at these velocities. They are shaped to move

forwards through the water. Vessels with low sterns run the risk of water ingress, and rudder

effectiveness is dependent on the vessel velocity.This means after the vessel is forced backwards, it

may not have enough time to accelerate forward to regain steering and avoid the next wave.

Gain scheduling for the PID controller may improve the performance of the PID in rough seas, as it

was originally tuned for 0.25 meter waves. This still presents the problem that the PID is effectively

blind to the disturbances. Linear MPC has been increasing in use, as noted in the literature review,

though often limited to 3 DOF. To test how a controller with knowledge of the waves, but not
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Figure 7.14: Comparison of the NMPC tacking controller with and without a penalty on the pitch
angle term, simulated in a sea state composed of the 2.5 meter single harmonic and 1.5 meter full

sea state.

designed to limit pitch angles would fare, the pitch angle penalization weighting term was removed.

The controller retained knowledge of all 6 DOF. This controlled vessel was then simulated in the

same 2.5 meter single harmonic with a 1.5 meter full sea state scenario. Figure 7.14 shows that

without prioritizing for it, the NMPC can have worse performance in the pitch angle. Knowledge of

the waves is not sufficient, if the controller is not designed to penalize large pitch angles. It should

be noted, however, that wave force in the surge and pitch direction share the same characteristic,

that larger encounter angles decrease the magnitude of the force. A 3 DOF MPC controller adhering

to a reference velocity may show a similar tacking maneuver, as seen through this thesis, to reduce

wave force in the surge direction in a head sea, and as a consequence, may benefit from reduced

pitch angles.

These results show that with only knowledge of the larger harmonic behavior of the sea, the NMPC

direct controller still provides a benefit over the PID controller. Further, the pitch results reinforce

the earlier results of the monochromatic seas that the tacking planner, in conjunction with the

NMPC controller provides a superior method of traversing in a rough sea state.
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7.4 Towards Implementation

The first simulations assumed perfect knowledge of the wave harmonic, while further testing added a

full sea state to better simulate actual sea surface conditions. Other questions remain as to effective

implementation of the controller on hardware where further constraints can affect performance.

One of these is modeling and predicting the wave harmonics. Even in simulations, such as SWEM,

there are hundreds of wave harmonics simulated. Most of these are higher frequency, low amplitude

waves, which have little effect on the vessel and are unlikely to be fully captured by sensing hardware.

However, this still leaves a large number of wave harmonics that can affect the performance of the

vessel. It was shown previously that even without knowledge of the 1.5 meter full sea state, the

NMPC still outperforms the PID controller, but it is easy to speculate that had the NMPC had

knowledge of the higher wave peaks and troughs, it could maneuver to avoid these and reduce the

pitch angles further. Fully modeling each of these larger wave harmonics would be computationally

burdensome because of the inclusion of the high-order polynomial surfaces describing the force and

phase RAO imposed by each harmonic. Many of these force and phase RAOs share similar surface

characteristics between the various wave heights, so the question is: can the sea surface harmonics

be modeled separately to provide a description of the anticipated wave heights over the course of

the prediction horizon with the effect of the wave heights being described by only one set of force

and phase RAOs? The amplitude of the waves for the prediction horizon is calculated as the sum

total of all of the wave amplitudes shown as:

ATotal =

N∑

i=1

M∑

j=1

Aki,ϑj cos
(
ωe

(
ωi, βj , U(t)

)
t
)
. (7.8)

The total wave force in each DOF is now calculated as:

τdofTotal = ρwg
∣∣∣F {dof}

wave

(
ωC, β, U(t)

)∣∣∣ATotal cos
(
ωe

(
ω, β, U(t)

)
t+ ∠F {dof}

wave

(
ωC, β, U(t)

))
, (7.9)

where the force and phase RAO surfaces are constant as denoted by the ’C’ subscript and are chosen

a priori.

To test this, the vessel was simulated with a 2.5 meter single harmonic wave using the RAOs for

a 1 meter wave, with a 1.5 meter single harmonic wave using RAOs for a 1 meter wave, and with
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a 1 meter single harmonic wave using the RAOs for a 2.5 meter wave. First is the simulation of

the NMPC controller in a 2.5 meter wave harmonic using the 1 meter wave RAOs. The RAOs

are multiplied by the 2.5 meter amplitude to estimate the 2.5 meter wave force. The NMPC

controller was simulated with a desired heading of 270 degrees and compared to the original tacking

NMPC using the correct 2.5 meter RAOs. The pitch angles in figure 7.15(a) look promising,

with only a slight increase in the maximum angle, but as can be observed, the results are out of

phase. This is because the NMPC controller with the 1 meter RAOs is taking a larger average

tacking angle than the original seen in figure 7.15(b). This leads to a large discrepancy in the path

compared to the NMPC tacking controller with the 2.5 meter RAOs in figure 7.15(c). The RAO

surface shapes and magnitude differ slightly for the different wave heights, causing the predictions

in this case to be lower than the actual wave force. This underestimation results in lower predicted

actuation necessary to maintain course, and coupled with the corrective feedback resulting from the

underestimated pitch angles has the combined effect of a larger average tack. Figure 7.16 has the

results of the NMPC controller using the RAOs for 1 meter waves simulated over 1.5 meter waves.

The same phenomenon seen in the figure 7.15 also appears here, though to a lesser degree. The

pitch angles in 7.16(a) are similar in magnitude with a smaller phase difference than seen previously.

The heading angles in figure 7.16(b) are near identical in magnitude, resulting in a similar path

in figure 7.16(c). So the NMPC controller using the 1 meter RAOs has similar performance in

1.5 meter waves to that of the NMPC controller using the correct 1.5 meter RAOs. To determine

whether using the RAOs for a certain wave height are only valid for a small range of wave heights

near it, we now look at the reverse of the first example.

Using the RAOs for 2.5 meter waves, the NMPC controller is simulated with a 1 meter wave

harmonic. The phase difference in figure 7.17(a) is smaller than in the first two examples. Overesti-

mated yaw force results in higher magnitudes for the heading angles in figure 7.17(b), though only

by a couple of degrees, and this has no effect on the resulting path that the NMPC controller takes

in figure 7.17(c). These initial results suggest that using the RAOs of a single wave height to give

a good estimation of future wave forces is possible. They also suggest that using a RAOs which

slightly over estimate the predicted wave force fare better than ones which underestimate, though

these are only initial findings and thorough testing of all the RAOs at each wave height would be

needed to confirm it.
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(a) Pitch position in a 2.5 meter wave with the RAOs for a
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Figure 7.15: These figures show the NMPC controller with the RAO surfaces for 1 meter waves
simulated over 2.5 meter waves as compared to the NMPC controller with the correct 2.5 meter

wave RAOs

Besides efficiently estimating the waves and subsequent wave forces, another question for the prac-

tical implementation of the controller is the required step size and total length of the prediction

horizon. The typical requirements predictive control of the prediction horizon is that it should be

long enough to fully capture the entirety of the major dynamics, in this case a complete harmonic

cycle, and the step size should be sufficiently small as to provide effective actuation points over the

course of the major dynamics. A step size significantly larger than the span of a wave harmonic

means a constant input for several wave harmonics, rendering the controller unable to actuate about

them. Conversely, too small of step sizes, or overly long prediction horizons prevent the necessary

computations to be completed before the next iteration. Two wave conditions were used to test

these requirements, the 2.5 meter wave harmonic with the NMPC tacking controller to provide an

example of a long wave harmonic, but low frequency, and the 0.5 meter wave harmonic with the
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(a) Pitch position in a 1.5 meter wave with the RAOs for a
1 meter wave.
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(b) Heading angle in a 1.5 meter wave with the RAOs for a
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(c) Position in a 1.5 meter wave with the RAOs for a 1
meter wave.

Figure 7.16: These figures show the NMPC controller with the RAO surfaces for 1 meter waves
simulated over 1.5 meter waves as compared to the NMPC controller with the correct 1.5 meter

wave RAOs

NMPC tacking controller for a short wave harmonic, but high frequency. These were both tested

with a step size of 0.05 seconds for a prediction horizon length of 12, 10, 7.5, 5, and 2.5 seconds.

This was compared to the original 15 second horizon. Then they were tested with a prediction

horizon length of 15 seconds, but step sizes of 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, and 0.5 and

compared to the original step size of 0.05 seconds.

First Table 7.6 has computation times for the various horizon lengths and step sizes. This thesis is

not concerned with efficient implementation of the RTI NMPC, for that readers are encouraged to

look at other sources such as (Kirches et al., 2012; Villarreal, 2021; Gonzalez Villarreal and Rossiter,

2020). The table is provided to give the reader context on the effect horizon length and step size

have on the iteration time. Figure 7.18 shows the perfomance of the NMPC tacking controller in
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(a) Pitch position in a 1 meter wave with the RAOs for a
2.5 meter wave.

30 35 40 45

218

220

222

224

226

228

230

(b) Heading angle in a 1 meter wave with the RAOs for a
2.5 meter wave.

-160 -140 -120 -100 -80 -60 -40 -20 0

-150

-100

-50

0

(c) Position in a 1 meter wave with the RAOs for a 2.5
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Figure 7.17: These figures show the NMPC controller with the RAO surfaces for 2.5 meter waves
simulated over 1 meter waves as compared to the NMPC controller with the correct 2.5 meter wave

RAOs

Table 7.6: Effect of prediction step size and length on computation time

Horizon
Length

Total Steps Iteration Time Step Size Total Steps Iteration Time

15s 300 3.26s 0.05s 300 3.26s
12.5s 250 2.36s 0.1s 150 1.11s
10s 200 1.63s 0.15s 100 0.68s
7.5s 150 1.10s 0.2s 75 0.49s
5s 100 0.66s 0.25s 60 0.38s
2.5s 50 0.31s 0.3s 50 0.31s
- - - 0.35s 43 0.27s
- - - 0.4s 38 0.23s
- - - 0.45s 33 0.21s
- - - 0.5s 30 0.19s
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2.5 meter waves with a desired heading of 270 degrees, for the various prediction horizon lengths

mentioned above. For these simulations the vessel has an average wave encounter frequency of 1.10

rad/s or 5.70 second period. With that there appears to be slight degradation to the performance

with a prediction length of 7.5 seconds with larger degradation occurring at shorter prediction

lengths. This is about 1.3 times the period of the encountered harmonic. The heading angles in

figure 7.18(a) for these shorter prediction lengths drift below the reference heading angle causing

larger tacking angles in 7.18(b).

For various step sizes, the performance of the controller in 2.5 meter waves begins to drop off at 0.25

seconds. Again, the heading for the controller with larger step sizes falls below the heading reference

and the vessel drifts from the original tacking path. At this step size and encounter frequency, the

controller has roughly 23 steps per encountered period, or 23 discrete inputs it can use to minimize

the cost function.

Figure 7.20 looks the the effect of the controller horizon length on the performance of the vessel in

0.5 meter waves. For these simulations the vessel has a desired heading of 225 degrees and is using

the direct NMPC controller. For these parameters, the average encounter frequency is 2.48 rad/s

with a encounter period of 2.54 seconds. The effect of this shorter encounter period is apparent,

with all of the prediction lengths giving good performance. Only the 2.5 seconds horizon shows

slight degredation of the heading in figure 7.20(a), though it has no effect of the path following in

figure 7.20(b). The 2.5 second horizon is 0.98 times the encounter period.

The last figures in 7.4 show the effect of step size on the 0.5 meter wave case. Degradation begins to

appear at a time step of 0.2 seconds in figure 7.21(a). The loss of performance here is much greater

than in the 2.5 meter case, with the controller appearing unstable as the paths begin to diverge in

figure 7.21(b). With a step size of 0.2 seconds, the controller has only 13 steps per harmonic period.

What can be deduced from these plots is that the ideal prediction horizon length is one that is at

least as long as the encounter harmonic, and the step size should provide at least 23 input points

for the controller per encounter harmonic period. This is of course a generalization and the effect of

shorter prediction horizons with larger steps sizes has yet to be tested on this system, but it points

to an interesting problem; with large range of wave frequencies and the influence of the heading and

velocity on the encounter frequency what is the optimal prediction horizon length, and step size?
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(a) Heading angle for various prediction horizon lengths in 2.5 meter waves.
Original indicated by the ’∗’.
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(b) Position for various prediction horizon lengths in 2.5 meter waves. Original
indicated by the ’∗’.

Figure 7.18: These figures show the performance of the NMPC in 2.5 meter waves with various
prediction horizon lengths.
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(a) Heading angle for various prediction horizon step sizes in 2.5 meter waves.
Original indicated by the ’∗’.
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(b) Position for various prediction horizon step sizes in 2.5 meter waves. Orig-
inal indicated by the ’∗’.

Figure 7.19: These figures show the performance of the NMPC in 2.5 meter waves with various
prediction horizon step sizes.
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(a) Heading angle for various prediction horizon lengths in 0.5 meter waves.
Original indicated by the ’∗’.
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(b) Position for various prediction horizon lengths in 0.5 meter waves. Original
indicated by the ’∗’.

Figure 7.20: These figures show the performance of the NMPC in 0.5 meter waves with various
prediction horizon lengths.
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(a) Heading angle for various prediction horizon step sizes in 0.5 meter waves.
Original indicated by the ’∗’.
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(b) Position for various prediction horizon step sizes in 0.5 meter waves. Orig-
inal indicated by the ’∗’.

Figure 7.21: These figures show the performance of the NMPC in 0.5 meter waves with various
prediction horizon step sizes.
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This is not too different from the issue in Zhang et al. (2019), in which some conditions require small

step sizes for better path tracking in wheeled autonomous vehicles, and other conditions require

long prediction horizons for stability. The proposed solution is an adaptive prediction horizon. A

similar method could work for ASVs with a form of prediction horizon scheduling dependent on

wave conditions and desired heading and velocity.

7.5 Summary

This chapter introduced the LOS PID used in the thesis, with the initial tuning of the PID and

NMPC. It was shown that in reaching the path the NMPC was quicker with less overshoot and

consistent in all wave conditions. The results of the tacking planner was applied to the NMPC

controlled vessel in this chapter. This was compared to the PID controller and NMPC controller

following the path set out by the desired heading. The results showed that the NMPC tacking

controller in 2.5 meter waves greatly reduced many of the wave-induced motions. Heave acceler-

ations saw a decrease of up to 140% and pitch angles saw an average reduction of 16% for the

tacking NMPC. These results were achieved with little propeller actuation effort compared to the

PID controller. Even when traveling along the same path, the NMPC direct controller managed

to reduce the pitch angle, and accelerations in the surge, heave, and pitch directions. This was

while having better path adherence than the PID controller. The only consequences of both NMPC

controllers were increased rolling due to the rudder actuation, and increased time and fuel for the

tacking NMPC.

The benefits of the NMPC tacking controller extended to environments with a full sea state. Here,

the controller continued to reduce both angles and accelerations. The NMPC direct controller was

still able to reduce the pitch angles of the vessel, but saw no improvement to the accelerations,

as compared to the PID. The full sea state also showed the limits of the PID controller as it

was tuned, seeing it go backwards in large waves. The benefits of the NMPC tacking controller

come not only from the prediction of the wave-induced forces, but a penalization on the resulting

motions. Without this penalization, performance is worsened. These results were predicated on

the assumption of knowledge of the waves, but modeling every wave component in a sea state is

computationally burdensome for the controller, so a potential method of only calculating the total
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wave height, and using a single set of RAOs to calculate forces, was investigated. Using the RAOs

for a 2.5 meter wave saw little degradation in performance. This chapter also introduced the impact

of prediction horizon length and step size on the performance of the controller. The results indicate

that future controllers, to remain efficient, should adopt prediction horizon parameters so that,

depending on the sea state, heading, and velocity, the horizon length extends to at least 1.3 wave

harmonics, and there are at least 20 steps per harmonic.



Chapter 8

Beam and Following Sea Navigation

The following chapter saw the introduction of the LOS PID controller and the tuning of the PID

and NMPC controllers in mild conditions. It then established the performance of the controllers in a

variety of headings for a multitude of sea conditions, and later examined the effect of unmodeled sea

states and differing controller parameters. This chapter will look at the PID and NMPC controllers

in first beam seas with its modified tacking planner. Then the controllers will be simulated in

the various sea states as before to gain an understanding of the performance of the controllers,

followed by additional testing to gather further insight. After, the task of control in following seas

is presented. The tack planner is retained for following seas, but only for certain scenarios, as

following seas present a trajectory tracking problem.

8.1 Beam Sea

A beam sea is a sea in which the heading of the vessel is perpendicular to the major wave direction,

with the waves impacting on the side of the vessel. In these conditions, shown in figure 8.1, wave

forces in the sway, roll, and yaw directions are highest while wave force in the pitch direction is

still present, and wave force in the heave direction is little changed. Little wave force in the surge

direction exists in these conditions. These changes from the head/bow sea require modification to

the tacking planner introduced in chapter 6. In this chapter a heading of 180 degrees is a pure

beam sea while larger headings such as 210 degrees are heading slightly into the waves and angles

smaller than 180 degrees are heading with the waves.

125
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Figure 8.1: Beam sea is defined as the shaded blue region.

8.1.1 Beam Sea Tacking Planner

Tack planning in the beam seas present some interesting challenges. The vessel-wave dynamics are

similar in head and bow seas, and are similar in following and quartering seas. However, bow and

quartering seas are not, and this creates vessel-wave dynamics which are asymmetrical across the

perpendicular travel axis, referred to herein as the beam axis. The tacking planner can no longer

make tacking decisions on only half of the decision area. Figure 8.2(a) shows the terms used in

the beam sea tacking planner. The terms are the same as the previous tacking planner with the

exception that they are defined about the beam axis. The tacking is also performed about this axis

as opposed to tacking about the major wave direction. The equations used in the beam sea tacking

planner are the same as defined in chapter 6 with the exceptions noted here. The weightings of some

of the force terms are changed. Owing to the negligible effect of the wave in the surge direction, and

the loss of the scaling of the wave force due to the non-dimensionalization and normalization of the

terms, the surge force, propeller actuation, and excess velocity terms need to be manually adjusted.

The surge force term is not included in the beam sea tacking planner, and the propeller actuation

and excess velocity terms are reduced to 0.25 of their values, closely aligned to the actual decrease
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(a) Tacking angles and path terms for the beam sea tacking
planner.

(b) Force cost surface in beam seas for 2.5 meter waves.

Figure 8.2: The beam sea tacking planner terms, and the force cost surface for 2.5 meter waves
show the asymmetrical nature of the wave force in beam waves. Note the disparate angle values
are due to the tacking planner calculations 8.2(a) being performed in the Cartesian plane and the

results 8.2(b) and subsequent navigation are in NED coordinates.

in their values before normalization as compared to in head seas. Figure 8.2(b) plots the resultant

force cost surface for a 2.5 meter beam sea. The asymmetry can be seen in this figure. The path

lengths and tacking angle equations (6.2b)-(6.2f) are no longer driven by the initial tacking angle.

Because of the asymmetry, the tacking angle and lengths are determined from the optimal tack in

each direction.

The asymmetric nature of the force cost surface requires the tacking planner to iterate to determine

the appropriate course of action. First finding what the opposite tacking angle and velocity are,

then using this information to determine the near side tacking angle and velocity. This is explained

fully below. Starting with a desired heading in zone 1 as defined in figure 8.3, the following is the

iterative procedure used by the beam tacking planner:

1. The force cost surface for both zones is calculated.

2. The minimum of the force cost surface for zone 1 is found. The geometric term is excluded at

this point because if tacking is determined to be optimal, the force term is likely to have more

influence on the optimal heading and velocity. The logic term, tan(β − ξ) < dC
dD

, is used to

determine if the force cost minimum heading is near to the desired heading. If it is, then the

desired heading is determined to be optimal, the minimizing velocity is found, and no tacking

occurs.
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Figure 8.3: The beam sea area divided into two zones for the tacking planner. Note that this is
in Cartesian coordinates.

3. Using the optimal tacking angle and velocity values found for zone 1, the optimal tacking

angle and velocity are found for zone 2. Since tacking may no longer be symmetrical, the

angle α is now calculated as α = 180− (βZ1 + βZ2), where Z refers to the zone of the angles.

With tacking performed about the beam axis, the desired heading for zone 2 is aligned with

this axis. Calculating γ is then simply, γ = 180 − (βZ2 + α). The subsequent path lengths

can be determined with these angles. With the optimal tacking angle and velocity for zone

2 calculated, the force cost value at this tacking angle and velocity is checked against the

minimum force cost along the original heading angle in zone 1. If the force cost in zone 2 is

higher than zone 1, then the best course is path following along the desired heading at the

optimal velocity.

4. With the optimal tacking and velocity determined for zone 2, the optimal tacking angle and

velocity is calculated for zone 1. This time the geometric cost is included in the calculation.

The angle α is calculated the same as in step 3, but because the desired path lies in zone 1,

γ is calculated as γ = 180− ((βZ1 − ϵ) + α). With the optimal tacking angle and velocity for

zone 1, a last logic check is made to verify that the optimal angle is sufficiently different to

the desired heading.
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The results of the tacking planner are presented in table 8.1 in lieu of the plot in the chapter 6

because the differing tacking angles and velocities are difficult to indicate on a plot. The number

of wave states are reduced from the previous six, down to three: 0.5 meters, 1.5 meters, and 2.5

meters. The desired headings tested are 210◦, 195◦, 180◦, 165◦, and 150◦. Note that the bounds

of the tacking planner are 210◦ and 150◦, so these desired headings will always produce a path

following result.

The lack of the surge force term and the reduction of the propeller and excess velocity terms in the

force cost function leads to a lower prescribed velocity for 0.5 meter waves. The loss of influence

from these terms also leads to velocities at 1.5 meters that are lower than they are at 0.5 meters.

This reflects the higher pitch wave force at higher velocities, particularly for 210◦ to 180◦. At 1.5

meters we begin to see the diverging minimums for the extremes of the beam sea area. At a heading

of 210◦, the vessel is traveling at the boundary of a beam and bow sea, so the characteristics of

the wave force are similar to that of the previous chapter, chiefly, higher pitch and yaw wave forces

at higher velocities. Higher wave forces in the yaw direction require more rudder actuation so

the force cost goes up. The resulting optimal velocity is then lower than the optimal velocity at

150◦ where the lowest wave force in the pitch direction is actually near 5 m/s. This difference can

be seen in figure 8.2(b). The tacking planner does not prescribe tacking at 1.5 meters, but cost

difference between tacking and direct path following for a desired heading of 180◦ was less than 1%,

so tacking was added for comparison. This is indicated by the ∗ in the table. In 2.5 meter waves

with a desired heading of 165◦, tacking at 150◦ reduces the force cost, however, the logic check

of the tacking planner found that the opposite tacking angle of 210◦ has a higher force cost than

traveling at 165◦ at 4.3 m/s, so path following is prescribed. The different tacking velocities pose

a challenge on what velocity the equivalent path follow simulations for the PID and NMPC direct

controllers should use to provide an equitable comparison. Ultimately, to determine the velocity,

the proportional time spent at each tack angle was used to weight the averaging of the velocities.

With a desired heading of 195◦, the path length of the 210◦ tack is longer than the path length of

the 150◦ tack and, therefore, was weighted down to a slower velocity than compared to a desired

heading of 180◦ where the path lengths are equal.
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Table 8.1: Beam sea tacking planner results

Wave Cond. &
Type

210◦ 195◦ 180◦ 165◦ 150◦

0.5 m Direct 3.6 m/s 3.5 m/s 3.5 m/s 3.5 m/s 3.6 m/s
1.5 m Direct 3.4 m/s 3.2 m/s 3.2 m/s 3.7 m/s 4.9 m/s
1.5 m Tacking∗ - - 2.9@210◦ & 4.7@150◦ - -
2.5 m Direct 3.1 m/s 3.4 m/s 3.7 m/s 4.3 m/s 4.9 m/s
2.5 Tacking - 3.1@210◦ & 4.9@150◦ 3.1@210◦ & 4.9@150◦ - -

8.1.2 Beam Sea Results

Simulations of the NMPC were carried out for the velocities and headings described in table 8.1

and compared to the PID controller. A few changes were made to the NMPC tuning parameters.

Following the testing done on the effect of the step size in the previous chapter, and with the

expected encounter frequency to decrease, the step size was increased from 0.05 seconds to 0.1

seconds. Also, due to the higher wave force in the roll direction and the focus on minimizing

roll angles in beam seas, a roll angular velocity and angular position weighting term, along with

a pitch angular velocity term, were added to the cost function of the NMPC. The controller was

also changed from single shooting to multiple shooting. The results are shown in table 8.3 and

Table 8.2: NMPC beam sea tuning parameters

NMPC

Parameter Value Parameter Value

Surge Velocity Weight 1 Yaw Position (no tacking) 2
Y position Weight (no tacking) 1 Yaw Position (tacking) 10
Y position Weight (tacking) 0 Propeller State Weight 0.35
Roll Angular Velocity Weight 38.2 Propeller Actuation Weight 0.001
Roll Angle Weight 38.2 Rudder Actuation Weight 0.1
Pitch Angular Velocity Weight 38.2 Heading Positive Constraint 270◦ W
Pitch Angle Weight 38.2 Heading Negative Constraint 0◦ E
Prediction Horizon 150 steps Prediction Time Step 0.1s
Prediction Length 15s -

they are mixed. For 0.5 meter waves, the NMPC direct controller largely improves upon the PID

controller, but at this wave height, most wave forces are generally low, so the magnitude of the

gains are minimal. For the 1.5 and 2.5 meter wave cases, the best performance by the NMPC

direct controller is found for a desired heading of 180◦. The tacking NMPC controller for 1.5 and

2.5 meter waves actually has worse performance than the PID or NMPC direct controllers. The

middling outcome for the NMPC controllers is for two reasons: for both it is the low magnitude

of the wave force in the roll direction, and for the NMPC tacking controller, it is the difficulty in
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Table 8.3: NMPC improvements over PID in beam seas. (Note: D=Direct, T=Tacking)

Controller &
Wave Cond.

Pitch
Peak
(%)

Pitch
Trough
(%)

Roll
Peak
(%)

Roll
Trough
(%)

Heave
Accel.
(%)

Roll
Accel.
(%)

Roll
Force
(%)

Pitch
Accel.
(%)

0.5m 210◦ D 38.02 -3.18 -12 -12.44 -2.69 -19.89 -0.81 3.11
0.5m 195◦ D -11.16 20.33 19.96 10.35 6.12 8.27 -0.83 32.96
0.5m 180◦ D 4.98 20.06 31.79 1.45 -1.51 -38.57 101.87 41.33
0.5m 165◦ D 71.58 13.72 235.89 193.64 2.93 -38.34 19.92 88.2
0.5m 150◦ D 11.52 42.48 82.88 564.39 -8.9 30.75 -2.97 17.35

1.5m 210◦ D -4.6 13.89 -12.77 -22.03 34.29 -73.53 -0.63 33.47
1.5m 195◦ D -4.21 3.68 -9.83 -26.22 8.96 -38.55 -0.28 13.51
1.5m 180◦ D -2.62 12.33 12.22 20.99 1.58 23.17 -0.16 15.27
1.5m 165◦ D -12.07 8.34 -21.03 32.23 5.04 -29.26 -0.22 -5.86
1.5m 150◦ D -0.43 10.48 -29.03 2.7 -8.74 -73.87 -2.81 -4.49

1.5m 180◦ T -28.89 -12.03 -21 22.76 -2.28 -40.63 10.38 -22.4

2.5m 210◦ D 12.12 9.6 7.59 34.09 -11.31 -50.86 -13.18 -16.7
2.5m 195◦ D -5.04 3.56 42.01 -16.79 6.74 -6.63 0.94 13.2
2.5m 180◦ D -0.94 15.82 58.23 45.87 -0.33 46.73 -0.24 12.56
2.5m 165◦ D -5.02 10.08 14.57 37.72 20.79 25.42 -1.13 13.43
2.5m 150◦ D -2.26 12.24 -46.55 41.94 -19.34 -52.21 -2.4 -27.62

2.5m 195◦ T -9.5 -2.2 4.88 0.29 -5.5 -34.24 6.09 0.18
2.5m 180◦ T -17.23 -7.06 1.63 17.57 -22.96 -31.55 9.83 -14.21

Table 8.4: Average pitch and roll angles of the PID and NMPC direct controllers.

Wave Cond.
& Controller

Pitch Peak Ave. Pitch Trough Ave. Roll Positive Ave. Roll Negative Ave.

0.5 m PID 1.90 2.36 2.98 2.49
0.5 m NMPC 1.79 2.08 2.30 2.00
1.5 m PID 4.46 5.26 2.44 2.65
1.5 m NMPC 4.68 4.79 2.86 2.61
2.5 m PID 8.28 9.09 3.48 4.21
2.5 m NMPC 8.29 8.25 3.51 3.28

comparing the tacking controller to the direct controllers. Looking at the roll force improvement for

the NMPC tacking controller it can be seen that roll force is reduced and for 2.5 meter waves the

average roll angles are reduced as well. The pitch angles for the tacking NMPC are worse for both

1.5 and 2.5 meter waves. Though efforts were made to try and balance the velocities at which the

controllers were tested, discrepancies still exist. The other reason for lower performance is the wave

force in the roll direction does not have a large effect on the vessel. To see this, table 8.4 shows the

average positive and negative pitch and roll angles for the PID and NMPC direct controllers. The

pitch angles approximately double for each increase in wave height while the roll angles see a very

mild increase. The overall magnitude of the roll angle is low, even lower than the many of the roll

angles experienced in a head sea. To understand why, we first examine figure 8.1.2.
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(a) The roll angle of the NMPC tacking and PID controller
with a desired heading of 180◦ in 2.5 meter waves.
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(b) The rudder and wave force in the roll direction before
and after a tack with the NMPC tacking controller in 2.5
meter waves.

Figure 8.4: Plots showing the rudder responsible for the large change in roll angle for the NMPC
tacking controller.

These figures show the NMPC tacking and PID controllers for a desired heading of 180◦ with 2.5

meter waves. Figure 8.4(a) plots the roll angle of the two controllers, with a tack change occurring

around the 85 second mark for the NMPC tacking controller. Before the tack change, the NMPC

controller is traveling at 4.9 m/s with a heading of 150◦. The negative roll angles are similar for

the NMPC and PID controllers, while the NMPC has a higher positive roll angle. After the tack,

the NMPC is traveling at 3.1 m/s with a heading of 150◦. In this new direction, the roll angle of

the NMPC are significantly reduced for both positive and negative values. This reduction is not

caused by a reduction in wave force in the roll direction, in fact, figure 8.4(b) shows that the wave

force is about 16% lower. The primary driver for the roll angle is the rudder, even in beam seas.

The rudder force in the positive roll direction is larger than the wave force. The reduction in the

rudder force is a result of the lower surge velocity as the rudder force is proportional to the surge

velocity.

The magnitude of the wave force in the roll direction is low enough that wave height is not a good

indicator for roll performance in beam seas. Figure 8.5(a) illustrates this point with the NMPC

direct controller for 0.5 and 2.5 meter waves with a heading of 180◦. This is the heading in which

the wave force in the to direction is highest for any wave height, and yet, the positive roll angle is 1

degree lower for the 2.5 meter waves compared to the 0.5 meter waves. In this scenario, the rudder

force remains below the wave force in the roll direction for the 0.5 meter wave in figure 8.5(b), as

well as for the 2.5 meter wave in figure 8.5(c). For both, the rudder force is approximately half of the
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(a) Roll angle of the NMPC direct controllers with a desired
heading of 180◦ for 0.5 and 2.5 meter waves.
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(b) Rudder and wave force in the roll direction for 0.5 meter
waves.
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(c) Rudder and wave force in the roll direction for 2.5 meter
waves.

30 35 40 45

-40

-30

-20

-10

0

10

20

30

40

50

(d) Rudder induced roll and yaw accelerations for 0.5 meter
waves.
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(e) Rudder induced roll and yaw accelerations for 2.5 meter
waves.

Figure 8.5: Plots showing the influence of the rudder on total force in the roll direction and on
the roll and yaw accelerations.
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wave force, and the wave force for 2.5 meter waves is higher, but the roll angle is lower. Crucially,

the difference for the two is the phase of the rudder actuation to the wave force. The controller

can use the rudder to stabilize the roll angle, but this is balanced with the need to maintain the

path. The maximum wave force in the sway, roll, and yaw occur near the same phase on the wave,

so this poses a challenging scenario for the NMPC controller. The wave simultaneously forces the

vessel off the path in the sway direction while inducing a moment in the roll and yaw direction, to

which the controller can not remedy for all three as the required rudder for the sway and yaw wave

forces, is the opposite of the roll wave forces. Turning into a wave as it induces a roll moment to

satisfy the sway and yaw positions exacerbates the roll angle. Instead, the controller turns into the

wave before it begins to induce a roll moment to offset the maximum roll force from the rudder

and wave. The controller is performing the same small tacking maneuver seen in the head sea case,

now to satisfy the roll angle penalty. However, the encounter frequency dictates how larger a tack

can be performed as the rudder rate is limited. For the 2.5 meter waves with a slower encounter

frequency, the controller is able to begin the turn earlier, shifting the rudder-induced roll force to

mitigate some of the wave-induced roll force. For the 0.5 meter waves, the rudder response is not

shifted by as much, resulting in the rudder contributing to the wave-induced rolling and resulting

in a larger roll angle.

Figures 8.5(d) and 8.5(e) plot the rudder-induced roll and yaw accelerations for 0.5 and 2.5 meter

waves. Though the rudder force in the yaw direction is higher than in the roll direction, the moment

of inertia in the roll direction is 5 times lower than in the yaw direction, resulting in rudder-induced

roll acceleration twice that of the yaw acceleration. In Sutton and Ag (1997) it was found that quick

rudder movements, in conjunction with fin stabilizers, could stabilize a Royal Navy frigate without

affecting steering due to the decade between the responses of the roll and yaw in a Bode plot. This

was tried for the thesis, but because of a number of differences in the dynamics of a Navy frigate

and the vessel in this thesis, and the relatively low wave force in the roll direction, performance was

not much changed from the results presented.

Figure 8.6 plots the pitch and roll angles and their corresponding wave forces for the NMPC direct

and PID controller with a 180◦ heading. Figure 8.6(a) shows the pitch angles of the two controllers,

with the NMPC having slightly better negative pitch angles, and figure 8.6(b) shows the wave force

in the pitch direction with the results nearly identical to the resultant pitch angles. Figure 8.6(c)
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(a) Pitch angle of the NMPC direct and PID controllers in
2.5 meter waves with a desired heading of 180◦
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(b) Pitch wave force of the NMPC direct and PID con-
trollers in 2.5 meter waves with a desired heading of 180◦
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(c) Roll angle of the NMPC direct and PID controllers in
2.5 meter waves with a desired heading of 180◦
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(d) Roll wave force of the NMPC direct and PID controllers
in 2.5 meter waves with a desired heading of 180◦

Figure 8.6: The wave force in the pitch and roll directions and the subsequent angles.

though, looks much different than figure 8.6(d). These figures show the roll angles and wave force

in the roll direction, respectively. Owing to the large rudder acuation force in the roll direction,

the NMPC direct controller is able to reduce the positive roll angle by 1.4◦ compared to the PID

controller despite both experiencing the same wave force.

The actuation and path following of the PID and NMPC direct controllers are shown in figure 8.7.

The propeller actuation is shown in 8.7(a). The wave force in the surge direction is low, so the

range of propeller speeds is small, with the PID controller having very high-frequency changes, while

the NMPC controller shows a smooth response. The NMPC controller also has a small deviation

in surge velocity shown in figure 8.7(b). The NMPC employs large rudder angles in figure 8.7(c)

to tack across the waves as discussed above, but as this is to counteract the wave-induced sway

and yaw motions, the path following in figure 8.7(d) is not largely affected, with the NMPC only
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Figure 8.7: Path following and actuation for NMPC and PID controllers in 2.5 meter waves with
a desired heading of 180◦

straying from the path by 0.5 meters more than the PID controller.

One other change was made to the NMPC tacking controller. Previously, the controller surveyed

the final coordinates of the vessel in the prediction horizon to verify whether they violated the

tacking boundary or not. If they did, the final reference in the prediction horizon was changed to

the opposite tacking reference. The reference change would then propagate through the reference

vector because of the receding horizon principle. This method is not ideal, as per Gros et al. (2016),

the references should not have an abrupt change to ensure stability and optimality. The sharp

change in heading reference would also cause the controller to deviate from other references, such

as velocity as was seen with the early path following test of figure 7.1. This can cause higher

wave forces during tacking. Also, for large differences in tacking angles, the reference change at
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Figure 8.8: The original method of implementing a tacking maneuver compared to the new
method.

the tacking boundary means there can be a large overrun of the boundary as seen in figure 7.3(a).

To rectify this, when the last position in the prediction horizon violates the tacking boundary, the

controller calculates the maximum turn rate of the vessel at the reference velocity, and the angle

difference between the two tacks. With this, it calculates the time required to complete the turn. It

then creates a smooth turning reference trajectory vector that is placed at the end of the prediction

horizon. This new method is compared to the old in figure 8.8. This was performed in 2.5 meter

waves with a desired heading of 180◦. The waves cause the new method to still violate the boundary,

as they are not factored into the trajectory, but the new method is able to reduce the overshoot by

65% from 10.3 meters past the boundary to 3.5 meters.

8.1.3 Beam Sea with SWEM

The NMPC direct and PID controller were simulated in the same, 2.5 meter single wave harmonic

plus 1.5 meter full sea state, as the last chapter. For this test, the controllers had a desired heading

of 180◦. Figure 8.9 plots the pitch and roll angles and the path following performance of the two

controllers. Figure 8.9(a) sees the NMPC controller with slightly lower positive pitch angles for
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(b) The roll angles of the NMPC direct and PID controllers
in 2.5 meter waves with a 1.5 meter full sea state added.
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Figure 8.9: The performance of the NMPC direct and PID controllers in 2.5 meter waves with a
1.5 meter full sea state added in beam seas.

Table 8.5: Result of NMPC and PID in full sea state
Parameter NMPC Direct (deg) PID (deg)

RMS Pitch Angle 5.87 6.55
RMS Roll Angle 2.09 2.79
Pitch Peak Max Angle 11.13 13.51
Pitch Trough Max Angle -14.82 -14.61
Roll Positive Max Angle 5.84 5.88
Roll Negative Max Angle -5.07 -5.92

much of it, with some higher negative pitch angles. The roll angles of the two controllers in figure

7.12(b) are similar. The NMPC achieves better path following compared to the PID in 8.9(c).

Table 8.5 has some of the overall pitch and roll performance numbers for the two controllers. There

were many more smaller peaks than the previous SWEM testing, making it difficult to automate
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(a) Heading angle for various prediction horizon lengths in 2.5 meter waves.
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(b) Position for various prediction horizon lengths in 2.5 meter waves. Original
indicated by the ’∗’.

Figure 8.10: These figures show the performance of the NMPC in 2.5 meter waves with various
prediction horizon lengths.

the calculation of the average peak values, even when accounting for prominence and threshold, so

RMS was used in lieu of that. The NMPC controller had better performance for both the RMS

pitch and roll angles, and had lower magnitudes for all of the maximum angles, except for the

maximum negative pitch angle.
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8.1.4 Beam Sea Prediction Horizon Tests

As before, the effect of prediction horizon length and and prediction step size is tested on the NMPC

controller. The wave heights are the same 2.5 and 0.5 meters. The simulation involved the NMPC

direct controller with a desired heading of 180◦. Figure 8.10 shows the performance of the NMPC

controller in 2.5 meter waves for the various prediction horizon lengths mentioned previously. For

these simulations the vessel has an average wave encounter frequency of 0.9 rad/s or a 6.98 second

period. This is the period of the wave. The performance is similar for prediction horizons 7.5

seconds and longer, with a large degradation below this point. This is seen in both the heading

angles in figure 8.10(a) and the positions in figure 8.10(b). This holds up to the earlier finding that

the prediction horizon should be at least one wave harmonic.

The original step size for the beam simulations was 0.1 seconds, so that is the baseline used in the

step size comparisons. The amplitude of the heading angle reduces as the step size increases in

figure 8.11(a), but the heading retains the same frequency and overall pattern until 0.35 second

step sizes. A 0.25 to 0.3 second step size gives the controller 23 to 28 steps per encountered wave

period, which is similar to previous findings.

Figure 8.12 looks at the effect of horizon length on the performance of the vessel in 0.5 meter waves.

For this wave height, the average encounter frequency is 1.7 rad/s with a encounter period of 3.70

seconds. Again, because this is a beam sea, this is the encounter period of the wave. Previously,

there was only slight degradation for a prediction horizon of 2.5 seconds as this was around the

same length as the encounter period. However, now the encounter period is longer than 2.5 seconds,

and there is severe degradation of the 2.5 second prediction horizon. The effect is most noticeable

in the position plot in figure 8.12(b) though a slight performance loss can be seen in the heading

plot figure 7.20(a).

The last figures in 8.13 show the effect of step size on the 0.5 meter wave case. Unlike last time,

there are no large diverging paths. It is difficult to see any meaningful degradation in the heading

plot in figure 8.13(a). In the position plot, figure 8.13(b), only the step sizes 0.2 seconds and below

appear to even oscillate around the desired path of x = 0. The other step sizes appear shifted in the

positive x direction. The results in the beam sea reinforce the earlier findings that the prediction



Chapter 8 Beam and Following Sea Navigation 141

0 5 10 15 20 25 30

160

165

170

175

180

185

190

195

(a) Heading angle for various prediction horizon step sizes in 2.5 meter waves.
Original indicated by the ’∗’.

-4 -3 -2 -1 0 1 2

-200

-180

-160

-140

-120

-100

-80

-60

-40

-20

0

(b) Position for various prediction horizon step sizes in 2.5 meter waves. Orig-
inal indicated by the ’∗’.

Figure 8.11: These figures show the performance of the NMPC in 2.5 meter waves with various
prediction horizon step sizes.
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Figure 8.12: These figures show the performance of the NMPC in 0.5 meter waves with various
prediction horizon lengths.
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Figure 8.13: These figures show the performance of the NMPC in 0.5 meter waves with various
prediction horizon step sizes.
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horizon should be at least as long as the encountered harmonic, and there should be at least 20

step sizes per encounter period.

8.2 Following Sea

Control of a vessel in following seas presents a difficult challenge owing to the dangerous phenomenon

known as broaching. In this scenario, the vessel loses heading control, characterized by an abrupt

change in yaw direction and often accompanied by a large roll moment. In Umeda and Hashimoto

(2002), the criteria to determine a broach event is an angular yaw velocity in one direction despite an

attempted counter steering by the rudder at its maximum angle. Many of the studies on broaching

use captive models to quantify the forces responsible for broaching with the aims of improving

modeling of the vessel-wave forces (Horel et al., 2014; Bonci et al., 2019; Bonci, 2019; Renilson,

1981). Others rely upon CFD methods to simulate the broach (Carrica et al., 2008, 2012) or high

fidelity models (Araki et al., 2011). On methods of control and prevention, a common tactic is

to drag a long rope behind the vessel to stabilize the yaw movements. This concept was adapted

by Renilson (1986) with the Seabrake, which used actuated flaps of a towed platform behind the

vessel for stability. Another concept was the use of extreme rudder to increase drag and improve

stability using the Anti-Broaching Steering System (Umeda et al., 1999). There have been few

studies investigating controller performance in following seas. One approach was the use of optimal

control using the Covariance Matrix Adaption Evolution Strategy (CMA-ES) in Maki et al. (2021).

The approach was successful and has advantages over more typical SQP methods of solving OCPs

in that it is better able to find global minimums in highly nonlinear scenarios, such as in following

seas. The disadvantage keeping the method from use on real ASV systems is the computation time

for a single prediction step can take a day or longer. The CFD analysis in Carrica et al. (2012)

provides a good walk through of the events during a broach. The following is a brief summary of

the mechanics involved.

The velocity of the sea surface is not constant in presence of waves. The movement of the water in

a wave is not linearly up and down, but is an orbital movement. The orbital mechanics of a wave

produce different forces along the position of the wave (Thurman and Trujillo, 2001). Figure 8.14

shows the directions of these forces and velocities. At the trough of the wave, the relative velocity
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Figure 8.14: Orbital mechanics of a wave.

of the water on the surface is opposite of the wave direction. On the backside of the wave, the

movement becomes perpendicular to the wave surface. At the crest, the surface velocity aligns with

the wave direction, before pointing downward on the face of the wave.

This change in relative surface velocity has an impact of the actuation of the vessel, where near the

crest of the wave, the relative velocity of the water flowing over the rudders slows down reducing

their actuation force (Tupper and Rawson KJ, 2001). This reduces the ability to counter steer any

wave-induced yaw effects. The variable relative velocity profile of the water in a wave can induce

asymmetric periodic surging, Spyrou et al. (2016). For a vessel traveling at the wave speed or just

above, the danger lies in becoming trapped on the face of the wave. At the trough, the surface

forces push the vessel back towards the face of the wave until it reaches an equilibrium point where

the forces of gravity balance with the wave and drag forces on the boat, resulting in the boat surfing

down the wave. It can be difficult to escape the surf-riding condition. Near the crest of the wave,

there is a risk of the propellers and rudders lifting out of the water, in which case all actuation

is lost. As seen in Carrica et al. (2012), when the propellers and rudders leave the water, the

controller increases their actuation in an effort to control the vessel, and when the propellers and

rudders reenter the water, usually after the vessel slows down, there is a sudden actuation moment

induced in the roll and yaw direction exacerbating any current broaching.
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8.2.1 Following Sea Tacking Planner

The approach in this thesis is one based on avoidance. The exact conditions in which broaching

occurs for the vessel in this thesis are not known, due to the need for a CFD or experimental

analysis such as the ones cited above. Also, the simulation model does not contain all the necessary

dynamics to accurately capture a broaching event as will be discussed below. However, there are

studies which involve analogues of the vessel in this thesis (Bonci et al., 2019; Bonci, 2019). In

these and others (Renilson, 1981), generalized conditions in which broaches are likely to occur can

be drawn. Figure 8.15 shows these conditions. Broaching usually occurs in Froude numbers 0.3 and

above. The Froude number is defined as:

Fr =
U(t)√
gL

, (8.1)

where U(t) is the forward velocity of the vessel, g is the acceleration due to gravity, and L is the

vessel waterline length. For the vessel in this thesis traveling at the desired velocity that has been

used throughout, 4 m/s, the Froude number is 0.38. Another criteria is the wave length to vessel

length ratio λ
L with the most dangerous ratio between 1-3.5. A wave steepness, H/λ, where H is the

wave height, of 0.06 or higher is more likely to cause a broaching. Finally, as discussed above, the

broaching typically occurs when the vessel is traveling just above the wave speed known as celerity,

and surge forces push the vessel back to the equilibrium surf-riding zone on the front face of the

wave. The risk of broaching reduces as the angle between the major wave direction and heading

angle exceeds 30◦, as the differential velocity between the wave increases to the extent that the

wave passes the vessel without entrapping it in the surf-riding equilibrium point.

With the broach zone established, the task of the tacking planner is to provide a reference heading

and velocity which avoids the broach zone, and the task of the controller is to adhere to these

references. The search zone for the tacking planner is highlighted in blue in figure 8.16(a). As

the dynamics of the vessel are once again symmetrical about the wave direction, only half of the

following and quartering seas is used. The angle and path length definitions are provided in figure

8.16(b).

The same cost equations from chapter 6 are used for following seas, including the surge force and

actuation terms. Since the primary objective of the tacking planner is to avoid references in the
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Figure 8.15: A plot showing the typical operating zone in which broaching is likely to occur.

(a) The zone of following seas used in this section (b) Tacking angles and path terms for following seas.

Figure 8.16: These figures show following seas and path and angle definitions for this section.

broach zone, several logical checks are implemented before the cost is calculated. The checks are:

1. Is the Froude number of the desired velocity ≥0.3? If no, then the tacking planner can

calculate the optimal path on a restricted velocity interval of u(t) ∈ [1, F r].

2. If the Froude number of the desired velocity is ≥ 0.3, is the desired heading within 30◦ of the

wave direction? If no, then the tacking planner can calculate the optimal path on a restricted

heading interval of ψ ∈ [MWD+ 30◦, ψMAX].
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Figure 8.17: Ideal location upon the wave in a following sea.

3. If the desired heading and velocity are within 30◦ of the wave direction and above Fr = 0.3,

then given the planar wave forces on the back of the wave, can the vessel match the wave

velocity? If yes, travel at the wave velocity, if no, then the tacking planner can calculate the

optimal path on a restricted velocity interval of half the wave velocity, u(t) ∈ [1, 0.5u(t)w],

where u(t)w is the wave speed.

As mentioned in check 3, the tacking planner creates a reference for the vessel to travel on the back

of the wave, if the vessel can match the wave velocity. In figure 8.17 the blue circle indicates the

reference wave location, χw. The ticks on the bottom indicate the relative location upon the wave,

with 0 being at the crest of the wave, [0,π] is the front of the wave with [0,π2 ] being the surf-riding

zone. The back of the wave is [−π,0] with the tacking planner reference being at −π
4 or -45◦. This

location was chosen as it provides a good buffer length from going over the crest or slowing down

into the trough. With the tacking planner defined, table 8.6 presents the results of the following

sea tacking planner. When calculating the ability to travel at the wave velocity, (6.3d) is used to

determine the required propeller speed which balances the wave and drag force to result in a steady

velocity at the desired χw. This propeller speed is provided as a reference to the controller in,

lieu of the previous method which calculated the propeller reference speed for calm water. These

references are provided in the table. Note that for a heading of 120◦, the reference velocity is above

the stated operational velocity of the vessel, however, the propeller speed is below its maximum
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Table 8.6: Tacking planner results for following seas. (Note: D=Direct, T=Tacking)

Wave Condition
& Heading

Heading (deg) Velocity (m/s) Propeller Speed (rps)

0.5m 90◦ 90 5.77 7
0.5m 105◦ 105 5.97 7.91
0.5m 120◦ 120 6.66 10.23
0.5m 135◦ 135 4.3 -

1.5m 90◦ 90 8.92 12.7
1.5m 105◦ 105 9.23 13.5
1.5m 120◦ 120 10.3 16
1.5m 135◦ 135 5.8 -

2.5m 90◦ 90 10.9 15.18
2.5m 105◦ 105 11.28 16.18
2.5m 120◦ 120 12.59 19.49
2.5m 135◦ 135 6.5 -

range with the wave force providing additional forward acceleration to achieve the reference velocity

with less propeller actuation. It should also be noted, for high wave and wave force scenarios, it

may be unwise to try and travel near the operational limit of the engine, as there is little range left

to mitigate any additional disturbances that may enter the system. At the 135◦ heading, the vessel

can not match the wave velocity, as the angle between the wave direction and vessel heading is too

steep, so the minimum cost of the tacking planner is used to determine the velocity and heading. In

these scenarios, the propeller speed reference is calculated using the calm-water assumption again.

For all wave conditions and headings, the tacking planner prescribes path following.

The tacking planner also provides the wave location, χw, reference. Two of the possible methods

were considered for this. One is the reintroduction of the wave state into the state dynamics.

As before, the wave state would be height agnostic, only varying between -1 and 1. The tacking

planner wave reference of -45◦ would be converted to the height position of the wave, for example

to 0.7071. As can be spotted, this is not sufficient information to locate the position along the wave

as χw = 45◦ also has a height of 0.7071. The derivatives or slopes of these two positions differ,

so, theoretically, the velocity of the wave state could be used, however, this assumes a constant

encounter frequency which may not be true. So another wave state would need to be added:

η(t) := − sin

(
ωt+

ω2

g
x(t)

)
. (8.2)

The negative value follows with the convention of using the derivative, but a positive sine works

as well for giving the position along the wave. This method embeds the location along the wave
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in the prediction horizon and the optimal control problem, but requires at least two extra states,

and could be more difficult and computationally demanded in a multiple wave state environment.

Additional research needs to be conducted to determine how the NMPC would handle a situation

in which it is equidistant to two desired χw, either in terms of physical distance, or in cost to reach

either one.

The second method, and the one used in this thesis, is to allow the tacking planner to create a

trajectory of planar coordinates for the NMPC controller, turning the problem into one of trajectory

tracking. Using the assumed wave velocity, and the previously determined optimal path, the tacking

planner creates a set of (x, y) reference coordinates for each time step to maintain the vessel in the

desired χw location. In a manner similar to initiating a tack, the position of the vessel in the

prediction horizon is given to the tacking planner, however, it is now the entire predicted positions

not just the last position. If at any point along the prediction horizon the vessel falls to a χw

position of -90◦ or below, the reference χw is shifted back to the wave behind at that point in

the prediction horizon and all points after. Previously, it was discussed how the abrupt change in

references is not ideal for the NMPC, in this instance the sharp change in actuation typically seen

caused by this method of reference change is the desired behavior. When the vessel begins to drift

towards the trough of the wave, slowing down as much as possible to create the largest velocity

differential between the vessel and the wave, helps to prevent the vessel from becoming entrapped

in the surf-riding zone. Further investigation needs to be completed to determine if a different

transition strategy provides the same benefits, while improving the robustness of the NMPC.

8.3 Following Sea Model Inaccuracy

Issues arose when trying to implement the PID and NMPC controllers in the simulation. The

wave model, SWEM, uses fluid dynamics to create the sea surface, but the output is the physical

parameters of the wave, such as height, frequency, and travel angle. SWEM outputs a current

velocity, but it is a mean current velocity along a fixed direction, and does not vary among the phase

or direction of the wave components, as the orbital dynamics suggest it should. The coefficients of

the vessel dynamics are similarly found using CFD software, and accounts for the orbital dynamics

in the planar degrees to an extent. The actuation of the vessel does not account for the orbital
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Figure 8.18: Wave force in the pitch direction for following seas.

dynamics and the relative fluid velocity along the wave. As such, given a specified vessel velocity,

rudder angle, and propeller speed, the actuation forces are constant for all locations along the wave

profile. More troublesome is the wave force in the pitch direction. Figure 8.18 plots the pitch wave

force in the following sea direction for 2.5 meter waves. The velocity dependence of the pitch force,

as implemented in the simulation, is based on the velocity of the vessel and not the relative velocity

of the vessel and wave. For traveling at the wave velocity of 10.9 m/s with a heading of 90◦, the

maximum force in the wave direction is approximately 5.25× 105 n.

To see what effect this has we first look at figure 8.19. In this figure, the PID controller travels at

90◦ at the wave velocity in 2.5 meter waves with a desired velcity of 0 m/s. The pitch angle reaches

up to 40◦, then oscillating before settling to about 28◦. This occurs on the back of the wave at a

location of 25◦. For a constant position, and with all of the states reaching an equilibrium point,

the primary forces acting in the pitch direction should be hydrostatic forces. In pitch and heave
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Figure 8.19: PID with 90◦ heading in 2.5 meter waves. Initial velocity of 10.9 m/s with a desired
velocity of 0 m/s.

direction, the vessel should rest on the back of the wave at roughly the angle of the wave. The

pitch angle in figure 8.19 is much higher than what would be expected. The wave steepness is 0.033,

which is very shallow. Even if the bow was at the wave crest height and the stern was at the trough,

this would only be 12.6 degrees. As Newton’s laws tell us, the pitch angle is a result of the double

integration of the pitch acceleration over time. With the wave force in the pitch direction, seen in

figure 8.18, so high, and the fixed location upon the wave, the pitch angle continues to increase until

the restoring forces bring it to an equilibrium. The heave position is what would be expected for

this wave position. Note that the heave vector points down towards the earth so a negative heave

value is actually up in more common vernacular. Also, note the zero propeller speed. This will be

discussed further below.

The same simulation was run again, but instead of the vessel starting with a velocity of 10.9 m/s it

is started at 0 m/s. The wave quickly forces the vessel up to speed and beyond the wave position
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Figure 8.20: PID with 90◦ heading in 2.5 meter waves. Initial velocity of 0 m/s and desired
velocity of 0 m/s.

seen in the previous example. Again there is no propeller actuation, the wave is surging the vessel

forwards and backwards in what appears to be a limit cycle on the back of the wave. Now with

the additional movement, hydrodynamic forces begin to influence the pitch angle, which is now

oscillating between 25-45◦ with the heave position also varying from -2 to -0.25 meters. Again, the

pitch angle appears much higher than would be expected, given that the vessel is traveling between

-5◦ and -40◦ on the back of the wave. It also appears that there is some form of an equilibrium

point of the back of the wave which, to the author’s knowledge, is not a known phenomenon. The

vessel settles around this point on the back of the wave.

To test if the vessel could travel out of the supposed equilibrium point on the back of the wave,

the same simulation was ran again with a desired velocity of 12 m/s, figure 8.21. This time the

vessel accelerates over the crest of the wave, before the actuation, wave forces, and gravity balance

on the front of the wave with a wave position of about 18◦. Then to test if this if the vessel would
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Figure 8.21: PID with 90◦ heading accelerating to the front side of the wave before slowing down
with a desired velocity of 0 m/s to the backside of the wave.

stay in the surf-riding zone, the desired velocity was changed to 0 m/s at 110 seconds. The vessel

quickly loses velocity, falling back to a wave position of -45◦ before showing similar behavior to the

first example in figure 8.19. Interestingly, it does not exhibit the stable oscillation of the second

example.

To test the stability while traveling at an angle to the wave direction, the vessel was simulated with

a desired heading of 120◦ with a desired velocity of 12.59 m/s to match the wave velocity along

the wave direction. The vessel has two events in which the roll angle peaks above 50◦, but as the

vessel accelerates it again finds a stable state at the crest of the wave. At 180 seconds, the desired

velocity was changed to 10 m/s to determine if the vessel would move to the backside of the wave.

Instead, the oscillation about the crest changed slightly, but remained. When the desired velocity

was changed back to 12.59 m/s, a new more aggressive oscillation occurred in the surf-riding zone

of the wave. The pitch angles varied by as much as 75◦ in this simulation.
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Figure 8.22: The PID controller with a heading of 120◦ with an initial desired velocity of 12.59
m/s, reduce to 10 m/s, then back up to 12.59 m/s.

Figure 8.23 plots the NMPC performance when traveling at a desired heading of 90◦ in 2.5 meter

waves. The pitch angle greatly effects the NMPC controller. The NMPC model does not contain

the Euler transformation equations to translate the body fixed velocities to NED positions. Instead,

the positions of the NMPC model are the integration of the velocities. This means that when the

vessel is at a 40◦ angle, a velocity in the body fixed surge direction is actually a velocity in both

the surge and heave NED direction. This causes issues with the NMPC controller as the predicted

values begin to diverge from the measured values it is being sent from the simulation. This is

apparent, as the pitch angle settles to near zero at 32 seconds, the controller’s behavior also settles

and reaches a stable operation point on the front side of the wave.

It is apparent that the large pitch angle causes issues with the NMPC controller. It is also far

larger than would be expected. In the other DOFs, the wave force is mostly independent of the

vessel velocity, however, the pitch wave force increases as the vessel velocity increases. It could,
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Figure 8.23: The NMPC direct controller with a heading of 90◦. The controller struggles with
the high pitch angle.

perhaps, be a case that the velocity axis in figure 8.18 should be the relative wave velocity, though

this would not work in the head sea scenario. The figure shows that the minimum wave force in

the pitch direction for a heading of 90◦ occurs at 3 m/s. To test if this was the case, the relative

vessel-wave velocity was calculated as:

Ur(t) = 7 cos(|ψMWD − ψ|), (8.3)

where the major wave direction is 90◦. A velocity of 7 was chosen as this results in the wave force

in the pitch direction being near its minimum, according to the pitch RAO. This relative velocity

was then used to calculate the wave force in the pitch direction. The PID controller was simulated

with a desired heading of 90◦ and the results are shown in figure 8.24. The pitch angle is smaller

now, with the maximum reached at about -32◦ before settling to -10◦. However, the wave position
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Figure 8.24: PID with 90◦ heading in 2.5 meter waves. Initial velocity of 10.9 m/s with a desired
velocity of 10 m/s and pitch force reduced with new relative velocity term. Memory fluid effects

cause the pitch angle to be negative on the back of the wave.

is -30◦ on the backside of the wave. The pitch angle should be positive in this wave position. To see

why, the memory fluid effects in the pitch direction were plotted along with the wave force in the

pitch direction. The wave force in the pitch direction is much lower than before and positive, but

the memory fluid effect in the pitch direct is negative and has a larger magnitude than the wave

force, resulting in an overall negative pitch angle.

The dynamics in the simulation model are highly coupled and balanced, and removing just one force

from the equation does not work. Figure 8.25 shows what occurs when the memory fluid effect is
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Figure 8.25: PID with 90◦ heading in 2.5 meter waves. Initial velocity of 10.9 m/s with a desired
velocity of 10 m/s and pitch force reduced with new relative velocity term. No memeory fluid effects

in the pitch direction causes the simulation to crash.

removed for only the pitch direction. The simulation crashes with the pitch and heave positions of

the vessel going to infinity.

With the dynamics of the pitch direction in the simulation not amenable to modification, it was

removed in order to ascertain if a 4 DOF simulation model could still give a reasonable indication

of a controller’s performance in a following sea. The heave direction was also removed because of

the coupling between the pitch and heave directions. With this new simulation model, the PID

controlled vessel was simulated with a desired heading of 120◦, desired velocity of 12.59 m/s to
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Figure 8.26: Reduced 4 DOF simulation model with a heading of 120◦ and 12.59 m/s desired
velocity.

match the wave velocity, and an initial condition on the crest of the wave. This is plotted in

figure 8.26. The vessel quickly falls back to the trough of the wave behind it before the propellers

accelerate it part way back up the back of the wave, where the wave force in the surge direction

becomes positive, and moves the vessel the rest of the way to the stable position on the wave of

-60◦. Then, like the other examples, it stays in the stable state. The rudder actuation angles are

small and near zero.

On a wave with orbital mechanics, the performance of the propellers and rudders varies along the

wave. To try to simulate this, and attempt to rid the simulation of the stability state, a relative

water velocity was added to the actuation mechanics. This was the same relative velocity that was

used to reduce the wave force in the pitch direction. Originally, the vessel was tested with a fixed

velocity along the wave profile. With no significant changes, this was changed to reflect the different
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Figure 8.27: Reduced 4 DOF simulation model with a heading of 120◦ and 12.59 m/s desired
velocity. The actuation performance is modified to simulate the orbital mechanics of the wave.

velocities of the water along the wave profile. To calculate this (8.4) was modified to:

Ur(t) = 7 cos(χw) cos(|ψMWD − ψ|). (8.4)

Now, as the vessel travels at the wave velocity with a heading on 90◦, on the crest of the wave, the

relative water speed over the propellers and rudders is 3.9 m/s, while in the trough it is 17.9. The

vessel can now produce a large yaw actuation force in the troughs, while the propeller actuation

is limited, and on the crest, the rudder actuation is limited, but the propeller can produce more

force in the surge direction. This was simulated with the same conditions as the previous example

and the results are shown in figure 8.27. This time, with the reduced force in the surge direction

from the propellers when the vessel nears the trough at the beginning of the simulation it is unable

to accelerate back up the wave so the vessel falls back to the wave behind. After this, however, it
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Figure 8.28: Reduced 4 DOF simulation model with a heading of 120◦ and 12.59 m/s desired
velocity. At 400 seconds the actuation is cut off and the vessel returns to a heading of 90◦ and

oscillates among the waves.

reaches the same stability point where it remains for the rest of the simulation. The only difference

at this stability point is due to the reduced actuation force from the rudders. The rudder angle

increases from near zero to around 10◦, but this is well within the range of the capable rudder

angles.

To determine how stable the vessel is in these steady state conditions a variety of simulations were

run, wherein arbitrary disturbances were added, or a small full sea state was superimposed. Open

loop rudder control was also used and, finally, total loss of actuation tested. With the disturbances

added, the PID mitigates them, which is the designed purpose of feedback control. In open loop

control, with the heading near the direction of the wave, the vessel remains stable, with no propeller

actuation necessary to maintain the steady state. For larger heading angles, the oscillations in the

yaw direction slowly grow until the steady state is lost and the wave passes the vessel. The worse
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case scenario is the total loss of actuation. Again, if the initial heading angle is near the wave

direction, the vessel maintains a steady state of moving at the wave velocity on the backside of the

wave. Figure 8.28 shows the results of a large heading angle. The vessel is traveling at an angle

of 120 degrees on the back of the wave when actuation is cut at 400 seconds. The heading angle

increase to 165 degrees as the vessel moves down to the trough of the wave before the next wave

rights the heading to 90 degrees where the vessel settles into an oscillatory motion as the waves

continue to move past the vessel. The average forward velocity at this point is just above 0 m/s.

With the wave stabilizing the surge velocity, and the heading when the yaw angle is near the wave

direction, it becomes difficult to assess the performance of the controllers. Even a non-actuated

vessel is able to maintain the same steady state as the controllers in some scenarios. Additionally,

the larger surge force on the back of the wave can make it impossible for the NMPC controller

to reduce the tracking error to zero. If the stable location on the wave is above -45◦ for a given

heading, with the constraint on the controller that the propeller speed must remain at zero or above

there is no way for the controller to satisfy the tracking reference. Every effort was made to have

the simulation model reflect the known behavior in following seas to ascertain the performance of

the controllers, unfortunately, no useful data on the performance of a PID or NMPC controller can

be produced for following seas. Also, the larger than expected pitch angle when traveling with the

wave may indicate that the previous pitch results in the beam section for headings that traveled

with the wave, may be higher than they should be.

8.4 Summary

This chapter investigated the performance of the controller in beam and following seas. Roll pe-

nalization was added to the controller, due to the concern of excessive roll angles in beam seas.

The tacking planner was modified to reflect the reduced forces in the surge direction, and an iter-

ative method was introduced for the tacking planner owing to the asymmetrical cost surface. The

differing velocities of the tacking NMPC made direct comparisons to the PID and NMPC direct

controllers difficult. Even in beams seas, the wave force in the roll direction remained small enough,

that often the rudder force in the roll direction was larger. This was reflected in the lower roll angles

for the NMPC direct controller in 2.5 meter waves compared to 0.5 meter waves. The NMPC direct
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controller still managed general improvements in the roll angle over the PID controller, but the

pitch results were mixed. The NMPC direct controller also saw general improvements in perfor-

mance when the full sea state was added. A modification of the tacking initiation by the tacking

planner reduced the tacking boundary over shoot for the NMPC tacking controller. Testing of the

impact on performance for various step sizes and horizons lengths reinforced the previously found

results. The topic of control in following seas was introduced in the second half of the chapter.

The difficulty of this task, and the subsequent tacking planner for following seas were laid out.

Methods for maintaining a defined position upon the waves were presented, with the method of the

tacking planner handling the references chosen. Unfortunately, the performance of the controllers in

following seas could not be discovered. Modifications to the simulation were made to better reflect

the vessel behavior in following seas, including mimicking the effects the wave orbital mechanics

have upon actuation, however, there remained a strong stable point on the back of the wave that,

for certain conditions, even non-actuated vessels remain stable at.





Chapter 9

Conclusions

This work was aimed at producing a controller which having knowledge of the sea-state could

reduce the wave force, or wave induced motions to reduce the risk of capsizing. To meet this aim

the following was performed:

� The previously developed Halcyon and SWEM models were modified. For the simulation

models themselves, changes were made to the interpolation methods used for better accuracy

in single harmonic environments. The equations of motions were modified, and some sim-

plifications were made such as removing the memory fluid effects for the model used in the

controller.

� It was shown that the encounter frequency is not suitable to be linearized without loss of

knowledge of the vessel’s position upon the wave. This required the use of a nonlinear control

method, and with its fast computation, natural constraint handling, and predictive nature,

the Real Time Iteration scheme for Nonlinear Model Predictive Control was chosen.

� The task of path following and wave mitigation was formulated as an optimal control problem.

This was done first as a 1 DOF simulation, and increased up to a full 6 DOF simulation.

� The solution to the 6 DOF optimal control problem showed that tacking on two time-scales,

that is, a small high frequency tack on each wave, along with a larger drift tack to increase

the average encounter angle and decrease the average wave force, was the optimal navigation

method.

165
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� The previously found optimal solution is not conducive to a single NMPC controller due to

the disparate time-scales to the two control objectives. Thus a time independent tacking

controller was developed to be the outer control loop, presenting the inner NMPC controller

a tacking path to follow.

� This tacking method proved to be superior in head seas when compared to a more conventional

LOS PID path following method which ignores the wave induced motions. This performance

held even when presented with an unknown full sea-state. The performance advantage in

beam seas was less clear due to the minimal roll caused by the waves.

� Finally, practical aspects of the controller were tested such as prediction horizon length, and

RAO surface use. For prediction horizon length, it was found that the length should be

about 1.3 times the encounter period to ensure the prediction captures the full dynamics of

the harmonics. For step size, they should be chosen to have about 25 steps by encounter

period for a high enough resolution of the wave curve. This hints at the use of an adaptive

controller to change parameters based on wave conditions and heading to ensure the most

efficient controller use. For the RAO surface, it appears for now that using the RAO surface

of larger waves on calmer sea-states allows for adequate performance, but the opposite is not

true. More research into these findings need to be done.

9.1 Future Work

Much work is yet needed to be able to implement the NMPC controller on a real vessel. This

thesis began work testing on the use of the RAOs of a single wave height. This would be the

simplest implementation based on the assumption that RADAR or LiDar measurements of the sea

surface are unlikely to capture individual wave harmonics, but instead relay only the total wave

heights. Initial results appear promising with using the RAOs of a 2.5 meter wave on 1 meter wave

simulation. More simulations in more environments are needed to determine if this is viable for all

conditions. In addition, it needs to be tested against a controller which knows all of the individual

wave harmonics. Another method for multiple waves could be the reformulation of the RAOs not

as 3D surfaces based upon heading and velocity, but as 4D surface which is dependent on heading,

velocity, and wave height.
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Another area which needs further research that was introduced in this thesis is the step size and

prediction horizon lengths for different sea states. For high-frequency waves, small step sizes are

needed, while for slower wave frequency, larger prediction horizons are needed. Static prediction

parameters, which satisfy both of these, are inefficient in both. Instead, an adaptive prediction

horizon needs to be investigated for use in all wave conditions.

In the literature, many of the MPC controllers were used with LOS heading controllers. This thesis

used the NMPC as a reference tracker. One area of interest to the author is the performance

difference between the two implementations, as well as the implications of dividing the tasks of

heading and velocity control up. Examinations could include LOS MPC, in which the heading

is geometrically assigned and the velocity is dynamically altered, or the lookahead distance is

dynamically varied by the MPC and the velocity is constant. A geometrically assigned heading

eliminates the need for the prediction horizon to capture the entire trajectory back to the path.

Further research which would be more involved is the inclusion of wave forecasting based on mea-

sured data instead of the presumed known wave data. The inclusion of a high level COLREG

planner, and a hybrid tacking and path planner, which accounts for curved paths around objects,

is also needed to complete the controller. Lastly, rebuilding the vessel model and simulating in an

CFD program would help to verify the NMPC and PID controllers’ ability in following seas.
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1. INTRODUCTION

With the potential to replace manned vessels for dirty
operations such as cleaning up oil spills, (Kim et al., 2012),
dangerous ones, like those found in mine sweeping, or dull
monotonous tasks like patrolling, (Oleynikova et al., 2010),
the need for autonomous surface vehicles is increasing.
This growth in use necessitates an increase in the ability
of the Autonomous Surface Vehicle (ASV) to handle more
extreme ocean environments, such as rough seas, in a
similar or superior manner as human pilots.

Traditional path following controllers may neglect ocean
disturbances, (Lekkas and Fossen, 2014; Oh and Sun, 2010;
Çimen and Banks, 2004), or consider only ocean drift
forces, (Paliotta et al., 2019; Peymani and Fossen, 2013).
Larger vessels, such as container ships can often assume
ocean disturbances to be planar for most conditions in sea
state 3 or below on the Douglas Scale. For larger vessels
in the presence of waves, constraining roll is important for
reducing sea-sickness and damage to cargo (Li et al., 2009,
2010).

However, smaller sea going vessels of the magnitude of
tens of meters or smaller are greatly impacted by waves.
Reinhart et al. (2010) use a priori optimized control path
templates to find that tacking in littoral waves reduces
bow diving. This behavior is used in a path planning
algorithm which, when the angle between desired direction
of travel and the main wave direction is smaller than a
predefined threshold a secondary point is added to the
path to increase the angle and to create this tacking
behaviour. A PID controller is used to maintain the
planned path without knowledge of the ocean environment
which reduces the bow diving but does not eliminate it.
With a set maximum pitch and roll constraint, Ono et al.

(2014), calculates feasible safe velocity regions for use in
path planning in rough seas. The model used a direct
input, that is the input is the velocity of the system,
allowing it to move from one safe velocity region to the
next in one time step. On a boat this would not be possible,
and the boat would have to move through unsafe velocity
regions and potentially capsize or bow dive. Therefore, in
this work we propose an optimal control strategy that is
based upon a first-principles model of the ASV and wave
interaction dynamics, with a view towards minimising
wave induced forces whilst maintaining headway.

The rest of the paper is organized as follows; section 2
presents the derivation of a low-order state space model
that describes the coupled dynamics between the ASV
and a wave, section 3 introduces the control problem
formulation, section 4 presents the results and discussion
from the simulations, and section 5 concludes the paper,
and discusses future work.

2. SYSTEM MODEL

2.1 ASV Dynamics

The ASV model is based upon a simplified description of
the Halcyon ASV: more details of the 6 degrees of freedom
(DOF) model can be found in (Heins et al., 2017). For
the purpose of developing initial control strategies this
paper examines the 1 DOF scenario, with the changes
and simplifications from the full model noted below. The
simplification is based upon the following assumptions.

• The model degrees of freedom are restricted to for-
wards (surge) motion only. The state space model
developed in this paper can be augmented with addi-
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dangerous ones, like those found in mine sweeping, or dull
monotonous tasks like patrolling, (Oleynikova et al., 2010),
the need for autonomous surface vehicles is increasing.
This growth in use necessitates an increase in the ability
of the Autonomous Surface Vehicle (ASV) to handle more
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similar or superior manner as human pilots.

Traditional path following controllers may neglect ocean
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Çimen and Banks, 2004), or consider only ocean drift
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Larger vessels, such as container ships can often assume
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state 3 or below on the Douglas Scale. For larger vessels
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reducing sea-sickness and damage to cargo (Li et al., 2009,
2010).

However, smaller sea going vessels of the magnitude of
tens of meters or smaller are greatly impacted by waves.
Reinhart et al. (2010) use a priori optimized control path
templates to find that tacking in littoral waves reduces
bow diving. This behavior is used in a path planning
algorithm which, when the angle between desired direction
of travel and the main wave direction is smaller than a
predefined threshold a secondary point is added to the
path to increase the angle and to create this tacking
behaviour. A PID controller is used to maintain the
planned path without knowledge of the ocean environment
which reduces the bow diving but does not eliminate it.
With a set maximum pitch and roll constraint, Ono et al.

(2014), calculates feasible safe velocity regions for use in
path planning in rough seas. The model used a direct
input, that is the input is the velocity of the system,
allowing it to move from one safe velocity region to the
next in one time step. On a boat this would not be possible,
and the boat would have to move through unsafe velocity
regions and potentially capsize or bow dive. Therefore, in
this work we propose an optimal control strategy that is
based upon a first-principles model of the ASV and wave
interaction dynamics, with a view towards minimising
wave induced forces whilst maintaining headway.

The rest of the paper is organized as follows; section 2
presents the derivation of a low-order state space model
that describes the coupled dynamics between the ASV
and a wave, section 3 introduces the control problem
formulation, section 4 presents the results and discussion
from the simulations, and section 5 concludes the paper,
and discusses future work.

2. SYSTEM MODEL
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The ASV model is based upon a simplified description of
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(DOF) model can be found in (Heins et al., 2017). For
the purpose of developing initial control strategies this
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Çimen and Banks, 2004), or consider only ocean drift
forces, (Paliotta et al., 2019; Peymani and Fossen, 2013).
Larger vessels, such as container ships can often assume
ocean disturbances to be planar for most conditions in sea
state 3 or below on the Douglas Scale. For larger vessels
in the presence of waves, constraining roll is important for
reducing sea-sickness and damage to cargo (Li et al., 2009,
2010).

However, smaller sea going vessels of the magnitude of
tens of meters or smaller are greatly impacted by waves.
Reinhart et al. (2010) use a priori optimized control path
templates to find that tacking in littoral waves reduces
bow diving. This behavior is used in a path planning
algorithm which, when the angle between desired direction
of travel and the main wave direction is smaller than a
predefined threshold a secondary point is added to the
path to increase the angle and to create this tacking
behaviour. A PID controller is used to maintain the
planned path without knowledge of the ocean environment
which reduces the bow diving but does not eliminate it.
With a set maximum pitch and roll constraint, Ono et al.

(2014), calculates feasible safe velocity regions for use in
path planning in rough seas. The model used a direct
input, that is the input is the velocity of the system,
allowing it to move from one safe velocity region to the
next in one time step. On a boat this would not be possible,
and the boat would have to move through unsafe velocity
regions and potentially capsize or bow dive. Therefore, in
this work we propose an optimal control strategy that is
based upon a first-principles model of the ASV and wave
interaction dynamics, with a view towards minimising
wave induced forces whilst maintaining headway.

The rest of the paper is organized as follows; section 2
presents the derivation of a low-order state space model
that describes the coupled dynamics between the ASV
and a wave, section 3 introduces the control problem
formulation, section 4 presents the results and discussion
from the simulations, and section 5 concludes the paper,
and discusses future work.

2. SYSTEM MODEL

2.1 ASV Dynamics

The ASV model is based upon a simplified description of
the Halcyon ASV: more details of the 6 degrees of freedom
(DOF) model can be found in (Heins et al., 2017). For
the purpose of developing initial control strategies this
paper examines the 1 DOF scenario, with the changes
and simplifications from the full model noted below. The
simplification is based upon the following assumptions.

• The model degrees of freedom are restricted to for-
wards (surge) motion only. The state space model
developed in this paper can be augmented with addi-

Towards Control of Autonomous Surface
Vehicles in Rough Seas

Daniel R. McCullough ∗ Bryn L. Jones ∗

Oscar J.G. Villarreal ∗ J.A. Rossiter ∗

∗ Department of Automatic Control and Systems Engineering,
University of Sheffield, Sheffield United Kingdom.

Abstract: This paper addresses the problem of controlling an Autonomous Surface Vehicle
(ASV) in rough sea-states, with a view towards minimising wave-induced forces, whilst
maintaining headway. This is a challenging control application since, and as is derived in the
paper, the interaction between the vessel and the wave disturbance is nonlinear and coupled.
This subsequently motivates the novel application of the Real Time Iteration Scheme (RTI)
for Nonlinear Model Predictive Control (NMPC) of the ASV. Analysis of the resulting control
signal provides an important insight into the role of the wave encounter frequency. Specifically,
by actuating at twice the average wave encounter frequency, the nonlinear controller is able to
reduce the wave forces, compared to an open-loop controller that achieves the same average
velocity.

Keywords: Nonlinear and optimal marine system control, autonomous surface vehicle,
nonlinear model predictive control, real time optimization.

1. INTRODUCTION

With the potential to replace manned vessels for dirty
operations such as cleaning up oil spills, (Kim et al., 2012),
dangerous ones, like those found in mine sweeping, or dull
monotonous tasks like patrolling, (Oleynikova et al., 2010),
the need for autonomous surface vehicles is increasing.
This growth in use necessitates an increase in the ability
of the Autonomous Surface Vehicle (ASV) to handle more
extreme ocean environments, such as rough seas, in a
similar or superior manner as human pilots.

Traditional path following controllers may neglect ocean
disturbances, (Lekkas and Fossen, 2014; Oh and Sun, 2010;
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2. SYSTEM MODEL

2.1 ASV Dynamics

The ASV model is based upon a simplified description of
the Halcyon ASV: more details of the 6 degrees of freedom
(DOF) model can be found in (Heins et al., 2017). For
the purpose of developing initial control strategies this
paper examines the 1 DOF scenario, with the changes
and simplifications from the full model noted below. The
simplification is based upon the following assumptions.

• The model degrees of freedom are restricted to for-
wards (surge) motion only. The state space model
developed in this paper can be augmented with addi-

tional states to describe the other degrees of freedom
and will be studied in future work.

• There are no water-current or wind-induced forces.
Again, these can be included in the model but the
focus of the present work is upon wave-induced forces.

• Actuation is restricted to the propeller input only.
Future work will include steering once roll and yaw
dynamics are included.

• The wave induced forces arise from a single wave
harmonic, corresponding to regular waves, and the
controller has full information of this. In practice, the
sea surface is more complex and wave forecasting is
an active research area (see: Merigaud and Ringwood
(2019))

• The vessel is heading directly into the oncoming
waves. This assumption will be relaxed in future work
when steering inputs are considered.

The equations of motion of the boat in the surge direction
are as follows:

χ̇(t) = ν(t), (1a)

ν̇(t) =
D(ν(t)) + τp(ν(t), ζ(t)) + τνw(ν(t), η(t))

M
, (1b)

ζ̇(t) =
−1

κ
ζ(t) +

1

κ
u(t). (1c)

The system has five states, x = [χ, ν, ζ, η, η̇]
T
, with χ(t)

being the position in the boat reference frame at time t,
ν(t) is the surge velocity of the boat, ζ(t) is the propeller
speed, u(t) is the propeller control input, and η(t) and
η̇ are wave states defined in the following section. In the
above equations D(ν(t)) is the drag term, τp(ν(t), ζ(t)) is
the propulsion from the propellers, κ is the propellor time
constant, and τνw(ν(t), η(t)) is the wave force in the surge
direction, derived in the next section. Table A.1 in the
appendix list the parameters employed in this paper. The
surge drag force equation is as follows:

D(ν(t)) = −1

2
ρSC∗

f (ν(t))ν(t)2, (2)

where S is the wetted hull surface area and ρ is the
density of water. The modified resistance curve, C∗

f (ν(t)),is
approximated by the following 6th order polynomial:

D(ν(t)) = −1

2
ρS(p1ν(t)6 + p2ν(t)5 + p3ν(t)4 + p4ν(t)3

+ p5ν(t)2 + p6ν(t) + p7)ν(t)2, (3)

where px are constant coefficients defined in appendix A.2.
The thrust from the dual propellers is modelled by:

τp(ν(t), ζ(t)) = 2Kτρd
4ζ(t)2, (4)

where d is the propeller diameter and where the thrust
parameter Kτ is given by:

Kτ (J) = K{1}
τ J2 + K{2}

τ J + K{3}
τ , (5)

where, K
{i}
τ are thrust polynomial constants defined in

appendix A.3, and the advance ratio, J , is:

J =
ν(t)

ζ(t)d
. (6)

2.2 Wave Environment and Forces

The force exerted on the boat by the wave is calculated
using a Response Amplitude Operator (RAO) (Fossen,
2011). The full model uses look-up tables to find the values
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Fig. 1. Surge RAOs at various wave frequencies and surge
velocities. The plot is dimensionlized with ρ and g

dependent on the conditions. In the case of the surge
direction, the force RAO is appoximately an affine function
of the surge velocity and wave frequency, as shown in
Figure 1. The phase RAO is assumed to be constant for all
boat velocities at a specific wave frequency. For the force
RAO, the force is linearly dependent on the velocity, as
well as linearly dependent on the wave frequency. Selecting
a wave frequency, the dimensionalized force RAO can be
approximated by the following equation:

ρg|F ν(ν(t))| ≈ aν(t) + b, (7)

where a = 23.18, b = 10845, for the wave frequency, ω,
of 0.5 rad/s. Note, the force RAO magnitude, |F ν(ν(t))|,
typically uses a subscript to indicate first order wave forces
or second order drift forces. This paper only discusses first
order wave forces so the subscript is excluded.

Wave Environment The force imparted on the boat from
the wave is dependent upon the wave height and boat
position. For a single harmonic in the surge direction the
wave elevation is defined as:

ξ(χe, t) = ah cos(kχe − ωt + ε), (8)

where ah is the wave amplitude, ε is an arbitrary added
phase, and χe ∈ R is the boat’s position in an inertial
reference frame. Assuming the boat’s χ-axis coincides with
the fixed reference frame χe-axis, χe can be described in
the boat’s body fixed frame by (Pérez and Blanke, 2002):

χe = χ0 +

∫
ν(t) dt. (9)

Inserting (9) into (8) and setting χ0 = 0 results in the
wave elevation described in the boat’s reference frame:

ξ(χ, t) = ah cos

(∫
ν(t) dt− ωt− ε

)
. (10)

With the deep water dispersion relation k = ω2/g is
assumed, the wave force term in (1b) is a function of the
force RAO (7) and the wave elevation (10):

τνw(ν(t), η(t)) = −ρg|F ν(ν(t))|ah

cos

(
ωt +

ω2

g

∫
ν(t) dt + φRAO + ε

)
, (11)

where g is the acceleration due to gravity, |F ν(ν(t))| is the
force RAO, and φRAO is the phase RAO which is assumed
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tional states to describe the other degrees of freedom
and will be studied in future work.

• There are no water-current or wind-induced forces.
Again, these can be included in the model but the
focus of the present work is upon wave-induced forces.

• Actuation is restricted to the propeller input only.
Future work will include steering once roll and yaw
dynamics are included.

• The wave induced forces arise from a single wave
harmonic, corresponding to regular waves, and the
controller has full information of this. In practice, the
sea surface is more complex and wave forecasting is
an active research area (see: Merigaud and Ringwood
(2019))

• The vessel is heading directly into the oncoming
waves. This assumption will be relaxed in future work
when steering inputs are considered.

The equations of motion of the boat in the surge direction
are as follows:

χ̇(t) = ν(t), (1a)

ν̇(t) =
D(ν(t)) + τp(ν(t), ζ(t)) + τνw(ν(t), η(t))

M
, (1b)

ζ̇(t) =
−1

κ
ζ(t) +

1

κ
u(t). (1c)

The system has five states, x = [χ, ν, ζ, η, η̇]
T
, with χ(t)

being the position in the boat reference frame at time t,
ν(t) is the surge velocity of the boat, ζ(t) is the propeller
speed, u(t) is the propeller control input, and η(t) and
η̇ are wave states defined in the following section. In the
above equations D(ν(t)) is the drag term, τp(ν(t), ζ(t)) is
the propulsion from the propellers, κ is the propellor time
constant, and τνw(ν(t), η(t)) is the wave force in the surge
direction, derived in the next section. Table A.1 in the
appendix list the parameters employed in this paper. The
surge drag force equation is as follows:

D(ν(t)) = −1

2
ρSC∗

f (ν(t))ν(t)2, (2)

where S is the wetted hull surface area and ρ is the
density of water. The modified resistance curve, C∗

f (ν(t)),is
approximated by the following 6th order polynomial:

D(ν(t)) = −1

2
ρS(p1ν(t)6 + p2ν(t)5 + p3ν(t)4 + p4ν(t)3

+ p5ν(t)2 + p6ν(t) + p7)ν(t)2, (3)

where px are constant coefficients defined in appendix A.2.
The thrust from the dual propellers is modelled by:

τp(ν(t), ζ(t)) = 2Kτρd
4ζ(t)2, (4)

where d is the propeller diameter and where the thrust
parameter Kτ is given by:

Kτ (J) = K{1}
τ J2 + K{2}

τ J + K{3}
τ , (5)

where, K
{i}
τ are thrust polynomial constants defined in

appendix A.3, and the advance ratio, J , is:

J =
ν(t)

ζ(t)d
. (6)

2.2 Wave Environment and Forces

The force exerted on the boat by the wave is calculated
using a Response Amplitude Operator (RAO) (Fossen,
2011). The full model uses look-up tables to find the values
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dependent on the conditions. In the case of the surge
direction, the force RAO is appoximately an affine function
of the surge velocity and wave frequency, as shown in
Figure 1. The phase RAO is assumed to be constant for all
boat velocities at a specific wave frequency. For the force
RAO, the force is linearly dependent on the velocity, as
well as linearly dependent on the wave frequency. Selecting
a wave frequency, the dimensionalized force RAO can be
approximated by the following equation:

ρg|F ν(ν(t))| ≈ aν(t) + b, (7)

where a = 23.18, b = 10845, for the wave frequency, ω,
of 0.5 rad/s. Note, the force RAO magnitude, |F ν(ν(t))|,
typically uses a subscript to indicate first order wave forces
or second order drift forces. This paper only discusses first
order wave forces so the subscript is excluded.

Wave Environment The force imparted on the boat from
the wave is dependent upon the wave height and boat
position. For a single harmonic in the surge direction the
wave elevation is defined as:

ξ(χe, t) = ah cos(kχe − ωt + ε), (8)

where ah is the wave amplitude, ε is an arbitrary added
phase, and χe ∈ R is the boat’s position in an inertial
reference frame. Assuming the boat’s χ-axis coincides with
the fixed reference frame χe-axis, χe can be described in
the boat’s body fixed frame by (Pérez and Blanke, 2002):

χe = χ0 +

∫
ν(t) dt. (9)

Inserting (9) into (8) and setting χ0 = 0 results in the
wave elevation described in the boat’s reference frame:

ξ(χ, t) = ah cos

(∫
ν(t) dt− ωt− ε

)
. (10)

With the deep water dispersion relation k = ω2/g is
assumed, the wave force term in (1b) is a function of the
force RAO (7) and the wave elevation (10):

τνw(ν(t), η(t)) = −ρg|F ν(ν(t))|ah

cos

(
ωt +

ω2

g

∫
ν(t) dt + φRAO + ε

)
, (11)

where g is the acceleration due to gravity, |F ν(ν(t))| is the
force RAO, and φRAO is the phase RAO which is assumed
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constant at 1.502 radians. Note, typical notation for the
wave frequency ω, wave amplitude ah, and ε include a k
subscript to indicate each wave component, however, to
avoid confusion with the discrete time indices later, and
since this paper only concerns a single wave component,
the subscript has been dropped.

Next, the wave harmonic is decoupled from the height
and force RAO to simplify use in state space form and
is redefined as:

η(t) := cos

(
ωt +

ω2

g

∫
ν(t) dt + φRAO + ε

)
. (12)

The dynamics of η(t) are obtained by differentiating (12)
with respect to time. The resulting expressions are some-
what involved, but can be simplified significantly by per-
forming an order of magnitude analysis to retain only the
leading-order terms under the following set of assumptions:

• ω ∈ [0.30, 0.75] rad/s. This is justified by observing
that the vast majority of wave energy in a typical
wave energy spectrum is concentrated in this band.

• ν(t) ∈ [0, 10] m/s. This is the typical operating range
in surge velocity for the ASV studied.

• ω2

g ν̇(t) � ω + ω2

g ν(t) so it is neglected.

With these assumptions the first derivative is:

η̇(t)≈−
(
ω+

ω2

g
ν(t)

)
sin

(
ωt+

ω2

g

∫
ν(t)dt+φRAO+ε

)
.

(13)

The second derivative is:

η̈(t) ≈ −
(
ω +

ω2

g
ν(t)

)2

η(t). (14)

The term ω+ ω2

g ν(t) is the encounter frequency of the boat

to a wave in a head sea.

2.3 Combined State Space Model

The combined surge and wave dynamics can be expressed
in linear time varying form as shown in (Tomás-Rodŕıguez
and Banks, 2010). Here, in (15), it is clear to see the
coupling between the boat velocity and the wave state. The
force of the wave imparted on the boat in the (2,4) term is
dependent on both the velocity of the boat and the wave
state, while in the (5,4) term, the square of the encounter
frequency can be seen. Linearization of this system about
a fixed velocity loses this coupling. This motivates the use
of a nonlinear control technique.

3. CONTROLLER DESIGN

The following section presents the design of a Nonlinear
Model Predictive Controller based on a condensed single-
shooting approach. The optimisation is implemented

within the Real Time Iteration Scheme (RTI) (Diehl et al.,
2005) which is a popular method to achieve real-time
performance.

3.1 NMPC Controller

Considering a discrete-time representation of the general
nonlinear system (15), the objective is to minimize a cost
function of the form,

J = (Yr − Ŷ )TQ(Yr − Ŷ ) + (Ur − Û)TR(Ur − Û) (16a)

s.t.

xk = x0 (16b)

xk+1 = f(xk, uk), (16c)

yk = g(xk, uk), (16d)

Umin ≤ Û ≤ Umax (16e)

Ymin ≤ Ŷ ≤ Ymax (16f)

where xk ∈ Rnx are the states of the system at time k,
uk ∈ Rnu are the inputs, and yk ∈ Rny are the outputs.
Moreover, Q > 0 ∈ RNpny×Npny and R > 0 ∈ RNpnu×Npnu

are positive definite matrices for penalizing output and
input errors, respectively; Yr, Ŷ , Ur, Û are column-vectors
containing future output references, output predictions,
input references and input predictions, respectively; and
the optimisation subject to initial condition (16b), state
dynamics (16c), state-output function (16d), and input
and output constraints (16e) and (16f).

Cost function (16) is a Nonlinear Programming Prob-
lem (NLP), which is in general difficult to solve. Pop-
ular alternatives are Sequential Quadratic Programming
(SQP) methods which form a linearized Convex Quadratic
Program to find an optimal search direction which
eventually drives the solution towards a local opti-
mum. In predictive control, the linearization of the cost
function is only defined after the future inputs and
states trajectories are defined. To address this, single-
shooting methods use an initially guessed nominal in-
put trajectory Ū = [ūT

k , ū
T
k+1, · · · , ūT

k+Np−1]
T which

can be used to obtain the nominal state and output
trajectories, X̄ = [x̄T

k+1, x̄
T
k+2, · · · , x̄T

k+Np
]T and Ȳ =

[ȳYk+1, ȳ
T
k+2, · · · , ȳTk+Np

]T , respectively, by propagating the

input through the state dynamics (16c) and obtaining the
respective outputs through output function (16d).

By taking a first order Taylor approximation, with a slight
abuse of notation, all future inputs and outputs can then
be obtained starting from an initial condition mismatch
δx0 related to the Real-Time Iteration Scheme as,

Û = Ū + δÛ (17a)

Ŷ = Ȳ + δŶ = Ȳ + Gδx0 + FδÛ (17b)

where matrices G and F are defined as




χ̇(t)

ν̇(t)

ζ̇(t)

η̇k(t)

η̈k(t)




=




0 1 0 0 0

0 −D(ν(t))
M

τp(ν(t),ζ(t))
M −ρg|Fu(ν(t))|ah

M 0
0 0 − 1

κ 0 0
0 0 0 0 1

0 0 0 −
(
ω + ω2

g ν(t)
)2

0







χ(t)

ν(t)

ζ(t)

ηk(t)

η̇k(t)




+




0

0
1
κ

0

0



u(t) (15)

G =




C1A0

C2A1A0

...
CNpANp−1 · · ·A1A0


 , (18a)

F =




C1B0 O · · · · · ·
C2A1B0 C2B1 O · · ·

C3A2A1B0 C3A2B1 C3B2 · · ·
..
.

..

.
..
.

. . .

CNpANp−1 · · ·A1B0 CNpANp−2 · · ·A2B1 · · · · · ·


 .

(18b)
and,

Ak =
∂f(x̂k, ûk)

∂x̂k

∣∣∣∣x̂k=x̄k
ûk=ūk

Bk =
∂f(x̂k, ûk)

∂ûk

∣∣∣∣x̂k=x̄k
ûk=ūk

(19a)

Moreover, this paper focuses on regulating the average
boat velocity and minimizing the wave forces defined as:

τw = τ̄w +
∂τw(ν̄k, η̄k)

∂νk
δνk +

∂τw(ν̄k, η̄k)

∂ηk
δηk. (20)

thus, resulting in the output matrix defined as:

Ci =

[
0 1 0 0

0 ∂τw(ūk,η̄k)
∂νk

0 ∂τw(uk,ηk)
∂ηk

]
. (21)

The wave force in the surge direction does not vary by a
large amount with a change in velocity which can be seen
in Figure 1. Using an additional tuning parameter in the
force RAO equation, (7) can be rewritten as:

|F ν
k (νk)| = α(aνk) + b, (22)

where α is the additional tuning weight which can be used
to virtually increase the change in the wave force with
respect to the boat velocity.

To obtain a desired average velocity, the rows of the
linearized prediction model (17b) related to the velocity
are averaged over the prediction horizon.

Optimization Substituting input and output linearised
prediction models (17a) and (17b) in the original cost
function (16), and rearranging the cost in terms of the

decision variable δÛ (condensing approach) results in the
standard QP form:

J =
1

2
δÛTHδÛ + δÛT f + C (23a)

s.t.

MδÛ ≤ γ (23b)

H = FTQF + R (23c)

f = −
[
FTQ(Yr − Ȳ −Gδx0) −R(Ū − Ur)

]
(23d)

M =




I
−I
F
−F


 γ =




Umax − Ū
−(Umin − Ū)

Ymax − Ȳ −Gδx0

−(Ymin − Ȳ −Gδx0)


 (23e)

Having defined this, any QP solver of choice can be used
to solve (23a). Once the optimal input deviation, δÛ , is
obtained, equation (17a) is used to recover the actual
input. Only the first input is applied to the system, and the
process is then repeated, which is the well known receding
horizon strategy.

3.2 Real Time Iteration Scheme

The Real Time Iteration (RTI) scheme, is a strategy that
enables real-time performance for Nonlinear Optimal Con-
trol. The following is a brief explanation of the procedure.

Initial Value Embedding (IVE) It uses the solution found
in the previous step in a shifted version, typically dupli-
cating the last input variable uk+Np|k+1 = uk+Np−1|k, to
obtain the nominal trajectory over which the formulation
will linearise and optimise.

Single SQP To further reduce the computational burden
and achieve predictable timings, only a single step of
the SQP is performed. This is reasonable given that
the solution is “hot-started” from the previous solution,
which is expected to be close to the optimal solution,
provided no significant unknown/unexpected disturbances
have entered the system.

Computation Separation Separates the computations
into preparation and feedback phases to avoid the com-
putation delay related to the preparation of the QP. Dia-
grams showing the timings of these phases can be found
in Gros et al. (2016).

(1) Preparation Phase: In between sampling times, the
preparation phase uses a predicted nominal state for
the next sampling time x̄0 = x̂k|k−1 as a starting
point obtained from the last state xk−1|k−1 and last
input uk−1|k−1 which allows the preparation of the
QP main matrices H,M,F, etc., and partially, vectors
f and γ.

(2) Feedback Phase: Once the current state measurement
becomes available the feedback phase calculates the
state mismatch δx0 = x0− x̄0, finishes the calculation
of f and γ, and solves the QP. In some cases,
it may be beneficial to run the QP prior to the
state measurement assuming δx0 = 0 to obtain an
estimate of the Lagrange multipliers, λ, related to the
inequalities constraints. In this strategy, the optimal
solution obtained from the RTI can be shown to have
the form as presented in Wang (2011):

Û = Ū−

H−1




Unconstrained︷ ︸︸ ︷
−(FTQ(Yr − Ȳ ) −RŪ)

Constrained︷ ︸︸ ︷
+MTλ︸ ︷︷ ︸

Preparation Phase

+FTQGδx0︸ ︷︷ ︸
Feedback Phase




(24)

4. SIMULATION RESULTS

The boat was simulated heading directly into oncoming
waves with the propellers being the only actuation. The
wave was a single harmonic with a wave height of 1
meter and a frequency of 0.5 rad/s. The NMPC had a
prediction horizon of 200 steps ahead, with the sample
period 0.08 seconds resulting in a prediction window of 16
seconds which captures just over one complete harmonic.
The simulation was run for 30 seconds. The weights of
the NMPC were Qu = 10 for penalizing deviations of the
average velocity from the desired average, Ru = 1.4 × 10−7

penalizing deviations from Ur, and the tuning weight in
(22) is set as α = 100. The following shows a comparison
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G =



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CNpANp−1 · · ·A1A0
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 , (18a)
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C1B0 O · · · · · ·
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
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(18b)
and,

Ak =
∂f(x̂k, ûk)

∂x̂k

∣∣∣∣x̂k=x̄k
ûk=ūk

Bk =
∂f(x̂k, ûk)

∂ûk

∣∣∣∣x̂k=x̄k
ûk=ūk

(19a)

Moreover, this paper focuses on regulating the average
boat velocity and minimizing the wave forces defined as:

τw = τ̄w +
∂τw(ν̄k, η̄k)

∂νk
δνk +

∂τw(ν̄k, η̄k)

∂ηk
δηk. (20)

thus, resulting in the output matrix defined as:

Ci =

[
0 1 0 0

0 ∂τw(ūk,η̄k)
∂νk

0 ∂τw(uk,ηk)
∂ηk

]
. (21)

The wave force in the surge direction does not vary by a
large amount with a change in velocity which can be seen
in Figure 1. Using an additional tuning parameter in the
force RAO equation, (7) can be rewritten as:

|F ν
k (νk)| = α(aνk) + b, (22)

where α is the additional tuning weight which can be used
to virtually increase the change in the wave force with
respect to the boat velocity.

To obtain a desired average velocity, the rows of the
linearized prediction model (17b) related to the velocity
are averaged over the prediction horizon.

Optimization Substituting input and output linearised
prediction models (17a) and (17b) in the original cost
function (16), and rearranging the cost in terms of the

decision variable δÛ (condensing approach) results in the
standard QP form:

J =
1

2
δÛTHδÛ + δÛT f + C (23a)

s.t.

MδÛ ≤ γ (23b)

H = FTQF + R (23c)

f = −
[
FTQ(Yr − Ȳ −Gδx0) −R(Ū − Ur)

]
(23d)

M =




I
−I
F
−F


 γ =




Umax − Ū
−(Umin − Ū)

Ymax − Ȳ −Gδx0

−(Ymin − Ȳ −Gδx0)


 (23e)

Having defined this, any QP solver of choice can be used
to solve (23a). Once the optimal input deviation, δÛ , is
obtained, equation (17a) is used to recover the actual
input. Only the first input is applied to the system, and the
process is then repeated, which is the well known receding
horizon strategy.

3.2 Real Time Iteration Scheme

The Real Time Iteration (RTI) scheme, is a strategy that
enables real-time performance for Nonlinear Optimal Con-
trol. The following is a brief explanation of the procedure.

Initial Value Embedding (IVE) It uses the solution found
in the previous step in a shifted version, typically dupli-
cating the last input variable uk+Np|k+1 = uk+Np−1|k, to
obtain the nominal trajectory over which the formulation
will linearise and optimise.

Single SQP To further reduce the computational burden
and achieve predictable timings, only a single step of
the SQP is performed. This is reasonable given that
the solution is “hot-started” from the previous solution,
which is expected to be close to the optimal solution,
provided no significant unknown/unexpected disturbances
have entered the system.

Computation Separation Separates the computations
into preparation and feedback phases to avoid the com-
putation delay related to the preparation of the QP. Dia-
grams showing the timings of these phases can be found
in Gros et al. (2016).

(1) Preparation Phase: In between sampling times, the
preparation phase uses a predicted nominal state for
the next sampling time x̄0 = x̂k|k−1 as a starting
point obtained from the last state xk−1|k−1 and last
input uk−1|k−1 which allows the preparation of the
QP main matrices H,M,F, etc., and partially, vectors
f and γ.

(2) Feedback Phase: Once the current state measurement
becomes available the feedback phase calculates the
state mismatch δx0 = x0− x̄0, finishes the calculation
of f and γ, and solves the QP. In some cases,
it may be beneficial to run the QP prior to the
state measurement assuming δx0 = 0 to obtain an
estimate of the Lagrange multipliers, λ, related to the
inequalities constraints. In this strategy, the optimal
solution obtained from the RTI can be shown to have
the form as presented in Wang (2011):

Û = Ū−

H−1




Unconstrained︷ ︸︸ ︷
−(FTQ(Yr − Ȳ ) −RŪ)

Constrained︷ ︸︸ ︷
+MTλ︸ ︷︷ ︸

Preparation Phase

+FTQGδx0︸ ︷︷ ︸
Feedback Phase




(24)

4. SIMULATION RESULTS

The boat was simulated heading directly into oncoming
waves with the propellers being the only actuation. The
wave was a single harmonic with a wave height of 1
meter and a frequency of 0.5 rad/s. The NMPC had a
prediction horizon of 200 steps ahead, with the sample
period 0.08 seconds resulting in a prediction window of 16
seconds which captures just over one complete harmonic.
The simulation was run for 30 seconds. The weights of
the NMPC were Qu = 10 for penalizing deviations of the
average velocity from the desired average, Ru = 1.4 × 10−7

penalizing deviations from Ur, and the tuning weight in
(22) is set as α = 100. The following shows a comparison
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Fig. 2. The top plot shows the velocity profiles of the two
controllers. The bottom plot shows the wave state η.
The velocity profile shows a global minimum for the
NMPC controlled boat when η is maximum and a
local minimum when η is minimum.

between a constant propeller input which produces an
average 5 m/s velocity and the NMPC controller with a
desired average velocity of 5 m/s.

Figure 2 shows the velocity profiles of the open loop
controller and the NMPC controller compared to the
wave state, η. A clear difference in the velocity profiles
can be seen. The open loop controller has an oscillating,
single harmonic velocity resulting from changes only in
the wave force, while the NMPC scenario has a more
complex velocity profile. A global minimum of velocity for
the NMPC controller occurs when the wave state is at its
maximum, while a local minimum velocity for the NMPC
controller occurs at the minimum of the wave state. Both
the local and global maximum velocity occurs when the
wave state is at zero. This behavior allows the boat to
maintain the desired average velocity while reducing peak
wave forces.

The resulting force on the boat can be seen in Figure 3.
This figure shows the weighted wave force as calculated
from (22). The base force, that which the boat would
experience at 0 m/s, is subtracted from this figure to better
show the difference in the two scenarios. Figure 4 shows the
input for both controllers as it compares to the wave state.
The NMPC input frequency appears to be twice that of the
wave. This double harmonic is confirmed when looking at
Figure 5. This figure shows the amplitude spectrum of the
input signal to the propeller for NMPC. In the simulation,
with an average velocity of 5 m/s the average encounter
frequency of the boat is 0.628 rad/s, which has a small
peak in the amplitude spectrum, while a much larger peak
in seen at 1.256 rad/s or double the average encounter
frequency. This can be explained by the fact that for each
wave period, the minimal wave force occurs twice. NMPC
exploits this by having the velocity profile shown in Figure
2, with peaks during the minimal wave force time.

5. CONCLUSION AND FUTURE WORK

This paper formulated and solved the problem of min-
imizing wave-induced forces upon an ASV heading into
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Fig. 3. Wave force comparison between the two controllers.
Note: The base wave force is subtracted to more
clearly show the difference in the two controllers.
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Fig. 4. The top plot shows the propeller input profiles of
the two controllers. The bottom plot shows the wave
state η.
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Fig. 5. An amplitude spectrum of the NMPC controller
input

ocean waves. Because of the velocity-dependent encounter
frequency, linearization of the dynamics removes the im-
portant coupling between the vessel and the wave, hence
motivating the use of a NMPC which can benefit both,
from the future prediction of the wave, as well as the ability
to handle nonlinear dynamics and constraints. Moreover,
a key finding of this study was observed in the velocity
and input profiles required to minimize wave forces which
resulted in twice the average encounter frequency. Further
studies will seek to use this coupling concept to explore
other degrees of freedom such as pitch and roll as well as
the additional input of steering, and use NMPC’s ability
to reduce forces and satisfy constraints to handle more
complex sea states.
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Çimen, T. and Banks, S.P. (2004). Nonlinear optimal
tracking control with application to super-tankers for
autopilot design. Automatica, 40(11), 1845–1863.

Diehl, M., Bock, H.G., and Oder, J.P.S. (2005). A real-
time iteration scheme for nonlinear optimization in
optimal feedback control. 43(5), 1714–1736.

Fossen, T.I. (2011). Handbook of marine craft hydrody-
namics and motion control. John Wiley & Sons.

Gros, S., Zanon, M., Quirynen, R., and Bemporad, A.
(2016). From linear to nonlinear MPC : bridging the
gap via the real-time iteration. 7179.

Heins, P.H., Jones, B.L., and Taunton, D.J. (2017). Design
and validation of an unmanned surface vehicle simula-
tion model. Applied Mathematical Modelling, 48, 749–
774.

Kim, Y.H., Lee, S.W., Yang, H.S., and Shell, D.A. (2012).
Toward autonomous robotic containment booms: Visual
servoing for robust inter-vehicle docking of surface vehi-
cles. Intelligent Service Robotics, 5(1), 1–18.

Lekkas, A.M. and Fossen, T.I. (2014). Minimization of
cross-track and along-track errors for path tracking
of marine underactuated vehicles. In 2014 European
Control Conference, ECC 2014.

Li, Z., Sun, J., and Oh, S. (2009). Path following for
marine surface vessels with rudder and roll constraints:
An MPC approach. Proceedings of the American Control
Conference, 3611–3616.

Li, Z., Sun, J., and Oh, S. (2010). Handling roll constraints
for path following of marine surface vessels using coor-
dinated rudder and propulsion control. Proceedings of
the 2010 American Control Conference, 6010–6015.

Merigaud, A. and Ringwood, J.V. (2019). Incorporating
Ocean Wave Spectrum Information in Short-Term Free-
Surface Elevation Forecasting. IEEE Journal of Oceanic
Engineering, 44(2), 401–414.

Oh, S.R. and Sun, J. (2010). Path following of underac-
tuated marine surface vessels using line of sight based
model predictive control. Ocean Engineering, 37(2-3),
289–295.

Oleynikova, E., Lee, N.B., Barry, A.J., Holler, J., and
Barrett, D. (2010). Perimeter patrol on autonomous
surface vehicles using marine radar. OCEANS’10 IEEE
Sydney, OCEANSSYD 2010, 1–5.

Ono, M., Quadrelli, M., and Huntsberger, T.L. (2014).
Safe maritime autonomous path planning in a high
sea state. In Proceedings of the American Control
Conference, 4727–4734.

Paliotta, C., Lefeber, E., Pettersen, K.Y., Pinto, J., Costa,
M., and De Figueiredo Borges De Sousa, J.T. (2019).
Trajectory Tracking and Path following for Underactu-
ated Marine Vehicles. IEEE Transactions on Control
Systems Technology, 27(4), 1423–1437.
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ocean waves. Because of the velocity-dependent encounter
frequency, linearization of the dynamics removes the im-
portant coupling between the vessel and the wave, hence
motivating the use of a NMPC which can benefit both,
from the future prediction of the wave, as well as the ability
to handle nonlinear dynamics and constraints. Moreover,
a key finding of this study was observed in the velocity
and input profiles required to minimize wave forces which
resulted in twice the average encounter frequency. Further
studies will seek to use this coupling concept to explore
other degrees of freedom such as pitch and roll as well as
the additional input of steering, and use NMPC’s ability
to reduce forces and satisfy constraints to handle more
complex sea states.
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