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Abstract

Throughout the years, semiconductor NCs emerge to be promising
building blocks for a wide range of applications due to their unique
electronic and optical properties at nanoscale. Particularly, colloidal
quantum dots (CQDs) have drawn the interest of researchers since,
apart from their unprecedented size, shape-tunable and composition-
dependent properties, require cheap and easy synthesis, making them
preferable for device fabrication. However, the majority of the ma-
terials that are currently used are either toxic or heavy-metal-based,
which limits the application of devices and their commercialization.
Taking this into consideration, we decided to investigate new nano-
materials that fulfill a vital criterion: to be environmentally friendly,
free of toxic or heavy-metal elements. In this way, their currently used
counterparts can be replaced with these new materials and hence ex-
pand the commercialization of devices. The atomistic semi-empirical
pseudopotential method (SEPM) is used for this investigation of mainly
In-based and Ga-based materials. Our results are compared with
available theoretical and experimental data. In this way, we enrich
the knowledge on unexplained or insufficiently explained aspects in
the properties of such NCs, proposing potential applications in real-
istic systems according to the calculated properties.

In this theoretical research we characterize a new nanomaterial that
has not been synthesized before in colloidal form. GaSb colloidal QDs
is an example of an environmentally friendly material that has high
potential once synthesized. We predict a direct-to-indirect confinement-
induced bandgap transition in the reciprocal space, at relatively large
NC sizes (R < 36Å) due to strong quantum confinement effects. We
show that emission can be tuned throughout the visible spectrum and
that is accompanied by large Stokes’s shifts and long radiative life-
times, attributed to the indirect nature of the bandgap. These results
suggest that GaSb NCs can be ideal candidates in solar cells applica-
tions and memory storage, but most importantly, in a photocatalytic
CO2 reduction with water.
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Additionally, our investigation included the modelling of InP NCs that
have been widely used for decades in many applications. Considering
the poor surface passivation of such NCs at the experimental level and
that particular optical properties lack a satisfactory explanation, we
applied the SEPM predicting an unprecedented relationship between
the surface of the NC and the relative optical properties. By applying
a newly derived passivation set achieving an ideally passivated surface,
we show that colloidal InP NCs can still exhibit low QY, depending
on their surface composition (i.e., to whether the surface is In- or P-
rich), a prediction that gives new insights into the optical properties
of this material and highlights the importance of NC surface.

We expanded our investigation to different structures: we modelled
2D QD films made of In-based and Ga-based materials, following an
atomistic tight-binding model (TBM). We show how toxic-free NCs
can find application in band-like carrier transport, proposing potential
alternatives for specific toxic materials that are currently used. In this
investigation we show how the NC composition and stoichiometry can
enhance the carrier mobility and lead to QD films more resilient to
temperature changes.

An ongoing investigation in the optical properties of GaP NCs showed
that these NCs exhibit long radiative lifetimes and fast Auger recom-
bination lifetimes. The aim of this work is to provide the first insights
of such processes in GaP NCs, that are considered, among others, a
potentially promising candidate for replacing toxic elements.

The purpose of this thesis is to provide useful information about the
unique properties of environmentally friendly nanomaterials, with the
main objective to help experimental groups to replace their toxic coun-
terparts.
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Chapter 1

Introduction

Throughout the years, technology has advanced to such a level that materials
are studied at the nanoscale, exhibiting peculiar electronic and optical prop-
erties depending on shape, type of material, composition, stoichiometry and
size. Semiconductor nanomaterials are particularly interesting as their tunable
properties are beneficial to existing technological applications such as light emis-
sion, photovoltaics, imaging, photocatalysis, biomedicine, bio-imaging. However,
many of these currently used nanomaterials contain toxic heavy metal elements
which limit the commercialization of products or make them not environmentally
friendly when it comes to their disposal. Having this in mind, in this project we
aimed to find promising environmentally friendly materials with similar or better
properties compared to the currently widely used toxic materials and propose
possible replacement of those materials, resulting in toxic-free products. By us-
ing the state-of-the-art semiempirical pseudopotential method, we were able to
characterize such nanocrystals, identifying their properties. In this chapter, we
provide an introduction to colloidal NCs and their applications, addressing basic
principles such as the quantum effect, coulomb exchange interaction and carrier
multiplication.

1.1 Spherical Semiconductor NCs

Spherical nanocrystals (NCs), also known as quantum dots (QDs) or artificial
atoms, have drawn the interest of researchers since their reduced dimensions
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confine the carriers (electrons and holes) in all three directions yielding promising
properties, which are different compared to the bulk. The NCs in this study are
zero-dimensional (the electron’s degrees of freedom are reduced to zero), which
means that the quantum confinement effects are strong, making these NCs ideally
suited for a range of applications[1]. However, many of the materials used so far
limit the commercialization of products since either they are toxic, or they contain
heavy metals[2]. Examples are Pb-based and Cd-based materials. Our research
focused on the investigation of the electronic and optical properties of non-toxic
nanomaterials and the identification of potential application according to the
respective properties.

Different types of semiconductor QDs are the self-assembled quantum dots
that are usually synthesized by molecular beam epitaxy (MBE) or metalorganic
vapour phase epitaxy (MOVPE)[3], the electrostatic quantum dots[4], and the
colloidal quantum dots[5]. The latter are considered to be particularly prom-
ising for a wide range of applications[6], due to the achievable small NC sizes
and inorganic nature. Typically, colloidal NCs are synthesized in two steps: the
nucleation of an ‘initial’ seed and the growth. The former involves the decompos-
ition of the precursors, forming the monomers, followed by the nucleation of NCs.
Then, the nuclei grow by incorporating existing monomers that are available in
the solution. The system consists of three components, namely, the precursors,
the organic surfactants and the solvents. The procedure is based on the heating of
a reaction medium, where the precursors chemically transform into active atomic
or molecular species (known as monomers). Subsequently, the monomers form
the actual NCs. The growth of the NCs depends on the surfactant molecules pres-
ence in the solution[7]. Not only their cheap and easy synthesis but their size and
shape tunable electronic and optical properties make these NCs ideal for lighting
application, optoelectronics, photovoltaics and bio-labeling. Further, their size
monodispersity (typically up to 5%) is also an advantage when it comes to the
synthesis of NCs[8, 9, 10]. Another advantage is that their chemical flexibility
allows the synthesis in different forms such as 3D superlattices, quantum dot mo-
lecules, closed-packed films, incorporation with high densities into sol gels, glasses,
or polymers. Scientists found that the shape and size of such NCs affect their
properties (e.g., emission at different wavelengths by different shaped and sized
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NCs), which makes these NCs promising candidates for not only new applications
but also for potential replacement of their existing toxic counterparts[11, 12, 13].
Our modeling approach gave us the required tools to fully understand and explain
the behavior of these size-dependent properties for several nanomaterials.

1.2 Basic principles behind semiconductor NCs

1.2.1 Quantum confinement effect

Understanding the basic principles behind these interesting and promising prop-
erties of semiconductor NCs is crucial for the characterization of new materials
with unprecedented properties. By substantially reducing the size of the material,
unique properties arise due to the quantum confinement of the carriers[14, 15, 16]
where the size of the NC becomes smaller compared to the wavelength of the elec-
tron. The NCs need to reach a size of few nanometers in order to experience this
effect[17]. This effect derives from the particle-in-a-box formalism[18], which leads
to an opening in the gap with decreasing size (increased confinement). Unlike
in the bulk state, at the nanoscale the sizes of the structure is comparable or
smaller than the exciton Bohr exciton radius (ax). In general, the Bohr radius is
defined as the separation between an electron-hole (e − h) pair in the bulk. At
the nanoscale, however, the spatial extent of the e−h pair state is defined by the
dimensions of the actual NC. This leads to an increase in the Coulomb interaction
due to the smaller e-h separation. Consequently, we have spatial confinement-
dependent electronic properties, as shown in Fig. 1.1, where by controlling the
NC dimensions we can achieve a tuning of the electronic energies.
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Figure 1.1: Illustration of the size effect and the resulting quantum confinement of
carriers. The smaller the NC the larger the energy separation.

In the bulk state, there is no quantization of energy but only a fixed bandgap.
As the dimensions are reduced, the NCs exhibit discrete energy levels, and a
size-dependent bandgap[19, 20, 21]. The smaller the dimensions, the larger the
energy separation and thus the bandgap (ECBM - EV BM). The quantized en-
ergy levels can be classified based on the angular momentum (l) of the envelope
wave functions that includes information about the carrier movement in the low-
dimensional confinement potential[22]. In a NC the state may be classified based
on the symmetry and angular momentum (S for l=0, P for l=1 and D for l=2), fol-
lowing the order 1S,1P and 1D. In some cases, however, the symmetry of the band
edges could have a p-like character instead of the expected s-like character[23, 24].
The symmetry of the single-particle states is important when it comes to the in-
vestigation of the origins of the respective optical transitions.

1.2.2 Coulomb and exchange interaction

Considering the small dimensions of structures, the carriers are confined to smal-
ler scales compared to the Bohr radius which enhances greatly the Coulomb
interactions[25]. This interaction energy can be quantified in terms of either the
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biexciton binding energy (εxx) that shows the strength of the exciton-exciton in-
teraction, or the exciton binding energy (εx) that corresponds to the strength
of the e − h pair interaction. With decreasing NC size, this interaction energy
increases very fast[26], especially due to the reduced dielectric screening in small
NC. Consequently, the Coulomb interaction energy could reach an increase of
around 100 meV, yielding biexciton energies of around tens of meV[27, 28].

Apart from the Coulomb interaction, the electron-hole exchange interaction
is an intrinsic property of NCs that determines the excitonic structure, includ-
ing the ordering of the optically allowed (bright) and forbidden (dark) excitonic
states[30]. This yields a size-dependent splitting in the absorbing and emitting
states[31], determined by the electron-hole charge density overlap. Specifically,
for InP this interaction is found to be inversely proportional to the square of the
NC radius, as R−2[29]. Consequently, this dark-bright splitting significantly af-
fects the optical properties of band-edge excitons and, subsequently, the radiative
and non-radiative decay rates. These processes are competitive and thus are par-
ticularly important especially for light-emitting applications. As a summary, the
enhancement of the carrier Coulomb interactions in semiconductor NCs results in
large splitting of electronic states (induced by e-h exchange interactions)[32], e-h
energy transfer and thus efficient intraband relaxation[33], ultra-fast multiexciton
Auger recombination[34] and efficient generation of multiple e-h pairs or mul-
tiexcitons coming from single photons through carrier multiplication (CM)[35].
CM, as will be explained further on, is significantly important for lasing[36] and
photovoltaics[25, 37].

1.2.3 Direct carrier multiplication

Due to their size-tunable optical properties, colloidal NCs became attractive for
applications in light-emitting diodes (LEDs), lasers, solar cells and solid-state
lighting. However, the realization of such applications requires a thorough under-
standing of the interactions between carriers (Coulomb and exchange interactions)
as they highly affect both the recombination and the photogeneration dynamics.
Another interesting property of semiconductor NCs is carrier multiplication or
direct carrier multiplication (DCM), which involves the direct photogeneration of
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multiexctions by a single photon[38, 39]. This is considered as an Auger-like pro-
cess involving the relaxation of a high-energy carrier with excess energy ∆E ≥ εg

to the corresponding band edge, transferring this energy to an electron in the
valence band exciting it to the conduction band. In the case of the absorption
of a photon with energy hν≥ 2εg, two electron-hole pairs (excitons) can be gen-
erated, as long as the excess energy is not dissipated as heat. This process is
illustrated in Fig. 1.2.

Figure 1.2: Direct carrier multiplication (DCM) and generation of second electron-hole
pair with the excitiation of an electron from VB to CB.

Atomistic electronic structure calculations showed that DCM can be induced
by electron-hole Coulomb interactions in an impact-ionization-like process. Ad-
ditionally it was found that the most important factor for DCM efficiency is the
degeneracy of the band edges, the higher the degeneracy of the CBM and VBM
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the higher the DCM rates. Furthermore, the energy spacing between the CB
minima at the high symmetry points (Γ, X, and L) of the bulk band structure
is important for direct Γ−Γ materials, since an electronic transition of the CBM
character in the reciprocal space (e.g. Γ - L transition) can lead to higher DCM.
Finally, it was found that the effective masses have a negligible effect on the DCM.
These findings can be beneficial for the material choice when it comes to the fab-
rication of devices that benefit from DCM. Multiexciton generation is attributed
to the confinement of carriers and increased Coulomb electron-hole interactions,
which greatly increase the rate of exciton multiplication in semiconductor NCs.
Such mechanisms are beneficial for photovoltaics and light-harvesting applica-
tions, since a higher solar cell power can be converted into current without redu-
cing the open-circuit voltage, thus improving the overall efficiency. The inverse
process is known as the Auger Recombination (AR) which is a non-radiative pro-
cess and it constitutes the main limiting factor for the performance of lasers and
LEDs[40]. Carrier multiplication in spherical NCs can be controlled with NC size
and shape effect, interface engineering for suppressing the Auger decay[41]. It
was previously shown that NC elongation is a promising approach for enhancing
the CM efficiency by manipulating the strength of the carrier-carrier Coulomb
coupling[42, 43].

1.3 Applications of semiconductor NCs

The size-, shape-tunable and stoichiometry-dependent electronic and optical prop-
erties of colloidal semiconductor NCs along with their easy and cheap chem-
ical synthesis, make them promising candidates for a wide range of technolo-
gical applications[1]. In addition to this, scientists nowadays tend to follow a
new research route, involving the investigation of new emerging, environmentally
friendly nanomaterials for potential replacement of the currently used toxic heavy
metal materials, expanding the commercialization of devices[6]. Here, we present
an overview on the applicability of such NCs in real world applications.

Colloidal nanomaterials are promising for light-emitting applications as they
can be synthesized in high monodispersity and can be easily deposited in mul-
tilayers, enhancing the optical gain. The main light-emitting application is the
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LEDs that benefit from such properties. Apart from the size-tunable emission
throughout the whole visible spectra, these applications are favored by the sup-
pression of the non-radiative processes (Auger) that limit the radiative recom-
bination. In this regard, many studies have reported colloidal NCs ideal for
reducing the non-radiative recombination rates by decreasing the overlap of elec-
tron and hole wave functions in real or reciprocal space[41] (which can also re-
duce the optical yield), or via dielectric screening[44], or by using weakly n-type
HgSe colloidal quantum dots[45]. Colloidal NCs yield high efficiency in light
emission[46, 47, 48, 49, 50, 167] and thus are preferred for such applications com-
pared to epitaxial quantum dots. Furthermore, quantum dot lasers are used
in medical, storage and data processing applications[52]. Colloidal NCs are be-
neficial for lasing applications due to the low optical-gain thresholds and high
temperature stability of lasing characteristics[53, 54, 55, 56, 57]. This is an ad-
vantage compared to quantum well lasers[58] since the well-separated states in
colloidal NCs are size-dependent, which means that at small sizes (where the
confinement is stronger) the energy states are higher in energy compared to the
thermal energy. Consequently, the thermal population of the lower states is re-
duced which leads to a temperature-independent threshold for lasers. One of the
main properties of semiconductor NCs is the size-tunable emission, which in this
case leads to a range of colours for lasers by engineering the NC size.

One of the main applications that benefit from the properties of colloidal
semiconductor NCs is photovoltaics, where the solar cell efficiency can be greatly
increased[59, 60, 61, 62]. The direct carrier multiplication in semiconductor NCs
is highly enhanced compared to the bulk material, due to the strong confinement
of carriers and stronger Coulomb interaction. The efficiency of such systems
could be further improved if the material exhibits long recombination lifetimes,
which gives a sufficient time window for the excited electrons to be collected and
transferred to the electrodes before their recombination. Recently, it was found
that perovskite semiconductor NCs could be considered as promising alternatives
for increasing the efficiency of solar cells[63, 64, 65]. In addition, semiconductor
NCs are widely used in multi-junction solar cells, where several materials with
different bandgap (for absorbing a wide range wavelength of incoming radiation)
are used to increase the photon absorption efficiency[66, 67, 68].
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Colloidal semiconductor NCs are also used in 2D films, where the films are
made from QDs with small interdot distances. In this way, the transport of carri-
ers is achieved between the neighbouring dots via a band-like mechanism[69] that
heavily depends on temperature and interdot distance. Two-dimensional QD ar-
rays find applications in photovoltaics, LEDs, transistors[70]. Properties such as
high carrier mobilities can help in the creation of higher performance devices.
However, existing QD films are mainly made of toxic or heavy-metal-based ma-
terials, a factor that limits their commercialization. Consequently, researchers
look for non-toxic alternatives, with similar or even better properties, to replace
their currently used counterparts.

Nowadays, colloidal nanomaterials have been identified as ideal candidates
for photocatalytic applications[71, 72, 73, 74, 75]. These NCs enable a variety
of chemical transformations owing to their strong light-absorbing properties and
high degree of size-, shape-, and composition-tunability. Additionally, they have
performed well in homogeneous photoreduction reactions, including the degrad-
ation of organic dyes and hydrogen generation[76]. Such NCs are ideal for a
wide range of photocatalytic reactions such as reductions, oxidation and redox
reactions[77].

Semiconductor NCs are also used in quantum information processing[78, 79,
80, 81, 82, 83], biological and biomedical[84, 85, 86, 87, 88, 89] applications.
Their photostability, broad absorption and narrow emission make these systems
ideal fluorescent probes in biomedical and imaging applications. Such nanocrys-
tals were previously used in an ultrasensitive biological labeling and multicolour
optical encoding applications[90].

1.4 Thesis outline

Following this introduction section, the theoretical framework is explained thor-
oughly in Chapter 2. Specifically, the atomistic Semi-Empirical Pseudopotential
Method (SEPM) is described, as it constitutes the base of our calculations of the
electronic and optical properties of NCs. We explain how the semiconductor NCs
and the actual pseudopotentials used in our calculations are created and how
the single particle Schrodinger equation is solved by using the Folded Spectrum
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Method (FSM) and how many-body effects leading to the excitonic structure
are included. We then explain how the absorption and emission spectra, Stokes
shifts, radiative and non-radiative lifetimes are calculated. Finally, the tight-
binding model used to calculate the transport properties in 2D colloidal QD films
is explained. In Chapter 3, our published work on the characterization of GaSb
NCs is presented. This new nanomaterial, that has not been synthesized before in
colloidal form, exhibit unprecedented electronic and optical properties due to its
peculiar structure: the predicted confinement-induced direct-to-indirect bandgap
transition yields large Stokes shifts, long radiative lifetimes and a size-tunable
emission in the visible spectrum, which make this nanometarial an ideal candid-
ate for photovoltaics, memory storage and most importantly photocalysis. Our
research on InP NCs is presented in Chapter 4, where we investigate the effect
of Phosphorous (P) atoms at the NC surface on the optical properties. We find
that NCs with P-rich surfaces have faster radiative lifetimes and higher quantum
yield (QY), explaining several experimental findings. As a consequence, we sug-
gest that it is possible to modify the radiative lifetimes by manipulating the
surface stoichiometry of the NCs. Our research on environmentally friendly NCs
was expanded in the investigation of the transport properties in environmentally
friendly 2D QD arrays. Chapter 5 presents our work on In-based and Ga-based
QD films, promising for replacing their currently used Pb-based and Cd-based
toxic counterparts. We calculate the mobility in such films by following an atom-
istic tight-binding model, taking into account the effect of increasing temperature
and interdot distance. We show how the NC composition and stoichiometry affect
the transport properties by performing a quantitative analysis on our results, link-
ing our results with realistic systems. In Chapter 6 the ongoing investigation on
GaP NCs and their optical properties is presented. We calculate the SP bandgap
along with the corresponding optical properties for small NCs, which are com-
pared with other non-toxic NCs. We find that GaP NCs exhibit long radiative
lifetimes and fast Auger recombination lifetimes, both attributed to their indirect
bandgap. We propose the continuation plan for this work. Finally, Chapter 7
presents the concluding remarks and future developments of this research.
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Chapter 2

Theoretical Framework

This chapter will describe the theoretical framework that applies to all principles,
methods, and calculations presented in this research. Starting from the state-of-
the-art atomistic pseudopotential method we will give an insight into the calcu-
lation of the electronic and optical properties of the NCs. Furthermore, aspects
regarding the generation of the NCs and the corresponding pseudopotentials will
be discussed. In addition, the method for solving the single-particle problem,
and subsequently the approach of taking into account the many-body effects will
be explained. Next, the calculations of the optical properties (absorption and
emission spectra, Stoke shifts, radiative and non-radiative lifetimes) will be de-
scribed. Lastly, the tight-binding model used for the calculation of the transport
properties in NC films will be explained.

2.1 Atomistic Semi-Empirical Pseudopotential
Method

Methods based on atomistic first principles (ab initio), such as the density func-
tional theory (DFT), have been developed over the years to effectively calculate
the electronic and optical properties of structures at the nanoscale. However,
these methods are unable to deal with systems including more than a few hun-
dred atoms.
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On the other hand, the semi-empirical pseudopotential method (SEPM) is
based on a different approach, and follows the steps presented in Fig. 2.1. This
method consists of three main components: (i) solving the single-particle Schrödinger
equation, (ii) calculating the many-body effects, and (iii) calculating the optical
properties of the NCs[91]. The first in the ground-state calculation, is the gener-
ation of the input geometry i.e., the construction of a supercell that contains the
actual NC.

Figure 2.1: Flowchart of the steps followed to form the SEPM and result in the
calculation of the electronic structure and optical properties.

The advantage of this approach compared to other methods such as the
DFT[92, 93, 94] is that it can handle larger systems with more atoms. The
next step is the generation of the empirical pseudopotentials for the specific ma-
terial that are fitted to the experimental band structure and wavefunctions (more
details will be given in the next subsection). Once the pseudopotentials are cre-
ated, the total crystal potential can be calculated, defining the main parameters

12



2.2 Semicoductor NCs: How are they created?

for solving the single-particle Schrödinger equation by utilizing the Folded Spec-
trum Method (FSM). This method has the advantage of utilizing a reference
energy in the electronic structure calculations, which, as it will be explained later
on, gives the ability to calculate eigenstates near the CBM or VBM (according
to where the reference energy is set). After obtaining the single-particle energies
and wavefunctions, the excitations can be calculated. This is achieved by, firstly,
calculating the Coulomb integrals and then the exchange integrals. Subsequently,
the configuration interaction (CI) method is used to include many-body effects.
The optical properties for a system with/without an electron-hole pair, such as
absorption/emission spectra, radiative/non-radiative lifetimes can then be calcu-
lated.

2.2 Semicoductor NCs: How are they created?

The generation of the atomic positions, that form the actual spherical NCs or
QDs, is the first step before any calculations. In our investigations, we considered
both anion-centered and cation-centered spherical NCs with the zinc-blende crys-
tal structure. The generation of the NC structures was achieved by adding atom
layers up to a pre-specified cutoff radius rcutoff. Surface atoms with 3 dangling
bonds were removed as they are unstable for dissociation. The effective radius reff

was determined as reff = a(γNdot)
1
3 , where a is the lattice constant, γ = 3/(32π)

for this crystal type (see Appendix 1) and Ndot is the number of atoms in the
nanocrystal. Materials such as InP, GaSb, and GaP have different NC sizes for
the same number of atoms due to the difference in their lattice constants.

2.3 Surface passivation

Once the atomic structures were created, the next step was to properly passivate
their surface eliminating any unsaturated bonds. By following the procedure de-
scribed by[95] we adjusted the passivation parameters to eliminate any trap states
in the gap, according to the material and the corresponding atomic types. The
unsaturated bonds at the dot surface are passivated here using pseudo-hydrogenic,
short-range potentials with Gaussian form,
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v(r) = αe−(|r−R(γ)|/σ)2 (2.1)

Each passivant is therefore characterized by (i) the amplitude α and (ii) the
width σ of the Gaussian potential, and by (iii) the distance γd from the surface
atom along the ideal bond line connecting it with the missing atom (d is the bond
length and R(γ) is the ligand position) [95, 96, 97]. As the electronic structure
calculations are performed in Fourier space, the real space parameters have asso-
ciated q-space parameters and thus Eq. 2.1 needs to be Fourier transformed into
[95]

v(q) = απ1.5σ3eiq·Re−(σ|q|/2)2 (2.2)

to obtain the relationship between real-space parameters and q-space ones (which
are the actual input to the calculations): a = απ1.5σ3, b = σ/2, and c = γ.

2.4 Pseudopotentials: How are they created?

One of the main advantages of the SEPM, compared to other well-known methods
(such as the effective-mass approximation and the k · p method), is its atomistic
approach that takes into account the atomistic nature of semiconductor NCs[91].

We start with the most general, time-dependent Schrödinger equation, that
describes a system that evolves with time and is given by

i}
d

dt
| Ψ(t)〉 = Ĥ | Ψ(t)〉 (2.3)

where | Ψ(t)〉 is the state vector of the system and Ĥ is the Hamiltonian operator.
Considering the particle in three-dimensions, Eq. 2.3 can be expressed as

i}
dψ(r, t)
dt

= − }2

2m∇
2ψ(r, t) + V (r)ψ(r, t) (2.4)

where V is a real function and stands for the potential energy. This time-
dependent form is then used to derive the time-independent equation (that will be
used in this work), by expressing the wavefuntion as the product ψ(r, t) = ψ(r)f(t).
Then, the time-dependent equation becomes

ψ(r)i}df(t)
dt

= f(t)
[
− }2

2m∇
2 + V (r)

]
ψ(r). (2.5)

14



2.4 Pseudopotentials: How are they created?

Rearranging Eq. 2.5, we get

i}
f(t)

df

dt
= 1
ψ(r)

[
− }2

2m∇
2 + V (r)

]
ψ(r). (2.6)

In this way, the left side is time-dependent and the right side is time-independent.
From that we can extract the time-independent Schrödinger equation assuming
f(t) = e(−iεt/}), yielding

− }2

2m∇
2ψ(r) + V (r)ψ(r) = εψ(r) (2.7)

Solving for a solid, the Hamiltonian (Ĥ) of the following form is considered

Ĥ = Ĥelec + Ĥnuc + Ĥelec−nuc, (2.8)

where Ĥelec is the Hamiltonian for the electrons and is illustrated as

Ĥelec =
∑
µ

− }2

2m0
∇2
µ +

∑
λ<µ

1
4πε0

e2

| rλ − rµ |

 (2.9)

and Ĥnuc is the Hamiltonian for the nuclei, illustrated as

Ĥnuc =
∑
n

− }2

2Mn

∇2
n +

∑
λ<n

1
4πε0

ZλZne
2

| Rλ −Rn |

 (2.10)

where rλ represents the position of the electrons, m0 represents the electron ef-
fective mass, ε0 is the vacuum permittivity, Rn are the positions of the nuclei, Zn
are the atomic numbers and Mn is the mass of the nuclei.

Finally,

Ĥelec−nuc =
∑
µ,n

(
1

4πε0
Zne

2

| Rn − rµ |

)
(2.11)

Dealing with the complete Hamiltonian, however, could lead to a complic-
ated, insolvable situation especially when the system has a huge count of elec-
trons. This problem could be addressed with the frozen core approximation,
which is considered the foundation of the pseudopotential theory. Specifically,
the Hamiltonian, as illustrated in Eq. 2.8 is simplified by assuming the existence
of core electrons and valence electrons in the system. In more detail, the core
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2.4 Pseudopotentials: How are they created?

electrons are localized in the core region (inner-shell) and are imperturbable since
they are tightly bound to the nucleus. On the other hand, the valence electrons
are considered to be localized on the outer shell (non-local) interacting with neigh-
boring potentials, thus forming an inter-atomic binding. Assuming that between
the two types of electrons, only the latter is important for the calculations, the
Schrödinger equation can be simplified since a reduced number of particles is con-
sidered. In addition to this, the core electrons screen the valence electrons from
the charge of the central nucleus, which leads to a smoothing of the potentials.
This is particularly important since smoother potentials mean fewer terms in the
generation of the wavefunctions through a Fourier series calculation. Addition-
ally, the adiabatic approximation allows the decoupling of nuclei and electron
motions, since there is no energy transfer to electrons in the case of a change in
the nucleus coordinates. Finally, the electron-electron interactions are replaced
by a time-averaged potential through the independent electron approximation.
Consequently, the complete Hamiltonian is simplified to a one-electron problem
with the form

Ĥ = − }2

2m0
∇2 + Vc (2.12)

For this research, we used semi-empirical pseudopotentials (thus SEPM). This
method is essentially an improvement of the empirical pseudopotential method
(EPM). This improvement was implemented by Wang and Zunger[98] in 1995,
when they came up with a two-step process. Firstly, they created spherically sym-
metric and structurally averaged atomic potentials (SLDA) by inverting the self-
consistently screened local-density-approximation (LDA) potentials for a range
of bulk crystal structures and unit cell volumes. As a result, they could repro-
duce the LDA band energies and wavefunctions with high accuracy for widely
used structures. Secondly, by adjusting the potentials they managed to achieve a
fitting of the bulk band structure to the experimental excitation energies meas-
urements. This adjustment of the potentials involved a small perturbation over
the SLDA potential, preserving the wave function overlap with the original LDA
values. Consequently, they presented a new way of combining LDA wavefunctions
with excitation energies, effective masses, and deformation potentials coming from
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2.4 Pseudopotentials: How are they created?

experimental environments. In this method, a representation of the total system
potential is achieved by a superposition of non-self-consistent screened pseudo-
potentials. The reciprocal space pseudopotential V (G) is fitted to quantities like
effective masses of bulk material, bandgap, etc that were measured experiment-
ally, assuming that the total crystal screened pseudopotential is expressed as a
superposition of atomically screened potentials υα(r) at sites Rn for atom type
α:

V (r) =
∑
α,j,n

υα(r−Rn − rα,j) (2.13)

where n represents the index for the primitive unit cells and rα,j is the basis vector
for atom j in unit cell n. Considering only one type of atoms, the potential can
be expressed in reciprocal space as

V (r) =
∑
G

υ(G)S(G)eiGr
(2.14)

where
S(G) = 1

n

∑
j

e−iGrj (2.15)

where n corresponds to the number of basis atoms. S(G) is known as the structure
factor that is geometry-dependent. The pseudopotential υ(G) can be expressed
in the reciprocal space as

υα(q) = α1
(q2 − α2)
α3eα4q2 − 1

(2.16)

where α1, α2, α3, α4 represent adjustable parameters that are used to fit and re-
produce known experimental quantities, as mentioned above, at different k-points
and along different reciprocal space directions.

SEPM is a much better method compared to EPM which sometimes results in
inaccurate wavefunctions, and focuses on a specific crystal structure and lattice
constant, where the crystal potential fits the single-particle excitation spectra.
On the other hand, the SEPM can reproduce experimental measurements of
excitation energies and it can be used for a variety of structures, lattice constants,
and a large number of atoms.

17



2.5 Solution of the single particle problem

2.5 Solution of the single particle problem

2.5.1 Single-particle Schrödinger equation

Once the total potential for the NC is calculated, the following step is the solution
of the single-particle problem. The single-particle Schrödinger equation is given
by

(
− }2

2m0
∇2 + V SEPM

ps (r) + V̂nl

)
ψi(r) = eiψi(r) (2.17)

where V SEPM
ps (r) is the microscopic total local pseudopotential (dot and surround-

ing) and is calculated as shown in Eq. 2.13, and V̂nl is the non-local potential (in-
cluding the spin-orbit coupling). V SEPM

ps (r) is calculated from the superposition
of the screened atomic potentials in Eq. 2.13.

2.5.2 Folded Spectrum Method

The conventional variational method for solving the Hamiltonian in Eq. 2.17
involves the minimization of the energy 〈ψ | Ĥ | ψ〉 by varying the expansion
coefficients of ψ. The first ψ obtained in the state with the lowest energy. The
calculation of higher energy states requires their orthogonalisation to all the en-
ergy states below them. These calculations, however, demand high computational
resources since they scale as N3 (N represents the total number of atoms in the
system).

The folded spectrum method was initially introduced by Wang and Zunger [99,
100] in 1983, aiming to simplify the existing approach for solving the Hamiltonian
(Eq. 2.17). The FSM tackled the single-particle problem[91] as it did not require
the solution of the whole matrix: By placing a reference energy (energy of interest)
somewhere close to the bulk CBM or VBM and choosing the number of states
to be calculated, the eigenvalues near the band edges can be obtained. The
calculation, in this case, scales linearly with the system’s size, thus requiring less
computational effort and processing time (since we do not need to calculate the
wavefunctions of all the states below that energy). This method has the same
solutions as Eq. 2.17, which also satisfy
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2.5 Solution of the single particle problem

(
− }2

2m0
∇2 + V SEPM

ps (r) + V̂nl − Eref
)2

ψi(r) = (Ei − Eref )2ψi(r) (2.18)

where Eref is an arbitrary reference energy. As shown in Fig. 2.2, by folding the
spectrum Ei of Ĥ at the reference energy Eref in (Ei −Eref )2 of (Ĥ −Eref)2 and
placing that reference energy within the bandgap, the arbitrary eigen-solution
becomes the lowest one, removing the need of the orthogonalisation. If Eref is
closer to the CBM or VBM energy, then the resulting eigenstates will be located
in CB or VB accordingly, including the band edges. Compared to other methods
where the lowermost energy state in the calculation is the deepest VB state,
the folding of the energy spectrum in FSM yields the VBM or the CBM as the
lowermost energy states, as shown in Fig. 2.2.

Figure 2.2: Folded Spectrum Method representation. The black-filled dots are CB
states while the empty dots are VB states. The left panel shows the original energy
spectrum of Ĥ. The right panel represents the folded spectrum of (Ĥ − Eref )2 where
either the CBM or the VBM would be the lowest energy state, depending on the position
of the reference energy.
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2.6 Many-body effects

2.6 Many-body effects

After solving the single-particle Schrödinger equation, the two-body electron-hole
problem is next to deal with. Once this step is completed, the excitonic struc-
ture can be calculated along with the optical properties of the NC. In such a
system quantum correlations are created from the repeated interactions between
particles, leading to complex wavefunctions with a huge amount of information.
To be able to work with such wavefunctions, a few approximations need to be
taken into consideration so to simplify the problem.

Firstly, the construction of the correlated exciton wavefunctions is achieved
by using a set of single-substitution Slater determinants Φv,c obtained from the
ground state Slater determinant Φ0 by promoting an electron from an occupied
valence state ψv to an unoccupied conduction state ψc. Subsequently, the exciton
wavefunctions can be constructed as

Φ0(r1, σ1, ..., rN , σN) = ξ[ψ1(r1, σ1)...ψv(rv, σv)...ψN(rN , σN)] (2.19)

Φv,c(r1, σ1, ..., rN , σN) = ξ[ψ1(r1, σ1)...ψc(rv, σv)...ψN(rN , σN)] (2.20)

where σ =↑ or ↓ denotes the spin variables, N represents the total number of
electrons and ξ is the antisymmetrizing operator. According to the Pauli exclusion
principle, any multiparticle electronic wave function becomes anti-symmetric in
the exchange of two electrons, lowering the total energy of the system. Two Slater
determinants Φv1,c1 ,Φv2,c2 belong to the same configuration if both the single-
particle valence states ψv1 and ψv2 as well as the single-particle conduction states
ψc1 and ψc2 are degenerate. This leads to exciton configurations with at least
a dimension of four (as each single-particle state is at least two fold degenerate,
including spin). The wave function Ψα for the exciton is expressed in terms of
the basis set as

Ψα =
Nv∑
v=1

Nc∑
c=1

Cα
v,cΦv,c (2.21)
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2.6 Many-body effects

where Nv and Nc are the number of valence and conduction states respectively.
Additional multi-exciton levels of higher energy would be observed if multi-
substitution Slater-determinants are included in the calculations.

The matrix elements of the many-body Hamiltonian an this basis set are
calculated as

Ĥvc,v′c′ = 〈Φv,c|Ĥ|Φv′,c′〉 = (εc − εv)δv,v′c,c′ − Jvc,v′,c′ +Kvc,v′,c′ (2.22)

where J and K represent the following direct and exchange integrals

Jvc,v′,c′ = e2 ∑
σ1,σ2

∫ ∫ ψ∗v′(r1, σ1)ψ∗c (r2σ2)ψv(r1, σ1)ψc′(r2, σ2)dr1dr2

ε̄(r1,22)|r1 − r2|
(2.23)

Kvc,v′,c′ = e2 ∑
σ1,σ2

∫ ∫ ψ∗v′(r1, σ1)ψ∗c (r2σ2)ψc′(r1, σ1)ψv(r2, σ2)dr1dr2

ε̄(r1,22)|r1 − r2|
(2.24)

One of the most important aspects of these calculations is the configuration
interaction (CI) scheme. The CI is often treated at the level of triplets, quad-
ruplets, all the way to the full CI. Neglecting the coupling of singles to higher
excitations is considered a poor approximation. However, it was previously shown
that the effect of higher-order excitations can be folded back to the subspace of the
single excitations [101]. This approach leads to the renormalization (screening) of
the Coulomb interactions shown above. For this research, a position-dependent
dielectric function is used where the Coulomb and exchange interactions in the
NC are screened based on the electron-hole separation [91], expressed as

g(re, rh) = e2
∫
ε−1(re, r)|r− rh|−1dr (2.25)

where ε−1 is the inverse dielectric function. With the assumption that ε−1(re, r) ≈ ε−1(re − r),
the Fourier transform of the screened potential becomes

g(k) = ε−1(k)4πe2

k2 (2.26)
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2.6 Many-body effects

where ε−1(k) corresponds to the Fourier transform of ε−1(re − r). An electronic
(high-frequency) ε−1

el contribution and an ionic (low-frequency) contribution ε−1
ion

form the inverse dielectric function ε−1 = ε−1
el + ε−1

ion, which we approximate using
the Thomas-Fermi model by Rest and the polaronic model by Haken, respectively.

ε−1
el (k) = k2 + q2sin(kρ∞)/(εdot∞ kρ∞)

k2 + q2
(2.27)

ε−1
ion(k) =

(
1
εdot0
− 1
εdot∞

)(
1/2

1 + ρ2
hk

2 + 1/2
1 + ρ2

ek
2

)
, (2.28)

where q is the Thomas-Fermi wavevector defined as q = 2π− 1
2 (3π2n0) 1

3 , N0 is the
electron density, ρ∞ is the solution of sinh(qρ∞)/(qρ∞) = εdot∞ , ρh,e = (}/2m∗h,eωLO) 1

2 ,
where m∗h,e are the electron and hole effective masses and ωLO to the frequency
of the bulk LO-photon.

The low-frequency component is calculated as

εdot0 − εdot∞ = εbulk0 − εbulk∞ = ∆εbulkion (2.29)

The high frequency component εdot∞ is calculated based on the Penn model as

εdot∞ = 1 + (εbulk∞ − 1)
(εbulkgap + ∆)2

(εdotgap(R) + ∆)2 (2.30)

where ∆ = ε2 − εbulkgap and ε2 represents the second strongest peak from the meas-
ured bulk absorption spectrum. An advantage of our approach, compared to
conventional effective mass and tight-binding methods (where the electron-hole
exchange interaction was either unscreened or screened by the bulk distance-
dependent dielectric constant), is that the dielectric function used here depends
on the electron-hole separation and the NC size.

The exciton states in a NC are calculated by solving the secular expression
Nv∑
v′=1

Nc∑
c′=1

Hvc,v′c′C
(α)
v′,c′ = E(α)C(α)

v,c (2.31)

Diagonalization of the Hamiltonian (H) matrix gives the CI spectrum and
therefore the dipole matrix elements for the optical inter-band absorption can be
calculated as

M (α) =
∑
v,c

C(α)
v,c 〈ψv|r|ψc〉 (2.32)
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2.6 Many-body effects

where C(α)
v,c are the exciton wave function expansion coefficients.

In Fig. 2.3, the single-particle and excitonic structures are presented. The
ground state |0h, 0e〉 is assumed to be the zero point of the energy. Different
materials might have different electronic structures at the single-particle (SP)
level and thus different excitonic structures. For example, InP spherical NCs
have a nondegenerate e1 (CBM) SP state and a doubly-degenerate h1,2 (VBM) SP
state. This corresponds to a lowermost, eight-fold degenerate exciton (4× 2 = 8)
including spin.

Figure 2.3: Single-particle (left) and excitonic structures (right).
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2.7 Optical properties

2.7.1 Absorption and emission spectra

Once the dipole matrix elements are calculated, observables can be calculated
by utilizing the post-processing tools. The absorption spectrum can then be
calculated as

I(E) = 1
V

∑
α

|M (α) |2 e−
(
E−E(α)

Γ

)2

(2.33)

where E(α) is the excitation energy, M (α) are the dipole matrix elements (Eq. 2.32)
and Γ is the experimental line broadening. The absorption and emission spectra
are calculated using the excitonic states. The single particle structure cannot be
disregarded though, as it is more intuitive. Additionally, single configurations
contribute to the excitonic states and thus it is important to include the SP
spectra as it gives the ability to see from which SP states the excitons originate,
by tracing the origin of transitions between the SP states involved in the formation
of the excitons.

2.7.2 Stokes shift

Considering a photon absorption in a NC, if the absorbed photon has larger
energy than the emitted photon then the difference between the two energies is
known as the Stokes shift. This is presented in Fig.2.4(B), illustrating a Stokes
shift (Eabs - EPL). On the other hand, the non-resonant Stokes shift[102] refers
to the case where the excitation energy is larger than the bandgap. This feature
was observed in many studies regarding QDs[102, 103, 104, 105, 106, 107], where
is was attributed to the size variation of NCs in experimental samples. In this
research we focused on single QDs of different sizes, finding that the smaller the
NC the larger the Stokes shift. This trend can be justified with the diagram
of Fig. 2.4(A) where the fast (Efast), high-energy, allowed state, and the slow
(Eslow), forbidden state are illustrated. In small NCs the electron-hole exchange
interaction is found to be increased, splitting the electron-hole state into lower
energy, spin-forbidden state Eslow and a spin-allowed state Efast, higher in energy.
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2.7 Optical properties

The redshift between absorption and emission is the exchange splitting in this
case. The spin-forbidden nature of Eslow leads to long radiative lifetimes.

Figure 2.4: (A) Absorption (black) and emission (dashed red) representation and (B)
Absorption and emission spectra for a NC. The difference between the absorption and
emission peaks is known as the Stokes shift.

2.7.3 Radiative lifetimes

The thermally averaged lifetimes are calculated assuming Boltzmann occupation
of higher-energy excitonic states, separated by an energy ∆Eγ, as

1
τR(T ) = Σγ(1/τγ)e−∆Eγ/kBT

Σγe−∆Eγ/kBT
(2.34)

where the radiative lifetime τγ for the transition from the excitonic state Ψγ to
the ground state is obtained in the framework of time-dependent perturbation
theory as

1
τγ

=
4nF 2αω3

γ

3c2 |Mγ|2
, (2.35)
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2.7 Optical properties

α is the fine structure constant, ~ωγ is the transition energy, c is the speed of
light in vacuum, | Mγ | is the dipole matrix element of the excitonic transition,
n is the refractive index of the surrounding medium, F = 3ε/(εdot + 2ε) is the
screening factor, (ε = n2), and εdot is the dielectric constant of the nanocrystal
which is calculated using a modified Penn model [29].

2.7.4 Non-radiative lifetimes

Auger decay times are calculated within the standard time-dependent perturba-
tion theory according to the formalism developed in ref.[108]

(τA)−1
i = Γ

~
∑
n

|〈i|∆H|fn〉|2

(Efn − Ei)2 + (Γ/2)2 . (2.36)

where |i〉 and |fn〉 are the initial and final states, Ei and Efn are their energies,
∆H is the screened Coulomb interaction and ~/Γ is the lifetime of the final states
(Γ = 10 meV was used here[109]). The regional screening introduced in the
calculation of the Auger integrals in [108] was adopted in this work. Considering
the importance of determining whether the main contribution to a particular
Coulomb integral (and thus Auger process) comes from the interior of the NC or
the NC surface, the following dielectric screening function was used:

ε−1(r, r′) = ε−1
out(r, r′) +

(
ε−1
in (r, r′)− ε−1

out(r, r′)
)
m(r)m(r′), (2.37)

where m(r) represents a mask function with a smooth change from 1, when r is
inside the dot (r < Rdot − d), to 0, when r is outside (r > Rdot + d). Therefore,
ε(r, r′) is equal to (i) εin inside the dot; and (ii) εout when r or r′ or both are
outside. For this research, a value of 2.5 (representative of most capping groups
and solvents) was assumed for the dielectric constant outside the dot. Typical
capping agents that are used in colloidal synthesis involve heteroatom function-
alized long-chain hydrocarbons. A few examples are: hexadecyl amine (HDA),
oleic acid and linolenic acid, tri-n-octylphosphene (TOPO), thiols, biodegradable
polymers, and enzymes[110]. Table 2.1 presents examples of capping groups and
solvents with a dielectric constant close to 2.5 that are used experimentally[111].
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2.8 Tight-Binding Model

Capping group/solvent Dielectric Constant
TOLUENE 2.38
TRIOCTYLPHOSPHINE OXIDE (TOPO) 2.2

Table 2.1: Experimental capping groups and solvents with dielectric constant of around
2.5.

2.8 Tight-Binding Model

This specific tight-binding model was developed in collaboration with research-
ers from the University of Granada, Spain. Our collaboration throughout this
research was fruitful since we used this model to investigate the transport prop-
erties of environmentally friendly QD films such as In-based (InAs, InP, and InSb)
and Ga-based (GaSb) 2D QD films. This approach considers the collective beha-
vior of quantum dots in an array and it could be used in systems with electrons
tightly bound to the ions[112, 113]. The electronic structure, electron transport,
and photon absorption can be computed for both finite and infinite systems. The
resulting eigenfunctions depend critically on the distance between the QDs in the
array.

2.8.1 Overview

Starting with the set of superlattice vectors Rv, the periodic potential, that has
interaction with the electrons, can be generated by summing the isolated dot
potentials. Thus, the Hamiltonian Htb of the system is found to be

Htb = p2

2me

+
∑
Rv

V (r−Rv)

= p2

2me

+ V (r) +
∑
Rv 6=0

V (r−Rv)

= Hat +
∑
Rv 6=0

V (r−Rv)

(2.38)

where me represents the rest electron mass, V (r−Rv) is the potential of the dot
at Rv and Hat is the Hamiltonian of the isolated dot, as shown in Eq. 2.17
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2.8 Tight-Binding Model

Assuming that the contribution of the neighboring QD potentials is small, the
isolated QD wavefunctions, that strongly decay with distance Rv, can be used to
solve the Hamiltonian, giving the solution

ψm(r) =
∑
n,Rs

bm,n(Rs)φn(r−Rs). (2.39)

where m indicates the m-th solution to the Hamiltonian, bm,n(Rs) are the expan-
sion coefficients for that solution at position Rs and φn is the n-th wave function
of the QD.

Then, the Hamiltonian is applied and the equation to be solved is formed[
Hat +

∑
Rv 6=0

V (r−Rv)
][ ∑

n,Rs

bm,n(Rs)φn(r−Rs)
]

= Em

[ ∑
n,Rs

bm,n(Rs)φn(r−Rs)
]

(2.40)
where Em is the energy of the wave function ψm.

2.8.2 Periodic Systems

For periodic systems, the wave function must follow the Bloch theorem which
states that

ψm(r + Rv) = ψm(r)eiqRv (2.41)

which can be rearranged to

ψm(r) = 1√
N
Um,q(r)eiqr (2.42)

where q represents a vector in the Brillouin zone of the reciprocal space, N is the
number of unit cells and Um,q(R) function describes the periodicity of the lattice.

This theorem can then be applied to Eq. 2.39, giving

ψm(r + Rm) =
∑
n,Rs

bm,n(Rs)φn(r−Rs + Rm) (2.43)

and according to the definition of

Rp = Rs −Rm (2.44)
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2.8 Tight-Binding Model

we get that
ψm(r + Rm) =

∑
n,Rp

bm,n(Rm + Rp)φn(r−Rp)

=
∑
n,Rp

bm,n(Rp)φn(r−Rp)eiqRm
(2.45)

Rewriting the expansion coefficients as a function of Rp at Rp = 0, we obtain

bm,q,n(Rp) = bm,q,n(0)eiqRp (2.46)

The wave function depends on q (vector in the Brillouin zone of the reciprocal
space), thus

ψm(r) =
∑
n,Rs

bm,q,ne
iqRsφn(r−Rs) (2.47)

Therefore, applying the Hamiltonian we get

Htb|ψm,q(r)〉 =
∑
n,q

bm,q,ne
iqRs

{
p2

2me

+
∑
Rv

V (r−Rv)
}
|φn(r−Rs)〉

= Em,q
∑
n,Rs

bm,q,ne
iqRsφt(r)|φn(r−Rs)〉

(2.48)

and
Aqbm,q = Em,qBqbm,q (2.49)

Aq and Bq are matrices of M ×M dimension. At this points, a diagonalization
problem occurs. For a certain value of q, the wave functions become orthogonal
after diagonalization, thus giving different eigenenergies. Sweeping the values of
q gives the energy bands of the periodic system. Another approximation that is
needed here is the use of only the nearest neighbors in the calculations so to have
finite summations over Rv and Rs.

Finally, the normalization is calculated with the overlap of

〈ψm,q(r)|ψm,q(r)〉 =
∑
n,Rs

∑
n′,R′s

b∗m,q,nbm,q,n′e
iq(Rs−R′s)〈φn(r−Rs)|φn′(r−R′s)〉

=
∑
n,Rs

∑
n′,Rp

b∗m,q,nbm,q,n′e
iq(Rp)〈φn(r−Rs)|φn′(r + Rp −Rs)〉

= N
∑
n

∑
n′,Rp

b∗m,q,nbm,q,n′e
iq(Rp)〈φn(r)|φn′(r + Rp)〉 = NKm,q = 1

(2.50)
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2.8 Tight-Binding Model

where N is the number of unit cells Km,q is the wave function normalization and
is defined as

Km,q ≡
∑
n

∑
n′,Rp

b∗m,q,nbm,q,n′e
iq(Rp)〈φn(r)|φn′(r + Rp)〉

ψ(rm,q) = 1√
NKm,q

∑
n,Rs

bm,q,ne
iq(Rs)φn(r−Rs)

(2.51)

The normalization in this case affects only the tight-binding coefficients. Con-
sequently, ψn,q(r) is the normalized version of the wave function that was used
earlier.

2.8.3 Mobility Model

This process is followed so to calculate the transport properties, such as the
mobility. The mechanisms involved in carrier transport are controversial. One
of the approaches is to model carrier transport by hopping, which involves the
phonon interaction with electrons and how their energy is altered in order to
hop between dots, as shown in Fig. 2.5. As a consequence, by increasing the
temperature we increase the electron-phonon scattering[114, 115] and thus the
mobility of electrons. The difference in energy between different sized QDs in
the array is known as the activation energy Eα which is the required energy for
an electron to move from one dot to another. The mobility in such systems is
calculated by

µ = ed2Eα
3}kT τe−Eα/kT (2.52)

where e stands for the fundamental charge, d is the distance between the centers
of QDs, T is the temperature, τ is the transmission coefficient in a single con-
ductance channel and } is the Planck’s constant. The mobility is calculated by
considering a Boltzmann occupation of states, e−Eα/kT , where Eα is the energy
and k is the Boltzmann’s constant. The transmission coefficient here depends on
the degree of coherence between initial and final hopping states (for example if
the line width of the states is broader than the coupling, then the coherence is
lost).
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2.8 Tight-Binding Model

Figure 2.5: Representation of the hopping effect between quantum dots with different
size.

Another approach is the band-like transport, where a two-dimensional peri-
odic superlattice is considered in order to calculate the mobility in the miniband
model. Here, a fraction of the QDs in the array have a smaller size compared to
the periodic ones, known as impurity dots responsible for the scattering of elec-
trons. The array regimentation leads to the formation of a band structure from
the isolated QDs states (miniband structure due to the narrower bandwidths). By
relating the electron energy E with the carrier’s reciprocal vector q, the velocity
of an electron state in real-space can be expressed as

v(qfm) = 1
}
∇qEm(q)

⌊
qf

(2.53)

where v stands for the electron velocity, qf is the reciprocal space vector after
drift by the applied electric field and m is the miniband with the electron.

In band-like transport, the mobility reduces with increasing temperature. Al-
though, this could be the case in hopping transport when a reduced temperature
range is considered. However, the periodic QD regimentation along with the re-
duced interdot distances and reduced ligand size is closer to the experimental
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2.8 Tight-Binding Model

trend. From that point of view, we decided to adopt the band-like transport
mechanism. This model simulates the transport of electrons in the lowest con-
duction energy miniband, which is found to be distant from the next miniband.
It is considered as the miniband with the higher occupation, thus making it the
miniband of interest in transport calculations.

Such mechanisms interrupt the carrier movement prompting to start the ac-
celeration process from the beginning. We are interested in the time between two
consecutive scattering events, known as time of flight (TOF). The impurity dots
used here have very similar energies with the periodic ones since they are only
a bit smaller in size but of the same material. Their concentration was assumed
to be 1% of the total number of QDs. The scattering rate can be obtained from
the superlattice eigenstates |ψq(r)〉 and the difference between the non-periodic
Vd(r) and periodic V (r) QD potentials, ∆V (r) = Vd(r)− V (r).

We used Fermi’s Golden Rule to calculate the scattering rates, and therefore
the variation in the Hamiltonian is needed (∆V ):

Γi,f = 2π
}
|〈ψc,qf |∆V |ψc,qi〉|2ρ(Ef ) (2.54)

where ρ stands for the superlattice density of states and Γi,f is the scattering rate
between the i-th to the f -th states.

In this model, for a finite discretization the continuous form of the density
of states changes to a series of Dirac deltas, (E) → ∑

Ef δ(E − Ef ). This delta
can be approximated to a window function of ∆E width, known as the energy
conservation window, subdividing the miniband in N different energy levels with
amplitude ∆E. Those levels are known as the energetic intervals. The scattering
mechanism considered here conserves the energy.

Thus, Fermi’s Golden Rule needs to rearranged accordingly by adding (i) the
total number of impurity dots (Ni), (ii) the impurity concentration in the super-
lattice (ν = Ni

N
) and (iii) the ratio between the QDs number and the discretization

space ( N
Qs

), such as

Γi,f = ν

Qs

2π
}

1
∆E

1
Kc,qiKc,qf

∣∣∣∣∣∑
m,s

b∗cmqf bcsqi

∫
ψ∗m(r)∆V (r)φs(r)dr

∣∣∣∣∣
2

(2.55)
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2.8 Tight-Binding Model

where Γi,f is the scattering rate from the i-th to the f -th state and is obtained from
the superlattice eigenstates |ψq(r)〉, ∆V (r) is defined as the difference between
the non-periodic QD potential Vd(r), and the periodic one V (r), Kc,qi and Kc,qf

are the wave function normalization, b∗cmqf and bcsqi are the sets of coefficients
used in the expansion and ψ∗m(r) is the normalized version of the wave function.
The next important aspect to take into consideration is the calculation of the
probability of the occupation of each state, after any number of scattering events.
The scattering rates can be presented in a matrix form (of non-zero elements) as

Γ =


Γ0,0 Γ0,1 . . . Γ0,n−1

Γ1,0 Γ1,1 . . . Γ1,n−1
... ... . . . ...

Γn−1,0 Γn−1,1 . . . Γn−1,n−1

 (2.56)

where n corresponds to the number of states for each energy interval. This is
known as the probability matrix P (matrix Γ in Eq. 2.56). Consequently, the
probability of ending the flight from state i to state f is given by

Pi,f = Γi,f∑
f ′ Γi,f ′

(2.57)

Additionally, the occupation state vector is defined as

S =


S0

S1
...

Sn−1

 (2.58)

where Si shows the probability that the i-th state is occupied by an electron.
The calculation of the probability of the occupation of each state, after any

number of scattering events can be achieved by utilizing the Markov chain[116],
where we multiply the probability matrix until the terms in the matrix converge.
Here, there is no dependency on the initial state occupation and this can simplify
the probability matrix to one dimension. The average time of flight (TOF) is
calculated by

〈ti〉 = 1∑
f Γi,f

(2.59)
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From the scattering probabilities from each i-th state to each f -th state it is
possible to compute the probability matrix for a Markovian process[116]. From
it, the probability of starting a flight from each particular state in the energy
interval, Pi, can be obtained (see Eq. 2.57).

By applying an electric field the carriers experience changes in their crystal
momentum q, as

qf (t) = qi −
e

}
E〈ti〉 (2.60)

where e stands for the elementary charge and E is the applied electric field. We
used an electric field of 1×103, as we found it to be low enough to compute ohmic
mobility and high enough to avoid numerical instabilities.

The average velocity for each energy interval can be calculated by

〈v〉j = 〈∆R〉
〈t〉

=
∑
n vntn∑
n tn

=
∑
i FP̂ivi〈ti〉∑
i FP̂i〈ti〉

=
∑
i P̂ivi〈ti〉∑
i P̂i〈ti〉

(2.61)

where j represents the energy interval, n is a counter for all flights within the
electron scattering time and i is a counter for of the initial states in the considered
energy interval. According to Markov chain, the number of times the electron
starts a flight from state i is equal to the total flights F times the probability for
the electron to start a flight at state i. 〈∆R〉 corresponds to the total displacement
in the average velocity calculation.

The velocity can be used to compute the electric mobility, which is considered
as a tensor quantity. Thus, the relationship is formed as

[
v1
v2

]
i

=
[
µ11 µ12
µ21 µ22

]
i

[
E1
E2

]
(2.62)

where the indices 1 and 2 indicate the direction of the lattice vectors, i corres-
ponds to the ith energy interval, v1,2 are the velocities, µl,m represents the tensor
matrix elements for the mobility and E1,2 stands for the electric field. Therefore,
the mobility can be written in terms of temperature, by using the previously
introduced Fermi-Dirac distribution:

µ̂(T,EF ) =
∑
i F (Ei, EF , T )niµ̂i∑
i F (Ei, EF , T )ni

(2.63)
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where F (Ei, EF , T ) indicates the Fermi-Dirac distribution at energy Ei for a given
Fermi energy level EF and temperature T . The number of reciprocal space vectors
in the i-th energy interval is shown by ni and it is proportional to the density of
states.

2.9 Conclusions

The basic theoretical framework behind this research was described in detail in
this chapter, starting from the SEPM that, compared to ab initio and other atom-
istic approaches, has many advantages. It uses the geometry of the structures as
input to the calculations. Additionally, it is an empirical approach, meaning that
experimental data are considered and the results are closer to what is observed
experimentally. Then, the procedure for the generation of the NCs was described
along with the approach to properly passivate these structures with the use of
Gaussian potentials. The creation of the atomic pseudopotentials was then de-
scribed which would then lead to the calculation of the total crystal potential and
thus the solution of the single-particle Schrödinger equation and the calculation of
the eigenstates. This calculation is based on the FSM, which gives the ability to
calculate states around the desired energy, without calculating the whole energy
spectrum. Then, the solution to the many-body effects problem was discussed
along with how the optical properties of NCs are computed. Properties such
as absorption and emission spectra, Stokes shifts, radiative and non-radiative
lifetimes were considered. Finally, the tight-binding model that was used for the
calculation of the transport properties of QD films was analyzed. In the following
chapters, we apply the various approaches discussed here to spherical GaSb NCs
(Chapter 3,) spherical InP NCs (Chapter 4), QD films (Chapter 5), and spherical
GaP NCs (Chapter 6).
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Chapter 3

Spherical GaSb NCs

In this chapter, the characterization of a new, unsynthesized nanomaterial is
presented. By using the atomistic pseudopotential method, an investigation of the
electronic and optical properties for spherical GaSb NCs is presented, under the
strong effects of quantum confinement. With not many studies on colloidal GaSb
QDs, we were the first to provide an extensive analysis of the electronic struc-
ture, the Brillouin zone decomposition in reciprocal space and the charge density
visualization in real space, as well as the identification of the corresponding op-
tical properties for a wide range of QD sizes. Starting from the single-particle
stage, the excitonic structure was then calculated. The passivation parameters
were also optimized, to properly confine the charge density in the inner part of
the NCs. GaSb is an indirect bandgap material with a large exciton Bohr radius
and high hole mobility in the bulk and an important semiconductor material for
technological applications. Here we present a theoretical investigation into the
evolution of some of its most fundamental characteristics at the nanoscale. GaSb
emerges as a widely tunable, potentially disruptive new colloidal material with
huge potential for application in a wide range of fields.
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3.1 Why GaSb: Where it is used, the colloidal
form and the contribution of this research

In the past three decades there has been growing interest in GaSb as both sub-
strate and active device material, owing to its peculiar structural, electronic and
thermal properties [117]. GaSb-based structures have been proposed for a wide
range of applications from high-speed optoelectronics [118, 119, 120, 121, 122,
123, 124] to high-efficiency solar energy conversion [125, 126] from gas sensing
and environmental monitoring [117], to biomedical imaging and health care [127].

Epitaxial structures of reduced dimensionality, such as GaSb/AlGaSb quantum
wells, are characterized by optical transitions in the wavelength region of tech-
nological importance for optical communication systems. They have found ap-
plication in infrared optics as lasers, photodetectors[128, 129] and gas sensors
[130], whereas GaSb nanowires, owing to the high hole mobility in GaSb, are
being exploited in III-V p-channel metal-oxide-semiconductor field-effect tran-
sistors (MOSFETs) [131, 132]. GaSb/GaAs quantum dots (QDs), thanks to the
quasi-type II band alignment at the heterointerface which confines the hole to the
QD and leaves the electron in the matrix loosely bound by the Coulomb inter-
action with the hole, are ideally suited for a variety of fast, low power electronic
devices and infrared light sources, [133, 134] as well as for light-emitting devices
in the spectral range 1-1.5 µm, with applications in biomedical imaging in oph-
thalmology, neurology, and endoscopy [135]. GaSb 0D systems are also attractive
materials for quantum dot infrared photodetectors (QDIPs) and quantum dot
field-effect transistors (QD-FET), with possible applications in quantum commu-
nications and night vision. Another interesting application for GaSb/GaAs QDs
is in charge-based memories [136, 137, 138, 139]. In a QD-memory (QDM), the
charge is captured (and stored) in a potential well, which may be created by
either the valence or the conduction band offset between dot and matrix mater-
ial. The peculiar band alignment in GaSb/GaAs QDs is such that the difference
in bandgap between the two materials is taken up entirely by the valence band,
yielding confinement energies for the hole of the order of 600 meV [138]. The
latter is directly linked to the maximum charge-storage time ts achievable in the
system, which has been shown to increase by one order of magnitude for each
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50 meV of additional well depth (confinement energy)[138]. Considering that
hole confinement of 600 meV was estimated to yield a room-temperature charge-
storage time of the order of 0.2 ms [138], and that the target charge-storage time
for a non-volatile memory is more than a decade, confinements over 1.1 eV will
be needed to achieve it. Whilst such a depth for the hole potential well is difficult
(if not impossible) to achieve in an epitaxial dot, this is the order of magnitude of
charge confinement commonly exhibited by colloidal quantum dots (CQDs) [140].

Figure 3.1: Bulk band structure for GaSb. The red circles indicate the L high-
symmetry point (left) and the Γ high-symmetry point (right) of the bulk CBM, with
separation in energy of 80 meV.

Here a theoretical characterization study on precisely these nanostructures is
presented, which, based on the properties exhibited by their epitaxial counter-
parts, are expected to be promising candidates for a variety of device applications.
We consider GaSb nanocrystals (NCs) with radii ranging from 11 to 45 Å, con-
taining from 175 to over 13000 atoms. Given the large bulk Bohr radius of GaSb
(20.46 nm) and its peculiar band structure, exhibiting closely spaced minima
in the conduction band (CB) where the minimum at Γ and the slightly higher
minima at the L-points are only about 80 meV apart (see Fig. 3.1), whereas the
ratio of their respective effective masses is larger than 2 [141], it is expected that
confinement should induce a Γ-to-L transition in the character of the conduction
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band minimum, similarly to what was predicted to occur in GaAs [142], where
the Γ-L and Γ-X separations are much larger (300 meV and 460 meV, respect-
ively), and the bulk Bohr radius is nearly one-half (11.6 nm) than in GaSb. The
valence band of GaSb, instead, has the structure common to all zincblende semi-
conductors, hence its Γ character is not expected to change with confinement.
As a consequence, a confinement-induced direct-to-indirect bandgap transition
is expected in this material, which should lead to long exciton storage times in
GaSb NQDs of suitably small sizes. This, coupled with the high hole mobility in
the bulk, could make GaSb nanocrystals ideal building blocks for a wide range of
optoelectronic applications.

Even though GaSb is a promising, environmentally friendly nanomaterial, it
has been left on the sidelines as it involves a very complex synthesis. As a result,
this nanomaterial has not been synthesized yet in colloidal form. Additionally,
there is no experimental evidence that such NCs are chemically and optically
stable nor whether they are oxidized easily or not. On the other hand, their
currently used toxic counterparts are well-studied materials that satisfy these
requirements. Having reached a stage in technological development where the
commercialization of devices is limited due to the toxicity of the currently used
materials, there is a growing need for non-toxic alternatives, capable of replacing
the toxic ones. In this research we show that GaSb NCs could be promising
candidates for many technological applications, hoping to motivate experimental
groups to achieve the synthesis of stable colloidal GaSb NCs.

3.2 Results

3.2.1 Electronic structure

Although bulk GaSb emits in the infrared [143], due to its large exciton Bohr
radius NCs made of this material exhibit strong confinement even for large sizes
and their photoluminescence (PL) can therefore be tuned nearly all the way up
to the blue. The calculated position of the band edges (relative to vacuum) as a
function of size is presented in 3.2, showing clearly that well depths of over 1.1 eV
are easily achievable in these systems.
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Figure 3.2: Valence (blue squares) and conduction (red circles) band edge energies,
calculated with respect to vacuum, as a function of NC size. The dotted lines are fits to
Eq. (3.2) (light green) and Eq. (3.1) (dark green). The brown dotted lines are obtained
from Eq. (3.2) using the parameters provided by Allan et al. [144] for GaSb. The
dashed lines mark the position of the redox potentials for the reduction of H2O to H2

(top line), the reduction of CO2 to CH4 (middle line), and the oxidation of H2O to O2

(bottom line), at pH=7. Their position relative to vacuum was obtained by shifting the
values reported in Ref.[145] (Figure 2) using as a reference level our calculated position
of the VBM of bulk CdSe (-5.310 eV, also confirmed experimentally [140]).

Following Williamson and Zunger [146] we fitted our data according to:

Edot
vbm = Ebulk

vbm + a

Rnv
,

Edot
cbm = Ebulk

cbm + b

Rnc

(3.1)

where Edot
vbm/cbm refer to the energy positions of the band edges in the dot, Ebulk

vbm =
−5.022 eV, Ebulk

cbm = −4.209 eV, R is the NC radius, and a, b, nv and nc are the
fitting parameters. We found nc = 1.19, similar to the pseudopotential value
found for InAs NCs (nc = 0.95) [146], and nv = 1.96, close to the effective mass
(EMA) prediction (nv = 2), although the fit for the size dependence of our VBM
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energies is not as good as that for the CBM (our fitted values for a and b are
-43.21 and 20.34 respectively). Allan et al. [144] used a different parametrisation
to fit the band edges of NCs made of different III-V materials calculated with the
atomistic tight-binding approach:

Edot
vbm = Ebulk

vbm −
1

avD2 + bvD + cv
,

Edot
cbm = Ebulk

cbm + 1
acD2 + bcD + cc

(3.2)

where D = 2R (in nm), and ai, bi and ci (i = v, c) are the fitting parameters.

Figure 3.3: Γ component of the VBM (black line, left-hand y axis) and percentage of Sb
surface atoms - defined as N(Sb)surf/ [N(Sb)surf +N(Ga)surf ] - (red line, right-hand
y axis) as a function of NC size.

Our fitted cbm values (ac = 0.02183, bc = 0.33855 and cc = 0.00604) are close
to their fitted cbm parameters (ac = 0.02650, bc = 0.33745 and cc = 0.09540) for
the case of GaSb, whereas our vbm parameters (av = −0.51288, bv = 7.28085
and cv = −10.8934) are very different (even in sign) from theirs (av = 0.08017,
bv = 0.63268 and cv = 0.07146). Unfortunately, they do not present the detailed
size-dependent band edges curves for this material but only their parametrisation
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(brown dotted lines in Fig. 3.2). We can, therefore, only comment on the quality
of agreement with the latter. As was the case with Williamson and Zunger’s
parametrisation, the fit of our calculated CBM is much better than that of the
VBM.

84,12,3 68, 526, 84,9, 6 79, 120, 93,2, 5 89, 110, 92,7, 1L, XΓ,

R=15 A R=21 A R=25 A R=33 A R=38 A R=45 A

k−space

k−space

real−space

real−space

CBM

VBM

R=11 A

Figure 3.4: Calculated 3D charge densities in real space (2nd and 3rd rows) and k-
space composition visualized in a 3D Brillouin zone (top and bottom rows: points close
to the L points are displayed in magenta, points close to Γ are colored in blue) for the
valence (3rd and 4th rows) and conduction (1st and 2nd rows) band edges, for all sizes
considered. The components indicating the percentage of the contribution originating
from each one of the three high symmetry points Γ (blue), L (magenta), and X (green)
in the Brillouin zone for the VBM are reported in the last row.

Part of the reason for this poor-fitting could be due to the different stoi-
chiometry (Sb-rich both in total and also, more importantly, on the surface, as
opposed to the Ga-rich composition, both in total and on the surface, which is
prevalent among all other sizes) of the NCs with R ≥ 33 Å whose VBM energies
are slightly lower than expected according to Eq. (3.1). We find this to be a gen-
eral trend in NCs, their VBM being determined by the anion: The VBM in NCs
with anion-rich surfaces is always found at lower energy than that in NCs with
cation-rich surfaces. We also find (Fig. 3.3) that a Sb-rich surface correlates with
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a large Γ component of the VBM and vice versa: indeed the R = 15 Å NC has
the largest percentage of Ga surface atoms, the lowest VBM Γ component and its
VBM is much higher than predicted by Eq. (3.1). Based on these considerations,
we can speculate that the poor agreement obtained with the curves by Allan et
al. [144] (brown dotted lines in Fig. 3.2) could originate from the fact that the
structures they studied might have been cation-centered, hence exhibited Sb-rich
surfaces for small sizes, leading to lower values for the VBM than our Ga-rich
NCs.

It is worth mentioning that the level of accuracy required to capture such
detail is not achievable with continuum methods like the popular k·p - which
cannot distinguish between the properties of Ga-rich and Sb-rich CQDs - but is
only available to atomistic methods. Most importantly, however, the k·p method
misses the contributions from both X and L high symmetry points (at least up
to the 8-band version), which, as shown in Fig. 3.4, Fig. 3.5, and Fig. 3.6, are
vital to understand the properties of GaSb at the nanoscale.
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Figure 3.5: CB electronic structure for selected GaSb NC sizes (R = 15, 25, 33, 45 Å).
Each panel displays energy levels relative to the top of the valence band (left-hand side)
and k-vector decomposition (right-hand side) for a different dot size. The different
states are coloured according to their main character (Γ, blue; L, red; and X, green)
resulting from such a decomposition. ”×N” indicates the state degeneracy.
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The most interesting feature of the electronic structure of these NCs is the
composition of the conduction band states (Fig. 3.5), and more specifically of the
CBM (Fig. 3.4 and Fig. 3.6), in terms of their k-vector components. We find
that already NCs with radii as large as 36 Å experience sufficient confinement to
exhibit a Γ to L transition in the CBM character, whereas the VBM has prevalent
Γ character for all sizes (Fig. 3.4). As a consequence a direct-to-indirect bandgap
transition takes place at around R = 36 Å. We investigated the effect of 6 ligand
sets with different electronegativity (see [147]) and found that such transition
takes place at similar or larger sizes in all cases except for very electronegative
ligands (type A in Ref.[147]), where such transition is suppressed, even for very
small NCs (down to R = 8 Å). Fig. 3.5 shows that with decreasing size (increasing
confinement) also, the X-derived states decrease in energy sufficiently to appear
among the lowermost 10 conduction states, whereas, at the same time, the energy
of the Γ-derived ones increases steadily.
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Figure 3.6: Lowest confined conduction band states derived from Γ (blue squares and
line), L (magenta circles and line), and X (green triangles and line). The inset shows
a detail of the crossing between Γ and L and the calculated k-vector decomposition of
the four states represented.
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3.2.2 Optical properties

Owing to the strong confinement experienced by these nanostructures, the emis-
sion of GaSb CQDs can be tuned from the IR, nearly all the way to the blue (for
R < 10 Å), as can be seen from Fig. 3.7, where we plot the calculated positions of
both PL and absorption edges as a function of the nanocrystal radius. We fitted
the band edge absorption according to

Edot
g = Ebulk

g + A

Dn
(3.3)

and found A = 38.02 and n = 1.07 - red dashed line in Fig. 3.7 - with a size
dependence in stark contrast with the prediction (n = 2) of simple effective mass
approaches [148], but nearly identical to that found for InP (n = 1.09) [149, 150],
and similar to that found for InAs (n = 0.9) [146], and Si (n = 1.18) [151].

Large separations between emission and band edge absorption (referred to as
“global Stokes shifts”) suppress photoluminescence self-absorption and are there-
fore beneficial to all applications exploiting light emitted from the dot (LEDs,
biological imaging[152], lasers, solar energy harvesting[153, 154], etc.). Inset (b)
of Fig. 3.7 shows that the Stokes shifts achievable in these NCs range from 0 up
to 160 meV, depending on the size. These shifts are also accompanied by long
radiative times (inset (a) of Fig. 3.7) on the microsecond scale (except for the
smallest NC considered), due to the indirect nature of the bandgap transition,
discussed above.
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Figure 3.7: Optical properties as a function of size. Main panel: energy dependence
on NC radius (R) of the band edge absorption (Abs., red squares - the red dashed line
is a fit to the theoretical data according to Eq. (3.3)), and emission (PL, black triangles
- the dotted line is a guide to the eye). Left inset: room temperature radiative lifetime
(orange symbols) as a function of radius. Right inset: Stokes shift (energy difference
between red and black symbols in the main panel) vs radius. The dashed lines are a
guide to the eye.

Both radiative lifetimes and Stokes’ shifts show a decreasing trend with in-
creasing NC radius (dashed lines in insets (a) and (b) of Fig. 3.7), except for
the smallest structure considered which exhibits the fastest recombination time
which is also accompanied by the smallest Stokes’ shift calculated. Similar be-
havior to our Stokes’ shift was also found for the dark-bright energy splitting in
GaAs NCs by Luo et al. [155]. The decrease of the radiative recombination times
with increasing size is instead consistent with experiment in CdS [156] and CdSe
[157, 158] nanocrystals, and in contrast with the trend observed in InAs [159] and
CdTe dots [158].
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3.2.3 Excitonic fine structure

In order to better understand the nature of the different transitions, we calcu-
lated the symmetry of the single-particle states involved and the resulting total
symmetry of the excitons contributing to the optical transitions [160].

Figure 3.8: Ground (dark, dashed lines) and first optically allowed (bright, solid lines)
exciton state for different nanocrystal sizes. The calculated value of the CI dipole
matrix element (Eq. 2, main text) for the transition |1e; 1h〉 → |0e; 0h〉 is also reported
for each state. For each size, we define as ‘dark’ all excitons with a transition dipole
matrix element less than 100 times smaller than that calculated for the strongest optical
transition for that size. In the case of R = 11 Å the ground exciton is dark and 2-fold
degenerate, followed by another 3-fold degenerate dark state 0.32 meV above it and
then by the 3-fold degenerate bright exciton. For R = 45 Å, there are no other states
between the dark, 3-fold degenerate ground state and the 3-fold degenerate bright
exciton. In both cases, this results in fast radiative recombination times and small
Stokes’ shifts. The presence of intermediate states between dark and lowermost bright
exciton, found for all other sizes, is marked by vertical dotted lines.

We find the CBM envelope function symmetry to be prevalently s-like for all
sizes except for radii 25 and 33.5 Å, when it is prevalently p-like (we find that
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the symmetry of a state is never pure s- or pure p-like, but it always displays
some degree of mixing; hence when, in what follows, we refer to l-like symmetry
we always intend prevalent l-like symmetry), whereas the symmetry of the VBM
is s-like only for the two smallest sizes (R = 11 and 15 Å) and p-like for all the
others. As a consequence, in the smallest NC the exciton ground state is split
into a lower fivefold-degenerate forbidden E + T1 multiplet and a higher allowed
threefold-degenerate T2, separated by only 10 meV, as illustrated in Fig. 3.8.

As the width of our optical peaks is 5 times larger than this separation, the
resulting Stokes shift is 0. Furthermore, this size’s CBM has the largest Γ com-
ponent of all dots (12.4%), leading to the fastest radiative time of them all. The
CBM of the 15 Å NC has nearly 0 Γ character (see Fig. 3.5), resulting in the
longest lifetime calculated here. The lifetimes then decrease with increasing size
until, for R = 38 Å, the band edge transition becomes direct. It is therefore clear
that in the case of GaSb, unlike for other III-V materials, the allowed (bright)
and forbidden (dark) character of the different excitonic states (see Fig. 3.8),
hence the behavior of their radiative lifetimes, is the result of a complex inter-
play between k-space composition and symmetry of the single-particle states that
contribute to each exciton state.

The Stokes shifts follow the trend of the lifetimes, as a result of the progressive
shift to lower energies of the fully allowed optical transitions, due to the increase
in the density of single-particle states with increasing size.

3.3 Applications of GaSb spherical NCs

The combination of visible light absorption and long recombination lifetimes
(> 0.5 × 10−6 s) is ideal for many solar energy conversion applications. Addi-
tionally, the large Stoke shifts suppress self-absorption which could be beneficial
for applications that take advantage of emitted light such as LEDs, biological
imaging, lasers, solar energy harvesting, etc.

Here we will focus in particular on photocatalytic CO2 reduction with water.
This reaction involves three main steps: (1) photogeneration of an electron-hole
pair; (2) electron and hole separation and migration to the nanocrystal surface
(where a co-catalyst may be present); (3) reduction of CO2 by the electron and
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oxidation of H2O by the hole. The reduction and oxidation reactions considered
for this specific application are presented in detail in Table 3.1.

Table 3.1: Possible reactions involved in photocatalytic conversion of CO2 with
H2O [161]

Reaction
CO2 + 2 H+ + 2e− −→ HCOOH
CO2 + 2 H+ + 2e− −→ CO + H2O
CO2 + 4 H+ + 4e− −→ HCHO + H2O
CO2 + 6 H+ + 6e− −→ CH3OH + H2O
CO2 + 8 H+ + 8e− −→ CH4 + 2 H2O
2H+ + 2e− −→ H2

H2O + 2h+ −→ 1/2 O2 + 2 H+

Apart from the general improvements in efficiency due to nanostructuring
(such as shortened carrier collection pathways, improved light distribution, quantum-
size-confinement-induced increase in interfacial charge transfer rates, pH-tunability
of interfacial charge transfer and surface-area-enhanced charge transfer)[162], the
use of GaSb dots as catalysts would lead to specific major advantages in each of
the above steps: (1) unlike most of the semiconductor materials used for this reac-
tion (mainly TiO2[145], but also WO3[163] and CeO2[164]), whose bulk band gap
is large (2.6-3.6 eV) the absorption of GaSb NCs can be tuned to span the whole
visible spectrum, optimising light harvesting efficiency; (2) their radiative recom-
bination lifetimes (> 0.5× 10−6 s) are longer than (or comparable to) the typical
redox reaction times (> 10−8 s) [145] - which are usually too slow to compete
with the radiative lifetimes exhibited by common semiconductor nanocrystals
(∼ 10−9 s) - hence the charge carriers in GaSb NCs would have sufficient time to
reach the surface and react with CO2 and H2O before recombining (The efficiency
of the photocatalytic reaction depends critically on the competition between these
two processes, as well as on the light absorption efficiency). A recent study [147]
suggests that a further over-one-order-of-magnitude increase in radiative times

49



3.3 Applications of GaSb spherical NCs

could be obtained by exchanging the capping group with a more electroposit-
ive ligand (throughout In this work, we have used passivants with intermediate
electronegativity - corresponding to set D in Ref.[147]); (3) their bandstructure
- an important aspect of the reaction is the position of the catalyst’s band edges
relative to the redox potential for CO2 reduction (RP1) and H2O oxidation to O2

(RP2): in order for a semiconductor to be able to catalyze the reduction of CO2

with H2O (i) its CBM should be higher (more negative) than RP1 while (ii) the
VBM should be lower (more positive) than RP2. Although all sizes considered
here satisfy (ii) (see bottom dashed line in Fig. 3.2), we estimate that only small
GaSb nanocrystals (R . 13 Å) would satisfy (i) in the case of the formation of
CH4 (see middle dashed line in Fig. 3.2), which, having the least negative redox
potential (-0.24 V at pH=7) [145], is the thermodynamically more favourable
reduction process. In addition to these properties, the selectivity towards CO2

reduction is a determining factor, in the presence of H2O, as the reduction of
H2O to H2 strongly competes with the reduction of CO2. The former, being a
two-electron reaction compared to the eight electrons needed for the formation
of CH4, is, in fact, kinetically more favourable. We find that the CBM of GaSb
NCs with R > 10 Å, is lower than the redox potential for the reduction of H2O
to H2 (see top dashed line in Fig. 3.2). Water reduction is therefore expected to
be suppressed in GaSb NCs simply due to their specific band structure, as shown
in Fig. 3.9. This represents a huge advantage compared to other semiconductor
nanostructures, where some degree of surface manipulation is required to enhance
the photocatalytic reduction of CO2 in the presence of H2O. As a consequence,
unlike with TiO2 [165] or other semiconductors, in the case of GaSb, the use of
both solid-liquid or solid-vapour reaction modes should be possible and should
yield similar rates of CH4 formation, adding further flexibility to the design of
the reactor.
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Figure 3.9: Photocatalytic reduction of CO2 with water. Water reduction can be
suppressed by using NCs (R > 10 Å) with CBM lying between the CO2 and the H2O
redox potentials.

A further increase in the internal quantum efficiency of CO2 reduction could
be achieved with the introduction of additional smaller GaSb NCs, which would
act as ‘sensitiser’ NCs (i.e., absorb light at a slightly higher energy) and funnel
the excitons, through a Förster energy transfer mechanism, to ‘catalyst’ NCs,
which, in turn, deliver the electrons to their surface for the reduction reaction.
A sensitiser-to-catalyst ratio of 8:1 would provide all 8 electrons needed for the
reduction of CO2 to CH4. A similar strategy recently led [166] to an increase of
over one order of magnitude of the internal quantum efficiency of the photocata-
lytic reduction of H+ to H2 using CdSe-based NCs. The latter result proves
the feasibility for our catalyst NC to accumulate multiple redox equivalents at
a single catalytic site. This is made possible by the neutrality of the funnelled
exciton, which can be transferred from sensitiser NC to catalyst NC without any
accompanying nuclear reorganisation of either chromophores or solvent[166]. The
above discussion is clearly oversimplified, as it neglects some aspects of surface
modification that may be needed to achieve efficient adsorption, activation, and
transformation of CO2. Nevertheless, it provides a list of desirable properties
that make GaSb NCs appealing candidates for photocatalytic applications.
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3.4 Conclusions

One of the main achievements of this research was the publication of our res-
ults regarding the characterization of colloidal GaSb NCs and their possible
applications[71]. GaSb constitutes a new, environmentally friendly material that,
due to its complex synthesis procedures, has not been synthesized before in col-
loidal form. We have presented a comprehensive theoretical characterization of
colloidal GaSb nanocrystals with radii ranging from 11 Å, to 45 Å, containing
from 175 to over 13000 atoms. We have investigated the size dependence of con-
duction and valence band edge energies, k-space composition and symmetry of
their respective wave functions, the evolution of Γ-, L- and X-derived states in the
conduction band, absorption and emission spectra, radiative lifetimes, and Stokes’
shifts. We found GaSb nanocrystals to have a size-dependent emission tunable
throughout the visible spectrum, large Stokes’s shifts, and, due to a confinement-
induced direct-to-indirect bandgap transition occurring at very large sizes, long
radiative lifetimes (>0.5× 10−6). Such properties make them promising build-
ing blocks for a wide range of applications, including solar energy conversion,
memory storage and, in particular, photocatalytic CO2 reduction, where GaSb
NCs may represent a viable and more versatile alternative to the semiconductor
nanostructures commonly used as catalysts. We believe that the properties high-
lighted in this study will stimulate renewed efforts to synthesize this new colloidal
nanomaterial.
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Chapter 4

Spherical InP NCs

In the present chapter, we discuss our investigation and findings on the electronic
and optical properties and the effect of surface stoichiometry in spherical InP
NCs. The procedure of optimizing the surface passivation parameters for our
calculations and our methodology is also presented. In general, InP has been
studied for over 20 years now, however, the explanation of the origins of the
broad emission and low quantum yield remain unsatisfactory. Like in the case of
CdS, this is commonly attributed to their poor surface quality and difficult pas-
sivation, which give rise to trap states and negatively affect emission. Hence the
strategies adopted to improve their quantum yield have focused on the growth
of shells, to improve passivation and get rid of the surface states. Here, after
optimizing the passivation set so far known and employing the state-of-the-art
atomistic semiempirical pseudopotential modelling to isolate the effect of surface
stoichiometry from features due to the presence of surface trap states, we show
that, even with an atomistically perfect surface and ideal passivation, InP nano-
structures may still exhibit very long radiative lifetimes, of the order of tens of
microseconds, broad, weak emission, and large Stokes’ shifts. Furthermore, we
find that all these quantities can be varied by orders of magnitude, by simply
manipulating the surface composition, and, in particular, the number of surface
P atoms. As a consequence, it should be possible to substantially increase the
quantum yield in these nanostructures by controlling their surface stoichiometry.
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4.1 Why InP and the contribution of this research

Semiconductor Colloidal Quantum Dots (CQDs) have drawn great attention due
to their unique size-dependent electronic and optical properties which make these
nanocrystals (NCs) ideally suited for a wide range of applications [167, 168] such
as lighting, photovoltaics, catalysis, optoelectronics, and bio-imaging. In partic-
ular InP has emerged as a promising environmentally-friendly material [169, 170]
that could replace cadmium-based semiconductors, such as CdSe, CdTe, and CdS,
whose toxicity will limit the commercialisation in many countries[171]. In addi-
tion to that, recent studies showed that InP NCs could yield enhanced surface
stability[172], thermal stability[173], and optical stability[174], matching the sta-
bility of toxic nanomaterials mentioned above. InP is a direct bandgap semicon-
ductor with a larger dielectric constant, lower effective electron and hole mass,
weaker phonon coupling, and lower toxicity than chalcogenide-based semicon-
ductors. It has a similar bandgap to CdSe, with which also shares a size-tunable
emission in the visible region of the spectrum[170].

Although the electronic and optical properties of nanoscale InP were first
investigated experimentally by Micic et al. [175], and theoretically by Fu and
Zunger [97], over 20 years ago, the interest in this material is still high, with
applications of InP NCs ranging from optoelectronics[176] to photovoltaics[177],
and from bio-imaging[178] to memory storage [179] and lighting[180]. Never-
theless, the measured photoluminescence (PL) quantum yield (QY) is still low
especially in small (< 3 nm) QDs [181, 182, 180, 183, 184], and the presence of
deep-trap emission is still reported even in core/shell systems [185, 186, 187, 188].
Only very recently Jang’s group [188, 189] and Peng’s group [176] were able to
achieve nearly 100% PL QY in InP/ZnSe/ZnS QDLEDs. The record QY was at-
tributed to an improved surface passivation achieved by means of the multilayer
shell structure, where the ZnSe interlayer served as strain reliever between InP
and ZnS, resulting in the elimination of most surface defects. In general, how-
ever, InP-based QLEDs exhibit low efficiency, due to the low QY which results
from decreased radiative recombination rates. These are generally ascribed to
the presence of surface traps, due to imperfect passivation [169, 190, 191, 178].
It is however still unclear what kind of traps (electron or hole) are present on the
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surface [192, 193, 190] and what are the origins of the broad, red-shifted emission
(Stokes’ shift) observed in many samples.

In this chapter, we present a detailed theoretical characterization of InP
CQDs, focusing in particular on the effects of surface stoichiometry on the optical
properties and excited state relaxation. We show that, even in the presence of a
full coverage of ideal passivants, i.e., in the absence of surface traps, the radiative
recombination times in InP NCs can be as long as tens of microseconds, and de-
pend on the surface composition, i.e., on whether there is a prevalence of In or P
atoms on the surface. Strikingly, we find that the addition of only a few P atoms
on an otherwise In-rich surface can reduce (i) the radiative lifetime (by about two
orders of magnitude), (ii) the Stokes’ shift and (iii) the PL linewidth, in small
NCs, where the surface atoms represent a substantial fraction of the total number
of atoms. In larger structures, the effect of surface stoichiometry becomes less
important and is balanced by the increase of the volume.

P−rich surface In−rich surface

10
−8

s 10
−5

s

P

radiative lifetime

In

Figure 4.1: Tuning the radiative recombination lifetimes by engineering the surface of
InP NCs.

4.2 Surface Passivation Optimization

One of the main challenges with InP NCs was their surface passivation. We had
to make sure that our NCs were properly passivated, meaning that we wanted
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cation anion
Passivation 1 dangling bond 2 dangling bonds 1 dangling bond 2 dangling bonds

a b c a b c a b c a b c
This work 1.18 0.40 0.55 1.40 0.55 0.65 -1.20 0.40 0.25 -0.78 0.75 0.25
Fu & Zunger [97] 1.18 0.45 0.25 1.90 0.70 0.50 -0.93 0.50 0.25 -0.78 0.75 0.25
Graf et al.[95] 1.68 0.80 0.35 1.68 0.64 0.25 -1.68 0.33 0.25 -1.05 0.80 0.25

Table 4.1: Passivation parameters used to passivate surface In and P atoms in this
work compared with the parameters used by Fu and Zunger [97] and Graf et al. [95].

to model trap-free systems, with charge densities localized in the core region of
the NCs. Our structures were passivated by using Gaussian potentials and by
following the procedure described in Chapter 2. A visual representation for a
QD with R = 12 Å is illustrated in Fig. 4.2 before and after the passivation.
As mentioned in the previous chapters, the surface ligands present in realistic
colloidal systems include hexadecyl amine (HDA), acids, thiols, polymers, and
enzymes.

Figure 4.2: Unpassivated (left) and passivated (right) InP QD. The white spheres at
the NC surface represent the Gaussian potentials used to passivate the surface of InP
NCs.

Fu and Zunger [97] and Graf et al.[95] have also applied the atomistic semiem-
pirical pseudopotential method decades ago, using different passivation sets for
this material, as shown in Table 4.1. In their studies, they reported a trap-free
system which did not yield good confinement when using their passivation sets.
Thus, by following the procedure described by [95] we adjusted the parameters
aiming to improve the confinement and push the charge densities to the core
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region of the QDs. It should be underlined that surface atoms with 3 dangling
bonds were removed as they are unstable for dissociation.

As shown in Fig. 4.3 and Fig. 4.4, the previously used parameters led to
insufficiently confined VB for most of the sizes. The charge density visualization
in real space for the CBM and VBM for all QD sizes considered here is presented
in Fig. 4.3, illustrating the three passivation sets from (a) previous theoretical
studies (blue and orange) and (b) this research (green).

Figure 4.3: 3D charge density visualization for CBM and VBM states, when using the
passivation settings derived by a: [97] and b: [95]. The exact same dots were modeled
in this study, but with different surface passivation.

We find that the optimized passivation paramaters that were used in this work
resulted in much higher VBM core charge density localization for all QD sizes,
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compared to the other two studies. Clearly, the parameters of [97] yield a much
better output compared to [95], however, the VBM energy for some of the dots
exceeds the boundaries of the bulk VBM energy, which indicates the presence of
states in the gap as shown in Fig. 4.4.

This work aimed to properly confine the energy of the VB states and thus
achieve higher concentrations of charge density in the core region of the quantum
dots. Considering that there are three parameters (a, b, and c) for each type of
unpassivated atom (with one or two dangling bonds) at the surface and having
the passivation set of [97] as a reference point, we started by changing each one
of the parameters while keeping the rest of them constant.

Figure 4.4: Band edges for CBM and VBM states for passivation sets a: [97] and b:
[95] compared to our settings. Both a and b yield surface states as, for several NCs,
the VBM states lie in the gap between the bulk values.

The new set could be classified as optimized by making sure that (i) the
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resulted CBM and VBM energies were above and below the bulk CBM and VBM
energies respectively (trap-free NCs) and (ii) the charge density core localization
for the VBM was improved compared to the values of the reference set. The
optimization procedure was implemented on two different dots with R = 12 Å
and R = 14 Å. We chose smaller dots, where the effect of the surface chemistry
is stronger compared to larger dots. By repeating the procedure for each type
of passivant and each parameter, with more than 250 iterations, we reached a
satisfactory outcome as presented in Fig. 4.4.

This is also confirmed by the three-dimensional visualization of the charge
density (Fig. 4.3 and Fig. 4.4), clearly exhibiting no localisation on the surface,
hence indicating the absence of surface states. The charge density distribution of
both CBM and VBM within[98] the different nanostructures, was determined by
integrating the square of the respective wave functions within spheres (concentric
with the NC) with increasing radii up to the NC radius R.

R = 9.3 Å R = 11.9 Å R = 14 Å R = 16.8 Å R = 19.4 Å R = 24.9 Å R = 29.9 Å
P-rich In-rich In-rich In-rich P-rich In-rich P-rich

Rint CBM VBM CBM VBM CBM VBM CBM VBM CBM VBM CBM VBM CBM VBM
This work
90 60.3 87.8 81.4 87.3 86.1 87.1 84.9 77.4 76.8 71.1 87.7 70.8 90.2 86.7
80 39.6 58.1 67.1 61.3 71.8 51.8 67.5 36.9 60.8 41.6 74.7 25.4 77.9 67.8
Fu and Zunger [97]

90 64.2 87.9 85.2 87.4 89 85 88.1 72.6 79.1 60.3 89.3 63.5 91.6 55.3
80 43.9 59.5 72.5 57.1 76.7 47.4 73 25.4 64 23.8 77.6 14.9 80.8 16
Graf et al.[95]
90 62.4 89.3 94.1 25 88.7 79.6 86.8 75.3 49.7 57.7 77 59.2 88.9 46.3
80 39.3 57.1 83.4 12.6 75 38.2 68.6 24.4 26.7 17.1 62.1 10.4 76.7 0.09

Table 4.2: CBM and VBM charge densities (%) calculated, in all the CQDs investig-
ated, as integrals of the square of the respective wave functions within spheres (con-
centric with the NC) with radii Rint 90% and 80% of the NC radius R. The surface
character (whether cation- or anion-rich) is also shown for each NC. As an example,
in an InP NC with radius 14 Å (with an In-rich surface) 42% of the CBM and only
7.9% of the VBM are localised within a sphere with a radius of 8.4 Å (i.e., 60% R).
We, therefore, conclude that most of the VBM charge density in this dot is contained
outside it, i.e., in a spherical shell with inner radius = 8.4 Å and outer radius = R.
The table indicates the results for the three different passivation sets: Fu and Zunger
[97], Graf et al.[95] and this work.
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4.3 Electronic Structure

We consider spherical NCs with radii ranging from 10 Å to 30 Å. The calculated
position of their band edges as a function of size is presented in Fig. 4.5, from
which we can conclude that our nanostructures are free from (trap) states in the
gap, since our calculated band edges do not cross with the bulk band edges.

Figure 4.5: Calculated band edge energies as a function of NC size. The dashed lines
represent the position of CBM (black) and VBM (red) in bulk InP. The empty circles
mark the band edges’ position in a NC with R = 12 Å, after adding 6 P atoms on the
NC surface (see text).

Aiming to provide a better insight on the amount of core-localized charge
densities, we performed a quantitative investigation finding much lower values
for the charge density of the VBM compared to the CBM within 80% of R for all
sizes except the smallest NC (see Table 4.3).
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R = 9.3 Å R = 14 Å R = 16.8 Å R = 19.4 Å R = 24.9 Å R = 29.9 Å
P-rich In-rich In-rich P-rich In-rich P-rich

Rint CBM VBM CBM VBM CBM VBM CBM VBM CBM VBM CBM VBM
90 60.3 87.8 86.1 87.1 84.9 77.4 76.8 71.1 87.7 70.8 90.2 86.7
80 39.6 58.1 71.8 51.8 67.5 36.9 60.8 41.6 74.7 25.4 77.9 67.8
70 21.6 32.5 56.0 19.3 53.1 19.8 47.1 23.8 58.7 7.7 62.6 48.2
60 11.9 17.9 42.0 7.9 39.1 8.2 33.8 21.0 42.5 1.9 46.2 30.5
50 6.6 7.7 28.6 2.5 25.9 3.4 21.6 6.2 27.5 0.4 30.7 16.2

Table 4.3: CBM and VBM charge densities (%) calculated, in all the CQDs investig-
ated, as integrals of the square of the respective wave functions within spheres (con-
centric with the NC) with radii Rint ranging from 50% to 90% of the NC radius R.

Figure 4.6: Evolution of the calculated CBM and VBM charge densities (blue) in an
InP CQD with R = 11.3 Å with increasing P surface coverage, from an In-rich surface
to a full P layer coverage (green dots represent P atoms and red dots In atoms): the
numbers next to each charge density plot quantify the charge density (as a percentage
of the total charge density) calculated within spheres, concentric with the NC, with
radii equal to 90%, 80%, 70%, 60% and 50% of the dot radius R, similarly to the
results presented in table 4.3.
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Figure 4.7: Room temperature radiative lifetimes (black circles, left y axis) calculated
as a function of QD radius. The fraction of P surface atoms as a percentage of the total
surface atoms (green squares, right y-axis) is also displayed. Full squares represent P
fractions below 50% (i.e., In-rich surfaces), whereas empty squares indicate P fractions
above 50% (i.e., P-rich surfaces).

Indeed, despite the ideal passivation we used to confine both electron and hole
to the core region of the dot, we find that the presence of P atoms creates a strong
repulsive potential for the hole, pushing its charge density towards the surface,
in the case of prevalently In-terminated NCs. For P-rich surfaces, instead, the
opposite occurs, and the hole localises more in the dot core. The electron charge
density, for which P acts as an attractive potential, is instead always mostly
confined to the core, but exhibits some additional surface localisation in the
presence of P-rich surfaces. These effects can be clearly observed qualitatively in
the charge density distributions presented in Fig. 4.5 (where green dots represent
P atoms and red dots In atoms).
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Figure 4.8: Evolution of the calculated radiative lifetime of an InP CQD with
R = 11.3 Å with increasing P surface coverage, from an In-rich surface to a full P
layer coverage. The calculated charge densities of both CBM and VBM relative to the
3 different cases considered are displayed in Fig. 4.6.

A more quantitative comparison is presented in Table 4.3, where the larger
difference exhibited between the spatial distribution of the charge densities of
VBM and CBM in NCs with In-rich surfaces, compared with P-terminated dots,
is especially evident in the inner core (for Rint ≤ 70%R), i.e, within spherical
volumes with radii ≤ 70%R. This difference is also confirmed by the shifts pre-
dicted in the band edges positions (see empty circles in Fig. 4.5) following the
addition of a single P atom on every equivalent (100) In-terminated facet, for a
total of 6 surface P atoms [194]: while the VBM moves away from the bulk VBM
to more negative energies, indicating an increase in confinement, the CBM moves
closer to the bulk CBM, as a consequence of decreased confinement. The effect
of the surface stoichiometry on the band edges’ wave functions is summarised
in Fig. 4.6, which shows the charge density evolution with increasing surface P
coverage from In-rich surfaces to P-rich surfaces: in the former case (left panel)
the CBM is well confined to the dot core and the VBM exhibit regions of large
charge density close to the surface, whereas in the P-rich case (right panel) the
opposite is true.
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Element Electronic Configuration
P 3s23p3

As 3d104s24p3

Sb 4d105s25p3

S 3s23p4

Se 3d104s24p4

Te 4d105s25p4

Table 4.4: Electronic configuration of the outer shell of the anions most commonly
found in semiconductor NCs

The origin of this effect is the peculiar nature of P, when compared to other
widely used group V anions (e.g., As, Sb, etc.). Its electronic configuration is
1s22s22p63s23p3: i.e., like all the other anions (see Table 4.4), it has a p-like
outer shell, however, unlike other anions, P (like S) has no d-like orbitals. From
this point of view comparing In-based pnictogen NCs and Cd-based chalcogen
NCs, InP CQDs are more similar to CdS NCs[195] than to CdSe dots. Therefore,
it is perhaps not a coincidence that both InP and CdS are plagued by trap
states [192, 193, 185, 186, 187, 190, 196, 197, 198], which have proven difficult to
eliminate experimentally despite the best efforts at passivating their surface. In
addition In and P have large differences in the electronic properties (the outermost
electronic configuration of In is 4d105s25p1, which also contains d-like orbitals)
atomic size, and in the electron affinity and ionization potential. In this light,
recent density functional theory (DFT) calculations[199] predicted a difference
in crystal potential between In- and P-terminated InP dots in the presence of
oxidised surfaces.

We expanded our investigation of this effect on analyzing states deeper in the
VB, apart from the band edges. This analysis could be particularly interesting
when it comes to identifying which states contribute to the optical transitions and
yield the best wavefunction overlap with the CBM. Even though we performed
the analysis for up to ten states in the VB, here we include the results for up
to VB4 (a state that is involved in the optical transitions). The effect of the
addition of P atoms at the surface is shown for states that contribute to the
optical transition.
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4.3 Electronic Structure

Figure 4.9: Core charge density (top figure) and character (bottom figure) for VBM.
Five different settings were used for the charge density calculation, with a radius con-
traction for 90% and 80% of the dot radius. The unfilled shapes indicate the new values
after adding 6 P atoms at the NC surface.
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4.3 Electronic Structure

Figure 4.10: Core charge density (top figure) and character (bottom figure) for VB3.
Five different settings were used for the charge density calculation, with a radius con-
traction for 90% and 80% of the dot radius. The unfilled shapes indicate the new values
after adding 6 P atoms at the NC surface.
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4.3 Electronic Structure

Figure 4.11: Core charge density (top figure) and character (bottom figure) for VB4.
Five different settings were used for the charge density calculation, with a radius con-
traction for 90% and 80% of the dot radius. The unfilled shapes indicate the new values
after adding 6 P atoms at the NC surface.
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4.3 Electronic Structure

Figure 4.12: Core charge density (top figure) and character (bottom figure) for CBM.
Five different settings were used for the charge density calculation, with a radius con-
traction ranging for 90% and 80% of the dot radius. The unfilled shapes indicate the
new values after adding 6 P atoms at the NC surface.

For the case of this NC with an In-terminated surface, we show that the state
with the higher Γ component and thus overall core charge density localization
is the doubly degenerate VB8 and VB9 states, deep in the VB, while VB4 is
completely a L-like state. As a result, the bright state (large dipole matrix
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4.3 Electronic Structure

element) is at higher energy and thus the NC exhibits a large Stoke shift, weak
emission and slow radiative lifetimes. However, with the addition of the 6 P atoms
at the surface this NC has totally different properties: the transition of VB8 and
VB9 from a Γ-like to L-like states along with the transition of VB4 from a single
L-like state to a Γ-like doubly degenerate state (with VB5), constitute VB4 and
VB5 as the dominant states with the highest Γ component and thus the highest
core charge density. Consequently, a better wavefunction overlap with the CBM
leads to a bright state at a lower energy in the VB, yielding a much smaller Stoke
shift, stronger emission, and faster radiative lifetimes. For the In-terminated NCs
the difference between the VBM and VB8, VB9 is ∼ 192 meV. The difference
in energy between VBM and VB4, VB5 for the new NC is ∼ 92 meV, 100 meV
lower.

Apart from calculating the relevant charge density for each state, their char-
acter was determined by calculating the contributions from the high-symmetry
points of the Brillouin zone and showed how this is affected when adding 6 P
atoms at the surface of a NC with R = 12Å (see Fig. 4.9 - 4.11). In general, we’d
expect the charge density to have a better core localization in the case of a higher
contribution from the Γ point[200]. Starting from the VBM, which is doubly
degenerate, we find that the Γ component increases by ∼ 20% when adding the 6
P atoms at the surface. This leads to a corresponding increase of the core charge
density, as shown before in Fig. 4.6, and thus a better overlap between the CBM
and VBM wavefunctions. VB3 experiences the same effect, being very close in en-
ergy to VBM with a difference of only 2.7 meV. For the following three states the
addition of the surface atoms results in changing the degeneracy between them.
The initial NC had a single VB4 and double degenerate VB5 while the new one
yielded a single VB6 and a doubly degenerate VB4. Interestingly for VB4, a huge
increase of the Γ component resulted in a complete transition from a L-like to a
Γ-like state. VB6 and VB7 maintained a L-like state with insignificant changes.
The effect on VB8 and VB9 was a transition from a Γ-like to L-like states, while
VB10 maintained its Γ character. For the CBM, the changes are negligible as
shown in Fig. 4.12.
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4.4 Optical Properties

4.4 Optical Properties

As a consequence of the relative displacement between the charge densities of
VBM and CBM, where the former is more localised on the core outer shell and
the latter more in the core centre (as shown in Fig. 4.5), the overlap between
their wave functions is strongly reduced, leading in extreme cases (i.e., for small
NC sizes with In-terminated surfaces) to (i) a completely dark[201] ground state
exciton manifold (i.e., the 8 exciton states derived from (e1, h1,2) - where e1 is
the CBM and h1,2 is the doubly degenerate VBM - are all optically forbidden),
and (ii) tens-of-microseconds-long radiative lifetimes (Fig. 4.7). We note that
these features are not an artefact of our specific choice of passivants, as they also
emerge using the passivation set from Graf et al. [95]. Interestingly we find that
both these effects are correlated to the fraction of P surface atoms, at least for
small NC sizes, where to larger fractions correspond brighter excitons and faster
radiative recombinations. The confining effect of surface P on the VBM wave
function is so strong that, in the case of R = 12 Å where the surface is In-rich,
the simple addition of a single P atom on every equivalent (100) In-terminated
facet [194] (for a total of 6 added P atoms) leads to a reduction in the radiative
recombination time by over one order of magnitude, from tens of microseconds to
hundreds of nanoseconds. A further increase of P surface coverage leads to even
faster recombination, of the order of tens of nanoseconds (Fig. 4.8) and to a full
recovery of a bright exciton in the ground state manifold. This effect is stronger
for smaller sizes, where the surface atoms represent a substantial fraction of the
total number of atoms. In larger structures the effect of surface stoichiometry
becomes less important and the radiative lifetime is the result of a combination
of surface effects and volume increase (a comparison between radiative lifetimes
calculated in NCs with P-rich and In-rich surfaces is presented in Fig. 4.13).
Indeed we find that, as it is the case for other materials (such as CdSe [202] and
GaSb [71]), τrad decreases with increasing dot size.
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Figure 4.13: Comparison between radiative lifetimes calculated in NCs with P-rich
(red circles) and In-rich (black circles) surfaces.

These findings seem to find support from (and, at the same time, may be able
to provide additional insight into) recent measurements of lower PL QYs in In-rich
(compared with stoichiometry-controlled) InP/ZnSe core/shell and InP/ZnSe/ZnS
core/shell/shell NCs [176]. The difference between the QYs in the two systems
was shown to be due to the gradual In incorporation in the epitaxially grown
ZnSe and ZnS shells that occurred in NCs synthesised using the conventional
route, but not in those obtained using a stoichiometry-controlled synthesis. The
presence of In atoms (known electronic dopants for II-VI materials) in the shell(s)
was assumed to generate intra-gap states, leading to non-radiative recombination,
hence to QY degradation. Our results discussed above suggest the presence of a
possible additional component to the QY reduction in In-rich samples, especially
considering the small size of the InP core (R = 1.4 nm) in those experiments.
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Figure 4.14: Absorption (A) and emission (B) spectra: comparison of our results (red
circles) with experimental (coloured symbols) and theoretical (green diamonds) studies.
(a): [97]; (b): [175]; (c): [203]; (d): [185]; (e): [204]; (f): [205].

The NC surface stoichiometry does not affect appreciably the position of the
absorption edge (as shown in Fig. 4.14A, where the red circles indicate our results
- the empty red circle represents the calculated bandgap after the addition of 6
P atoms on the surface), as the bright transitions it corresponds to have similar
energies for all surface terminations. These transitions, however, are not to the
same states. Indeed, for smaller, In-terminated dots, the first optically allowed
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transition occurs to an exciton state (different for the different sizes) that is con-
tributed to by either highly excited hole states and the CBM (|hj; ecbm〉), or by
the VBM and excited electron states (|hvbm; ek〉), precisely owing to the afore-
mentioned relative displacement between the charge densities of VBM and CBM,
which yields a small overlap between them. This leads to large Stokes’ shifts and
weak PL intensities for these nanostructures, as the emission always originates
from the dark[201] ground state manifold which is located at a much lower en-
ergy (see Fig. 4.15a, where we show both absorption - blue lines - and emission
- red lines - spectra calculated for a R = 11.3 Å NC with an In-rich surface).
In NCs with P-rich surfaces, instead, an optically allowed exciton state exists
within the ground state manifold, leading to small Stokes’ shifts, and stronger
and faster emission (see Fig. 4.15b - same NC as in Fig. 4.15a, but with inverted
stoichiometry).

In one of the seminal papers by Nozik’s group [206], InP NCs were prepared
using both excess In and excess P in their synthesis, however, in that study, it had
been impossible to separate the effects of surface stoichiometry from those of the
presence of trap states, on the optical properties. Indeed, as the capping agent
used (TOPO) coordinates mainly with In3+ surface ions, the presence of excess
P was associated by Micic et al. [206] with incomplete surface passivation, which
leads, inter alia, to a broad size distribution, hence to a broad PL spectrum. On
the other hand, in NCs prepared with excess In3+, the presence of an additional
broad PL feature at low energies was attributed to radiative surface states pro-
duced by phosphorus vacancies [206, 193]. Nevertheless, they were still able to
conclude that the Stokes’ shifts they observed between the emission peak and
the first absorption peak were related to core effects, and did not depend on the
presence of any surface trap, as their magnitude did not change after treatment
with HF or other etchants.

In general, due to the presence in experimental samples of a mixture of In-
and P-terminated NCs, and of a distribution of sizes, the emission is often broad
and the observed Stokes’ shift consequently small.
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Figure 4.15: Room temperature absorption (blue lines) and emission (red lines) spectra
for an InP NC with R = 11.3 Å with an In-rich (top panel) and a P-rich (bottom
panel) surface. The top structure is anion-centred, the bottom one has an inverted
stoichiometry (i.e., anions and cations are interchanged), and is cation-centred. The
spectra are calculated for different experimental linewidths (44.5 nm [208], thick blue
lines; 43.7 nm [208], thick red lines; and 35 nm [207], thin red lines), and also using a
much smaller - and, so far, experimentally unachievable - linewidth (17 meV, dashed
lines), in order to show how the relative positions of optical transitions and spectral
peaks may vary, depending on the value of the linewidth. The peaks were broadened
using a Gaussian function, as described in Eq. 2.33. The experimental broadening
corresponds to the non-homogeneous broadening due to size dispersion in experimental
samples. The PL amplitude has been normalised to that of the first absorption peak
by multiplying it by a factor of 1.87 × 104 (top panel) or 27 (bottom panel), i.e., the
PL amplitude in the NC with an In-rich surface is about 3 orders of magnitude smaller
than that in the NC with a P-rich surface. The ratio between the first absorption
peak intensity for the two NCs is almost unity (1.05), meaning that the absorption has
similar intensity despite the change in NC surface.
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In Fig. 4.15 we show how, for the case of an InP NC with R = 11.3 Å, the
relative positions of optical transitions and corresponding spectral peaks depend
crucially on the value of the experimental linewidth: large linewidths mask the
actual position of the optical transitions, resulting in a blue-shift of the PL peak
and in a consequent reduction of the observed Stokes’ shift. Smaller linewidths,
still within experimental capabilities [206, 207], allow to recover the real position
of the optical transitions providing a more accurate PL energy. This could explain
why the position of the PL measured by different groups (or in different samples
by the same group) in dots with the same nominal size exhibits a wide range
of variation, as shown in Fig. 4.14B, compared with that of the absorption edge
(Fig. 4.14A).
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Figure 4.16: Auger Constant as a function of QD radius: comparison with experiment.
(a): [212]; (b): [209]. The dashed lines indicate the universal scaling boundaries from
Robel et al. [212].

In general, Auger processes (Auger Recombination, AR, and Auger electron
Cooling, AC) are very efficient in CQDs: in CdSe NCs, observed AR times range
from a few to a few hundreds of picoseconds (they are even faster in NCs made
of other semiconductor materials [210, 209]), whereas AC times are of the order
of hundreds of femtoseconds [211, 108], and they all increase with NC size.

In contrast with these expectations, and consistently with our findings relative
to the radiative lifetimes, we find longer Auger lifetimes than usual for both
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processes: our calculated Auger recombination times range from about 120 ps for
R = 9.3 Å, to 2080 ps for R = 24.9 Å, and although they follow the observed
trend with NC size highlighted by Klimov’s group [212], they are about at least
one order of magnitude slower, if compared with what is observed in CdSe NCs
[211], and two to three orders of magnitude larger than the AR lifetimes in InSb
[210, 209]. This is shown in Fig. 4.16, where, following Robel et al. [212], we plot
the Auger constant CA, defined as

CA = V 2
0

(8τAR) (4.1)

(where V0 is the NC volume and τAR is the AR lifetime), as a function of dot size.
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Figure 4.17: Auger Cooling lifetimes as a function of QD radius. The red circle
represents the result obtained after the addition of 6 P atoms, one on each of the
equivalent (100) facets of the NC. The error bars are obtained using a procedure similar
to that followed in ref. [209], by varying the s-p splitting in the conduction band over
a range of energies corresponding to a 10% size distribution.

Unfortunately, this strong suppression of AR is accompanied, as discussed
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above, by a similar suppression of radiative recombination, resulting in an overall
faster AR channel.

Similarly, our predicted AC lifetimes are about one order of magnitude longer
than in CdSe [211, 108], ranging from a few hundreds of femtoseconds to a few
picoseconds (see Fig. 4.17). The only exception is represented by R = 14 Å, in
which the first electron excited state has an s-like character and is nondegenerate,
in contrast to the (nearly) 3-fold degenerate p-like states that are found in all
other sizes, resulting in a much longer lifetime than in all other dots considered
in this study. We find that the details of the surface stoichiometry have a weaker
effect on all Auger processes than they have on the emission properties (compare
empty and solid red circles in Fig. 4.16 and Fig. 4.17), as the former involve both
band edge and excited states, whose charge densities normally exhibit a relative
displacement.

4.5 Conclusions

In conclusion, we have shown that small InP NCs with an ideally passivated P-
rich surface exhibit faster radiative recombination, stronger emission, and smal-
ler Stokes’ shifts compared to NCs whose surface has a prevalence of In atoms.
The latter show long lifetimes and weak emission despite the presence of a full
passivant coverage, i.e., in the absence of any trap states, owing to the exist-
ence of a relative displacement between the charge densities of CBM and VBM
(hence a reduced coupling between them), that gives rise to a completely dark
ground state exciton manifold extending over a considerable energy window. Our
results, therefore, suggest that, in such NCs, commonly adopted strategies to
improve emission QY by removing surface traps may fail if they do not, at
the same time, provide additional confinement for the hole. Indeed, recent
InP/ZnSe/ZnS core/multiple-shell structures exhibiting near-unity QYs, success-
fully address both issues: they minimise the number of defects by preventing
oxidation and strain formation at the heterojunctions, on the one hand, and, on
the other hand, by exploiting the large valence band offset (of the order of 1 eV
[213]), between core and shell material, they provide strong additional confine-
ment for the hole. HF treatment on its own, however, only addresses the first
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issue, as it removes undercoordinated surface P atoms, responsible for the form-
ation of gap states. Although this may lead to a relative improvement in the PL
efficiency [214], HF etching results in In-rich surfaces [214], and we have shown
here that, even in ideally passivated NCs, such as surface stoichiometry, adversely
affects hole confinement, thereby compromising the emission.

We propose that this effect is particularly strong in InP NCs due to the
peculiar electronic structure of P atoms which, like that of S, lacks d orbitals.
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Chapter 5

Transport Properties of
Environmentally Friendly NCs

Two-dimensional quantum dot arrays are considered as promising candidates for
a wide range of applications that heavily rely on their transport properties. Ex-
isting QD films, however, are mainly made of either toxic or heavy-metal-based
materials, limiting their applications and the commercialization of devices. In
this theoretical study, we provide a detailed analysis of the transport properties
of environmentally friendly colloidal QD films (In-based and Ga-based), identify-
ing possible alternatives to their currently used toxic counterparts. We show how
changing the composition stoichiometry and the distance between the QDs in the
array affects the resulting carrier mobility, for different operating temperatures.
We find that InAs QD films exhibit high carrier mobilities, even higher com-
pared to previously modelled CdSe (zinc blende) QD films. We also provide the
first insights into the transport properties of properly-passivated InP and GaSb
QD films and envisage how realistic systems could benefit from those properties.
Ideally passivated InP QD films can exhibit mobilities an order of magnitude
larger compared to what is presently achievable experimentally, which show the
smallest variation with (i) increasing temperature when the QDs in the array
are very close and (ii) increasing interdot distance at low operating temperatures
(70 K), among the materials considered here, making InP a potentially ideal re-
placement for PbS. Finally, we show that by engineering the QD stoichiometry
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it is possible to enhance the film’s transport properties, paving the way for the
synthesis of higher performance devices.

5.1 Band-like transport and CQD films

The unique size-tunable optical properties of semiconductor quantum dots (QDs)
make these systems ideal candidates for a wide range of applications [215, 216].
In addition, the combination of strong interdot coupling along with the assembly
of QDs in arrays can create novel materials which take advantage of such prop-
erties and the high carrier mobilities of the bulk [217]. However, the mechanisms
involved in carrier transport in these materials are still debated. One of the ap-
proaches is to model carrier transport by hopping, where the electron ”hops” from
a localized quantum dot state to another in the array [218]. Another approach
is to model carrier transport by band-like mechanisms: the array regimentation
leads to the rise of a band structure from the isolated QD states (miniband struc-
ture due to the narrower bandwidths) [219, 69]. In general, it is accepted that
the signature of band-like transport is the decrease of carrier mobility with tem-
perature, although this behaviour could also be reproduced in hopping transport
in a reduced temperature range [69]. However, the experimental trend is towards
achieving periodic QD regimentation and reducing the interdot distances by re-
ducing the size of the ligands. In this regime the eigenstates of the individual
quantum dots are expected to exhibit strong coupling, leading to band forma-
tion. Aiming to model transport in such systems, we will then apply a band-like
approach.

A particular case of QD array is the colloidal QD film, a two-dimensional array
that, also thanks to its cheap synthesis[220], finds applications in many fields such
as photovoltaics, optoelectronics, LEDs, transistors[221, 222, 223, 70]. In this
work, we will focus our attention on non-toxic QD films, which may represent a
suitable alternative to replace the currently used toxic lead- or cadmium-based
ones, allowing an expansion of their commercialization[224].

We study carrier transport in QD films consisting of same-sized QDs two-
dimensionally periodically distributed. In our calculations, we assume that the
electrons are scattered by fluctuations in the dot size [225], due to the presence
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of dots with a smaller diameter compared to the periodic ones with radius R-δR
acting as scattering centers (impurity dots). To investigate the effect of different
anions we considered In-based materials (InP, InAs and InSb), we then studied
the effect of changing the cation from InSb to GaSb. Our periodic dots have a
total of 275 atoms while the impurities have 199 atoms and the radius of the QDs
differs for each material due to the different lattice constants. The exact same
dots were used for all materials considered here, but changing the atomic types
accordingly.

Our individual QDs were generated by starting from a central atom and adding
atomic layers up to a specific cut-off radius. The QD surfaces were termin-
ated using ideal passivants (eliminating any surface states) [95], as described in
Chapter 2. The interdot separation considered in this study could be achievable
experimentally using extremely short ligands (e.g. oleic acid, oxalic acid) or inor-
ganic capping (e.g. atomic halide anions). The single-particle energies and wave
functions of the isolated dots were obtained by solving the Schrödinger equation
(including spin−orbit coupling), using the state-of-the-art semiempirical pseudo-
potential method [98]. A periodic array is modelled by placing quantum dots
in a square lattice. The quantum dots were separated by the interdot distance
(d), defined as the distance between the surface atoms of neighboring QDs in
the array, measured in bond lengths (b.l.). In our calculation we assume 1 b.l.
as the minimum distance between two QDs. Two different stoichiometries were
considered in each case (cation-centred and anion-centered leading to anion-rich
and cation-rich surfaces respectively). A 1% density of impurities was assumed
as a realistic value in accordance to experimental samples [226].

We solved the Schrödinger equation of the QD film by means of the tight-
binding model (see Chapter 2) using a basis consisting of seven or eight conduction
band eigenstates of the QD depending on the material. This yields the electronic
structure of the system, i.e. the QD film miniband structure, as shown in Fig. 5.1.
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Figure 5.1: Conduction miniband structure (black dots) for (a) GaSb, (b) InSb, (c)
InAs and (d) InP QD films in the reciprocal space and respective single-particle energy
states (red dashed lines). The calculated energies are relative to vacuum.

In the figure the single quantum dot eigenenergies are indicated too. In accord-
ance to the tight-binding formalism, as described in [227], we can expect the low-
est energy miniband to exhibit a redshift with respect to the energy of the CBM of
the isolated dot proportional to the integral

∫
φ∗CBM(~r)∑ ~RnV (~r − ~Rn)φCBM(~r)d~r,

where φCBM(~r) is the CBM wave function and V (~r − ~Rn) is the potential of the
neighbouring quantum dot. The summation is carried out over the four nearest
neighbours in the periodic lattice. The larger the integral, the larger the mini-
band shift relative to the single quantum dot eigenenergy. In our case, we find
that GaSb QD films yield the larger integral (-91 meV per neighbour) and thus
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the shift is the largest. InAs and InSb have the lowest integrals (-46 meV and
-48.7 meV per neighbour, respectively), while the integral for InP QD films is
found to be -62 meV per neighbour. These values are in agreement with the shift
of the minibands as shown in Fig. 5.1.

In the next step, the transport model described in [69] is implemented (see
Chapter 2). Fermi’s Golden Rule is used to compute the electron scattering rates.
The scattering mechanism is elastic, and therefore the initial and final states have
the same energy. The scattering rate for an electron in the lowest energy miniband
to scatter from state i to state f is obtained as:

Γi,f = 2πν
Qs~∆E |〈f |∆V |i〉|

2 (5.1)

where ν is the impurity ratio in the sample, Qs is the number of states sampled
in the reciprocal space, ~ is the reduced Planck constant, ∆E is the energy in-
terval in which scattering is considered elastic (due to numerical implementation,
transitions between states with energies within the energy interval are considered
to conserve energy), f and i stand for the final and initial eigenstate wavefunc-
tions and ∆V is the perturbation to the periodic potential of the array i.e. the
difference between the potentials of the periodic and the impurity dot. This dif-
ference is mainly observed close to the QD surface because the impurities are
obtained by removing atoms from the surface of the periodic dot. As a con-
sequence the difference between periodic and impurity QD potentials, together
with the behaviour of the wave functions of the initial and final states, are crucial
to determine the flight times between scatterings. The average flight time has
been calculated by averaging the flight times of a sampling of 51 × 51 initial
states in the Brillouin zone. The error corresponds to the flight time’s standard
deviation.
Once the Γi,f are obtained for each pair of states in the miniband conserving
energy, mobility is obtained using the formalism presented in [69]. For a given
electric field, the average electron velocity depends on the direction of application
because of the anisotropy of the QD film. Two eigenvalues of the mobility tensor
are presented throughout this study for each QD film, corresponding to two per-
pendicular directions in the 2D plane of the film (more information is available in
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Chapter 2). The Fermi energy (EF ) was placed at the bottom of the lowermost
conduction miniband. This can be achieved by either a moderate photodoping
in the system or impurity doping in the neighbouring regions. An electric field of
1 × 103 V/m was used, low enough to be in the ohmic regime and high enough
to guarantee the numerical stability in the calculation. The mobility values we
calculate are in agreement with other QD films of other materials (of the same
order of magnitude), meaning that the QD material does not crucially modify
the mobility values. However, we focused on In-based and Ga-based materials
due their environmentally friendly character. Specifically, comparing our find-
ings with previously modelled QD films based on CdSe, PbS and PbSe QDs with
similar QD sizes as the ones considered here, we investigate how the composition
of the QD affects the transport properties of the film. Therefore, we propose
potential alternatives for these toxic materials.

5.2 In-based QD films

Isolated In-based QDs have been proposed as promising candidates for repla-
cing their toxic counterparts (e.g. CdSe, PbSe, PbS etc.). This work aims to
investigate whether this replacement is also viable in the case of 2D arrays.

The mobility of films of InAs CQDs is calculated for temperatures ranging
between 50 K and 350 K (corresponding to a realistic range for device operation),
and our results are compared with available experiment. Fig. 5.2 illustrates the
mobility dependence on temperature for four different interdot separations for
this material. The specific values for d are related to the sampling of the bulk
crystal unit cell in grid points. The values of d correspond to increments in the
QD separations of two grid points. The carrier mobility is reduced with increasing
temperature. This decay rate becomes larger with increasing d: for d = 1 b.l. the
decay is ∼ linear while for larger d it becomes more exponential. Additionally,
as d is increased the mobility value for a given temperature is reduced due to
the weaker wave function overlap between neighbouring QDs. In Fig. 5.3, we
investigate the variation of mobility with increasing separation for two different
temperatures (one for device operation at low temperatures and one for operation
at higher temperatures). The mobility for an interdot separation of 1 bond length
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is not affected much by the change in temperature, however, placing the QDs in
the array even further causes the mobility to drop with much faster rates. We
find that this decay is nearly exponential. The origins of this behaviour can
be attributed to the exponential dependence on d of the wave function overlap
between neighbour quantum dots which determines the miniband width (defined
as the difference between the lowermost energy point and the highest energy
point of the miniband): the larger the overlap, the wider the miniband. Wide
minibands lead to smaller effective masses and, therefore, higher mobilities in
general. Therefore, increasing the interdot distance would result in an exponential
increase of the effective mass and therefore an exponential decrease in mobilities
(as shown later on). For higher temperatures this decay rate is slightly faster
compared to lower temperatures.

Figure 5.2: Electron mobility as a function of temperature for InAs QDs, where the
QDs are separated by (a) 1, (b) 1.3, (c) 1.6 and (d) 1.9 b.l. The blue and red lines
represent the two eigenvalues of the mobility tensor.
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It was previously shown experimentally [228] that by using InAs QDs capped
with molecular metal chalcogenide ligands the electron mobility is nearly 1 order
of magnitude larger than what we find here. This is attributed to the fact that
those ligands act as a ‘bridging’ mechanism for the QDs in the array. The same
study emphasizes the importance of the surface termination of QDs when it comes
to the determination of their transport properties: different capping agents can
yield different inter-dot coupling.

Their experimental trend of mobility vs temperature is in qualitative agree-
ment with our results as can be seen in Fig. 5.4A, where the range of the y-axis
for the two cases is different (The right-hand y-axis is obtained by multiplying
the y-axis axis on the left by a factor of 20). A similar decay rate for the mo-
bility decrease with temperature was also observed in InAs films [229] (i.e. in 2D
InAs, as opposed to 2D arrays of InAs QDs), where band-like transport is expec-
ted. Mobilities with similar values (1.1 cm2V−1s−1) to those we find in InAs QD
films were recently measured in MAPbI3 thin films by Sanehira et al. [230]. In
addition, they synthesized CsPbI3, FAI− CsPbI3, PbS and PbSe QD films with
mobilities of 0.2 cm2V−1s−1, 0.5 cm2V−1s−1, 0.04 cm2V−1s−1 and 0.08 cm2V−1s−1

respectively at room temperature, which are all lower compared to our InAs QD
films. These results suggest that: (i) InAs QD films could be good candidates to
replace Pb-based QD films, at least from the point of view of their mobility; (ii)
as our transport results reproduce observed trends, the carrier dynamics in real
samples could be close to that modelled in our approach.
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5.2 In-based QD films

Figure 5.3: Mobility as a function of increasing inderdot separation for (a) 70 K and
(b) 300 K for InAs QD films. The blue circles and red squares represent the mobility
tensor eigenvalues. The dashed lines represent a theoretical fitting to our findings.

From the point of view of their mobility, InAs QD films can also be considered
as potential replacements for Cd-based QD films. Indeed, the mobility for zinc
blend CdSe (zinc blende) QD films of identical size to the QDs considered here,
was predicted [231] to be 1 cm2V−1s−1 at room temperature and with an interdot
separation of 1 bond length, which is similar to the mobility of InAs QD films
in this work, and it is in agreement with experiment [217, 232]. The 2D lattice
that is considered in this study refers to a square lattice where the two mobil-
ity eigenvalues (that form the mobility tensor) correspond to two perpendicular
directions in the 2D plane of the film (see Chapter 2).
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5.2 In-based QD films

Figure 5.4: Mobility as a function of temperature: comparison with experiment: (a)
ref [228]. Our mobility eigenvalues are shown as black lines while the experimental data
are presented with blue dots.

Keeping the cation the same and replacing As with P, we find that the value
of the mobility for all interdot separations and all temperatures is reduced, as
shown in Fig. 5.5. The decay rate with increasing d is similar to InAs and is
illustrated in Fig. 5.6. The mobility reduces gradually from ∼ 0.65 cm2V−1s−1 to
∼ 0.01 cm2V−1s−1 for d increasing from 1 to 2.2 b.l., at room temperature.
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5.2 In-based QD films

Figure 5.5: Electron mobility as a function of temperature for InP QD films where the
QDs are separated by (a) 1, (b) 1.3, (c) 1.6 and (d) 1.9 b.l. The blue circles and red
squares represent the two eigenvalues of the mobility tensor. The blue and red dashed
lines are the respective fittings.

In general, InP QDs commonly synthesized in the lab suffer from poor surface
quality and surface passivation problems, similarly to CdS QDs [233]. Experi-
mental results on InP QD films were recently reported [234] showing that films
based on InP QDs exhibit surface traps problems, leading to weak emission and
reduced electron mobility (0.035 cm2V−1s−1). It was found that the addition of
Zn during the synthesis process leads to the elimination of those traps, forming
InZnP QD films with even lower mobility (as the Zn:In ratio is increased, the
mobility is reduced). The observed mobility for InP QD films is lower compared
to PbSe[235] (∼ 0.1-1 cm2V−1s−1) and it is similar to PbS [236] (∼ 10−3-10−2

cm2V−1s−1) QD films, but an order of magnitude lower compared to CdSe [237]
QD films with similar treatments.
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5.2 In-based QD films

Figure 5.6: Mobility as a function of dot separation for (a) 70 K and (b) 300 K for InP
QD films. The blue circles and red squares represent the mobility tensor eigenvalues.
The blue and red dashed lines are the respective fittings.

Our findings show that InP QD films, when passivated properly[238], can
exhibit carrier mobilities of the order of 0.5-0.7 cm2V−1s−1 at room temperature.
Recently, Crisp et al. [239] synthesized InP QD films deposited with crystalline
ZnO films, yielding carrier mobilities of ∼ 4 cm2V−1s−1 and charge separation
between QDs and ZnO. Their films were, however, infilled and overcoated by ZnO
films, which, acting as an electron extraction layer, greatly improved both the
carrier mobility and their lifetime. In another experiment [228] a ∼ 96% decrease
in mobility (from 1.9 cm2V−1s−1 to 0.07 cm2V−1s−1), attributed to surface traps
and non-ideal passivation was observed when replacing As with P . We show that
a ∼ 60% decrease is expected even in the case of ideally passivated QDs. The
sizes of their samples were 4.8 nm ± 0.5 nm for InAs and 3.8 nm ± 0.4 nm for
InP QDs, about three times larger compared to our QDs. QDs with larger size
in the array lead to lower mobility values.
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5.2 In-based QD films

Figure 5.7: Electron mobility as a function of temperature for InSb QD films where
the QDs are separated by (a) 1, (b) 1.3, (c) 1.6 and (d) 1.9 b.l. The blue circles and red
squares represent the two eigenvalues of the mobility tensor. The blue and red dashed
lines are the respective fittings.

InSb has the highest carrier mobility in the bulk among the rest of the In-based
materials considered here [240], however, the electron mobility at the nanoscale
is similar to the mobility found in InAs QDs. The variation of the mobility
with increasing temperature and interdot separation for InSb films is presented
in Fig. 5.7 and 5.8. Specifically, we calculate a mobility of ∼ 0.82 cm2V−1s−1

at T = 300 K. We see that InSb lies between InAs and InP in the hierarchy
of higher-to-lower mobility. The behavior of InSb QD films is very similar to
the corresponding InAs films described above. Unfortunately, as, to the best of
our knowledge, there are no existing experimental or theoretical studies on the
transport properties of InSb QD films we could find no benchmark with which to
compare our results.
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Figure 5.8: Mobility as a function of dot separation for (a) 70 K and (b) 300 K for InSb
QD films. The blue circles and red squares represent the mobility tensor eigenvalues.
The blue and red dashed lines are the respective fittings.

5.3 Ga-based QD films

Having considered In-based QD films with different anions, we then proceeded
to replace the cation, obtaining GaSb, a non-toxic nanomaterial studied before
[71]. Interestingly, we find that the mobility becomes about three times smaller
compared to InSb. Specifically, the mobility drops from ∼ 0.84 cm2V−1s−1 to
∼ 0.28 cm2V−1s−1 for d = 1 b.l. at T = 300 K, as shown in Fig. 5.9.
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5.3 Ga-based QD films

Figure 5.9: Electron mobility as a function of temperature for GaSb QD films where
the QDs are separated by (a) 1, (b) 1.3, (c) 1.6 and (d) 1.9 b.l. The blue circles and red
squares represent the two eigenvalues of the mobility tensor. The blue and red dashed
lines are the respective fittings.

We also find that the two eigenvalues for the calculated mobility for the smal-
lest separation considered here are closer, compared to the other materials. This
is shown in Fig. 5.10 and it is attributed to the isotropic nature of its lowermost
miniband structure around Γ, as illustrated in the 2D miniband representation of
Fig. 5.1 (a) for d = 1 b.l. and in a top-view miniband representation of Fig. 5.11.
The latter shows clearly that the lowermost miniband of GaSb QD films for
d = 1 b.l. has an almost perfect circular shape around the miniband minimum
while InP miniband is the most anisotropic.
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Figure 5.10: Mobility as a function of dot separation for (a) 70 K and (b) 300 K
for GaSb QD films. The blue circles and red squares represent the mobility tensor
eigenvalues. The blue and red dashed lines are the respective fittings.

The miniband curvature around the minimum, where most of the carriers
are found, influences the mobility eigenvalues. We find that the change in the
cation atom implies a smaller wave function overlap between neighbouring QDs
compared to the In-based materials, yielding the lowest average flight times of
(5.14±2.06)×10−16 s as shown in Table 5.1. These flight times are lower than
flight times originating from phonon scattering in bulk semiconductors, in corres-
pondence with the different mobilities calculated here. Nevertheless, flight times
in the order of the ones found in this study have been recently reported in other
studies [241].
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5.3 Ga-based QD films

Figure 5.11: Top-view representation in reciprocal space for the lowermost conduction
miniband for all materials considered in this study. The different colours show the
energy of each miniband starting from the lowest (pink) to the highest (red) energy.

Comparing the miniband representations for each material it is evident that
In-based QD films have a different behavior compared to GaSb. To fully under-
stand the origins of this difference we analyzed the perturbation ∆V of the QD
potential due to impurities in the film (see Eq. 5.1). We found the perturbation in
GaSb has different features than In-based materials, resulting in different typical
values of Γ (in Eq. 5.1), the transition rate between the initial (i) and final (f)
state after scattering.
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5.3 Ga-based QD films

Material Average Flight Time (s)
InAs (2.24±0.56)×10−15

InP (2.33±1.66)×10−15

InSb (1.90±0.79)×10−15

GaSb (5.14±2.06)×10−16

InAs (inv) (3.63±0.86)×10−15

Table 5.1: Average flight times for all materials considered here (error intervals in-
cluded). The error interval corresponds to the flight time’s standard deviation.

The calculation of the mobility includes contributions from both the lowermost
miniband width (that is linked to the effective mass) and the flight time of the
carriers during their scattering (that is linked to the typical values of Γ in Eq. 5.1).
We find that GaSb QD films, even though they have the highest miniband width
for nearly all the separations considered here, exhibit the lowest average flight
times (see Fig. 5.12). In order to achieve high carrier mobilities a combination
of both large miniband widths and high flight times is required. For In-based
QD films, the flight times are similar, therefore it is the miniband width that
determines the mobility: films of InAs QDs have the largest miniband width
among the In-based materials, thus the highest mobility followed by InSb and
InP, reflecting the order of decreasing miniband width. On the other hand, GaSb
QD films have a miniband width comparable with InAs QD films and larger than
InSb QD films at d = 1 b.l., however the flight times for this material are ∼
4 times lower compared to InSb QD films, yielding the smallest mobility of all
(around three times smaller compared to InSb QD films).

As an interdot separation of 1 b.l. may be difficult to achieve in some exper-
imental films, we calculated the variation in the miniband width with increasing
d, shown in Fig. 5.17 (in the Conclusions section). The miniband width decreases
with increasing d due to the weaker wave function overlap between the QDs. The
same is true for the flight times. Consequently, mobilities calculated here for
d = 1 b.l. represent an upper limit for real, lab-synthesized QD films. Since to
the best of our knowledge, there are not any experimental characterizations of
the transport properties of GaSb QD films, with this theoretical study we provide
the first insights into the transport properties of this material.
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Figure 5.12: Lowermost miniband width and corresponding average flight times for
d = 1 b.l., for each material. The average flight time has been calculated by averaging
the flight times of a sampling of 51 × 51 initial states in the Brillouin zone. The error
interval corresponds to the flight time’s standard deviation.

5.4 Stoichiometry effect

Together with the material, the stoichiometry of the QDs is also a vital parameter
to take into consideration. We calculated the transport properties of InAs QD
films (we chose the material with the highest mobility), using impurity dots with
the same number of atoms but with inverted stoichiometry (and thus an anion-
rich surface like the periodic dots). In this case we find that the resulting mobility
at room temperature is increased from ∼ 0.85 cm2V−1s−1 to ∼ 1.42 cm2V−1s−1

for a separation of 1 b.l., as shown in Fig. 5.13 and Fig. 5.14.
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5.4 Stoichiometry effect

Figure 5.13: Electron mobility as a function of temperature for InAs QD films with
stoichiometry-inverted impurity dot where the QDs are separated by (a) 1, (b) 1.3, (c)
1.6 and (d) 1.9 b.l. The blue circles and red squares represent the two eigenvalues of
the mobility tensor. The blue and red dashed lines are the respective fittings.
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Figure 5.14: Mobility as a function of dot separation for (a) 70 K and (b) 300 K
for InAs QD films with stoichiometry-inverted impurity dot. The blue circles and red
squares represent the mobility tensor eigenvalues. The blue and red dashed lines are
the respective fittings.

The mobility for this system is comparable with that observed in CsPbBr3

perovskite QD films [242] (2 cm2V−1s−1) and an order of magnitude higher com-
pared to conventional PbS and PbSe QD films [230]. This can be attributed to
the increased overlap between the wavefunctions of neighbouring dots and to the
longer flight times of the carriers that determine the mobility. Indeed, as there is
no effect of the impurity dot on the miniband structure in first-order perturbation
theory, the resulting minibands for this case are the same as in the case of InAs
QD films with anion-rich periodic dots and cation-rich impurities. Consequently,
we find that the increase in mobility obtained inverting the stoichiometry of the
impurity dot is due to an increase in the flight times, as shown in Fig. 5.12 (where
the miniband width is also shown for each material, along with the corresponding
flight times for d = 1 b.l.). The resulting mobility is higher compared to the CdSe
(zinc blende) QD films that were modeled previously [231, 243, 69, 244].

The relation between this width and the interdot separation is illustrated in
the inset of Fig. 5.17, where we show that as the interdot separation is increased,
the miniband width is reduced due to the decrease in the wave function overlaps.
In our case, the mobility and the miniband width have both a decaying trend
with increasing interdot separation. The deviation from the expected trend in
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the width at the lowest separation for InP and InSb is due to the nature of their
miniband structure (see Fig. 5.1), where the lowermost miniband is very close
to the second conduction eigenstate. As a consequence, the lowest conduction
miniband reaches the lower point in energy of the following miniband, which
blocks the expected expansion of the lowermost miniband width.

Figure 5.15: Rate of mobility reduction with increasing temperature (n) vs d according
to the fitting of µ = A+BTn.

In order to provide a more quantitative estimate of the mobility dependence
on temperature and interdot separation, we fitted our results with a power-law
µ = A + Bxn (where x = T, d). Table B.1 (see Appendix B) contains all the
parameter values extracted from the fit to our temperature-dependent results.
Parameter n indicates how the temperature affects the mobility. Depending on
the interdot separation, we find two separate behaviours: n > 0 for dense dot
arrays, and n < 0 for d ∼ 2 b.l. Parameter A shows the mobility value at
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T = 0 K (for n > 0) and T → ∞ (for n < 0). Parameter B is found to always
have the opposite sign compared to n. For n > 0, the higher the value of B
(negative value) the larger the variation of mobility with increasing T. For n < 0,
the higher the value of B (positive) the smoother the variation is.

The temperature effect on the mobility is an important parameter for devices
as higher operating temperatures lead to a significant reduction of mobility. Con-
sequently, the goal is to find materials that combine high mobilities and a ‘resi-
lient’ behaviour to high operating temperatures. We predict that InP QD films
should exhibit the slowest mobility reduction rate with increasing temperature at
the smallest separation, as shown in Fig. 5.15. Although we find that n in this
case has the largest (more positive) value compared to the other materials, mean-
ing that the mobility (µ) should be affected most with increasing temperature
(since µ ∝ T n), this is not the case as the value of B is the smallest leading to the
conclusion that the decay rate is the slowest. The value of n becomes negative at
d=1.9 b.l. for all In-based QD films considered here, meaning that as the QDs in
the array are placed even further apart the mobility is reduced at a higher rate.
On the other hand, the behaviour of GaSb QD films is different: even though the
decay rate is the fastest at the smallest separation, as d is increased the mobility
is affected less with increasing temperature compared to the In-based materials.
Specifically, at d = 1.9 b.l. GaSb is the only material to keep a positive value
for n. This indicates that for GaSb QD films, even though the lowest mobility is
predicted, a smaller mobility reduction rate for 1 < d < 2.2 b.l. is found.

To investigate the effect of interdot separation we used a similar expression
µ = C/dm. The values of the extracted fitting parameters are shown in Table 5.2.
Parameters C and m have a similar effect as B and n in the previous analysis:
the larger their value the larger the dependence of the mobility to increasing d.

We find that at T = 70 K as m has the lowest value, InP QD films are the
least affected by the increase of d, as shown in Fig. 5.16. In addition, the value
of C is the smallest among the In-based materials, suggesting that InP QD films
would perform well at low operating temperatures, being less sensitive to the
interdot separation which, in realistic systems, could easily exceed 1b.l. On the
other hand, GaSb QD films exhibit the best behaviour at higher temperatures
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T (K) 70 300
µ1 µ2 µ1 µ2

InAs
C 1.0229 0.7406 0.9010 0.6547
m 3.9686 3.5647 4.6386 4.1768
InP
C 0.7414 0.4583 0.6655 0.3633
m 3.5512 3.0216 4.4069 3.4410
InSb
C 0.9843 0.7309 0.8443 0.6530
m 3.8291 3.4715 4.3738 4.0042
GaSb
C 0.3251 0.2749 0.2863 0.2421
m 3.7654 3.6176 4.1955 4.0501
InAs(inv)
C 1.6461 1.1908 1.4515 1.0541
m 3.9681 3.5696 4.6314 4.1708

Table 5.2: Fitting parameters C and m extracted from the fitting of our result to
the function µ = C/dm at T = 70 K and 300 K for both mobility eigenvalues and all
materials considered.
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(300 K). Finally, of all materials considered here, InAs QD films are influenced
the most by the increase in d at both temperatures.

Figure 5.16: Rate of mobility reduction with increasing d (m) at T = 70 K (red) and
300 K (blue), for each material according to the fitting of µ = C/dm.

5.5 Conclusions

We calculated the transport properties of promising environmentally friendly QD
films for replacing their currently used toxic counterparts (e.g. CdSe, PbSe, PbS)
in realistic QD films, following a tight-binding model based on an atomistic ap-
proach. We find that (i) as the temperature of the film is increased, the mobility
decreases, (ii) this reduction rate changes from ∼ linear (n > 0) to ∼ T n (n < 0)
as the interdot separation is increased, and (iii) the mobility for a specific tem-
perature is reduced as the separation is increased due to the decreased overlap
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between the electron wavefunctions, resulting in reduced miniband widths, flight
times and thus mobility values. This is predicted for all materials considered
here.

We predict that InAs films exhibit the highest mobility among the rest of
In-based QDs, even higher compared to predictions for zinc blende CdSe and to
experimental Pb-based systems, making InAs QD films an ideal heavy-metal-free
alternative. We see that replacing As with Sb and then with P leads to small
changes in the mobility while replacing In with Ga results in a significant decrease
of the mobility. Specifically, we show that, the mobilities of ideally passivated
InP QD films could be an order of magnitude larger compared to experiment
(where the problematic passivation of real InP QDs prevents efficient transport).
A quantitative investigation was carried out by applying a theoretical fitting to
our results showing that InP QD films are the most ‘resilient’ to increasing tem-
perature at d = 1 b.l. and to increasing d at T = 70K. We conclude that InP QD
films be can a good candidate for replacing currently used toxic materials such
as PbS. We also show that the mobility of GaSb QD films, is about three times
smaller compared to InSb films, even though they have larger miniband width
with increasing interdot separation. This is attributed to the smallest flight times
(almost four times smaller compared to InSb). Additionally, the two eigenvalues
of the mobility tensor calculated for this material are very close in contrast with
the other materials due to the isotropic nature of the lowermost miniband, while
an anisotropic formation of the miniband structure leads to a larger difference
between the mobility eigenvalues. This could affect the performance of realistic
systems as an isotropic miniband would imply smaller difference between the two
mobility eigenvalues, meaning that no matter in what direction the contacts are
placed on the film the observed mobility would be approximately the same. An
anisotropic miniband would lead to a larger difference between the mobility eigen-
values. As a result the measured mobilities would depend on the direction along
the film at which the contacts are positioned. Finally, inverting the stoichiometry
of the impurity dot in InAs films leads to a significant increase of the carrier flight
times and thus mobility, leading to the conclusion that the stoichiometry plays
an important role in band-like transport as it can lead to a dramatic increase
in both the wave function overlap between the QDs in the array and the flight
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times. This suggests that a QD film made of QDs with similar surface compos-
ition could yield higher mobilities. Our calculated mobilities for InAs QD films
exhibit a similar trend with increasing temperature as recently observed in mo-
lecular metal-chalcogenide-capped InAs QD films, while in the other cases (InSb,
InP and GaSb) we provide the first insights into the band-like transport in QD
films made of these materials.

Figure 5.17: Comparison of calculated mobility (µ1) as a function of d between InAs
(blue), InP (red), InSb (green), GaSb (purple) and InAs with stoichiometry-inverted
impurity dot (orange). The inset shows the lowermost miniband width as a function of
d for all materials considered here (both InAs cases have the same miniband width).
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Chapter 6

Spherical GaP NCs

This chapter includes our findings on GaP spherical NCs. The electronic and op-
tical properties for this material were calculated by using the SEMP, as explained
in Chapter 2. GaP is an indirect bandgap, environmentally friendly nanomater-
ial, that has been studied for over 30 years at both experimental and theoretical
levels. However, scientists have not provided satisfactory explanations on the op-
tical properties of GaP at the nanoscale, especially when it comes to the determ-
ination of the non-radiative processes and the respective lifetimes. This aspect
is particularly important in NCs, since in many cases fast Auger Recombination
lifetimes dominate over the radiative recombination, limiting the application of
such structures. Although our theoretical investigation is at an initial stage and it
is to be completed, we calculated the electronic structure, absorption, and emis-
sion spectra of small GaP NCs, with radii ranging between 8 Å and 30 Å. We
considered trap-free systems by applying an ideal passivation set for our NCs,
eliminating any surface traps. In our investigation, we considered various NCs
in terms of composition and stoichiometry. Our results on the optical proper-
ties were compared with other In-based (InP) and Ga-based (GaSb) materials,
showing how changing the NC composition can affect the optical properties. In
this way, we could identify the effects of cation or anion replacements and how
important the NC composition is. Subsequently, the radiative and Auger recom-
bination lifetimes were calculated, suggesting that GaP NCs have slow radiative
lifetimes, even slower compared to InP and GaSb. This gives rise to non-radiative
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recombination that was found to be faster compared to InP NCs. Thus the non-
radiative dominates in the recombination process. The averaged radiative and
non-radiative lifetimes were calculated as described in Chapter 2.

6.1 Introduction

Due to their unprecedented and confinement-dependent electronic and optical
properties at the nanoscale, semiconductor nanocrystals (NCs) are considered
promising building blocks for a wide range of applications. With the constant
technological advancement and commercialization of products, the search for
non-toxic material alternatives is larger than ever. Gallium Phosphide (GaP)
emerges to be an ideal candidate for a wide range of applications. GaP is a III-
V compound, widely studied semiconducting material for more than three dec-
ades, widely used in UV-photodetection [245, 246, 247], multi-junction solar cells
[248, 249, 250] and piezo-electric [251] applications, while it is being considered
as a CMOS-compatible material and promising for photocatalysis [252]. GaP has
a ZB crystal structure with an indirect bandgap in the bulk. Several theoretical
[253, 254] and many experimental [255, 256, 257, 258, 259, 260, 261, 245] stud-
ies throughout the years have reported results on the optical properties of GaP
NCs. However, the radiative and non-radiative processes in such systems were
not explored. With this motive, we initiated this work intending to calculate
the radiative and Auger recombination lifetimes in GaP NCs with a ZB crys-
tal structure, showing the difference compared to other environmentally friendly
NCs. As part of this investigation, the NC composition was also taken into con-
sideration by modelling NCs based on another cation (InP) and another anion
(GaSb), giving an overview of a comparison between environmentally friendly
nanomaterials. This investigation, however, is still to be completed: aspects such
as the Brillouin zone decomposition and charge density visualization are in our
future tasks. Additionally, the calculation of the Auger recombination lifetimes
for all the NC considered here along with the corresponding lifetimes in GaSb
NCs would be of great importance for our research.
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6.2 Electronic Structure of GaP NCs

The NCs considered here have radii ranging between 8 Å and 30 Å. Our NCs
were properly passivated with an ideal passivation set eliminating any surface
traps, which can be confirmed by the positioning of the CBM and VBM energies
above and below the bulk values for CBM and VBM respectively, as shown in
Fig. 6.1. These results are in agreement with previous theoretical [254] studies
that show that GaP NCs exhibit a large bandgap, in the visible, near-UV range.
The passivation parameters considered here are presented in detail in Table 6.1.

Figure 6.1: Calculated band edge energies as a function of NC size. The black lines
represent the positions of CBM and the red lines of the VBM, respectively. The dashed
horizontal lines show the band edges in bulk GaP. The inset illustrates the calculated
bandgap energy difference |ECBM − EV BM | as a function of NC size.

We see that the CBM has a smooth decay trend with increasing NC size while
the VB experiences a not-so-smooth behaviour. This could be attributed to the
confinement of charges in the VB.
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6.2 Electronic Structure of GaP NCs

cation anion
1 dangling bond 2 dangling bonds 1 dangling bond 2 dangling bonds
a b c a b c a b c a b c

0.50 0.50 0.70 0.5 0.15 0.25 -0.6 0.55 0.30 -0.8 0.30 0.20

Table 6.1: Passivation parameters used to passivate surface Ga and P atoms in this
work.

As expected from the bulk bandgap, the single-particle gap of GaP NCs is the
largest compared to InP and GaSb NCs. This is shown in Fig. 6.2. According to
the energy dependence on increasing NC size, the Ga-based materials seem to have
a larger dependence, meaning that they exhibit stronger quantum confinement
at the nanoscale.

Figure 6.2: Single particle bandgap energy as a function of NC radius R for GaSb
(black) InP (blue) and GaP (green).
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6.3 Optical Properties of GaP NCs and comparison with other
non-toxic NCs

6.3 Optical Properties of GaP NCs and com-
parison with other non-toxic NCs

After calculating the electronic structure and wavefunctions, the optical proper-
ties were calculated via a CI scheme.

Figure 6.3: Absorption (A) and emission (B) spectra as a function of NC size. A
comparison between GaP, InP and GaSb spherical NCs.
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6.3 Optical Properties of GaP NCs and comparison with other
non-toxic NCs

The excitonic picture comparison between these materials is shown in Fig. 6.3,
where we find that the hierarchy in energy is consistent with the single-particle
gap, from where the excitons originate. The excitonic energy decreases with
increasing NC size. The sudden drop in emission energy for an InP NC with
R = 12 Å originates from the absence of P atoms at the NC surface (explained in
Chapter 4). Comparing the respective radiative recombination lifetimes between
the three materials (shown in Fig. 6.4), we find that, GaP exhibit the longest
lifetimes, followed by GaSb and InP. Although both GaP and GaSb have an
indirect bandgap, the latter exhibit faster lifetimes (decreasing with increasing
R) compared to the former (increasing with increasing R).

Figure 6.4: Radiative lifetimes as a function of NC radius. A comparison between
GaP (green), InP (blue) and GaSb (black) spherical NCs.

This could be attributed to a better overlap between the CBM and VBM
wavefunctions in real or reciprocal space. However, this investigation is in our
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6.3 Optical Properties of GaP NCs and comparison with other
non-toxic NCs

future plans. Both InP and GaSb have a decreasing trend (apart from the smallest
QD considered) with increasing NC size, however, for GaP, the opposite is true.

Our results on the optical gap were compared with available experimental and
theoretical studies, as illustrated in Fig. 6.5. A more detailed analysis will follow
once we have more information about the origin of optical transitions, dipole
matrix elements, and oscillation strengths.

Figure 6.5: Absorption spectra: comparison of our results (red circles) with experi-
mental and theoretical studies: (a) ref [262], (b) ref [253], (c) ref [261], (d) ref [245].
In (a) the orange triangles correspond to the DFT/B3LYP method and the brown
triangles to the DFT/B3LYP/TDDFT method. In (b) the grey and purple triangles
show the results based on decreasing cluster lattice constant while the cyan and pink
triangles correspond to the calculations based on the bulk lattice constant.

Since there is currently no evidence, to our knowledge, regarding the Auger
processes in GaP NCs, the non-radiative recombination was another important
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6.3 Optical Properties of GaP NCs and comparison with other
non-toxic NCs

aspect to look into. Our lifetimes were calculated based on the approach described
in Chapter 2. We find that the Auger recombination lifetime for an InP NC with
R = 12 Å is around 130 ps, while a GaP NC with R = 13 Å exhibits lifetimes
around 53 ps, more than two times faster. Our results are shown in Fig. 6.6, in
terms of Auger Constant, calculated as

CA = V 2
0

(8τAR) (6.1)

Figure 6.6: Auger constant as a function of NC radius: comparison with experiment:
(a) ref [212], (b) ref [209]. The black dashed lines show the universal scaling window
proposed by [212].

In this way, we can compare with other environmentally friendly or toxic
nanomaterials. We find that GaP is classified outside the universal scaling win-
dow developed by [212], similarly with InP. The lifetimes of GaP NCs are faster
compared to the latter but slower compared to CdSe, InSb, and PbSe. It was
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6.4 Conclusions

previously shown that manipulating the NC surface, and thus the total surface
electronegativity, it is possible to alter the wavefunction overlap in the reciprocal
space, suppressing the Auger recombination, varying the radiative lifetimes and
suppressing the PL self-absorption by reducing the Stokes’ shift [41]. This was
achieved previously in [71, 238], however, this prediction needs to be supported
by further proof about GaP NCs. Ideally, this could lead to the selection between
radiative or non-radiative recombination channels according to the application of
interest, by simply manipulating the NC surface.

The AR lifetimes for the remaining of GaP NCs are still to be calculated
and included in this figure. Additionally, the AR lifetimes for GaSb NCs will
be calculated, an addition that will give new insights for this material and for
Ga-based materials in general. Our investigation of the electronic structure and
optical properties will be further expanded in the Brillouin zone decomposition in
reciprocal space and charge density visualization in real space. This information
can support our findings and predictions, providing a solid characterization of
the unexplained properties behind GaP NCs.

6.4 Conclusions

In this chapter, a preliminary study on the calculations of the electronic and
optical properties of GaP spherical NCs was presented. GaP, being a widely-
used non-toxic nanomaterial, has kept the interest high for experimental groups
throughout the years. With no previous calculations nor measurements on the
radiative and non-radiative recombination lifetimes for this material, we aimed
at filling this gap in the literature by comparing GaP with previously studied
non-toxic materials such as InP and GaSb. In this way, the effect of changing the
NC composition is also investigated (using different anions and cations in the NC
composition). The comparison of the single-particle bandgap energies for these
materials was presented. A similar comparison was shown for the absorption and
emission energies along with the corresponding radiative lifetimes. The Auger
lifetimes were calculated for a single GaP QD, indicating that the non-radiative
recombination lifetimes follow the trend of other semiconductor materials. Fur-
thermore, these lifetimes are found to be more than two times faster compared to
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6.4 Conclusions

the ones calculated for an InP NC with similar size. This work is to be completed
by calculating the Auger lifetimes for the rest of GaP NCs. Additionally, the cal-
culation of the Auger lifetimes for GaSb NCs would complete the comparison
between the three materials.
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Chapter 7

Conclusions

7.1 Summary

We introduced semiconductor nanostructures indicating why they are interesting
and the wide range of their applications. We then explained the basic principles
of quantum physics that are relevant in such systems, namely, the quantum con-
finement effect based on the NC size, the energy quantization, and Coulomb
interaction.

Chapter 2 discussed the theoretical framework behind the approaches fol-
lowed in this research. Specifically, the state-of-the-art atomistic semiempirical
pseudopotential method was described, and the steps required to calculate the
electronic and optical properties of NCs explained: (1) the construction of the
atomistic structure (geometry), essential for (2) the calculation of the total nano-
crystal potential through a superposition of the screened atomic potentials; (3)
the solution of the single-particle Schrödinger equation using the folded spectrum
method, which provides the ability to calculate selected eigenstates close to any
chosen reference energy, avoiding the calculation of the whole energy spectrum;
(4) the inclusion of excitonic effects via the CI method. This procedure allows the
calculation of the optical properties of isolated NC (such as absorption and emis-
sion spectra, radiative lifetimes, etc.). Finally, the tight-binding model that was
used for the calculation of the transport properties in 2D QD films was presented.
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7.1 Summary

Based on the approaches and techniques described in Chapter 2, we were able
to perform our investigation in NCs made of various non-toxic materials, start-
ing with GaSb. Specifically, the characterization of GaSb NCs was presented in
Chapter 3. GaSb is an environmentally friendly nanomaterial not yet synthes-
ized in colloidal form, with unique properties at the nanoscale, and, according
to our findings, promising for a wide range of applications. In our theoretical
characterization, we considered NCs with radii ranging between 11 Å, and 45 Å.
Our investigation started with the calculation of the electronic structure and
the energy-gap dependence on the NC size, showing that GaSb exhibit strong
quantum confinement effects with decreasing NC radius. This, along with the
closely spaced conduction band minima between Γ and L points in k-space and
the difference in the respective effective masses, led us to predict a confinement-
induced Γ-to-L transition in the CBM character, and thus a direct-to-indirect
bandgap transition. This transition was predicted to occur at NCs withR < 36 Å.
By providing a detailed analysis of the k-space composition and symmetry of the
CB wave functions along with the evolution with size of Γ-, L- and X-derived
states in the CB, we provided the first insights regarding the nature of absorp-
tion and emission spectral features, radiative lifetimes and Stokes’ shifts. We
showed that the emission of such NCs can be tuned throughout the visible spec-
trum, and is accompanied by large Stokes’ shifts and long radiative lifetimes
due to the indirect nature of the bandgap transition. We proposed that GaSb
NCs, thanks to these properties, could be used in a wide range of applications,
including photovoltaics and memory storage. We then focused on a particular
application: photocatalysis. Specifically, we showed how GaSb NCs could be an
ideal candidate for photocatalytic CO2 reduction with water. Our findings were
published in ACS Applied Materials & Interfaces.

The next non-toxic nanomaterial we investigated was InP, presented in Chapter
4. Even though InP NCs have been studied for the past two decades and are used
in a variety of applications (especially optoelectronics), they still exhibit low pho-
toluminescence quantum yield and broad emission. This is commonly attributed
to the presence of surface traps due to poor surface passivation. In our theoret-
ical characterization, however, we showed that, even with an ideally passivated
surface, colloidal InP NCs can still exhibit low QY, depending on their surface
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7.1 Summary

composition (i.e., to whether the surface is In- or P-rich). Specifically, we found
that NCs with a P-rich surface exhibit faster radiative lifetimes, stronger emission
and smaller Stokes’s shifts compared to NCs with an In-rich surface. Visualizing
the charge density in real space, we found that the confinement of the VBM plays
an important role in the NC optical properties, resulting in low QY (when the
hole exhibits poor confinement). It is worth mentioning here that, at the start of
this investigation, we had to optimize the passivation parameters previously pub-
lished, as they did not provide sufficient confinement for the VBM wave function.
Additionally, calculation of the Auger recombination and Auger cooling lifetimes
showed that they were unaffected by the NC surface stoichiometry. It followed
that engineering the NC surface could lead to a variation of the radiative lifetimes
by orders of magnitude, without changing the Auger recombination times. Thus,
controlling the surface stoichiometry of InP NCs can increase the QY. This effect
is found to be strong in InP NCs due to the electronic configuration of P atoms,
that lacks d orbitals.

As an extension of our investigation into non-toxic NCs, and in collaboration
with our colleagues in Granada, we modelled environmentally friendly 2D col-
loidal QD films made of In-based and Ga-based binary materials. This work was
presented in Chapter 5, where we first calculated the electronic structure of indi-
vidual dots using the atomistic SEPM, then, we applied the tight-binding model
described in Chapter 2 to obtain the transport properties of the array. This ap-
proach yields results that are closer to experiment compared to the conventional
tight-binding treatment. In this work we modelled band-like transport in QD
films made of InAs, InSb, InP and GaSb, investigating them as possible replace-
ments for their currently used toxic counterparts (Cd-based, Pb-based materials)
in realistic systems. We found that InAs QD films exhibit the highest mobility
among the rest, and even higher compared to previously modelled CdSe QD films,
suggesting that InAs could be a potential alternative for CdSe. Investigating the
effect of NC composition, we replaced As with Sb and then P, and found that
the mobilities are similar. Interestingly, we showed that ideally passivated InP
QD films yield mobilities an order of magnitude larger compared to experiment.
However, replacing In with Ga, we found that the carrier mobility was reduced
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7.1 Summary

(three times smaller compared to InSb QD films). We showed that, for all mater-
ials, the mobility decreased with increasing temperature and increasing interdot
separation. In order to have a better picture of these effects, we performed a
quantitative investigation showing that InP QD films are the most resilient to
increasing temperature for the smallest interdot separation considered and to in-
creasing interdot distance at low operating temperatures. These findings suggest
that InP QD films are promising candidates for replacing PbS 2D QD arrays. We
also found that, even though the miniband width of GaSb QD films was found to
be larger with increasing interdot distance compared to InSb, the mobilities for
the former were three times smaller compared to the latter. We attributed this
behabviour to the (almost four times) smaller flight times compared to InSb QD
films. Additionally, we found that the isotropic nature of the lowermost miniband
in GaSb QD films resulted in very close mobility eigenvalues, which can affect the
performance of realistic devices in terms of the direction of contact placement on
the film and the observed mobility. Finally, the stoichiometry effect was investig-
ated. Inverting the stoichiometry of the impurity dot in InAs QD films lead to an
increased wave function overlap between neighbouring dots in the array and thus
to higher flight times and carrier mobilities. We concluded that by engineering
the QDs in a film to have all similar surface compositions it would be possible to
obtain higher mobilities.

Having the incomplete optical properties of GaP NCs a motive, we decided to
model this widely-used, non-toxic nanomaterial in order to calculate properties
such as radiative and Auger recombination lifetimes that are still missing from
the literature. We believe that this would be valuable information for existing
experiments, as Auger recombination is known to compete with the radiative re-
combination in NCs, limiting their applications. Additionally, as we proved in
our work so far, the NC composition cannot be neglected since it significantly
affects the electronic structure and optical properties of NCs. In this regard, we
calculated the radiative and non-radiative lifetimes in GaP NCs, comparing our
results with other environmentally friendly NCs (InP and GaSb) that were previ-
ously studied. In this overview, we show that GaP NCs exhibit strong quantum
confinement effects, just like GaSb. The corresponding radiative lifetimes for the
former are very slow, slower than InP and even slower than GaSb (which also has
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7.2 Future Work

an indirect bandgap). Interestingly, the calculation of the non-radiative lifetimes
showed that GaP NCs have around two times faster lifetimes compared to InP
NCs, but, similarly with the latter, exceed the universal scaling window that was
previously proposed for semiconductor NCs.

Introducing the potential of colloidal semiconductor NCs and the growing
need of replacing the currently used toxic materials with non-toxic alternatives,
the objective of this thesis was the investigation of such environmentally friendly
materials and the characterization of their electronic and optical properties for
being deployed in realistic technological applications. As a reflection to these ex-
pectations, the theoretical work presented here has addressed this issue in a high
level: (i) a new nanomaterial (GaSb) has been explored and a characterization
of its properties at the nanoscale was presented; (ii) new insights regarding the
optical properties of InP NCs were provided. Current experimental results, that
lacked satisfactory explanations were explained, paving the way for NC synthesis
that emphasizes in the NC surface stoichiometry along with a promising altern-
ative to toxic elements; (iii) Explored a new application of CQDs, the 2D CQDs
films, where non-toxic QDs are predicted to be a potential replacement of their
currently used toxic counterparts; and (iv) initiated an investigation regarding the
optical properties of GaP NCs in a comparison with previously studied materials,
indicating the effect of NC composition. The publication of our results, participa-
tion in conferences and the collaboration with the University of Granada provide
a strong indication of the activities and achievements throughout this project.

7.2 Future Work

In this work we presented an investigation on both emerging and widely used
environmentally friendly colloidal NCs, proposing them as potential alternatives
for the currently dominant Cd- and Pb-based, toxic nanomaterials. Our find-
ings provide new insights and supporting information to properties that were
unexplored or lacked satisfactory explanation. However, if time permitted, this
investigation could be expanded to cover a wider area of research, including new
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materials with different compositions and shapes, promising for different applic-
ations. As a continuation of the investigation presented here, there are the fol-
lowing possible developments for future work:

Optical properties of GaP NCs
As to an extension to our ongoing investigation, we will calculate the Auger re-
combination for the rest of the GaP NCs, fulfilling the Auger Constant graph and
thus have a clearer comparison. In this regard, the non-radiative recombination
in GaSb will also be calculated as it will provide a more in-depth comparison
with GaP and the other environmentally friendly nanomaterials. Additionally,
the Brillouin zone decomposition in the reciprocal space along with the charge
density visualization in real space can provide more evidence behind the elec-
tronic structure of such NCs. Finally, similarly with InP NCs, we are interested
in investigating the NC surface effects and see whether similar effects are the case
in GaP.

Tetrapod-shaped InP NCs
InP NCs were extensively studied in this work. As shown in this project, InP is
a particularly interesting material that when passivated properly can yield good
optical properties, beneficial for many applications. A possible extension of the
research work presented in Chapter 4, based on very recent experimental reports
of the synthesis of tetrapod InP NCs[263], would be the modelling of branched
nanostructures, to provide the first theoretical characterization of the electronic
and optical properties of tetrapod InP NCs which would be valuable to support
and explain the recent experimental findings. This could pave the way for new
applications, especially to replace the currently widely used (and studied) Cd-
based tetrapods, and provide an alternative to the use of toxic materials, thus
allowing an expansion of their commercialization.

Wurtzite InP NCs
Another interesting aspect in this area of research would be the generation of
InP NCs with wurtzite (hexagonal) crystal structure and the calculation of the
relative electronic and optical properties. The properties can then be compared
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with the zincblende structure and identify possible differences attributed to the
change of crystal structure. It would also be interesting to see whether the strong
surface effect in ZB InP NCs (attributed to the P surface atoms) remain in this
case. Very recently[264], WZ InP and GaP QDs were synthesized, paving the
way for future research on these WZ nanomaterials.

Investigation of the transport properties of QD films based on
other non-toxic materials
As a future task, we would consider the modelling of 2D QD films based on other
environmentally friendly materials such as GaP and the comparison of the trans-
port properties with other Ga-, Cd- and Pb-based QD films. Since there are no
other theoretical nor experimental studies on such films, this could be potentially
a new research field providing the first insights into the transport properties in
GaP QD films. Effects such as the NC composition and stoichiometry would also
be investigated. The non-toxic character of such films could classify them among
the candidates for replacing currently used toxic or heavy-metal-based materials
in devices and thus expand their commercialization.

Characterization of Al-based NCs
Based on our investigation of other non-toxic NCs, these materials could be a
valuable addition to our list, as they constitute a promising alternative for toxic
elements. Al-based NCs are not as widely studied as other III-V nanomaterials,
however, can be as promising. AlSb QDs were recently synthesized[265] yielding
the brightest core emission among all others III-V QDs. AlSb encountered diffi-
culties in the bulk crystal growth leading to the conclusion that, similarly with
Ga-based materials, their difficult synthesis might be a limiting factor. However,
the characterization of Al-based materials can stimulate their synthesis in the
future. Additionally, Al-based QD films could be modelled and their transport
properties calculated in 2D QD films can be exploited.
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Appendix A

Crystal Structure

A crystal structure can be determined by a primitive lattice vector (a1, a2, a3)
of the underlying Bavias lattice and the position of the atoms in this primitive
cell. A set of lattice vectors (R) is used to identify the content of a unit cell by
distinguishing the equilibrium position of the nuclei of all the atoms included in
the cell. This can interpreted mathematically as

crystal structure =
t1, t2, t3, ... primitive vector
d1, d2, d3, ... basis of atoms

Consequently, the formation of a crystal structure depends on the primitive
vectors of the Bravias lattice and the basis vector. Therefore, a crystal with a
finite number of atoms x can be represented in the following way

R1 = d1 + x1t1 + x2t2 + x3t3 + ... (A.1)

R2 = d2 + x1t1 + x2t2 + x3t3 + ... (A.2)

R3 = d3 + x1t1 + x2t2 + x3t3 + ... (A.3)

Rx = dx + x1t1 + x2t2 + x3t3 + ... (A.4)

The NCs modeled in this research have a zinc-blende crystal structure in the
bulk, thus this their resulting structure at nanoscale. An example of a zind-blende
crystal is represented in Fig.A.1. This type of crystal can be described as two
interpenetrating face centered cubic lattice (FCC), displaced by a

4(1, 1, 1) along
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the body of diagonal of the conventional cube. The Bravias lattice is an FCC
lattice where each atom is surrounded by four atoms at distance a

4

√
3 , where a

is the lattice constant for each material. The positions of the atoms in the cell
are given in terms of the primitive and basis vectors as

t1 = a

2(1, 1, 0) (A.5)

t2 = a

2(0, 1, 1) (A.6)

t3 = a

2(1, 0, 1) (A.7)

d1 = (0, 0, 0) (A.8)

d2 = a

4(1, 1, 1) (A.9)

By changing the integers x1, x2, x3 in these equations, atomic layers are added
around the primitive unit cell resulting a spherical NC with a pre-defined radius.

Figure A.1: Zinc-blende crystal structure representation.
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Once the atomistic structure is generated the surface atoms are passivated so
to remove the unsaturated bonds at the NC surface and thus avoid surface states
in our calculations. This procedure is described in depth in the next chapter.
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Appendix B

Fitting Parameters

d (b.l.) 1.0 1.3 1.6 1.9 2.2
µ1 µ2 µ1 µ2 µ1 µ2 µ1 µ2 µ1 µ2

InAs
A 1.03 0.74 0.47 0.38 0.23 0.20 -0.04 -0.04 -1.80×10−3 -1.73×10−3

B -8.10×10−5 -8.02×10−5 -4.99×10−4 -2.84×10−4 -11.03×10−3 -6.67×10−3 0.23 0.21 0.22 0.23
n 1.30 1.25 0.99 1.04 0.46 0.51 -0.28 -0.25 -0.73 -0.74

InP
A 0.72 0.45 0.40 0.29 0.23 0.17 -11.63×10−3 -13.66×10−3 -3.81×10−3 1 -4.20×10−3 1
B -1.38×10−7 -2.04×10−5 -6.35×10−4 -1.63×10−4 -13.31×10−3 -5.25×10−3 0.22 0.19 0.25 0.22
n 2.30 1.50 0.95 1.11 0.43 0.53 -0.45 -0.40 -0.63 -0.60

InSb
A 0.99 0.72 0.49 0.40 0.22 0.19 0.062 0.074 -5.42×10−4 -5.97×10−4

B -1.61×10−4 -2.77×10−5 -4.52×10−4 -1.26×10−4 -16.86×10−3 -8.81×10−3 0.25 0.24 0.21 0.20
n 1.21 1.40 1.01 1.17 0.39 0.46 -0.21 -0.18 -0.90 -0.89

GaSb
A 0.33 0.28 0.15 0.13 65.13×10−3 59.24×10−3 52.08×10−3 48.42×10−3 -2.51×10−3 -2.68×10−3

B -6.96×10−5 -6.52×10−5 -6.89×10−5 -6.10×10−5 -5.39×10−4 -4.13×10−4 -16.45×10−3 -14.74×10−3 44.81×10−3 41.69×10−3

n 1.14 1.13 1.09 1.09 0.71 0.73 0.17 0.18 -0.44 -0.43

InAs(inv)
A 1.66 1.19 0.75 0.61 0.38 0.34 -57.58×10−3 -65.63×10−3 -2.77×10−3 -2.93×10−3

B -1.32×10−4 -1.23×10−4 -8.01×10−4 -4.55×10−4 -18.61×10−3 -15.07×10−3 0.37 0.34 0.37 0.35
n 1.30 1.26 0.991 1.04 0.45 0.46 -0.28 -0.25 -0.74 -0.73

Table B.1: Parameters A, B and n extracted from the fitting of our result to the
function µ = A + BTn for both mobility eigenvalues, all interdot separations and all
materials considered.
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[157] de Mello Donegá, C.; Bode, M; Meijerink, A. Size- and Temperature-
Dependence of Exciton Lifetimes in CdSe Quantum Dots Phys. Rev. B 2006
74, 085320.

[158] Gong, K.; Zeng, Y.; Kelley, D. F. Extinction Coefficients, Oscillator
Strengths, and Radiative Lifetimes of CdSe, CdTe, and CdTe/CdSe Nano-
crystals. J. Phys. Chem. C 2013, 117, 20268-20279.

[159] Yu, P. R.; Beard, M. C.; Ellingson, R. J.; Ferrere, S.; Curtis, C.; Drexler,
J.; Luiszer, F.; Nozik, A. J. Absorption Cross-Section and Related Optical
Properties of Colloidal InAs Quantum Dots J. Phys. Chem. B 2005, 109,
7084-7087.

[160] Yu, P.Y.; Cardona, M. Fundamentals of Semiconductors: Physics and Ma-
terials Properties. 4th edtion. Springer Berlin Heidelberg, 2010, ISBN 978-
3-642-00709-5.

[161] Xie, S.; Zhang, Q.; Liu, G.; Wang, Y. Photocatalytic and photoelectrocata-
lytic reduction of CO2 using heterogeneous catalysts with controlled nano-
structures Chem. Commun. 2016, 52, 35.

[162] Osterloh, F. E. Inorganic Nanostructures for Photoelectrochemical and
Photocatalytic Water Splitting Chem. Soc. Rev. 2013, 42, 2294-2320.

143



[163] Chen, X.; Zhou, Y.; Liu, Q.; Li, Z.; Liu, J.; Zou, Z. Ultrathin, Single-
Crystal WO3 Nanosheets by Two-Dimensional Oriented Attachment toward
Enhanced Photocatalystic Reduction of CO2 into Hydrocarbon Fuels under
Visible Light ACS Appl. Mater. Interfaces. 2012 4, 3372-3377.

[164] Li, P.; Zhou, Y.; Zhao, Z.; Xu, A.; Wang, X.; Xiao, M.; Zou, Z. Hexahed-
ron Prism-Anchored Octahedronal CeO2: Crystal Facet-Based Homojunc-
tion Promoting Efficient Solar Fuel Synthesis J. Am. Chem. Soc. 2015 137,
9547-9550.

[165] Xie, S.; Wang, Y.; Zhang, Q.; Deng, W.; Wang, Y. MgO- and Pt-Promoted
TiO2 as an Efficient Photocatalyst for the Preferential Reduction of Carbon
Dioxide in the Presence of Water. ACS Catal. 2014 4, 3644-3653.

[166] Kodaimati, M. S.; Lian, S.; Schatz, G. C.; Weiss, E. A. Energy Transfer-
Enhanced Photocatalytic Reduction of Protons within Quantum Dot Light-
Harvesting-Catalyst Assemblies. Proc. Nat. Acad. Sci. 2018 201805625.

[167] Talapin, D.V.; Lee, J.; Kovalenko, M. V.; Shevchenko, E. V. Prospects
of Colloidal Nanocrystals for Electronic and Optoelectronic Applications.
Chem. Rev. 2010, 110, 389-458.

[168] Kovalenko, M. V.; Manna, L.; Cabot, A.; Hens, Z.; Talapin, D.V.; Kagan,
C. R.; Klimov, V. I.; Rogach, A. L.; Reiss, P.; Milliron, D. J.; et al. Prospects
of Nanoscience with Nanocrystals. ACS Nano 2015, 9,1012-1057.

[169] Reiss, P.; Carriere, M.; Lincheneau, C.; Vaure, L.; Tamang, S. Synthesis
of Semiconductor Nanocrystals, Focusing on Nontoxic and Earth-Abundant
Materials. Chem. Rev. 2016, 116, 10731-10819.

[170] Tamang, S.; Linchemeau, C.; Hermans, Y.; Jeong, S.; Reiss, P. Chemistry
of InP Nanocrystal Syntheses. Chem. Mater. 2016, 28, 2491-2506.

[171] Xu, G.; Zeng, S.; Zhang,B.; Swihart, M. T.; Yong, K.; Prasad, P. N. New
Generation Cadmium-Free Quantum Dots for Biophotonics and Nanomedi-
cine. Chem. Rev. 2016, 116, 12234-12327.

144



[172] Seo, H.; Bang, M.; Fu, H.; Kim, Y.; Son, C.; Jeon, H. B.; Kim, S. Unpre-
cedented surface stabilized InP quantum dots with bidentate ligands. RSC
Adv. 2020, 10, 11517-11523.

[173] Koh, S.; Lee, H.; Lee, T.; Park, K.; Kim, W.; Lee, D. C.; Enhanced thermal
stability of InP quantum dots coated with Al-doped ZnS shell. J. Chem.
Phys. 2019, 151, 144704.

[174] Jang, E.; Kim, Y.; Won, Y.; Jang, H.; Choi, S. Environmentally Friendly
InP-Based Quantum Dots for Efficient Wide Color Gamut Displays. ACS
Energy Lett. 2020, 5, 1316–1327.

[175] Micic, O. I.; Cheong, H. M.; Fu, H.; Zunger, A.; Sprague, J. R.; Mascar-
enhas, A.; Nozik, A. J. Size-Dependent Spectroscopy of InP Quantum Dots.
J. Phys. Chem. B 1997, 101, 4904-4912.

[176] Li, Y.; Hou, X.; Dai, X.; Yao, Z.; Lv, L.; Jin, Y.; Peng, X. Stoichiometry-
Controlled InP-Based Quantum Dots: Synthesis, Photoluminescence, and
Electroluminescence. J. Am. Chem. Soc. 2019, 141, 6448-6452.

[177] Crisp, R. W.; Kirkwood, N.; Grimaldi, G.; Kinge, S.; Siebbeles, L. D. A.;
Houtepen A. J. Highly Photoconductive InP Quantum Dots Films and Solar
Cells. ACS Appl. Energy Mater. 2018, 1, 6569-6576.

[178] Zhang, J.; Wang, J.; Yan, T.; Peng, Y.; Xu, D. J.; Deng, D. W.
InP/ZnSe/ZnS Quantum Dots With Strong Dual Emissions: Visible Ex-
citonic Emission and Near-Infrared Surface Defect Emission and Their Ap-
plication in in Vitro and in Vivo Bioimaging. J. Mater. Chem. B 2017, 5,
8152-8160.

[179] Ikezawa, M.; Pal, B.; Masumoto, Y.; Ignatiev, I.V.; Verbin, S. Y.; Gerlovin,
I. Y. Submillisecond Electron Spin Relaxation in InP Quantum Dots. Phys.
Rev. B 2005, 72, 153302.

145



[180] Yang, X.; Zhao, D.; Leck, K. S.; Tan, S. T.; Tang, Y. X.; Zhao, J.; Demir,
H. V.; Sun, X. W. Full Visible Range Covering InP/ZnS Nanocrystals with
High Photometric Performance and Their Application to White Quantum
Dot Light-Emitting Diodes. Adv. Mater 2012, 24, 4180-4185.

[181] Micic, O. I.; Ahrenkiel, S. P. ; Nozik, A. J. Synthesis of Extremely Small
InP Quantum Dots and Electronic Coupling in Their Disordered Solid Films.
Appl. Phys. Lett. 2001, 78, 4022-4024.

[182] Stein, J. L. ; Mader, E. A.; Cossairt, B. M. Luminescent InP Quantum Dots
with Tunable Emission by Post-Synthetic Modification with Lewis Acids. J.
Phys. Chem. Lett. 2016, 7, 1315-1320.

[183] Tessier, M. D.; De Nolf, K.; Dupont, D.; Sinnaeve, D.; De Roo, J.; Hens,
Z. Aminophosphines: A Double Role in the Synthesis of Colloidal Indium
Phosphide Quantum Dots. J. Am. Chem. Soc. 2016, 138, 5923-5929.

[184] Hettick, M.; Li, H.; Lien, D.-H.; Yeh, M.; Yang, T.-Y.; Amani, M.; Gupta,
N.; Chrzan, D.C.; Chueh, Y.-L.; Javey, A. Shape-Controlled Single-Crystal
Growth of InP at Low Temperatures Down To 220 C. Proc. Natl. Acad. Sci.
USA 2020, 117, 902-906.

[185] Biadala, L.; Siebers, B.; Beyazit, Y.; Tessier, M. D.; Dupont, D.; Hens, Z.;
Yakovlev D. R.; Bayer, M. Band-Edge Exciton Fine Structure and Recom-
bination Dynamics in InP/ZnS Colloidal Nanocrystals. ACS Nano 2016, 10,
3356-3364.

[186] Rabouw, F. T.; de Mello Donega, C. Excited-State Dynamics in Colloidal
Semiconductor Nanocrystals. Top. Curr. Chem. (Z) 2016, 374, 58.

[187] Brodu, A.; Ballottin, M. V.; Buhot, J.; Harten, E. J.; Dupont, D.; Porta,
A. L.; Prins, P. T.; Tessier, M. D.; Versteegh, M. A. M.; Zwiller, V.; et
al. Exciton Fine Structure and Lattice Dynamics in InP/ZnSe Core/Shell
Quantum Dots. ACS Photonics 2018, 5, 3353-3362.

146



[188] Kim, Y.; Ham, S.; Jang, H.; Min, J.H.; Chung, H.; Lee, J.; Kim, D.; Jang,
E. Bright and Uniform Green Light Emitting InP/ZnSe/ZnS Quantum Dots
for Wide Color Gamut Displays. ACS Appl. Nano Mater. 2019, 2, 1496-1504.

[189] Won, Y.-H.; Cho, O.; Kim, T.; Chung, D.-Y.; Kim, T.; Chung, H.; Jang,
H.; Lee, J.; Kim, D.; Jang, E. Highly Efficient and Stable InP/ZnSe/ZnS
Quantum Dot Light-Emitting Diodes. Nature 2019, 575, 634-638.

[190] Janke, E. M.; Williams, N. E.; She, C.; Zherebetskyy, D.; Hudson, M.
H.; Wang, L.; Gosztola, D. J.; Schaller, R. D.; Lee, B.; Sun, C.; et al.
Origin of Broad Emission Spectra in InP Quantum Dots: Contributions
from Structural and Electronic Disorder. J. Am. Chem. Soc. 2018, 140,
15791-15803.

[191] Thomas, A.; Sandeep, K.; Somasundaran, S. M.; Thomas, K. G. How Trap
States Affect Charge Carrier Dynamics of CdSe and InP Quantum Dots:
Visualization through Complexation with Viologen. ACS Energy Lett. 2018,
3, 2368-2375.
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