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Abstract 

 

This study explores the relationship between receptive and productive vocabulary 
knowledge. The relationship between productive and receptive vocabulary can be 
framed as dichotomous (with two separate stores), or developmental (with words 
that start as part of the receptive state moving to the productive state). This study 
draws on both understandings.   

The relationship was investigated at frequency levels and different years of study. 
The study also makes a distinction between controlled productive and free 
productive knowledge. Receptive knowledge was analysed using the first four 
categories (a word-recognition task and a translation task) of the Vocabulary 
Knowledge Scale (VKS) (Paribakht and Wesche, 1997). Controlled productive use 
was investigated by the fifth category of the VKS (a sentence-writing task). Free 
productive use data was collected with an argumentative essay-writing task by 
Laufer and Nation (1995).  

To ensure consistency of the analysis, the same words and the same scoring 
systems were applied in these tests. The words produced in the free productive test 
were lemmatised, grouped based on frequency levels, and graded in terms of 
correctness of usage in order to facilitate comparison with the other data sets.  

The data was quantitatively analysed within both the dichotomous and the 
developmental understandings of the relationship between receptive and productive 
vocabulary knowledge. Within the dichotomous approach, a three-scale scoring 
system was used to grade the correctness of the translations and the words used in 
the tests. Within the developmental approach, I tracked how the participants' word 
knowledge changed by adopting Paribakht and Wesche's (1997) five-scale scoring.  

The data showed that all forms of vocabulary knowledge were all affected by 
frequency levels and years of study. The same data also showed that the knowledge 
moved forward and backward on a continuum. The findings were triangulate with 
qualitative analysis. Overall, the findings suggest that words cannot be simply 
classified into receptive or productive vocabulary stores. The study shows that we 
need a more sophisticated view of vocabulary knowledge that allows for different 
patterns of development for different aspects of vocabulary knowledge. Word 
knowledge gradually moves along the cline with its aspects moving to receptive or 
productive states at different degrees and at different time.   
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Chapter 1 Introduction 

 

1.1 Rationale of the study 

From my teaching experience, Thai university students have difficulties with reading 
and writing in English because of their limited vocabulary knowledge. Also, only a 
few of the non-English-major students I taught in a foundation English course could 
cope with their reading materials. Some of the students from this group (personal 
communication) even said that in one line of the texts there were three or four words 
they did not know the meaning of, and this affected their comprehension. The 
problem was worse when they were assigned to write, whether a sentence, 
paragraph level or essay. They were not able to think of some English words they 
really needed and ended up using Google Translation to translate the whole 
sentence or the whole essay for them. These might be the results of inadequate 
vocabulary knowledge since they do not use the English language in everyday life. 
They are mostly exposed to the Thai language both in and outside class. The 
students majoring in English also experience these difficulties.  

Throughout their four years as English majors, they take many of reading and writing 
courses such as Analytical Reading and Writing for Academic Purposes. The 
vocabulary they are mostly exposed to are general vocabulary, academic 
vocabulary, and some technical vocabulary. In Semester 2 of the academic year 
2013, I had a chance to teach the first-year English-major students general English 
in an English reading and writing course called English 2. I found that when they 
read the teaching materials or some reading passages in the textbook, they seemed 
to comprehend the reading texts. They were trained to use some strategies to guess 
the meaning of an unknown word from contexts, and sometimes they were allowed 
to look up some words in the dictionary or on their mobile phones. These first-year 
students preferred using only English-Thai dictionaries, while those third-year and 
fourth-year students were encouraged to use English-English dictionaries. In pair-
work, they might ask their classmates for the meanings if the contexts did not help 
them to get the word meaning. In writing tasks, they, however, seemed to have 
problems in producing words and they would use only the words that they were 
comfortable with, and few words taught in class were used in their essay writing 
tasks.   
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My colleague discussed with me her second-year English-major students in an 
academic writing class (College Writing 1). In one activity, the students were asked 
to match the target words – adjectives describing personality – to the sentences 
describing a person. In the controlled matching exercises (exercises with the target 
words provided), the students were able to match correctly. However, in a free or an 
open-ended exercise that the students were required to use adjectives they had not 
learned before and describe the persons explained in the sentences provided, only a 
few of the students were able to complete all the blanks correctly. These various 
experiences have generated my interest in the students’ vocabulary knowledge, 
especially the vocabulary that English-major students understand when reading and 
that they can produce when writing.  

In addition, when I read research articles about receptive and productive vocabulary 
knowledge, I found the debates on the relationship between these two types of 
vocabulary, whether receptive and productive vocabulary is separate stores of words 
in a person’s mental lexicon, or it is a group of words moving along the cline. 
Scholars have tried to convince those who have different beliefs, but there has not 
been a consensus until now on the relationship between the two types of vocabulary. 

My teaching experience, the discussion with my colleague, and what I found in the 
literature then lead to the research aim of the present study (Section 1.2).  

 

1.2 Research aim 

English-major students do not seem to have a problem understanding words when 
reading but have difficulty producing words that they desire to express the meaning 
of or are asked to produce in their writing tasks. These problems then have made me 
interested in examining words that can be understood and words that can be 
recalled and used, which I initially consider them as receptive vocabulary and 
productive vocabulary, respectively. Only vocabulary for reading and writing is the 
focus because university students need to practice these two skills considerably in 
their study throughout the four academic years.  

Reviewing the literature, I found that there is no consensus on the relationship 
between these two types of vocabulary. The challenges are the debates on the 
relationship itself. The challenges also include deciding which tests are suitable for 
exploring receptive and productive vocabulary knowledge and deciding which 
scoring methods should be used. Therefore, the research aims are to explore 
vocabulary understood when reading, vocabulary produced in writing tasks, the 
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relationship between the two, and to find suitable methods for the consistency of the 
data analysis. I intended to explore this issue more fully in the hope that my research 
results can contribute to the literature on vocabulary knowledge, research 
methodology and pedagogy. When we have more insights into this we can move into 
the same direction and study more deeply to expand our knowledge in the field. For 
vocabulary assessment, more understandings will help guide ways to devise 
vocabulary tests that can capture both receptive and productive vocabulary in a 
consistent and systematic way. Pedagogically, the understandings will also help 
designing suitable materials, developing facilitating teaching strategies as well as 
efficient learning techniques. Suitable teaching materials, teaching strategies and 
learning techniques will help students to acquire more words and develop their 
productive vocabulary knowledge more efficiently.  
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Chapter 2 Literature review 1 

Receptive and productive vocabulary knowledge 

 

2.1 Introduction 

In this chapter, I firstly review how scholars have theorised vocabulary knowledge 
(Section 2.2), how the notion of reception and production fit in such models, whether 
these models show the relationship between receptive and productive vocabularies, 
whether these models show how the two vocabularies are acquired and roughly how 
research adopts them when exploring receptive and productive vocabularies. All 
these fundamental ideas lead to the research questions (Section 2.3) and they are 
behind methodology of previous studies and research findings regarding receptive 
and productive vocabulary knowledge, which I review in detail in Chapter 3. These 
ideas, therefore, are essential for my understanding before I design my study and 
select the suitable tests to explore English-major students’ vocabulary knowledge.  

I conducted the literature search by selecting only articles about receptive and 
productive vocabulary or passive and active vocabulary through the library websites 
of University of Leeds and of Mahidol University. These articles are related to the 
nature of vocabulary knowledge, L2 vocabulary acquisition, English vocabulary 
assessment, and also classroom experiments for receptive and/or productive 
vocabulary knowledge. The participants from these research experiments are mainly 
university students and adult learners. 

 

2.2 Vocabulary knowledge models and the position of receptive 

and productive knowledge 

Meara (1984, p. 230) says “there seems to be a firm belief that the lexicon, unlike 
our knowledge of syntax and phonology, is an inherently messy part of our linguistic 
competence”. Consequently, researchers have been attempting to characterise 
vocabulary knowledge for more comprehension, and how they examine vocabulary 
knowledge has mainly been based on how they characterise it. The characterisation 
can be divided into two major models: 1) the framework or separate traits model and 
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2) the global model (Henriksen, 1999). According to Milton and Fitzpatrick (2014), 
the two models can be explained by using the component approach or the 
developmental approach. The component approach emphasises what are included 
in such model, while the developmental approach addresses how vocabulary 
knowledge changes from one state to another, assuming that such a change takes 
place (Milton and Fitzpatrick, 2014).  

 

2.2.1 The framework model within the component approach 

Meara (1996a) writes that the framework model appears to have developed from 
Richards’s (1976) assumptions about what it means (for a native speaker of a 
language) to know a word. These assumptions draw on research findings in the 
disciplines of linguistics, psycholinguistics, and sociolinguistics and from the analysis 
of types of vocabulary teaching exercises. Richards (1976) considers these as 
assumptions because in the 1970s vocabulary did not receive much attention from 
scholars and the knowledge and theory were still changing. He proposes these 
assumptions in the hope that they can be used to determine the objectives of 
vocabulary pedagogy. That is, he aimed to encourage teachers, material developers, 
and course or curriculum designers to realise that there are different aspects of 
vocabulary usage to concern and focus on when teaching, developing teaching 
materials, or designing the syllabus.  

The eight assumptions made by Richards (1976, pp. 78-82) are as follows: 

“Assumption 1:  The native speaker of a language continues to expand his 
vocabulary in adulthood, whereas there is comparatively little development of syntax 
in adult life” (p. 78). He suggests that vocabulary teaching aim at vocabulary 
expansion so that learners have better productive and receptive language skills.  

“Assumption 2: Knowing a word means knowing the degree of probability of 
encountering that word in speech or print. For many words we also “know” the sort of 
words likely to be found associated with the word” (p. 79). He adds that a native 
speaker of a language tends to be able to identify words as common, rare, 
unfamiliar, or unknown ones, and tends to have knowledge of collocation.  

“Assumption 3: Knowing a word implies knowing the limitations imposed on the use 
of the word according to variations of function and situation” (p. 79). According to 
Richards, this is known as register characteristics, which is word variations used in 
different periods of time, places, situations, fields of discourse, modes of discourse, 
and by people from different social classes. 
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“Assumption 4: Knowing a word means knowing the syntactic behaviour associated 
with that word” (p. 80). He points out that vocabulary and grammatical properties can 
hardly be separated, and even though grammar is useful, learners should be aware 
of exceptions as well. 

“Assumption 5: Knowing a word entails knowledge of the underlying form of a word 
and the derivations that can be made from it” (p. 80). A native speaker of English 
learns different forms of words, which include underlying forms (base forms), regular 
derivatives (inflections), and derivatives; learners can benefit from direct teaching 
that encourages them to recognise base forms and inflexional and derivational 
affixes (Richards, 1976). 

“Assumption 6: Knowing a word entails knowledge of the network of associations 
between that word and other words in language” (p. 81). When asked to supply 
words associated to the prompt, native speakers seem to provide words with these 
relationships: antonomy, synonymy, subordinative classification, coordinative 
classification, and superordinative classification (Richards, 1976). He also adds that 
in Henning’s (1973) study L2 learners tend to store words with similar sounds 
together in their early stage of learning and in later stage using semantic 
relationships to store words instead.  

“Assumption 7: Knowing a word means knowing the semantic value of a word” (p. 
82). Richards states that in L1 a native speaker tends to know whether this word 
represents a living or non-living thing and know emotional connotation attached to it 
as words are used in everyday life with actions, gesture, and emotion. He adds that 
learning L2 words mostly happens in classroom and students tend to attach plain 
sense to such words. He then recommends vocabulary exercises with context and 
discussion of word choices would be useful for L2 learners to improve knowledge of 
semantic value of the target words. 

“Assumption 8: Knowing a word means knowing many of the different meanings 
associated with the word” (p. 82), and a word meaning is dependent on its context 
and on the thought that the speaker or writer wants to express.   

From these eight assumptions, Richards has attached the idea of reception and 
production by saying that vocabulary size is linked to performance of receptive 
language skills (reading and listening) and productive skills (writing and speaking) 
and by mentioning what a native speaker tends to know when hearing or seeing the 
word or when using it. However, most of the assumptions emphasize ‘knowing’ 
which seem to refer to only receptive knowledge. 
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Some scholars (e.g., Meara, 1996c; Milton and Fitzpatrick, 2014) have criticised 
Richards’ framework of vocabulary knowledge. According to Milton and Fitzpatrick 
Milton and Fitzpatrick (2014, p. 4), while the other seven assumptions show the 
features of a word, the first one seems to involve vocabulary growth and is “out of 
place in a component analysis”. Also, Richards’ s framework is criticised by Meara 
(1996c) that it does not place aspects in the right order because the feature of word 
meaning should have been placed at the top of the list instead, so this is not a 
coherent theoretical framework. 

“Although Richards was quite explicit about the pedagogical emphasis on his paper, 
this has not stopped other people from developing his ideas into a ‘word knowledge 
framework’ (Meara, 1996c, p. 4). 

Nation (1990; 2001; 2013) consolidated these points into a taxonomy of vocabulary 
knowledge. He divided underlying form into two aspects of spoken form and written 
form and by grouping inflections and derivatives into one aspect of word parts. 
Nation shows how these aspects are interrelated by grouping all these nine aspects 
into three major categories: form, meaning, and use, which seems to be the order of 
vocabulary acquisition. Nation also explicitly maps the idea of reception and 
production onto this taxonomy. Each of the aspects proposed can be divided into two 
types of knowledge: receptive knowledge and productive knowledge. Receptive 
knowledge of an aspect is knowing or recognising that aspect when reading and 
listening, while productive knowledge of an aspect is being able to use that aspect 
when speaking or writing.  

Morgan and Oberdeck (1930) mention that a learner’s receptive or passive 
vocabulary refers to words with which he or she is so familiar that he or she can 
understand them while reading or listening and their productive vocabulary refers to 
words with which he or she is so familiar that he or she can use them when speaking 
or writing. Similarly, Crow (1986, p. 242) writes: 

“Productive knowledge of a word is traditionally defined as what one needs to 
know about a word in order to use it while speaking or writing (productive 
channels); receptive knowledge is what one needs to know in order to 
understand a word while reading or listening (receptive channels)”.  

Nation also states: 

“Receptive carries the idea that we receive language input from others 
through listening or reading and try to comprehend it. Productive carries the 
idea that we produce language forms by speaking and writing to convey 
messages to others” (p. 46-47).  
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He clarifies this in the form of questions and explains the question by giving an 
example of knowing the word ‘underdeveloped’ (pp. 48-50). Table 2.1 shows a 
taxonomy of vocabulary knowledge proposed by (Nation, 2013, p. 49), and I also 
include his explanation of each aspect. 

 
Form spoken 

 
R What does the word sound like? 

(Being able to recognise the word form when it is heard) 

P How is the word pronounced? 

(Being able to say it with correct pronunciation including stress) 

written 
 

R What does the word look like? 

(Being familiar with its written form so that it is recognised when it is 

met in reading) 

P How is the word written and spelled? 

(Being able to write it with correct spelling) 

word parts 
 

R What parts are recognisable in this word? 

(Recognising that it is made up of the parts ‘under-’, ‘-develop-’ and ‘-

ed’ and being able to relate these parts to its meaning) 

P What word parts are needed to express the meaning? 

(Being able to construct it using the right word parts in their appropriate 

forms) 

 

Meaning 

Form and 

meaning 

R What meaning does this word form signal? 

(Knowing that ‘underdeveloped’ signals a particular meaning) 

(Knowing what the word means in the particular context in which it has 

just occurred) 

P What word form can be used to express this meaning? 

(Being able to produce the word to express the meaning 

‘underdeveloped’) 

concept and 

referents 
 

R What is included in the concept? 

(Knowing the concept behind the word which will allow understanding 

in a variety of contexts) 

P What items can the concept refer to? 

(Being able to produce the word in different contexts to express the 

range of meanings of ‘underdeveloped’) 

associations R What other words does this make us think of? 

(Knowing that there are related words like ‘overdeveloped’ backward’ 

and ‘challenged’) 

P What other words could we use instead of this one? 

(Being able to produce synonyms and opposites for ‘underdeveloped’) 

 R In what patterns does this word occur? 
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Use grammatical 

functions 

(Being able to recognise that ‘underdeveloped’ has been used correctly 

in the sentence in which it occurs.) 

P In what patterns must we use this word? 

(Being able to use the word correctly in an original sentence) 

collocations R What words or types of words occur with this one? 

(Being able to recognise that words such as ‘territories’ and ‘areas’ are 

typical collocations) 

P What words or types of words must we use with this one? 

(Being able to produce words that commonly occur with it) 

constrains on 

use (such as 

register, 

frequency) 
 

R Where, when, and how often would we expect to meet this word? 

(Knowing that ‘underdeveloped’ is not an uncommon word) 

P Where, when, and how often can we use this word? 

(Being able to decide to use or not use the word to suit the degree of 

familiarity of the situation; at present ‘developing’ is more acceptable 

than ‘underdeveloped’ which carries a slightly negative meaning) 
Note: ‘R’ stands for ‘Receptive knowledge’ and ‘P’ stands for ‘Productive knowledge’ 

Table 2.1: Nation’s (2013) taxonomy of word knowledge aspects and 
explanation for knowing the word ‘underdeveloped’ 

 

This taxonomy shows that when one knows a word, one can have the knowledge of 
these nine aspects of such word and can also have receptive and productive 
knowledge of each aspect. It is not necessary to know all these for a particular word, 
though.  

Some researchers defined receptive and productive knowledge for some aspects 
slightly differently from Nation’s taxonomy (e.g., Schmitt, 1998).  

Since at the time when Schmitt conducted his research in 1998, there was “no 
real guidance in the literature about how to relate productive and receptive 
meaning knowledge to each other …, [he] assumed unprompted explanations 
of meaning sense demonstrated productive knowledge…[and] prompted 
explanations to be related to receptive knowledge” (pp. 292-293).  

Later in his book (2010), Schmitt has probably changed what he thinks about 
receptive and productive knowledge as he accepted that what Nation (2013) 
described about vocabulary knowledge (receptive/productive knowledge and 
aspects) in his taxonomy is the most comprehensive taxonomy. 

The explanation of receptive knowledge proposed by Nation involves many key 
phrases such as ‘being able to recognise’ ‘being familiar’, and ‘knowing’, while that of 
productive knowledge involves the phrases like ‘being able to say’, ‘being able to 
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write’, ‘being able to construct’, ‘being able to produce’, ‘being able to use’ and even 
‘being able to decide to use or not use’. This shows that receptive knowledge and 
productive knowledge can be divided further, depending on which aspect is the 
focus.  

Based on the framework model, Webb (2007b) writes about the development of 
aspects of word knowledge: 

“Although [the] assumption [that receptive knowledge precedes productive 
knowledge] seems logical, it might not be entirely correct. Learners might 
often gain productive knowledge of some aspects of vocabulary knowledge 
before they gain some aspects of receptive knowledge. Advanced learners 
are likely to gain productive knowledge of form and partial productive 
knowledge of grammatical functions from seeing or hearing the form of an 
unknown word. This might occur before they gain receptive knowledge of its 
meaning” (p. 90).  

It can be inferred that we should look at one aspect at a time when we mention that 
reception precedes production because not all aspects develop at the same pace. 

Also based on this framework, vocabulary researchers design different vocabulary 
test formats. For example, a checklist format by Meara and Jones (1988) or by 
Meara and Miralpeix (2015) measures the ability to recognise word forms of the 
target words, and Webb’s (2008) translation test examine the ability to recognise the 
written form and to know what it means. This will be discussed in more details in 
chapter of previous studies on receptive and productive vocabulary knowledge – 
Chapter 3. 

Although Laufer and Goldstein (2004) acknowledge that vocabulary knowledge 
consists of many ‘subknowledges’, or aspects, they state that the most important 
subknowledge in vocabulary use and vocabulary assessment is the knowledge of 
form and meaning (Laufer et al., 2004, pp. 204-205). They argue that a word is a unit 
of meaning – even when used with wrong grammatical function, it can be 
understood. They also add that the link between form and meaning has been the 
main feature of various lexical tests. This can be seen even in tests that do not seem 
to test the understanding of word form and meaning such as Read’s (1993) Word 
Associate Test. That is, a test taker needs to recognise the target words and know 
the meaning of the target words and that of the choices before they can choose the 
choices related to the target words (Laufer and Goldstein, 2004, pp. 402-403).  
Therefore, Laufer and Goldstein (2004) and Laufer et al. (2004) propose that the 
knowledge of form and meaning is the central component of vocabulary knowledge. 
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Also, they propose that the aspect of form and meaning itself contains four more 
aspects (I will call them sub-aspects instead to avoid confusion with the nine aspects 
proposed by Nation (2013)). When they analyse the formats of the vocabulary tests 
available, they notice that vocabulary test types often involve the ability to recognise 
and recall the form or the meaning. They then suggest that the aspects of form and 
meaning can be further broken down into four sub-aspects, where they use the term 
‘passive’ for ‘meaning’ and ‘active’ for ‘form’: passive recognition, active recognition, 
passive recall, and active recall. They first hypothesised that these four aspects have 
a hierarchy of difficulty or strength – passive recognition is probably the weakest 
sub-aspect and active recall is the strongest one. However, before their study, they 
were not sure whether active recognition or passive recall was the stronger. They 
produced the Computerised Adaptive Test of Size and Strength (CATSS).  

“The proposed test, known as the CATSS, aims to assess vocabulary size, i.e., 
knowledge of word meaning. It should be noted that we do not consider that 
strength of knowledge to equivalent to depth of knowledge, as the term ‘depth’ 
includes features in addition to meaning, e.g., grammatical properties, 
collocations, pronunciation, etc.” (Laufer et al., 2004, p. 209) 

Hence, the CATSS is the vocabulary size test that focuses on the knowledge of form 
and meaning, but not the knowledge of word use. The monolingual version of which 
was devised and validated by Laufer et al. (2004). The bilingual (English-Arabic and 
English-Hebrew) versions of which was devised by Laufer and Goldstein (2004). 
Later in 2019, Aviad-Levitzky, Laufer and Goldstein developed and validated the new 
monolingual (English-English) version of CATSS (Aviad-Levitzky et al., 2019). 

“The new CATSS overcomes [the] sampling limitation by testing words from 14 
sequential frequency bands in a similar way to Nation and Beglar’s (2007) VST. 
…Each frequency band in the new CATSS includes a sample of ten items” 
(Aviad-Levitzky et al., 2019, p. 349). 

The CATSS includes four different tasks based on the four sub-aspects. In order to 
prove the hypotheses in terms of “a hierarchy of difficulty” (Laufer and Goldstein, 
2004, p. 399) or “the sequence of the four strength modalities” (Laufer et al., 2004, p. 
212), Laufer and Goldstein administered this test with 435 high-school and university 
students, whose L1 languages are 278 Hebrew, Arabic, and Russian. In the study by 
Laufer et al. (2004), the participants were adult learners from Melbourne and 
Auckland Universities. They found that these four sub-aspects are in a hierarchical 
order for the bilingual versions of the CATSS, passive recognition (the easiest), 
active recognition, passive recall and active recall (the most difficult) for all the 
frequency levels tested (the 2,000-, the 3,000-, the 5,000, and the academic word 
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level). They also found that passive recall best correlates with the learners’ language 
performance.  

For the new monolingual version, “the recall of meaning scores and the recall of form 
scores could be used to estimate the vocabulary size expected of learners at 
different proficiencies” (Aviad-Levitzky et al., 2019, p. 361). 

The four sub-aspects can represent the strength of the knowledge of form and 
meaning. However, the scores of the passive recognition and the active recognition 
modalities in the bilingual version were slightly significantly different, but they were 
not significantly different in the monolingual version. Laufer et al. (2004) explained 
that this might be because the test takes needed to know the meaning of the 
distractors, which were L2 definitions. Hence, the two modalities were equal in terms 
of difficulty in the monolingual CATSS, and the version of the test also affect the 
participants’ test scores as well. 

Pedagogically, the test can be used as a screening and a placement test (Laufer et 
al., 2004, p. 202). Test takers are presented with total scores for each frequency 
level and for each of the four modalities. The test shows how well an individual word 
is known (Aviad-Levitzky et al., 2019, p. 350). For example, a learner with a good 
score in the passive modalities but a low score in the active modalities can indicate 
that he seems to be advanced in a reading class but not in a speaking or writing 
class (Laufer and Goldstein, 2004, p. 412).  

Regarding the use of terms, as the sub-aspects of ‘passive recognition’ and ‘passive 
recall’ relate to meaning (or L1 translation) and the sub-aspects of ‘active 
recognition’ and ‘active recall’ relate to ‘L2 word form’, Schmitt (2010) then suggests 
that they be called ‘meaning recognition’, ‘meaning recall’ for receptive knowledge 
and ‘form recognition’ and ‘form recall’ for productive knowledge.   

However, there is inconsistency in using terms here. While Schmitt (2010) considers 
‘form recognition’ as productive knowledge, it is regarded as receptive knowledge to 
some scholars such as Meara (1990a) as he develops the Eurocentres Vocabulary 
Size Test (EVST), a yes/no test format, which tests learners’ ability to recognise the 
written form of the target words when seeing it. Also, Nation (2013, p. 47) explains 
receptive and productive vocabulary use: “Essentially, receptive vocabulary use 
involves perceiving the form of a word while listening or reading and retrieving its 
meaning. Productive vocabulary use involves wanting to express a meaning through 
speaking and writing and retrieving and producing the appropriate spoken and 
written word form.” The phrase ‘perceiving the form of a word while listening or 
reading’ seems to be related to the ability to recognise the spoken/written form while 
listening or reading and then ‘form recognition’ should be receptive knowledge. The 
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inconsistency in using terms also appears in the papers by Webb (2009, p. 363) and 
Schmitt (1998, pp. 290-292). While they consider that the ability to produce 
paradigmatic associates as productive knowledge of word associations, Nation 
(2013) views that as the receptive knowledge instead and the productive knowledge 
of associations should refer to the ability to “recall [an L2 word form] when presented 
with related ideas” (p. 538).  

Additionally, Laufer (1998) divides productive knowledge into two different types: 
controlled productive knowledge and free productive knowledge. This is for 
vocabulary assessment purpose. She describes controlled productive knowledge as 
either the ability to provide or recall an L2 word form to the meaning given or the 
ability to use an L2 word when asked to do so. She describes free productive 
knowledge as the ability to use an L2 word freely in speech or writing. She argues 
that “the distinction between controlled and free active vocabulary is necessary as 
not all learners who use infrequent vocabulary when forced to do so will also use it 
when left to their own selection of words” (p. 257). In vocabulary assessment, 
controlled productive knowledge is reflected in test formats such as recalling an L2 
word to fit in the provided context and using a given word in a sentence level, while 
free productive knowledge is reflected in test formats like writing an essay using a 
topic or pictures provided. Therefore, ‘controlled productive knowledge’ seems to 
involve only the aspect of form and meaning, but ‘free productive knowledge’ may 
require many more aspects such as grammatical functions, collocations, constraints 
on use, associations, word parts, and spoken/written form. 

To summarise, Richards (1976) presents aspects that an individual word carries. 
Nation (2013) presents how the aspects are linked to one another by grouping them 
into categories and relates them to receptive and productive knowledge. Laufer and 
Goldstein (2004) divide the knowledge of form and meaning further into four sub-
aspects and Laufer (1998) divides productive knowledge into two further kinds. 
These scholars theorise vocabulary knowledge by employing component approach, 
so the models they built up go deep in details but do not explain much about how 
vocabulary knowledge develop or how an L2 word is acquired. That is, they do not 
illustrate whether a word carries all these aspects with it when it is acquired, whether 
some aspects can be acquired before the other, whether its receptive knowledge is 
acquired before productive knowledge. Also, when a word is acquired, none of the 
models specify whether it will be stored as one group of words used receptively and 
productively or whether it will be stored as receptive vocabulary and once developed 
it will be stored as productive vocabulary. The studies adopting his taxonomy are 
reviewed in Chapter 3. 
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2.2.2 The framework model within the developmental approach 

Using the developmental approach, Jiang (2000) proposed a psycholinguistics 
model of L2 vocabulary acquisition and presents the ‘specifications’ that an L2 lexical 
entry carries with it when it is acquired. His list of specifications is shorter than 
Nation’s aspects, but they can also be grouped into the three major groups of form, 
meaning and use. Jiang explains that the internal structure of the lexical entry 
consists of four specifications: 

1) phonological or orthographic formal specification (i.e., 
spelling/pronunciation or the aspect of form) 

2) semantic specification (i.e., word meaning or the aspect of form and 
meaning and the aspect of concept and referent) 

3) syntax specification (i.e., grammatical features or the aspect of grammatical 
functions) 

4) morphological specification (i.e., morphological variants of a word or the 
aspects of word parts)  

He proposes that there are three stages of how an L2 word is acquired into the L2 
lexicon in L2 learning context: 1) the formal stage, 2) the L1 mediation stage, and 3) 
the L2 integration stage (p. 47), and this process shows that some aspects are 
acquired before others.  

“At the first stage, a lexical entry is established for an L2 word, but it only 
contains formal specifications and a pointer [or a lexical link]. At the second 
stage, an L2 entry is a combination of L2 formal information (in the lexeme) 
and the semantic and syntactic information of its L1 translation (in the lemma). 
The integration of L2 information other than formal specifications is realised at 
the third stage” (Jiang, 2000, p. 71).  

This implies that formal specification of an L2 word is acquired before the other three 
specifications. He adds that the existence of L1 lexicon in an L2 learner leads to the 
L1 mediation stage, where language use is affected by L1 interference – using 
grammatical features of the L1 equivalent – and that many L2 words are often 
fossilised at the second stage. In vocabulary assessment or vocabulary teaching and 
learning, the fossilisation can be seen when learners write a sentence with some 
errors caused by L1 interference. 

Aitchison (1994) also explains processes of vocabulary acquisition in L1 vocabulary 
learning; the order of aspects acquired is similar to that described by Jiang (2000). 
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L1 vocabulary learning starts from 1) labelling process, where an L1 word form is 
linked to its concept and referent, 2) packaging process, where the L1 word’s 
derivative forms and figurative meanings are learnt, and 3) network building process, 
where the word is fitted in a learner’s semantic network (Aitchison, 1994, p. 170). So, 
Aitchison mentions the aspect of associations and collocations but does not mention 
the aspect of grammar. Therefore, she argues, the aspects of spoken/written form 
and the aspect of form and meaning are acquired before the aspect of word parts, 
association and collocations.  

Concerning receptive and productive vocabularies, Jiang’s model of L2 vocabulary 
acquisition also include the notion of reception and production. When explaining the 
first stage of L2 vocabulary acquisition, Jiang (2000) mentions two directions of word 
use (receptive and productive use) and how words are activated in these two 
directions.  

“At this initial stage, the use of L2 words involves the activation of the links 
between L2 words and their L1 translations…, or lexical association, … In 
receptive use of the language, the recognition of an L2 word activates its L1 
translation equivalent, whose semantic, syntactic, and morphological 
information then becomes available and assists comprehension. In 
productive L2 use, the pre-verbal message [concept] first activates the L1 
words whose semantic specifications match the message fragments. The L1 
words then activate the corresponding L2 words through the lexical links 
between L2 and L1 words” (Jiang, 2000, p. 51).  

I drew the diagram (Figure 2.1) showing the directions of receptive use 
(understanding an L2 word) and productive use (producing an L2 word to match the 
concept/thought), by adapting the lexical representation shown in Jiang’s paper. 
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Figure 2.1: Directions of receptive use and productive use of a word in one’s 
lexicon 

 

If related with sub-aspects proposed by Laufer and Goldstein (2004), receptive use 
of an L2 word involves L2 word form recognition and word meaning (L1 translation) 
recall, while productive use involves L2 word form recall. Hence, Jiang’s (2000) 
psycholinguistic model shows what specifications a word has, what specifications 
seem to be acquired earlier, and that a word is used receptively and productively. 
However, his model still does not show how words are stored in one’s mental 
lexicon, whether they are stored as one group and used receptively and productively, 
or they are stored as receptive vocabulary first and used receptively and once they 
become productive they can be used productively. Based on his model, it is 
uncertain about the relationship between receptive and productive vocabularies. 

 

2.2.3 The global model within the component approach 

The models reviewed above are separate traits models built up with both the 
component approach and the developmental approach. Some scholars such as  
Meara (1996a; 1996b; 1996c) do not agree with how vocabulary knowledge is 
characterised into aspects and sub-aspects.  Meara (1996c) argues that 
deconstructing vocabulary knowledge in that way does not seem to be the best way 
because it is too detailed and focuses too much on features of individual words; 
therefore, it cannot be used directly to assess learners’ overall lexical competence. 
He also adds that for vocabulary assessment purpose it is not manageable to test all 
the aspects shown in Richards’ (1976) framework with many test words. If all the 
aspects of a word need to be tested at the same time, only a few words can be 
included in a test battery and this again will not help researchers to explore learners’ 
overall lexical competence (Meara, 1996c). He then suggests a new model to 
describe vocabulary knowledge, especially for assessment purposes. This is seen as 
the global model (Henriksen, 1999) built up with component approach (Milton and 
Fitzpatrick, 2014). Although he does not agree with how vocabulary knowledge was 
theorised previously, what he proposed relies heavily on the framework model.  

In his papers (Meara, 1996a), Meara proposes two dimensions of vocabulary 
knowledge that are properties of the lexicon as a whole: 1) ‘size’ and 2) 
‘organisation’. Later, Meara (1996c) proposes another dimension ‘automaticity’.  
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Meara (1996a, p. 2) states that the problems of vocabulary teaching and learning at 
that time is caused by the lack of clear understanding of vocabulary knowledge as a 
whole. Even some questions that might be beneficial to pedagogy and seem simple 
to answer such as 1) how many words are there in English? and 2) how many words 
do learners know? are difficult to answer. These questions are all about ‘size’. The 
first dimension he proposes is then ‘size’, or the breadth of vocabulary knowledge.  
He considers this dimension as “the basic dimension of lexical competence” (Meara, 
1996a, p. 3).  

Milton and Fitzpatrick (2014) write that it is not clear which aspects the dimension of 
vocabulary breadth covers. What it covers varies in vocabulary assessment, but it 
mainly covers the aspect of spoken/written form and the aspect of form and 
meaning. Hence, the problem of selecting a test to measure vocabulary size is 
dependent on how vocabulary knowledge and the knowledge of form and meaning 
are defined. They can be defined differently as mentioned above when reviewing 
Nation’s (2013) taxonomy.  

Nation and Beglar (2007) write: 

“There are several reasons for wanting to measure a non-native speaker’s 
vocabulary size. One reason is to see how close the learner is to having 
enough vocabulary to be able to perform certain tasks such as to read a 
novel, to read newspapers, to watch movies, and to listen to friendly 
conversations. … A second reason for measuring vocabulary size is to be 
able to chart the growth of learners’ vocabularies. … A third reason for 
measuring vocabulary size is to be able to compare non-native speakers with 
native speakers” (p. 9). 

The underlying idea for the research on receptive and productive vocabulary size is 
that learners’ vocabulary size is strongly related to language skills. “[I]t is generally 
assumed that the more words learners know, the better the chance they have of 
understanding while reading or listening in the foreign language” (Al-Masrai and 
Milton, 2012, p. 15). Hence, a large vocabulary size is related to better language 
skills. 

The link between vocabulary size and general language ability has led to the concept 
that learners need to pass a particular threshold of vocabulary to perform particular 
tasks. The most frequent 2,000 words are required for basic everyday 
communication, and the most frequent 3,000 words are for learners to begin reading 
an authentic texts or simplified text (Laufer, 1992; Schmitt et al., 2001). The 
knowledge of most frequent 5,000 words enables learners to guess word meaning 
from context, to comprehend the content of the authentic text and to cope with 
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unassisted reading (Hirsh and Nation, 1992, p. 689; Schmitt et al., 2001). The 
knowledge of most frequent 10,000 words is required for studying in a university 
level in an ESL/EFL context (Hazenberg and Hulstijn, 1996, p. 145; Read, 2000). 
Some certain amount of vocabulary is needed for some academic tasks. For 
example, according to Laufer (1992), only the knowledge of 3,000frequent words 
should be enough for comprehension when reading more advanced reading texts, 
and 5,000 word families was for comprehensive reading (Hirsh and Nation, 1992; 
Laufer, 1992). 

However, there is no consensus in the number of vocabulary items needed. Nation 
and Beglar (2007, p. 9) and Schmitt (2008) suggest that the knowledge of around 
8,000 word families is needed to cope with a range of unsimplified spoken and 
written texts. Laufer (1992) suggests a much small size of only around 3,000 word 
families. These suggestions about thresholds vary, but many researchers are still 
based on the idea and have measured receptive and productive vocabulary size and 
growth.  

Vocabulary size tests vary. For instance, Meara and Jones’s (1988; 1990) 
Eurocentres Vocabulary Size Test (EVST)) test only the ability to recognise written 
word form, while Nation and Beglar’s (2007) Vocabulary Size Test (VST) test 
learners’ ability to recognise the L2 written forms and the ability to recognise word 
meaning. If a vocabulary size test contains words with affixes, vocabulary breadth of 
such test then covers the aspect of word form as well as word parts. Therefore, what 
aspects the dimension ‘size’ cover depends on how researchers define vocabulary 
knowledge. “In practice, it seems that researchers choose the definition which suits 
them best and this is often dictated by the availability of the testing instruments they 
have to hand” (Meara, 1996c, p. 7). 

The dimension of ‘size’ is related to the notion of reception and production. Scholars 
(e.g., Fan, 2000; Webb, 2008; Zhou, 2010) who explored this dimension tend to 
believe that there are two separate groups of vocabulary: receptive vocabulary and 
productive vocabulary in a learner’s mental lexicon. They normally measured only 
receptive vocabulary size, measure only productive vocabulary size, compare the 
size of these two vocabularies, measure vocabulary growth cross-sectionally or 
longitudinally, and explore factors of the growth. The actual size of productive 
vocabulary is difficult to conclude, though (Palmberg, 1984; Takala, 1984). When 
comparing the size of receptive and productive vocabularies, they hypothesised that 
receptive vocabulary is larger than productive vocabulary. This has been criticised by 
Melka (1982, p. 5) that this is “the more or less intuitive hypothesis”.  
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The ways that are used to distinguish receptive vocabulary from productive 
vocabulary might be different from researcher to researcher. For example, Meara 
(1990a) distinguishes these two groups of words on the basis of activation, and 
Corson (1983) distinguishes them on the basis of motivation.  

Meara (1990a) uses the term ‘active’ and ‘passive’ interchangeably with the terms 
‘productive’ and ‘receptive’. He explains these two terms by using the metaphorical 
approach and Wilson and Beineke’s (1979) Graph Theory, which he claims has been 
widely used to describe a range of phenomena, and associational structure of 
English vocabulary suggested by psychologists (e.g., Deese, 1965). This theory 
suggests that in relationships items or nodes are connected to one another via links 
or arcs; words are nodes, and they are linked. The direction of a link represents the 
direction of activation, and words that have no inward-pointing links are called 
passive words (Meara, 1990a). This means passive words can activate other words; 
they will not be activated by other related words but by external stimulation – seeing 
or hearing the words (Meara, 1990a, pp. 152-153). Active vocabulary is easily 
accessed because it is connected to inward-pointing and outward-pointing links. This 
means that active vocabulary can be activated by words stored in a person’s lexicon. 
Therefore, he is certain that there are two groups of vocabulary in one’s mental 
lexicon: active or productive vocabulary and passive or receptive vocabulary. They 
are distinguished by different links and different stimuli. If linked to the framework 
aspect, the relationship among words as he explains is related to only the aspect of 
word associations (with paradigmatic relations) and collocations (with syntagmatic 
relations).  

He adds that some active words can be connected to many links, so they are 
keywords or central to the associational structure, while some words are linked by a 
few related words. In real life, it is difficult to check how many links a word has or 
hard to compare which word has more links than others, though. 

Moreover, although Meara believes that receptive and productive vocabulary 
knowledge is a dichotomy, he also mentions the idea of degrees of knowledge. He 
remarks that the difference in number of links shows that active vocabulary exists on 
a continuum. This might imply that the number of links attached to active vocabulary 
refers to the degrees of how well we know it.  

To summarise, although Meara suggests that passive vocabulary is not the same 
group of words as active vocabulary because the difference is qualitative, he accepts 
that 1) there are degrees in knowing both passive words and active words, 2) 
passive words can become active words if taught appropriately; he recommends 
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stressing links from known words to newly learned words and 3) the state of being 
active is more advanced and include the state of being receptive.  

In terms of assessment, how he defines receptive or passive vocabulary influences 
how he devises a receptive vocabulary size test. As receptive vocabulary is activated 
by seeing/hearing a word, he then developed a word recognition test – the EVST. 
Defining productive vocabulary as words activated by other words, Meara and 
Fitzpatrick (2000) developed Lex30, which aims to elicit a learner’s productive words 
that are related to the prompt (L2 form recall). This test is claimed to be a productive 
vocabulary size test, and it is in the format of recalling words to multiple activation 
prompts. It directly involves the knowledge of associations and collocations. There 
are 30 prompts in the test and a test taker is required to supply the form of any 
related words he can recall.  

Fitzpatrick and Clenton (2017) studied performance of different productive tests and 
created the capture zone (p. 860) for teachers and researchers to “identify the level 
and range of the [productive] knowledge being tested” (p. 864). They showed that 
Lex30 can encourage test takers to supply various lexical items because of the 
multiple activation prompts and the words elicited can represent words test takers 
can produce, can use for appropriate referents, can use with semantic 
appropriateness, and use with grammar and semantic accuracy. However, words 
recalled in Lex30 should not be assumed to represent words that learners can use in 
context, and Lex30 should be categorised as a recall test, or a controlled productive 
test, which involves the knowledge of word association. The scores of Lex30 might 
be able to differentiate participants with large productive vocabulary from those with 
small productive vocabulary. However, it might not be able to provide the estimate of 
a test taker’ s productive vocabulary size in one figure. Until now, none of the 
available productive tests has that capacity.    

Similar to Meara (1990a), Corson (1983) used the same terms passive and active 
and explains this abstract idea by using a metaphorical approach. However, he had 
slightly different views about the relationship between passive and active 
vocabularies. Corson did not mention only activating factors but also what 
suppresses words; suppressed words are not used and the right words will be used 
instead. Corson stated that a learner’s active vocabulary is an important part or 
subset of his/her passive vocabulary when he explained the phenomena of selecting 
words for use in speech. He mentioned that at the encoding level of production many 
words will be recalled in a learner’s mind and only those with appropriate meanings 
will be chosen for use in speech.  
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Besides meanings and syntax, the necessity of explicitness of word use is also 
another factor in using certain words. These words are words ready to be used or 
easier to access, high-frequency words, and almost totally known. Corson called 
these words ‘motivated words’, and the rest will be hold passively because of both 
linguistic and extralinguistic constraints. Linguistic constraints involve inappropriate 
meaning or syntax, but extralinguistic context refers to psychological constraints 
such as willingness and inadequate knowledge of how to use a word, and 
sociological constraints such as the learner’s dialects or varieties (Corson, 1983). All 
these influence a learner’s word choice in their production. Corson called words that 
are not selected and will be held passively ‘unmotivated vocabulary’.  

According to Corson, unmotivated words can be divided further into two sub-groups: 
partially-known words and words that are not regularly used on everyday basis such 
as an unfamiliar term and swear words. These two sub-groups tend to be 
independent of each other but sometimes can overlap (Corson, 1983).  

Corson gave an example of a conversation between a physician and a layman. He 
believes that selecting words to use in speech is affected by explicitness. When 
explicitness is required, a physician is likely to use medical terminology in his/her 
career and medical terms such as ‘duodenum’ instead of ‘stomach’ become 
motivated vocabulary or active vocabulary, which is ready to be used at all times in a 
physician’s mental lexicon (Corson, 1983). Corson concluded that it is difficult for 
him/her to not use it in a conversation, even when he/she talks with a layman. Also, 
even though a layman understands the word ‘duodenum’ and is able to use the word 
if needed, he/she might prefer using ‘stomach’ in speech instead, but the word 
‘duodenum’ is still in a layman’s passive vocabulary and not used actively (Corson, 
1983). To conclude, Corson also views that there are degrees in knowing words and 
understanding precedes use, or words are stored passively first and once they are 
forced or motivated by some factors, passive vocabulary can be used actively.  

In addition to Meara (1990a) and Corson (1983), there are also many researchers 
who believe that receptive vocabulary and productive vocabulary are separate and 
compared the sizes of learners’ receptive vocabulary with that of productive 
vocabulary (e.g., AbManan et al., 2017; Fan, 2000; Webb, 2008; Zhou, 2010). Their 
findings show that active or productive vocabulary is smaller than passive or 
receptive vocabulary. Melka (1982) summarises the explanations for this 
phenomenon from research findings. There are four explanations which include the 
following Melka (1982, pp. 17-18). 

1) Some words in the lexicon are not used productively because of factors such 
as culture, education, social circumstances, psychological circumstances, and 
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these words should be considered as part of possible use knowledge or 
receptive knowledge. 

2) Some words are not used because of learners’ apparent avoidance or avoid 
strategies such as being unwilling to use taboo words, so these words are 
part of receptive vocabulary.  

3) Some words are not produced because learners lack knowledge of how to 
form a word or use the word (knowledge about morphology or rules).  

4) With the support of context, only partial knowledge is required to understand 
the word, so there tend to be more receptive words than productive words. 

The first three explanations support what Corson explained about receptive and 
productive vocabularies. The fourth explanation is also mentioned by Crow (1986, p. 
243), “A vast body of information is required for productive control of vocabulary 
items, while a much smaller body of knowledge is required for general receptive 
control”.  

Therefore, dividing words in one’s lexicon based on motivation should be fine in 
natural settings, i.e., people can choose what words to use depending on their 
knowledge, their willingness and on many extralinguistic factors as Corson mentions. 
However, I would like to argue that in teaching and learning settings using motivation 
to distinguish receptive vocabulary from productive vocabulary would be problematic. 
If those unmotivated words appear in a controlled productive task or test, learners 
are forced to use them, and they use them correctly, it is not clear whether these 
words should be grouped in unmotivated, motivated, receptive, or productive 
vocabulary.  

The second dimension proposed by Meara (1996a; 1996b; 1996c) that should be 
explored together with the dimension of ‘size’ is ‘organisation’ – the depth of 
vocabulary knowledge. ‘Organisation’ refers to how rich lexical structure is linked 
(Meara, 1996c). It is connected to lexical breadth because when vocabulary size is 
larger, more links will be built among words in the lexicon (Meara, 1996a; Milton and 
Fitzpatrick, 2014).  

For vocabulary assessment, Meara (1996a, p. 11) suggests, “Ideally, what we need 
is a characteristic that is able to distinguish between someone who has a large 
vocabulary because they have just learned a long list of words, and someone whose 
vocabulary is more structured than that”.  

Meara (1996a) points out that the aspect of word associations is related to a large 
number of words and to how they are structured; therefore, word association is the 
property of vocabulary as a whole. He mentions that vocabulary depth does not 
require a “detailed understanding of the way individual lexical items function” but 
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rather how words are related to one another (p.15). In addition to the aspects of word 
associations, Meara (1997) argues that it is also related to collocational links as well 
as grammatical links. 

Meara (1996a) adds that lexical organisation might be an important dimension of 
vocabulary knowledge because it is directly linked to learners’ language 
performance. There is evidence that word structure in L2 learners’ mental lexicon is 
weaker than that in native speakers’ mental lexicon. That is, native speakers can 
make connections to a variety of words with ease, while L2 learners can link a word 
to fewer words (Meara, 1996a). 

In vocabulary assessment, one example of vocabulary depth tests is Read’s (1993) 
Word Associate Test (WAT). This test asks a test taker to choose the words from the 
choices that have the same or related meanings with that of the target words (testing 
the knowledge of associations) and to choose the words that are always used with 
the target words (testing the knowledge of collocations). Since this test involves the 
ability to recognise the answer, it is also viewed as a receptive vocabulary test. 

However, scholars define the term ‘depth’ differently. While Meara (1996a; 1996b; 
1996c) and Read (1993) define ‘vocabulary depth’ as the lexical organisation or the 
knowledge of word associations and collocations, Schmitt (2010) and Zhong (2016) 
define ‘vocabulary depth’ as the knowledge of many aspects such as the aspects of 
written form, form and meaning, word parts, grammatical functions, word 
associations, and collocations. Based on a developmental approach, Wesche and 
Paribakht (1996) devised a Vocabulary Knowledge Scale, a vocabulary depth test. 
The depth they define include the progression of how well a word is known, ranging 
from the ability to recognise a word to having some idea of what it means, and to 
being able to use the word. 

The third dimension of lexical competence is ‘automaticity’. It is proposed later in 
Meara’s (1996b; 1996c) paper because it can also provide bigger picture of learners’ 
vocabulary knowledge, not merely focusing on features of individual words. Meara 
(1996c, p. 5) states, “we would need to be able to specify how automatically the 
items in a lexicon could be accessed”. This dimension is called ‘fluency’ by Milton 
and Fitzpatrick (2014, p. 7), Kroll et al. (2002) and Færch et al. (1984).  

Færch et al. (1984) explain the term ‘fluency’ in their paper as an aspect of 
communicative competence. They state that ‘fluency’ in all skills is almost the same, 
but the modes and time involved are different. They used a spoken communication 
as an example for simplicity in explaining. “Essentially fluency involves the capacity 
to be able to put what one wants to say into words with ease. This is the broad sense 
in which we shall refer to fluency… Fluency has to do with how well the speaker is 
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able to link the units of speech together smoothly and without strain. These units can 
belong to any of the following levels of the linguistic system: individual sounds, words 
and their combination, semantic units” (Færch et al., 1984, p. 143) 

In vocabulary assessment, “[t]his three-dimensional framework makes it possible to 
distinguish between learners who know lots of words and lots about them but 
struggle to use them (declarative knowledge), and learners who can quickly and 
naturally activate this knowledge for communication (procedural knowledge)” (Milton 
and Fitzpatrick, 2014, p. 7). ‘Fluency’ can be tested together with both receptive and 
productive vocabulary knowledge. For example, Kroll et al.’s (2002) psycholinguistic 
study combine the dimension ‘fluency’ with learners’ receptive knowledge when 
examining the effect of L1 interference on time the participants spent on translating 
words because it is widely believed in the field of psycholinguistics that L1 
interference is an obstacle for fluency in language use. However, as the aim of this 
study is not about fluency, the previous studies tapping this dimension are not 
reviewed in Chapter 3. 

To conclude, Meara suggested that researchers examine a bigger picture of 
learners’ lexical competence by exploring vocabulary ‘size’, ‘organisation’ and 
‘fluency’. However, his three-component model does not show the idea of vocabulary 
acquisition or how words are stored in our mental lexicon. 

 

2.2.4 The global model within the developmental approach 

The model of vocabulary knowledge in this section draws on the dimensions 
proposed by Meara (1996a) and the notions of receptive and productive vocabulary 
knowledge. Henriksen (1999, p. 304) states that she “see[s] a need for being more 
specific and suggest[s] three dimensions as a balanced position between the global 
and the separate trait view”. Her model emphasises vocabulary acquisition or stages 
showing how much words are familiar or acquired. It is built up from the idea that 
vocabulary knowledge is not an all-or-nothing phenomenon but rather a movement 
along a continuum. Henriksen (1999) creates the model for lexical development 
based on how previous research studies have explored vocabulary knowledge and 
on the test formats utilised.  

The first dimension proposed by Henriksen (1999) is the partial-to-precise 
dimension, which corresponds with the dimension of size proposed by Meara 
(1996a). She notices that studies of vocabulary size often use different test tasks; 
these tasks deal with different levels of knowledge. Some studies of vocabulary size 
use test tasks such as matching L1 to L2 words, choosing the correct meaning of a 
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target word from choices, and translating L2 to L1. These tasks require knowledge of 
form and meaning, which she considers precise comprehension. 

Some studies of vocabulary size examine only the ability to recognise words by 
using a checklist test format (e.g., Meara, 1996a). Meara (1996a) argues that when a 
learner selects the word they know, besides the ability to recognise the word form, 
the student also needs to have knowledge of the word meaning as well. However, as 
the test format itself apparently focuses on word form recognition, Henriksen thinks 
that this task should be clearly distinguished from the ones mentioned above. 
Knowledge of form and meaning should require precise comprehension while the 
ability to recognise word form needs only partial knowledge. Researchers can tap 
different levels of understanding by including many test tasks as a test battery in 
their studies, such as a word recognition task and a multiple choice format. Mostly, 
the test formats focusing on the aspects of spoken/written form and the aspect of 
form and meaning can be considered as the research on partial-precise dimension 
or on the vocabulary breadth dimension. 

Henriksen proposes the dimension of partial to precise dimension so that it can 
cover the aims of these studies or range of test formats. She adds that as vocabulary 
knowledge is not an all-or-nothing phenomenon learners can have vague knowledge 
of word meaning (partial knowledge) and this knowledge does not need to be fully 
developed to full comprehension (precise knowledge); understanding will gradually 
change depending on experience of the world and of the language. She suggests 
that it is possible to tap levels of understanding by combining test formats and track 
the development longitudinally.  

However, scholars define the investigation of many aspects of vocabulary knowledge 
differently. Henriksen (1999) and Read (1998) also considers it as the investigation 
of learners’ partial-precise knowledge. Read (1998) examined the knowledge of 
spoken form, meaning, part of speech, associated words, and derivatives by using 
an interview procedure. Schmitt (2010) and Zhong (2016) examined these aspects 
but consider their work as exploring the vocabulary depth, not the partial-to-precise 
dimension. 

The second dimension of vocabulary development proposed by Henriksen (1999) is 
depth. She proposes this dimension by summarising and combining the ideas of 
other scholars (e.g., Cronbach, 1942; Dolch and Leeds, 1953; Nation, 1990; 
Richards, 1976) and by depending on the features of some tests such as Meara’s 
(1982) word association test. Mostly, this dimension involves the aspects of words 
associations and collocations. 
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Therefore, Henriksen’s second dimension related to knowing different meanings of a 
word and its related words is similar to Meara’s (1996a) second dimension ‘depth’. 
She writes that the development of this dimension involves the development of the 
vocabulary size. That is, “while developing a general understanding of a word, the 
learner will primarily have to develop a link between sign and referent” (Henriksen, 
1999, p. 312).  

Henriksen proposes the dimension of receptive-productive vocabulary knowledge as 
the third dimension of vocabulary knowledge, based on the test types available such 
as a multiple-choice test of vocabulary (receptive vocabulary test) and picture-
description task (productive vocabulary test). In vocabulary assessment, Henriksen 
suggests that many test tasks be combined in a test battery to track vocabulary 
development along the receptive-productive dimension, but these tasks need to 
focus on the same target words.  

Regarding the relationship between receptive and productive vocabularies, 
Henriksen points out that most researchers believe that receptive vocabulary and 
productive vocabulary are two separate groups that compete for threshold levels of 
language proficiency (e.g., Fan, 2000; Meara, 1996a; 1996c); receptive vocabulary 
includes the words that one is able to comprehend, and productive vocabulary is the 
words one can use. However, what she believes is different. She writes:  

“I would hesitate to draw a sharp and well-defined line between receptive and 
productive vocabularies in order to emphasize that I am not dealing with a 
dichotomy (i.e., completely distinct sets of vocabularies) but am operating on 
a continuum … Furthermore, it is quite unclear where one would have to draw 
such a dividing line or threshold between reception and production” 
(Henriksen, 1999, p. 313). 

Similarly, Melka (1982; 1997) also states that receptive-productive vocabulary 
knowledge is a sort of continuum, or the degrees of familiarity with some aspects 
becoming productive while some still at receptive state. Also based on test types, 
she says that measuring vocabulary knowledge by using different test formats like a 
checklist, a multiple choice, and a defining or illustrating task should be seen as 
testing “various criteria of knowledge”.  

It goes “from the most obvious and intuitive (checking words as known) to the 
more “reliable” (defining or illustrating and item). … there is a sort of 
continuum, a line of knowledge going from less familiar to more familiar; 
paralleling this there are procedures or techniques to test the degrees of 
familiarity: multiple choice, synonym, illustration, translation etc. This shows 
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once again that the distinction made between reception and production is 
simply a pro forma distinction and thus unsatisfactory” (Melka, 1982, p. 20). 

Melka furthers:  

“[T]he notion of familiarity (or knowledge) of a word could be represented as 
being a line, a continuum starting, roughly, with the first stage of recognition, 
passing through various intermediary points and finishing near productive 
knowledge, with productive knowledge itself composed of several stages or 
phases (e.g., knowing a range of meanings for a word or the knowing of 
collocations or idioms could represent a more advanced stage of production 
compared to simply knowing a single meaning of a word which has many). 
The boundaries of receptive knowledge and productive knowledge are 
variable: their limits for a particular subject are depending on the form of a test 
or circumstances that are a part of the moment of an experiment” (Melka, 
1982, p. 21). 

Færch et al. (1984) also suggest that one end of the continuum of vocabulary 
knowledge represents the “ability to make sense of a word” and the other end 
represents the “ability to activate the word automatically for productive purposes” 
and words that are acquired into the lexicon will scatter at different points along this 
cline (p. 100).  

How Melka (1982) and Færch et al. (1984) define the distinction between receptive 
and productive vocabulary knowledge seems plausible. However, it is still not clear 
what should be included as intermediary points along the continuum. Besides, what 
Melka exemplifies as stages in productive knowledge are viewed as receptive 
knowledge in Nation’s taxonomy as they emphasize the term “knowing”, not “the 
ability to use”.  

Despite the unclearness of the intermediary points, some researchers agree that 
vocabulary knowledge includes many stages or degrees of knowledge. In vocabulary 
assessment, researchers who adopt this idea – vocabulary knowledge is a sort of 
continuum – think that receptive vocabulary and productive vocabulary are not 
competitive or grow with different rates. They then do not compare the size of the 
two but explore vocabulary development in terms of how a word is acquired or 
moves from one end to the other end (e.g., Paribakht and Wesche, 1993). According 
to Palmberg (1987, p. 203), vocabulary development can be explored qualitatively, 
which is to answer the questions like “how far individual words move along the 
continuum”.  
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One vocabulary test in this model that has been widely used is Paribakht and 
Wesche’s Vocabulary Knowledge Scale (VKS) (e.g., Min, 2008; Tahmasbi and 
Farvardin, 2017). The VKS tracks the knowledge of a word by starting from the stage 
of no knowledge, word recognition, knowing its meaning, being able to define it, and 
being able to use it in a sentence level.  

As the theory of the relationship between receptive and productive vocabulary 
knowledge is still debateable, it is usual that the idea about the continuum will be 
argued against, in the same way to the idea of the receptive-productive distinction. 
Even a researcher who tends to prefer the idea of the separation between receptive 
vocabulary from productive vocabulary like Meara (1996c) still states that it is not 
clear what varies along the cline and that the degrees of passiveness and activeness 
are not clear, either.  

Explaining vocabulary acquisition, Meara (1996c) suggests that vocabulary 
knowledge should be more unstable than a continuum or it should not be in a linear 
progression. Otherwise, a word should not be forgotten once it is learnt (Melka, 
1982). Consequently, he proposes a multi-stage model, which include five discrete 
stages of vocabulary development and allow transitions to move from any one state 
to any higher state and to move back to lower state if such word is fully learnt and 
then forgotten.  

 

 

Figure 2.2: Meara’s (1996c) multi-state model of vocabulary acquisition 

 

Meara (1996c) suggests this model by adapting the states in Wesche and 
Paribakht’s (1996) VKS. In his paper, he excluded State 3 because it is repetitive to 
State 4 and mentions that, in this model, we allow words to move from State 0 (no 
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knowledge) to State 5 and reversely move back to lower states. His model has not 
been developed further into a vocabulary test, though. 

Meara criticises the VKS, stating that it is not a good tool to track acquisition states 
because the VKS format is a fixed linear progression and does not allow for shifts 
among acquisition states of vocabulary as a whole at a particular set of 
circumstances as his model presents. Nevertheless, I still see that the VKS can be 
used to track the increase and the decrease of vocabulary acquisition between two 
periods of time, and it can include many words (such as groups of frequency-based 
words) for the overall picture of vocabulary acquisition if that is the main purpose of a 
study. However, the vocabulary tests are reviewed in Chapter 4 before I can select 
the one suitable for my study. 

In conclusion, vocabulary knowledge has been characterised in a number of ways, 
with both the separate traits and global models. Receptive and productive 
vocabulary knowledge has been considered in terms of different abilities, mostly 
dependent on the aspect focused. The nature and relationship between receptive 
and productive vocabularies and how they grow are still debatable, whether they are 
the same group of words moving on a cline and going through different stages, or 
separate groups of words activated by some factors and selected for use (whether 
they are two separate groups or one group as a subset of the other). This uncertainty 
still exists, and several details need to be explored.  

 

2.3 Research questions 

The research questions of the present study are based on the research aims and on 
what I have reviewed in Section 2.2.  

Firstly, I aimed to explore the nature of receptive and productive vocabularies, and 
according to Laufer (1998), productive vocabulary should be divided into controlled 
productive and free productive vocabularies. My research questions cover these 
three groups of vocabulary. I aim to explore vocabulary knowledge in general, not 
the knowledge of some specific words. I then need to review in Chapter 3 on which 
group of words to be the focus. Also, even though vocabulary knowledge includes 
many aspects, the focus is on vocabulary knowledge in general, not on any certain 
aspects. The research questions then cover the three major categories in Nation’s 
(2013) taxonomy: form, meaning, and use, instead. The knowledge of form and 
meaning is related to receptive vocabulary knowledge, while the knowledge of form, 
meaning, and use is related to two groups of productive vocabulary knowledge.  



 45 

The relationship among receptive, controlled productive, and free productive 
vocabularies is still uncertain, whether they are separate groups of words in mental 
lexicon, or they are stored as one group of words and change their status along a 
continuum. I then did not take side at this stage, and I aimed to explore receptive 
and productive vocabulary knowledge in both ways (within the dichotomous 
approach and the developmental approach). I needed to review what previous 
studies have done and what measures they have used so that I could sort out the 
research design and the measures that were the most suitable for my study. 

I also aimed to explore the receptive, controlled productive, and free productive 
vocabularies at different years of study, so the research questions are initially as 
follows.  

Research question 1: What is the participants’ receptive vocabulary 
knowledge? 

Sub-question 1: What is the participants’ receptive vocabulary 
knowledge at different years of study? 

Research question 2: What is the participants’ controlled vocabulary 
knowledge? 

Sub-question 1: What is the participants’ controlled productive 
vocabulary knowledge at different years of study? 

Research question 3: What is the participants’ free productive vocabulary 
knowledge? 

Sub-question 1: What is the participants’ free productive vocabulary 
knowledge at different years of study? 

Research question 4: What is the relationship among the receptive, controlled 
productive, and free productive vocabulary knowledge? 

Sub-question 1: What is the relationship among them at different years 
of study 

To answer these four questions, I reviewed what previous studies have done when 
they investigated these three groups of vocabulary in Chapter 3 so that I had some 
guidelines on which group of words to be focused, which research design to adopt, 
which tests to be used, and how to score participants’ answers. After reviewing the 
literature in Chapter 3, I revised the research questions as shown in Section 4.2. 
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Chapter 3 Literature review 2 

Research on receptive and productive vocabulary knowledge 

 

3.1 Introduction 

Chapter 2 examines how researchers view the relationship between receptive and 
productive vocabulary, a continuum or a dichotomy. This chapter reviews how 
researchers have explored receptive and productive vocabulary knowledge in 
relation to these two views. Since my study focuses on reading and writing skills, 
receptive and productive vocabulary knowledge will be limited to the ability to 
comprehend words when reading and writing.  

In addition, I will be reviewing studies related to English as a second/ foreign 
language rather than the studies on vocabulary size and growth of English as L1 or 
that of other languages. Although my study focuses on higher education, I will cover 
studies conducted with the participants at primary or secondary levels as their 
findings and the vocabulary development trends and the relationship between 
receptive and productive vocabularies might inform my study. 

This chapter serves as the rationale for the methodology in my study. The review 
covers what types of vocabulary knowledge researchers have explored and the most 
widely-used research methods. The methods include the number of participants 
involved, which tests researchers have used, which frequency levels and which 
groups of words they have tested, and the research designs (a longitudinal study or 
a cross-sectional study). I hope that this will lead to more methodological insights 
and the findings in my study might shed some light on the relationship of EFL 
learners’ receptive and productive vocabulary knowledge. 

 

3.2 Receptive and productive vocabulary assessment 

3.2.1 Research on receptive vocabulary 

 

Checklist or yes/no test format 
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The researchers who assume that being able to recognise written forms means 
having receptive knowledge of such words often use a checklist test format to 
measure receptive vocabulary size (e.g., Al-Masrai, 2009; Al-Masrai and Milton, 
2012; Barrow et al., 1999; Meara and Jones, 1990; Sahiruddin, 2008; Ward, 2009b; 
Yunus et al., 2016) and receptive vocabulary growth (e.g., Al-Masrai, 2009; Al-
Masrai and Milton, 2012; Sungprakul, 2016). Two well-known vocabulary tests with 
this format are the Eurocentres Vocabulary Size Test (EVST) by Meara and Jones 
(1990) and the XK_Lex by Meara and Milton (2003) and by Al-Masrai (2009).  

The first version of the EVST was devised by Meara and Buxton (1987). IT can be 
used as a placement test and a vocabulary size test (Meara, 1990b). The EVST is a 
computerised yes/no test drawing 100 words from ten 1,000-word-family levels from 
a general word list, developed by Thorndike and Lorge’s (1944) list.  

“The checklist format of the EVST reduces task demands to an absolute 
minimum by requiring the test-takers just to respond, ‘yes’ or ‘no’, to say 
whether they know the word, to a series of words [presented in isolation] 
appearing on the computer screen” (Read, 2000, p. 147).  

The EVST uses pseudo words and was deigned to adjust words.  

“However, when the test taker has responded ‘Yes’ to non-words, a more 
complex calculation is required. The calculation is based on statistics from 
signal detection theory...in a military context” (Read, 2000, p. 130).  

That is, if a test taker knows fewer words at a certain level, it stops showing words in 
the next (infrequent) level. Raw scores should be multiplied by 100 to estimate 
receptive vocabulary size; it can represent the most 10,000 frequent words.  

Meara and Jones (1988, p. 4) write: 

“if the testees score highly on this band, then they are tested on the next 
band, and this process continues until performance drops below a preset 
threshold. At this point, the program works out a rough estimate of how many 
words we think each testee knows, and tests a further 50 words form the 
appropriate frequency bands. … So, suppose our testee scores 100% on 
bands 1-4 but only 20% on band five, the program reckons that they know 
somewhere between four and five thousand words, and does its detailed 
testing on band four. The detailed testing phase actually tests one word in 
twenty at the appropriate level.” 

The XK_Lex sampled 100 words from two general word lists by Nation (1984) and 
Kilgarriff (2006). There are two pseudo words for each level. Not adjusted like the 
EVST, the XK_Lex gives a larger receptive vocabulary size than the EVST because 
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some learners know some infrequent words too. Raw scores should be multiplied by 
100. If the test-taker chooses a pseudo word as a known word, 500 points are 
deducted from the total scores. The test is available in both computer-based and 
paper-based versions (Al-Masrai, 2009, p. 33).  

A sample of a checklist test item is shown in Figure 3.1.  

 

 

Figure 3.1: An EVST test item 

 

Ward (2009b) used a yes/no checklist test to measure the size of general vocabulary 
and engineering vocabulary of engineering students in Thailand to check whether 
these students have sufficient receptive vocabulary knowledge to cope with the 
reading tasks in an engineering class. The students were supposed to read 
engineering textbooks in English. He first developed an Engineering Word List 
(EWL) (Ward, 2009a), sampled the words from the list and devised a new EWL 
vocabulary size test in a yes/no test format  (Ward, 2009b). This test format was 
shown to be valid and reliable by Meara and Buxton (1987) and Meara and Jones 
(1988), and Meara (1990a). It takes little effort from the test takers. Ward writes the 
test was suitable for his participants, engineering students who were low-proficiency 
in English. He asked the participants to tick words for which they knew at least one 
meaning. To check if test takers really know the target words, he produced a new 
test with some non-words.  

In the main study, there were 250 participants, and the tests were administered in a 
regular class. 75% of the participants sat the test of engineering words, the EWL 
checklist test, the focus of the study and 25% of them sat the test of general words 
sampled from West’s (1953) General Service List (GSL). There were 120 real words 
and 60 non-words for each test, and raw scores were converted into percentages. 
Choosing a non-word, raw scores would then be deducted; Ward did not report how. 
The 120 real words in the EWL test were sampled from 2,000 words from the EWL, 
providing “95% percent coverage of a 1,000,000 word foundation engineering corpus 
(Ward, 1999)” (Ward, 2009b, p. 296). The 120 real words in the GSL checklist test 
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represent the most 2,000 frequent words in the GSL and cover around 79-80% of a 
running words in most academic textbooks (Nation and Waring, 1997). 

The findings showed that on average the participants had relatively small receptive 
vocabulary size, of both engineering words and the general words. The subjects 
knew less than half of the words from the Engineering Word List (953 out of 2,000 
word families) and an estimate of 1,200 out of the 2,000 word families of the GSL. 
When he converted this vocabulary size into the percentage of text coverage to see 
how much the learners were able to comprehend the textbooks, the findings showed 
that “most students appear clearly to be operating way below the 95% lexical 
coverage level” (p. 298). Ward concluded that the lack of sufficient receptive 
vocabulary knowledge of engineering words and general words can impact students’ 
performance when reading English texts in engineering class. His teaching 
experience at this university and the students’ low mean scores (35.6 out of 100) on 
the English section in the entrance exam from the year 2009 (Ward, 2009a) are 
possible evidence for this. The results also showed that the ideal curriculum goals 
set by the university were difficult to achieve. 

Ward (2009a) directly benefited the teaching and learning in his context, but he 
sampled words from specially designed word lists, the EWL. This makes it difficult to 
generalise the findings of his study. However, he also measured the participants’ 
general vocabulary size by sampling words from the GSL, and the result in this part 
can then be compared to that of others’ studies. However, measuring only the 
knowledge of the most 2,000 frequent words might not provide the participants’ 
overall vocabulary knowledge as they might know words out of this frequency level. 
Hence, sources of general words might be more useful for my research as the focus 
is on vocabulary knowledge in general, but words from other frequency levels would 
be considered. 

Other researchers have used more general words lists. Al-Masrai and Milton (2012) 
used two yes/no tests to measure learners’ receptive vocabulary size: EVST 
designed by Meara and Jones (1990) and XK_Lex by Al-Masrai (2009). The word 
lists used are explained earlier. They asked the participants to sit two versions of 
XK_Lex and then the EVST, to estimate their knowledge of words out of 10,000 word 
families. This study was also distinctive in that they investigated the learners’ 
receptive vocabulary growth cross-sectionally by comparing the receptive vocabulary 
sizes of two groups of university students in Saudi Arabia (55 first-year students and 
37 fifth-year students, majoring in English).  

The findings showed that the fifth-year group had larger receptive vocabulary size 
than the first-year group. The first-year students had a receptive vocabulary of about 
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2,000-3,000 word families, and the fifth-year students had a receptive vocabulary of 
around 5,000 word families. According to Laufer (1998), 5,000 word families can 
cover 95% of running words in authentic texts and the fifth-year students had enough 
vocabulary to comprehend reading texts but were not fluent readers (Al-Masrai and 
Milton, 2012).  

In 2016, Sungprakul also measured the size and growth of the receptive vocabulary 
of English-major students cross-sectionally by using the XK_Lex (Al-Masrai, 2009).  
The participants in his study were 40 students purposively sampled from all the four 
year cohorts at Silpakorn University. He aimed to examine the receptive vocabulary 
growth cross-sectionally.  

Compared with Al-Masrai and Milton’s (2012) study, the findings showed that the 
receptive vocabulary size of Thai university students who majored in English was 
larger. While the first-year English majors in Al-Masrai and Milton’s (2012) study had 
a receptive vocabulary size of around 2,000-3,000 word families, the first-year 
students in Sungprakul’s (2016) study had a receptive knowledge of around 5,800-
6,000 word families even though they were EFL learners at the beginning of 
university level in the same major and got tested with the same vocabulary size test. 
Participants in higher years of study had a larger vocabulary. The average receptive 
vocabulary size of the second-year students was around 6,300-6,600 word families, 
the third-year students knew around 6,500-7,100 word families, and the fourth-year 
students knew around 7,300-7,400 word families.  

Al-Masrai and Milton (2012) and Sungprakul (2016) used a test that samples words 
from more general word lists and represents a large group of words – 10,000 words. 
They did not assume that the participants’ knowledge was limited to only 2,000 
words as Ward (2009b) did. However, the result, presented as a single figure of 
vocabulary size, might not be beneficial for pedagogical purposes since it does not 
identify which groups of words are needed to be taught or learned more.  

Al-Masrai and Milton (2012) and Sungprakul (2016) also investigated receptive 
vocabulary growth by adopting a cross-sectional research design. “A cross-sectional 
study is one that produces a ‘snapshot’ of a population at a particular point in time” 
(Cohen et al., 2007, p. 213) . It seems more practical for studies with limited time. 
The researchers did not need to spend three or four years to collect all the data and 
did not experience the attrition of the participants during the project, either. However, 
this research design cannot be used to track vocabulary growth of a particular 
subject, so the data on vocabulary growth can only be inferred from the difference in 
vocabulary scores between groups of participants from different years of study. For 
practicality, this research design appeared beneficial for the present study. 
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In addition, while the number of participants of each year cohort in the study by Al-
Masrai and Milton (2012) exceeds thirty, that in Sungprakul’s study does not; there 
were only around ten students per year group. According to Cohen et al. (2007), “a 
sample size of thirty is held by many to be the minimum number of cases if 
researchers plan to use some form of statistical analysis on their data, though this is 
a very small number and we would advise very considerably more” (p. 101). 
Therefore, ten participants per year cohort as in Sungprakul’s study might be too 
small for the statistical analysis. 

In terms of the test format, Meara (1996a) and Al-Masrai (2009) claim that checklist 
test format is the simplest format of vocabular size tests that allows a research study 
to include many words and allows a test taker to complete the test in a short time. It 
is also easy for the teachers or researchers to administer and to score learners’ 
performances; rating learners’ answers in this test is straightforward and it is easy to 
interpret the scores (Meara, 1996a). 

However, there are some disadvantages of the test format as well. First, the yes/no 
test format cannot guarantee whether the learner really knows and understands the 
word. If the test takers tick a real word without knowing it, there is no task for them to 
verify their knowledge. Therefore, the test allows guessing and 50% chance of 
correct answers. some test takers would have response bias, that is, “over-willing to 
say ‘yes’ to the “imaginary words” (Meara, 1996a, p. 9). Including non-words or 
pseudo words might not be able to solve the problem of guessing. Cameron (2002) 
trialled this test format (Meara, 1992), together with another vocabulary test before 
measuring her secondary-level learners’ receptive vocabulary size and found that 
“the inclusion of non-words in the Yes/No test produced unreliable results” 
(Cameron, 2002, p. 145).  

Cameron (2002, p. 159) writes: 

“The non-words in the Yes/No test created problems for all students, but 
particularly the EAL students, many of whom had scores heavily reduced by 
the number of non-words they checked as ‘known’. This was particularly 
evident at the 1K and 2K levels.”  

Second, the computerised format (the EVST) does not seem to accurately estimate 
learners’ receptive vocabulary size. According to Al-Masrai and Milton (2012, p. 17), 
the “EVST assumes vocabulary is learned in strict frequency order and therefore 
discounts knowledge of much infrequent vocabulary. It assumes no knowledge at all 
in these areas, once vocabulary scores in a frequency level drop below the highest 
of levels”. Al-Masrai and Milton (2012) used these two tests to measure Saudi 
university students’ receptive vocabulary and found that the estimates of receptive 
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vocabulary size given by the EVST was smaller than that given by the XK_Lex. It 
showed that learners might know some infrequent words and automatically adjusting 
words to test in the next level does not accurately estimate a test taker’s receptive 
vocabulary size. 

Therefore, this test format might not be the most appropriate test format to be used 
in this study in order to investigate learners’ receptive vocabulary since it allows high 
percentage of guessing and it cannot check whether the test taker knows the 
meaning of the test words.  

 

Matching format 

Many research studies used a vocabulary test with a matching format. Among many 
others, studies by Laufer and Paribakht (2016), Waring (1997a), Zhang and Lu 
(2013) are some examples.  

A popular receptive vocabulary test with a matching format is the VLT (Beglar and 
Hunt, 1999; Nation, 1983; 1990; Schmitt et al., 2001). The VLT measures the 
knowledge of word form and meaning, like the EVST. It does not estimate one figure 
of a learner’s receptive vocabulary size but indicates how much vocabulary at different 
frequency levels is known. It is used to “determined whether learners had gained 
mastery of high-, mid-, and low-frequency words as well as words that are common in 
academic discourse” (Stoeckel et al., 2020, p. 4). 

Based on the GSL (West, 1953) and Thorndike and Lorge’s (1944) list, it includes 
general vocabulary from four frequency levels (the 2,000-word level, the 3,000-word 
level, the 5,000-word level, and the 10,000-word level) and one section of academic 
words from the UWL (Xue and Nation, 1984). There are 18 items for each section in 
the original version by Nation (1983; 1990), so there are 90 items altogether. These 
eighteen items represent 1,000 word families of each level, except at the 2,000-level 
and at the academic word level. The eighteen items at the 2,000-level represent the 
most frequent 2,000 word families, while the eighteen items in the UWL section 
represent 836 word families. Hence, the scores should be calculated based on these 
numbers.  

Later, Schmitt et al. (2001) adapted the VLT by increasing the number of items in each 
level to 30 items and words in the academic word level were sampled from a more 
recent list at the time – the Academic Word List (AWL) by Coxhead (2000). The cut-
off point for mastery of each word level is 80%. That is to say, a test-taker who can 
score 24 word families or more out of 30 word families for each word level in the VLT 
is taken to master that word level (Schmitt et al., 2001).  
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This test can be used as a diagnostic test rather than a proficiency test as it addresses 
the receptive vocabulary size of different groups of words (Nation, 1983; 1990; 2001; 
2013). Nation and Beglar (2007) say that the VLT is used to “determine whether 
learners need to focus on high-frequency words, academic words, or low frequency 
words” (p. 10). However, the test results can be calculated to roughly find the 
vocabulary size estimates. Learners with only small amount of knowledge of the target 
words will be able to complete the task; the target words are isolated (no contextual 
sentence) (Nation and Beglar, 2007). The choices are not semantically related, so it 
is easier for beginners to distinguish the correct choice from the incorrect ones (Nation 
and Beglar, 2007).  

Answers in a matching-format test need to be graded with a dichotomous scoring 
method (correct/incorrect). The scores can be converted into the estimate of 
vocabulary size as suggested by Nation (1990), “Vocabulary size = N correct answers 
multiplied by total N words in dictionary (the relevant word list) divided by N items in 
test” (p.78).  

The VLT would appear to be a valid and consistent vocabulary test because it 
measures what it is designed to measure (Beglar and Hunt, 1999; Laufer, 1998; Read, 
2000). “Many studies have used the VLT in any one of its versions to test the receptive 
vocabulary size of subjects either for descriptive, comparative or correlational 
purposes” (Gallego and Llach, 2009, p. 119). Figure 3.2 is the sample of the VLT. 

 

 

Figure 3.2: Sample of the VLT 

 

Li and MacGregor (2010) investigated the vocabulary knowledge levels of 128 
Chinese university students in Hong Kong by using the VLT (Schmitt et al., 2001). 
The results from the test do not give a single figure of vocabulary size like the VST 
does, though. The VLT rather provides estimates of receptive vocabulary knowledge 
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at four different frequency levels and at academic word level. The participants 
majored in English and were selected because they tended to use a large or wide 
vocabulary for their study and work. There were two groups of them: 81 first-year 
students (BA group) and 47 part-time MA students (MA group); the majority of those 
in the MA group were working as English teachers at the time.  

The results showed that both groups of the participants had high scores at the high-
frequency levels and lower scores when the test words became less frequent. They 
received the highest scores at the 2,000-word level (97-99%) and the scores at the 
3,000-word level and at the academic word level were roughly equal (93-96%); the 
average score of the academic words was between the 3,000- and the 5,000-word 
levels. They knew 77-79% at the 5,000-level and had the lowest scores at the 
10,000-word level (30-34%). This showed that frequency levels had impacts on their 
vocabulary knowledge. The researchers also investigated the growth cross-
sectionally, and the results showed that there were no significant differences of the 
scores between the two groups, “demonstrating that more years of university 
education and work experience do not lead to the acquisition of the low-frequency 
VLT words by Hong Kong learners.” (p. 247).  

Testing the knowledge of many groups of words based on different frequency levels 
seems to fit the aim of my study because it can provide a big picture of learners’ 
overall vocabulary knowledge. Moreover, academic words are worth testing because 
university students need to encounter a lot of academic words throughout their four-
year learning. The estimates of learners’ general words and academic words can 
also serve as a guide for both learners and teachers so that they knew which groups 
of words need more emphasis. Therefore, both general words and academic words 
are included into my research study. However, I review some more studies using a 
matching format before I decide whether I would use a matching format.  

Unlike Li and MacGregor (2010), Alonso and Fontecha (2014) used the VLT (Schmitt 
et al., 2001) to track learners’ vocabulary development longitudinally. The 
participants were adolescent and adult learners (intermediate level or CEFR B1 
level) in a two-year English course at the Official School of Languages in Spain. The 
data was collected twice (in 2011 and in 2012). Only the 2,000-word level of the VLT 
was tested. The results showed that there was an increase in vocabulary knowledge 
after two years of instruction. In their first year, the participants’ mean score was 
77.77% (23.33 out of 30 points) in their first year and 82.93% out of 30 points in their 
second year. They mastered the vocabulary at the 2,000-word level when they were 
in the second year of the course. The researchers used the formula suggested by 
Nation (1990) to estimate the participants’ vocabulary size; the participants knew 
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around 1560 word families in their first year and 1660 word families in the following 
year. This was a statistically significant increase.  

However, Alonso and Fontecha tested only the 2,000-word level. This might be 
because the researchers only investigated whether there was an increase in 
knowing words or only to check the effectiveness of the language course, so the 
2,000-word level was sufficient. They did not use the VLT as a diagnostic test, so 
there was no need to test many groups of words. For my study, testing only words at 
the 2,000-word level is not sufficient. 

Testing the participants’ knowledge of more groups of words longitudinally, Zhang 
and Lu (2013) examined the vocabulary growth of the 300 Chinese university 
students both in English major and non-English majors from their first year to their 
third year and to examine the relationship between their vocabulary knowledge and 
their vocabulary fluency. As vocabulary fluency is not the focus of the present study, 
I will not review this issue.  

Zhang and Lu explored the participants’ vocabulary development by using Schmitt’s 
(2000) VLT. They also examined whether frequency levels had an impact on 
vocabulary knowledge, so they included all the five frequency levels of the test. They 
administered the test three times: Two weeks after their enrolment (T1), eleven 
months later (T2), and another eleven months later (T3).  

The results showed significant differences among their vocabulary scores over the 
22 months, and frequency levels had an influence on the participants’ vocabulary 
knowledge and vocabulary growth. The participants’ average vocabulary scores at 
the 5,000-level had the highest increases throughout the three times, from 38.43% 
(11.53 out of 30 points), to 58.90% and to 77.73%. All the increases were statistically 
significant with the p-value of less than 0.01. The vocabulary scores of the 2,000-
level had the smallest increases, from 90.63% to 97.40% and 98.93%. This might 
have been because of the high scores at this level and there was not much room for 
improvement. The vocabulary scores of the AWL level (69.27%, 86.90%, and 
95.13%) were between those at the 3,000-level (69.57%, 88.37%, and 93.13%) and 
the 5,000-level (38.43%, 58.90%, and 77.73%). 

Testing a variety of groups of vocabulary, like the study by Zhang and Lu (2013), 
appears to be suitable for the aim of the present study as it covers many words and 
the results would not be too specific to only the 2,000-word level. It can give more 
insights about vocabulary knowledge in general. 

Regarding the research design, exploring learners’ vocabulary knowledge 
longitudinally could provide accurate results of how vocabulary knowledge of the 
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same groups of participants grows. Longitudinal studies “enable researchers 
to…highlight similarities, differences and changes over time in respect of one or 
more variables or participants (within and between participants)” (Cohen et al., 2007, 
p. 212).  This research design does not seem to be practical for the current research 
because of the limitation of time; the duration of data collection cannot be lengthened 
to three or four years.  

Conducting a three-year longitudinal study, Gallego and Llach (2009) measured and 
tracked the vocabulary development of one group of primary students in Spain from 
when they were in 4th grade to when they were in 7th grade (1st year at their 
secondary level). As mentioned in the introduction of the chapter, I review this study 
even though their participants were not university students because I can learn how 
they conducted the research, and I might be able to relate the patterns of how their 
participants’ vocabulary developed to those of the participants in my study.  

Gallego and Llach’s study initially recruited 283 students, but due to participant 
attrition, only the data of those sitting the VLT (Schmitt et al., 2001) at all the four 
data gathering moments were analysed in the study. Since they were all primary 
school students, only the 2,000-word level of the VLT was selected. The results 
showed that their vocabulary size increased constantly each year. Their average 
scores out of 30 points at the 2,000-word level from 4th grade to 7th grade were 
18.03%, 25.43%, 31.57%, and 40.87%, respectively. When they converted these 
figures into the number of word families they had acquired, the vocabulary sizes 
were 361, 509, 631, and 817 word families.  

However, the participants gained roughly the same but rather small number of words 
every year (approximately 120-180 word families per year), the increases were then 
not statistically significant. Moreover, even when they were at their secondary level, 
their vocabulary size did not reach half of the 2,000-word level.  

When considering only their maximum scores, the researchers found that they 
gained lower maximum scores when they were in 7th grade than they got in the last 
year (two points lower). The researchers then qualitatively examined the data and 
found that one student was responsible for this maximum score and assumed that 
this decrease in score might be relevant to extra-linguistic factors such as “fatigue, 
disinterest, or student’s entering adolescence” (p. 120). This finding can be evidence 
of the increase and decrease of someone’s vocabulary knowledge. Nevertheless, 
the overall trends of receptive vocabulary size so far seem to increase when learners 
move to higher education levels. 

Webb and Chang (2012) also longitudinally examined the growth of receptive 
vocabulary of the Taiwanese learners over a five year period from high-school to a 
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university level at one vocational senior high school. They used the bilingual version 
of the VLT. They adopted the test items at the 1,000- and the 2,000-word levels from 
the bilingual version by Nation and Wang Ming-tzu (1999) and translated the test 
items at the 3,000-, the 5,000-word levels and the academic word level from the 
monolingual VLT (Schmitt et al., 2001). Using the bilingual version made it easier for 
the participants to understand all the choices. They acknowledged that the test used 
in their study involves only the knowledge of form and meaning or the ability to 
recognise form and meaning, not word production. Also, the test examines the 
knowledge of words at some frequency levels. If the study aim is to examine the 
knowledge of words at the 4,000-word level or other levels, the VST (Nation and 
Beglar, 2007) was more appropriate. 

At the beginning of the study, there were 222 participants but at the last year only 
166 participants did all the five tests (the same test but administered five times 
annually). Therefore, only the data from the 166 participants was analysed to 
estimate the number of words learnt over four years of study, and to what extent the 
high-frequency words and the low-frequency words were learnt by the participants. 
The participants were divided into three groups (Groups A, B, and C); The class of 
Group A focused on English language learning and English literature, while the 
classes of the other two groups focused on general English language learning. 

The findings showed that the participants from all the three groups knew more words 
when they moved to higher years of study, with Group A got the highest scores or 
acquired the most words over the four years. The highest gain was for Group A 
between year 1 to year 2 (12.91 points from the score in year 1, 21.24 out of 30 
points). This represented 430 words approximately when one test item represented 
33.3 words (Webb and Chang, 2012, p. 118). The least gain was for Group B 
between year 1 and year 4 (0.55 points from the score in year 1, 19.80 out of 30 
points). The smallest gain was merely around 18 words. The gain of the academic 
words was similar to that at the 2,000-word level. In terms of mastery (a score of 26 
or above), few students mastered the high-frequency words; overall, 47% of them 
mastered the 1,000-word level and 16% of them mastered the 2,000-word level in 
their final year of study. Also, a steady increase at the 3,000- and the 5,000-word 
levels was similar within each group. The findings showed inefficient English 
vocabulary learning. Webb and Chang then suggested that the curriculum have 
greater focus on explicit learning and learning high-frequency words so that it can 
help learners with comprehension of a reading text.  

Some modifications for a replication of Webb and Chang’s (2012) study suggested 
by Pellicer-Sánchez (2019) are 1) including instruments to elicit information about 
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out-of-class exposure because it also plays a role in vocabulary learning and 2) 
including a productive test so that receptive and productive vocabulary knowledge 
can be explored and compared. As many researchers consider that learning outside 
classroom is important for vocabulary learning, I included this in the questionnaire. 
As this is not the focus of my study, I initially hoped it might explain some 
unexpected findings if there were any. 

Hence, vocabulary growth can be investigated cross-sectionally and longitudinally. 
Both ways might have their own advantages and disadvantages. Some 
disadvantages of the longitudinal research design I learned from Gallego and Llach’s 
(2009) study is that participants dropping out in the middle of the study can happen 
and it needs a long time to complete a project. With time constraint, I decided to 
adopt a cross-sectional design. 

Concerning the test format, even though the matching format is a simple test task that 
is easy to complete by test takers and easy to grade by researchers (using a 
dichotomous scoring method), one problem with this format is that it allows guessing 
(Read, 2000; Schmitt, 2010). Up to 17% of the mark can be accounted for by guessing 
rather than word knowledge – one correct answer out of six alternatives (Webb, 2008), 
and this may give a misleading impression of how many words a test-taker knows. 
Therefore, a matching format test like the VLT is still not the one to be used in the 
present study. However, the frequency levels used in the VLT seems suitable for my 
study as they can represent vocabulary as a whole and the academic words are 
necessary for learners at a university level as well. 

 

Multiple-choice format 

Some researchers who view receptive vocabulary knowledge as the knowledge of 
form and meaning also used a multiple-choice vocabulary test (e.g. Amin, 2020; 
Dizon and Tang, 2017; Hatano, 2008; Johnson et al., 2016; Kotchana and 
Tongpoon-Patanasorn, 2015; Nirattisai, 2014; Nirattisai and Chiramanee, 2014; 
Pathan et al., 2019; Shin et al., 2011; Šišková, 2016; Yunus et al., 2016; 
Zechmeister et al., 1995; Zhao and Macaro, 2016). 

A widely-used vocabulary size test with a multiple format is the VST developed by 
Nation and Beglar (2007). The VST uses a meaning recognition format. It is a 
proficiency test used to measure how much English vocabulary learners know or 
how much vocabulary that learners have an idea of its meaning (Nation and Beglar, 
2007). The test can be used as a diagnostic test as it can show which group of 
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vocabulary to focus on (Webb, 2021). It was not “developed and validated for the 
purpose of predicting reading comprehension” (Webb, 2021, p. 454).  

The test requires a test taker to only choose the correct meaning for the test word 
embedded in a decontextualized sentence. This test format can also test many 
words at a time. “The frequency levels are based on word families occurring in 
[Nation’s (2006)] British National Corpus according to Bauer and Nation’s (1993) 
levels up to Level 6” (Nation, 2012, p. 2). 

There are two versions: based on 14,000 word families and based on 20,000 word 
families. The 20,000-word version is suitable to test native speakers’ receptive 
vocabulary size, and the 14000-word version is suitable to test EFL learner’s 
receptive vocabulary size (Nation, 2013). It has been translated into many languages 
so that the test takers do not need more effort to understand the choice, in other 
words, the test will only test the knowledge of the test words, not the knowledge of 
the choices (Nation, 2013). Both the monolingual and the bilingual versions can be 
found on Victoria University of Wellington website (www.wgtn.ac.nz).  

In the VST, there are ten items in each frequency level; these ten items represent 
1,000 word families. Even though it is criticised by Stoeckel et al. (2020) that ten 
items for each frequency level is not sufficient to show test takers’ vocabulary 
knowledge, Webb (2021, p. 458) argues that it will not be pedagogically practical 
because of long “time for test administration, time for grading, and test taker fatigue”. 

A dichotomous scoring system is also used to grade the test answers, and to 
interpret the VST results a test taker’s score needs to be multiplied by 100 because 
each item in the test represents 100 word families (Nation and Beglar, 2007). The 
scores can show the estimates of a learner’s receptive vocabulary size at each 
frequency level.  

  

 

Figure 3.3: Sample of the VST 

 

Yunus et al. (2016) measured and compared written receptive vocabulary size of two 
groups of university students from two different contexts, Thailand (EFL) and 
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Malaysia (ESL). The participants were first-year English majors. The researchers 
measured their vocabulary size to investigate whether their vocabulary knowledge 
would meet the academic needs at the tertiary level. There were 80 Malaysian 
students and 86 Thai students. They were purposively selected as they were in their 
first year and studying in the first semester. The VST (Nation and Beglar, 2007) was 
used with these two groups of students in their classes at different locations and 
different time. Only the first 100 items of the test were used, and these 100 items 
represents the 10,000 frequent word families of English sampled from Nation’s 
(2006) fourteen 1,000 BNC word lists. This is because the size of 10,000 word 
families was suitable for university students, and it was sufficient for academic 
purposes in university level (Laufer, 2013).  

The findings show that the Malaysian students had more than twice larger receptive 
vocabulary than the Thai students; on average, the Malaysian students had the 
knowledge of 4,460 word families (ranging from 3,000 – 8,000 word families) and the 
Thai students had around 2,090 word families (ranging from 1,000 – 7,000 word 
families). The reasons why the Malaysian first-year students had larger receptive 
vocabulary might be because the English is frequently used in Malaysia and its 
status in Malaysia is the second language, so the students are exposed to English in 
their everyday life. Another reason put forward by the researchers is that the 
Malaysian students had learnt the English language longer than the Thai students. 
Despite that, the researchers commented that the Malaysian students’ vocabulary 
size did not reach an optimal threshold level for EAP courses. However, they would 
be able to comprehend general texts as the vocabulary size of 5,000 word families 
can cover 95% of English texts (Hirsh and Nation, 1992; Schmitt et al., 2001).  

More opportunity to use the language and the amount of time spent on learning 
seem to be important factors in vocabulary knowledge or vocabulary size. Therefore, 
to explore the vocabulary growth in my study, I expect that the learners at higher 
years of study tend to have larger vocabulary than those at lower years of study 
because they have learnt the English language longer and then tend to use the 
language more.  

When comparing the vocabulary size of the first-year English-major students in 
Yunus et al. (2016) study (using the VST) and that in Sungprakul’s (2016) study 
(using the XK_Lex), I found that the vocabulary sizes of these two groups of 
participants (first-year English-major students) are very different. The participants in 
Sungprakul’s (2016) study had approximately three times larger receptive vocabulary 
size (around 6000 word families). The difference might probably be because of the 
number of participants or the difficulty of the test formats.  
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Firstly, the number of the participants per year cohort in Sungprakul’s (2016) study 
might be too small and this might affect the statistics. Cohen et al. (2017) suggest 
that there be at least 30 participants per variable. Therefore, I planned to sample 
around 30 participants per year group for the study validity. 

Secondly, these two studies used different test formats – a checklist format (the 
XK_Lex) and a multiple-choice format (the VST – the monolingual version). The 
multiple-choice format might be more demanding than the checklist test. It requires 
test-takers to read the sentential context and the choices in English. This might have 
affected the participants’ lower scores.  

However, none of these test formats will be used in my study because the chance of 
guessing. Despite a correct choice is chosen by a test taker, there are still 25% 
chance of guessing when using a multiple-choice format (one correct answer out of 
four choices). Some researchers such as Shin et al. (2011) tried to solve this 
problem by adding a choice of ‘I don’t know’ in the test in their study to reduce the 
possibility of guessing. Shin et al. found that there were “relatively high percentage of 
responses for option 5. This indicates methodologically that the format used in the 
vocabulary size test was valid for eliciting L2 learners’ vocabulary knowledge” (p. 
135). Even though adding a choice of ‘I don’t know’ as done in the study by Shin et 
al. (2011) was found to be useful to reduce the possibility of guessing, we cannot 
guarantee that the students always choose this choice when they do not know the 
meaning of a test word.  

Regarding the frequency levels, the VST gives the estimates of vocabulary 
knowledge at more frequency levels than the VLT. The VST shows the scores at 
each of the 14 frequency levels while the VLT shows only four frequency levels. 
However, the frequency levels to be used are dependent on the test format to be 
used as well. Using a more demanding test format might not allow including many 
frequency levels, like a simple test format does (Read, 2000). Therefore, I will decide 
about frequency levels to test after I find the most suitable test format.  

 

3.2.2 Research on controlled productive vocabulary 

 

Cued-recall format 

In vocabulary assessment, controlled productive vocabulary knowledge refers to the 
ability to recall an L2 word and the ability to use a given word in a sentence level 
(Laufer, 1998). To measure controlled productive vocabulary size, many researchers 
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used a cued recall test format (e.g., Fan, 2000; Nirattisai, 2014; and Zhong and 
Hirsh, 2009). A few studies used a sentence-writing format (e.g., Oberg, 2012; 
Zhong, 2016). Some other studies that also used a cued-recall format together with 
the use of a receptive vocabulary test are reviewed in Section 3.2.4 (e.g., AbManan 
et al., 2017; Amin, 2020). However, this section reviews studies that investigated 
only controlled productive vocabulary knowledge (e.g., Alonso and Garcia, 2014; 
Laufer and Nation, 1999). 

A widely-used controlled productive test is the Productive Vocabulary Level Test 
(PVLT) (Laufer and Nation, 1999). The unmodified version of the test appears in 
Laufer and Nation’s article (1995, p. 320). It has “a sentence with a word missing like 
a normal gap fill or ‘C-Test’ (Dörnyei and Katona, 1992) which the subject must 
complete correctly” (Waring, 1997a, p. 55). It has often been used together with the 
VLT if the research aim is to compare receptive and productive vocabularies. Figure  
3.4 is the sample of the PVLT. 

 

 

Figure 3.4: Sample of the PVLT 

 

Like the original version of the VLT (Nation, 1983; Nation, 1990), there are eighteen 
items in each of the four frequency levels and in the academic word section. 
Researchers normally choose only some levels to suit their research aims and their 
subjects. For example, Zhou (2010) only used the section of academic words both 
the VLT and the PVLT in her study because her participants were university students 
and not many studies at the time explored EFL learners’ knowledge of academic 
words.  

The test items of the PVLT were selected from the same lists as the VLT. A score of 
80% or more at each frequency level is taken to show the mastery of retrieving items 
at such level. The PVLT was designed to reflect the situation where a learner needs 
to recall an L2 word that matches the concept he/she aims to express and fits in the 
context he/she will write about (Laufer and Nation, 1999). Some initial letters are 
given in the blanks so that a test taker can provide target answers.  
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Laufer and Nation (1999) measured the controlled productive vocabulary levels of 
four groups of EFL students and investigated their vocabulary growth cross-
sectionally. There were twenty-four 10th graders, twenty-three 11th graders, eighteen 
12th graders, and fourteen first-year university students in. The test was administered 
with four groups of EFL students. As the test requires test takers to retrieve and 
supply target words, the scoring system is slightly different from the VLT. “The 
grading was in terms of correct/incorrect for each item. Minor spelling mistakes were 
not marked as incorrect, and grammatical mistakes were also ignored” (Laufer and 
Nation, 1999, pp. 38-39).  

The results showed that the controlled productive vocabulary scores of the 
participants decreased when the frequency levels become lower, and their scores of 
the academic words were between those at the 3,000- and the 5,000-level. The 
students at higher level significantly got higher scores, but the score of the 12th 
graders was not significantly higher than that of the 11th graders. Overall, frequency 
levels and years of study seemed to affect the participants’ controlled productive 
vocabulary.  

However, not all the four groups were significantly different at each of the frequency 
levels, except at the UWL level. The scores out of 18 points at the UWL level of the 
lowest group to the highest group were 14.44%, 29.44%, 41.11%, 70%. At the 
2,000-level, there were no differences among the 11th graders (83.33%), the 12th 
graders (90%), and the university students (94.44%). At the 3,000- and the 5,000-
levels, there was no significant difference between the 11th graders (51.67% and 
21.67%) and the 12th graders (60% and 26.11%). At the lowest frequency level – the 
10,000-word level, the university students’ score (21.11%) was significantly higher 
than the other three groups. This was probably because the three groups’ mean 
scores were approximately zero (0-5%). The insignificant difference between the 11th 
graders and the 12th graders was probably because the 12th graders focused on 
lesson revision for their entrance exam. If not, this might be because the small 
sample size. Laufer and Nation then suggested that future research recruit more 
participants per year group in their study.   

Measuring controlled productive vocabulary of secondary students, Alonso and 
Garcia (2014) also used the PVLT with thirty-eight Spanish 10th graders. Alonso and 
Garcia also examined whether gender had an impact on their controlled productive 
vocabulary knowledge. However, this is not the focus on the present study, so I will 
not review the findings related to gender.  

To measure the participants’ controlled productive vocabulary knowledge, they 
combined the two parallel versions of the PVLT – all eighteen items from versions A 
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and only twelve items from version C so that the test battery consisted of 30 items. 
They did not mention how to select some items from the later version, nor did they 
mention the necessity of making up the 30-item test. They included only the 2,000-
level because they argued that words from this level is necessary for communication 
both in spoken and in written form and it is suitable for secondary-level learners.  

The participants sat the tests at their regular school time. Different from Laufer and 
Nation (1999), Alonso and Garcia (2014) checked the answers with a stricter scoring 
system, i.e., the answers needed to be grammatically and orthographically correct. 
Therefore, a verb with a wrong tense form or a word with a spelling mistake was 
given no point.  

The results showed that their scores out of 30 points were relatively low (32.20%), 
and no one scored above 73.33%, not reaching the mastery level of 80%. The 
researchers converted the participants’ scores into rough estimate of their 
vocabulary size by using formula by Nation (1990, p. 78). The participants had the 
controlled productive vocabulary size of around 644 word families. The researcher 
concluded that the participants’ controlled productive vocabulary was relatively small 
and they might not be able to communicate well by speaking or writing.  

Some researchers criticised the frequency levels used in the PVLT, so they adapted 
the PVLT to suit their study aims (e.g., Shin et al., 2011). Shin et al. (2011) does not 
agree with the use of only four frequency levels as they cannot provide the 
vocabulary knowledge level in more detail. Shin et al. then randomly selected more 
test words from Nation and Beglar’s (2007) 14,000 BNC list and included ten 
frequency levels in their controlled productive test with the same format as the PVLT. 
I review Shin et al.’s (2011) study in Section 3.2.4, and the frequency levels for a 
controlled productive vocabulary test was decided later in this chapter. 

For a scoring system, if the participants are asked to supply answer, a strict scoring 
system will not be used for grading the participants’ answers. Minor misspelling 
should be considered as partial productive knowledge. Partial knowledge should be 
considered as part of someone’s vocabulary knowledge; this can be seen from a tip-
of-the-tongue phenomenon (Melka, 1982, p. 13; 1997). 

In terms of the test format, some scholars criticised providing some initial letters in 
the PVLT (e.g., Read, 2000; Webb, 2008) that this might affect the validity of the 
cued-recall format. According to Webb (2008, p. 80), providing some letters of the 
test words makes the PVLT become “biased toward receptive vocabulary size” as 
the letters can allow a test taker to recognise the word form more easily.  
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However, whether or not to use this test format was decided together with using a 
receptive test format, i.e., when I review the previous studies investigating both 
receptive and controlled productive vocabulary knowledge in Section 3.2.4.  

Additionally, when I searched for studies on receptive and productive vocabulary 
knowledge, I found some research studies particularly explored the controlled 
productive vocabulary by using a sentence-writing task alone. They are classroom 
experiments comparing different reaching methods (e.g., Barcroft, 2004), not with 
the aim to explore the nature of controlled productive vocabulary, though. Therefore, 
I do not present them in this section. 

 

3.2.3 Research on free productive vocabulary 

 

Essay-writing task/ collecting writing samples 

Previous studies of free productive vocabulary knowledge do not estimate the size of 
learners’ free productive vocabulary; they generally investigate vocabulary used at 
free will in learners’ writing compositions (e.g., Azodi et al., 2014; Djiwandono, 2016; 
Laufer, 1998; Laufer and Nation, 1995; Laufer and Paribakht, 1998; Šišková, 2016; 
Walters and Bozkurt, 2009; Zheng, 2012; Zyad, 2017). They normally ask learners to 
write essays with provided topics (e.g., Laufer and Nation, 1995; Zyad, 2017) or 
collect learners’ writing samples (e.g., Azodi et al., 2014; Djiwandono, 2016; Zheng, 
2012) to analyse the vocabulary use. Pictures can be used for writing a short story, 
that is narrative writing as in Šišková’s (2016) study. 

This task cannot be used to measure a learner’s free vocabulary size. It is difficult to 
devise a tool to measure the size of every word one can recall or produce freely 
(Laufer, 1998; Laufer and Paribakht, 1998). What researchers can do with this up 
until present is only to explore the vocabulary produced and used in learners’ 
compositions. They explored only lexical richness. 

As free productive vocabulary knowledge is considered as word use at someone’s 
free will (Laufer, 1998), an essay-writing task seems to be a familiar task for EFL 
learners and seems appropriate for learners at a university level. Hence, this task 
was used in the present study. The decision about the research design (which 
topics, which types of essays, essay length, time duration for the test, which 
measures to analyse word use) was made while reviewing the previous studies.  

To analyse learners’ vocabulary use, some researchers employed lexical richness 
measures (Lexical Density (LD), Lexical Sophistication (LS), Lexical Variation (LV) 
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(e.g., Šišková, 2016; Zyad, 2017). They considered that learners’ proficiency is 
related to using content words, infrequent words, and a variety of words.  

Lexical density is the proportion of content words of the output supplied by a learner, 
lexical sophistication is the proportion of infrequent or advanced words, and lexical 
variation or lexical diversity is the proportion of different words in a text – “often 
called type-token ratio” (Schmitt and Schmitt, 2020, p. 225). Lexical Variation is also 
called Lexical Diversity by some researchers (e.g., Laufer and Nation, 1995; Schmitt 
and Schmitt, 2020). Laufer and Nation (1995) present the formulas for these 
measures in their paper (pp. 309-310). 

 

LD =    Number of lexical tokens x 100 

Total number of tokens 

Equation 3.1: Formula for the Lexical Density index 

 

LS =  Number of advanced tokens x 100 

Total number of lexical tokens 

Equation 3.2: Formula for the Lexical Sophistication index 

 

LV =  Number of types x 100 

Total number of tokens 

Equation 3.3: Formula for the Lexical Variation index (also called Lexical 
Diversity or TTR) 

 

Laufer and Nation (1995, pp. 309-310) do not view the above indices as reliable or 
valid measures. They write: 

“The LD measure is influenced by the number of function words, … The same 
piece of writing may be analysed differently in terms of LS, depending on how 
‘advanced’ vocabulary is defined. This makes the measure unstable. … The 
type/token ratio [or the LV] has been shown to be unstable for short texts and 
can be affected by differences in text length; … LV also does not distinguish 
what kinds of words are used. In a composition of 300 tokens, for example, 
200 word types could be used by someone who knows 2,000 words, or 
someone who knows 5,000 words” (Laufer and Nation, 1995, pp. 309-310). 
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Also, analysing vocabulary use in terms of lexical richness does not show learners’ 
free productive vocabulary knowledge at different frequency levels as I aimed to in 
this study. I, therefore, decided not to use these lexical richness measures. 

Seeing the problems of the lexical richness measures, Laufer and Nation (1995) then 
introduced another measure used to analyse vocabulary use in learners’ 
compositions, and this is Lexical Frequency Profile (LFP). Lexical frequency profiles 
show the number and percentages of used tokens, types, and word families that fall 
into different frequency levels: the first 1,000 frequent words in the GSL, the second 
1,000 frequent words in the GSL, the words from the UWL, and the words that do not 
fall in these three lists (called as the ‘Not-in-list’ group). However, Range can now be 
downloaded on Nation’s website (www.wgtn.ac.nz) with the GSL, the AWL or the 
BNC.  

A more recent and simpler lexical-profiling software than the Range (Nation, 2008) 
called VocabProfile has been devised by Cobb (n.d.). It shows the number and the 
percentages of tokens, types, and word families into four frequency groups as well.  

 

 

Figure 3.5: Sample of VocabProfile on Lextutor Website (Cobb, n.d.)  

 

Many research studies also used a vocabulary-profiling programme to analyse 
learners’ vocabulary use (e.g., Azodi et al., 2014; Djiwandono, 2016; Hatano, 2008; 
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Hsu, 2014; Laufer, 1998; Laufer and Nation, 1995; Laufer and Paribakht, 1998; Lee 
and Muncie, 2006; Malmström et al., 2018; Muncie, 2002; Treffers-Daller et al., 
2016). 

Laufer and Nation (1995) used this measure in their research study in order to 
establish the reliability and the validity of the LFP. They cross-sectionally analysed 
vocabulary used by three groups of learners with different proficiency levels: 22 EFL 
students who enrolled on English for Academic Purposes course in New Zealand 
(Group 1: the lowest proficient group), 20 Israel students majoring in English 
Language and Literature and studying in the first semester (Group 2), and 23 Israel 
students in the same major but completing their second semester (Group 3: the 
highest proficient group).  

The participants were asked to write two essays of about 300 words (tokens) each 
as part of their regular classwork so that they would keep motivated in writing the 
compositions. The learners wrote these two compositions on different days within 
one week; the interval needed to be short because the researchers did not want the 
subjects’ productive vocabulary knowledge to change. The topics were of “a general 
nature and dealt with controversial issues” (p. 314). The first topic for the first 
composition was the same for all the subjects and for the second composition the 
subjects could choose one from the three offered topics they were interested in. 
Figure 3.6 shows the topics for the two compositions that Laufer and Nation (1995) 
used in their study. 
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Figure 3.6: Essay Topics in Laufer and Nation’s (1995) study 

 

The subjects spent one hour on each composition. Then only the first 300 words of 
each of their compositions were typed into the computer. A word used incorrectly 
was not typed in because Laufer and Nation did not consider that as part of the 
subjects’ productive vocabulary knowledge. However, they corrected misspelled 
words before typing them in the LFP and these words were considered as the 
subjects’ partial productive vocabulary knowledge.  

The results showed the trend of their vocabulary use. The participants with lower 
proficiency level tended to use more of the high-frequent words (the first and the 
second 1,000 frequent words) and fewer of the academic and infrequent words (the 
UWL words and the ‘Not-in-list’ words) than the participants with higher proficiency 
level. The percentages of using words from the 1,000-level in the first compositions 
for Groups 1, 2, and 3 were 86.50%, 79.70%, and 77.00%. Those from the 2,000-
level were 7.10%, 6.70%, and 6.60%. The percentages of academic words in their 
writings were 3.20%, 8.10%, and 8.10%. Those of ‘Not-in-list’ words were 3.30%, 
5.60%, and 7.50%. The trend for the percentages of their word use in the second 
compositions were similar.  

“These differences are in accordance with the concept of language proficiency 
which assumes that richer vocabulary is characteristic of better language 
knowledge. If the LFP has tapped these differences, this is evidence for its 
validity. … [and n]one of the differences between the two essays is significant, 
showing that the LFP is stable between two compositions” (Laufer and Nation, 
1995, pp. 316-318).  

Therefore, the LFP is a reliable and valid measure for lexical richness. The LFP has 
been used by more recent studies (e.g., Azodi et al., 2014; Djiwandono, 2016; 
Lemmough, 2008; Zheng, 2012). 

Zheng (2012) also investigated the development of free productive vocabulary of 
advanced EFL students. Her study was a multiple-case study, including only four 
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third-year Chinese students majoring in English, because she believed that with this 
research design she would be able to better track how learners’ productive word use 
change even though the findings might not be able to generalise. Unlike, Laufer and 
Nation (1995), she did not ask the subjects to write compositions specifically for the 
research. She aimed to examine their productive vocabulary use in a naturalistic 
manner, so she asked the subjects to also send her electronic versions of the drafts 
they wrote in their argumentative writing classes. She collected their writing 
compositions three times during the academic year.  

She analysed their vocabulary use by using VocabProfile software.  She deleted the 
composition titles and proper nouns from the students’ free writings before uploading 
them onto VocabProfile. Only the percentages at the level of beyond-2,000 (the 
percentages of the AWL group combined with that of the ‘Not-in-list’ group) were 
compared to explore the changes because, based on Laufer (1994), the beyond-
2,000 level was an indication of “is a clear indication of productive vocabulary 
development” (Zheng, 2012, p. 109).  

The findings showed that not all of the subjects used more difficult or academic 
words in their drafts later in the academic year but used more of high-frequency 
words instead. Their average percentages of vocabulary use at the beyond-2,000 
level were 16.57% at the first session, 14.45% at the second session, and 10.37% at 
the third session. Examining only the percentage of the academic words used, they 
found that it also decreased (5.77%, 5.55%, and 3.81%). Differently, the percentages 
of their high-frequency words increased (83.43%, 85.55%, and 89.63%).  

Zheng (2012) also investigated the influence of their motivation towards this 
declining profile by using face-to-face semi-structured interview. She found that the 
learners did not think that using infrequent words was important – only easy words 
could be used to communicate successfully. Also, one of the subjects used to think 
that using difficult words could lead to better writing scores. She tried hard and gave 
up, she then recycled only easy words in her essays instead. Even though my study 
does not focus on motivation, it is also good to keep in mind that learners’ productive 
vocabular development might be affected by any of these extralinguistic factors – 
students’ thought and motivation. 

Azodi et al. (2014) studied free productive vocabulary growth cross-sectionally. They 
collected 210 writing samples from all the four year cohorts of Iranian university 
students; these students majored in translation. The reason why they analysed 
learners’ vocabulary knowledge through writing tasks is that writing tasks are similar 
to the task learners need to do in class, or, as Zheng (2012, p. 107) mentioned, “in a 
naturalistic manner”. After collecting the writing samples, they analysed them by 
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using Range (Nation, 2008) and compared the lexical profiles of these writing 
samples produced by the four groups of students. The Range software showed the 
number, together with percentages, of vocabulary used into four categories: words in 
the first 1,000 of the GSL, words in the second 1,000 of the GSL, words in the AWL, 
and words not in the lists.  

The results showed that the students from all the four years used almost equal 
number of words at the 1,000-level. The percentages of types used at this level by 
the students from Year 1 to 4 were 59.77%, 57.09%, 53.10%, and 59.67%. The 
second-year students used more words from the 2,000-level, but not many were 
used by the third-year or the fourth-year students; the percentages of types used by 
Year 1-4: 13.46%, 18.83%, 6.68%, and 8.51%. There was an increase in using 
academic words from Year 1 to Year 4 (6.08%, 8.86%, 20.92%, and 15.62%.), with 
the third-year students using the most of them (a significant increase with p value of 
less than 0.01).  

The researchers write, “to some extent the changes were predictable” (p. 1,846). For 
example, the students from Year 3 and 4 were likely to read and understand 
authentic and academic texts, so they used more words from the AWL in their 
productive tasks. Using a lot of academic words, the proportion of the high-frequency 
words used then decreased. The researchers concluded that “EFL students not only 
add to their vocabulary knowledge during the years of study, as they are exposed to 
different sources of English vocabularies, but also use this knowledge in their 
productive tasks” (p. 1846). 

Djiwandono (2016) investigated the free productive vocabulary used in academic 
papers or theses by fourth-year students of English Letters Department in an 
Indonesian university and compared it to that of their lecturers’ academic papers. 
Even though lecturers are not the focus group of my study, they can serve as a 
group with higher proficiency level. Djiwandono analysed the vocabulary use by 
using two measures: VocabProfile for lexical profile and TTR for lexical variation. 
Among 12 theses in the year 2007-2009, nine of these were sampled. He did not 
mention why he sampled these nine theses. Only some chapters (chapters 1, 4, and 
5) were entered into VocabProfile. Djiwandono argued that these chapters were 
more likely to relate learners’ thoughts, not citations of other sources. Nine academic 
papers of the lecturers were also sampled from 25 papers, but the entire papers 
were used for the analysis. However, this sampling process seems unbalanced. 
Also, the citations in some excluded chapters might have been paraphrased, so this 
must be considered as the learners’ ability to use academic words as well.  
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The comparison showed that the lecturers used significantly more academic words 
(9.48%) than the students (6.83%) and their TTR was significantly higher (0.28 vs 
0.17), with p value of less than 0.05. The students used more of the words from the 
2,000-level (83.01% vs 81.38%) and the ‘Off-list’ words (10.16% vs 9.14%), but 
these differences were not statistically significant. In Laufer and Nation’s (1995) 
study, higher proficiency writers used more of ‘Off-list’ words, though. Djiwandono 
then concluded that “the lecturers use more variety of words and use academic 
words more frequently than their students” (p. 214).  

Using both the lexical richness measure and the LFP, Zyad (2017) examined the 
free productive vocabulary knowledge in terms of lexical diversity and lexical 
sophistication. The lexical diversity in their study was analysed by using D-index 
(Malvern et al., 2004). D-index “models the best TTR curve in texts with different text 
lengths, hence overcoming the shortcoming of TTR being affected by varying text 
lengths” (Zyad, 2017, p. 367). The lexical sophistication in this study was analysed 
by using the LFP (Laufer and Nation, 1995). The participants were 90 participants 
from Year 1 to Year 3 in a Moroccan university and they were asked to write 30 
narrative essays on misjudging people from their appearance. The researchers did 
not state the length of each essay. The researchers controlled how the participants 
wrote their essays by providing them with details “such as the target audience, the 
purpose of writing and a few details about the plot of events” (p. 367) so that the 
participants could focus more on accuracy and lexical use.  

The D-index analysis showed that there was a significant increase in lexical diversity 
from Year 1 to Year 3, or the students from Year 3 used more of different words than 
the first-year group. Regarding the lexical profiles or lexical sophistication, the 
analysis showed that the “LFP did not develop across proficiency levels in a linear, 
upward manner” (p. 368) at the first and the second 1,000 word families of the GSL. 
The LFP at the 1,000-level did differentiate the first-year students from the second-
year group, with the second-year group producing fewer words at the 1,000-level. At 
the 2,000-word level, the LFP did differentiate the third-year group from the other two 
year cohorts. Even though the LFP index did increase at the academic word level 
(UWL), there was no significant difference among the three year cohorts. Therefore, 
different participants had their own different vocabulary profiles, and for each 
frequency level the proportions of used vocabulary at different frequency levels might 
not show linear, upward trends.  

I conclude from these studies that an essay-writing task is suitable for university 
students as this task requires the participants to produce vocabulary freely, which 
can serve as their free productive vocabulary. This format was then used in the 
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present study. As this study was conducted at the beginning of the academic year 
and by then the first-year students would not have any writing assignments. In the 
first semester, they only enrolled in general English (English speaking and listening). 
Accordingly, it was more practical to ask them to write an essay.  In this way, I could 
control the topic for all the four year cohorts. 

Since the type of essays, the topics, the time duration to complete the task used in 
Laufer and Nation (1995) was experimented with multi-cultural students at a 
university level and with different proficiency levels, I then decided to use 
argumentative essays because they seem to be able to elicit a variety of words from 
high- to low-frequency words as well as academic words from the participants. 
Narrative essays as used by Zyad (2017) was not used since they seemed to mostly 
elicit high-frequency words. Compositions from all the four year cohorts would be 
comparable because they would be controlled by the same topics and the 
participants would take about an hour per essay.  

Regarding the measures for vocabulary use, lexical richness indices (lexical 
variation, lexical sophistication, lexical density) were not used for the main study 
because they do not analyse how well words are used. Schmitt and Schmitt (2020) 
argue:  

“[Even though lexical variation, lexical sophistication, and lexical diversity] 
have the advantage of eliciting spontaneous use of vocabulary in learner 
compositions…, [but] they rely on the assumption that output with higher 
lexical variation, lexical sophistication, and lexical density indicates a larger 
vocabulary and more proficient language use. Unfortunately, this is simplistic, 
and quite often wrong. What really matters in vocabulary use is that the right 
word is used accurately and appropriately in a particular context, and 
automated measures are not good at doing this kind of “goodness of use” 
analysis” (pp. 225-226).  

Accordingly, lexical richness was not used in my study. The LFP or the VocabProfile 
was not used, either. They group words produced by learners into only a few 
frequency groups. The software focuses on only two high-frequency levels and the 
academic words. The words from mid-frequency levels or low-frequency levels are 
grouped into one big group considered as infrequent words, where they are 
supposed to be treated as separate groups. Hence, what software I used to analyse 
the participants’ free productive vocabulary was decided after the receptive and 
controlled productive vocabulary tests were selected. The flowchart of how I 
analysed the free productive vocabulary are presented in Chapter 4. 
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3.2.4 Research on receptive and controlled productive vocabularies 

Matching format and cued-recall format 

Even though results from a matching format can be affected by participants’ 
guessing and a cued-recall format is biased towards receptive knowledge (word form 
recognition), many studies used these two formats together to investigate the 
relationship between receptive and controlled productive vocabulary knowledge 
(e.g., AbManan et al., 2017; Fan, 2000; Ozturk, 2015; Waring, 1997a; Zhong and 
Hirsh, 2009; Zhou, 2010). This is probably because they are based on the idea that 
receptive vocabulary and productive vocabulary are separate groups of words or 
candidates for threshold effects (Meara, 1990a). I review them to see how they 
compared receptive and controlled productive vocabularies and the common findings 
about the relationship between the two groups of vocabulary.  

AbManan et al. (2017) explored the receptive and controlled productive vocabulary 
knowledge of 156 first-year non-English-major university students in Malaysia. They 
examined whether these students were ready for their university education because 
the English language is used as a medium in teaching and learning in this university. 
They remark:  

“It has been established that ESL learners’ vocabulary knowledge correlates 
highly to their general proficiency in English. The vocabulary size of ESL 
learners is seen as an essential aspect of readiness of first-year students to 
adapt to the university learning environment especially when English is used 
as the medium of instruction” (p. 53).  

Based on the idea of a dichotomy, the researchers used two vocabulary levels tests: 
the VLT (Nation, 1990) at the 2,000-, the 3,000-, the 5,000-word levels and the 
academic word level (UWL) and the PVLT (Laufer and Nation, 1999) at the 2,000- 
and the 3,000-word levels. These frequency levels were selected because “tertiary 
(advanced) level ESL learners need to have productive vocabulary knowledge of 
around 2,000 to 3,000- word families, and receptive vocabulary of around 3,000-
5,000 word families in order to function effectively as university students” (p. 53) and 
academic words are the basic requirement to perform academic tasks university 
learning environment (p. 58).  

Nevertheless, I do not agree with how the researchers choose the frequency levels 
for the two tests. It would be better not to assume the participants did not have the 
ability to recall words from the 5,000-word level or from the academic word level. 
Also, because the participants are at a university level, it is unavoidable for them to 
recall some academic words in their learning. Including the academic word level 
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might make them see clearer whether the participants are ready for an academic 
environment. 

The researchers did not mention about how to score the answers. The results 
showed that their vocabulary knowledge scores decreased at the lower frequency 
levels. The participants knew about 89%, 77.6%, 73%, 74% receptively at the 2,000-
, the 3,000-, the 5,000-word levels and the academic word level and had a controlled 
productive knowledge of around 71.2% and 39.6% at the 2,000-, and the 3,000-word 
levels. They also found that learners’ receptive vocabulary was larger than their 
productive vocabulary, 89% vs 71.21% at the 2,000-word level and 77.6% vs 39.6% 
at the 3,000-word level. 

Moreover, they found that majority of the participants were not ready for learning at 
university level. The majority of the participants reached the mastery level (80% of 
scores) of receptive vocabulary knowledge at the 2,000- and the 3,000-word levels 
(86% and 54% of the participants, respectively), but only half of them passed the 
5,000-level and the academic level (48% and 50% of the participants). For their 
controlled productive vocabulary knowledge, half of the participants (54%) mastered 
the level of 2,000 frequent words, and only 3% of them passed the 3,000-word level.  

Also working on the assumption that the relationship between receptive and 
controlled productive vocabularies is dichotomous, Zhou (2010) compared the size 
of receptive and controlled productive vocabularies of 72 Chinese non-English-major 
university learners. However, as at the time not many studies focused on academic 
vocabulary, she was interested to explore only academic vocabulary size. She 
selected only academic section of the VLT (Schmitt et al., 2001). It contains 30 
items. To make a controlled productive test comparable to the receptive vocabulary 
test, she developed a new productive test using the cued recall format like the PVLT 
(Laufer and Nation, 1999) and sampled 30 academic words from the AWL (Coxhead, 
2000) – the same word list for the receptive test. This is a sensible solution. 
Equalising the number of the test items for the two tests and sampling words from 
the same word list make the two tests more comparable.  

Zhou scored the receptive test and the controlled productive test slightly differently. 
While she employed a dichotomous scoring – correct or incorrect answers in the 
receptive test, she allowed partial knowledge performed in the controlled productive 
test. That is, she gave one point for a correct answer, half a point for a partially 
correct answer, and no point for incorrect answer. Partially correct answers refer to 
misspelled words which can be pronounced the same as the correct answers.  

Multi-scale scoring like what Zhou adopted seems to be a suitable method of grading 
what learners produce or supply since vocabulary knowledge is not an all-or-nothing 
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phenomenon (Laufer, 1998; Melka, 1997). Partial knowledge should be considered 
as part of one’s knowledge. This is dependent on test formats as well; a 
dichotomous scoring should not be used if the test is not a matching or a multiple-
choice format. Therefore, this scoring system was used to grade the participants’ 
word use in the present study. 

Like those in AbManan et al.’s (2017) study, the results showed that participants had 
a larger receptive vocabulary size than their controlled productive vocabulary. The 
receptive mean score was 78.00% (23.4 out of 30 points), while the mean score of 
controlled productive test was 35.33%. The controlled productive vocabulary lagged 
behind. The correlation between the two was statistically significant, though. This 
implies that a learner with a larger receptive vocabulary seemed to have a larger 
controlled productive vocabulary, and vice versa. 

Zhou also explored in more depth by dividing the participants into two groups based 
on proficiency levels or the receptive vocabulary scores. The participants scoring 
higher than the average score (23.44 points) were called Group 1, and those with 
lower scores were called Group 2. For both groups, their receptive academic 
vocabulary size was larger than their controlled academic productive size. The 
correlation between the receptive and the controlled academic productive scores of 
Group 2 (0.595) was higher than that of Group 1 (0.449). This implies that when 
learners acquire more receptive academic words, the gap between their receptive 
and controlled productive academic words then becomes wider, that is, the 
correlation becomes lower. She then concluded that receptive academic knowledge 
develops faster than controlled productive academic knowledge and that the growth 
of these two types of knowledge go along each other.  

Even though the methodology in Zhou’s study (the way she used different test 
formats to explore receptive and controlled productive vocabularies) seems to rely 
on the idea of dichotomy, that is, receptive and controlled productive vocabularies 
are separate groups of words competing against each other and growing at a 
different rate, she suggests that controlled productive vocabulary knowledge 
develops after receptive vocabulary knowledge. She writes: 

“The first step in learning a word is often to be able to recognize a word by its 
form and understand what it means. Then gradually, with more practice of this 
word in reading, listening, writing, or some other activities, learners increase 
their knowledge of this word and learn to use the word productively in writing 
or speaking. Therefore, it is apparent that productive vocabulary knowledge 
builds on receptive knowledge” (p. 16).  
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This idea is similar to the idea of continuum. The difference of these two beliefs 
might be that there is no dividing line between receptive vocabulary and productive 
vocabulary, but the knowledge of a word develops from a receptive stage towards a 
productive stage. Hence, the shared idea is that reception comes before production. 

Unlike AbManan et al. (2017) and Zhou (2010), Fan (2000) focused more on the gap 
between receptive and productive vocabularies. She designed the research study 
based on the idea that receptive vocabulary is acquired before productive vocabulary 
and that words should be recognised before they can be recalled. She measured the 
receptive vocabulary size of 138 higher-diploma students at a university in Hong 
Kong. To examine the gap, or to be more specific, the proportion of the recalled 
words (controlled productive vocabulary) to the recognised words (receptive 
vocabulary), Fan used the long version of the VLT provided by Nation. This receptive 
vocabulary level test contained 72 items in each frequency level, instead of 18 items 
of the original version. Fan used only three sections of this test: the 2,000-word level, 
the 3,000-word level, and the academic word level. A dichotomous scoring system 
was employed. Among 138 students, there were 9 groups of them – three sub-
groups from three major disciplines: Engineering Surveying (ES), Shipping and 
Management Studies (SMS), and Building Technology and Management (BTM). 
Among these three groups, three of the SMS groups had the highest receptive 
scores or they could recognise the most words (27.30% (59 words out of 72 words), 
23.60% (51 words), and 23.6% (51 words)).  

After Fan identified which words everyone in each group could recognise, she 
created a controlled productive test in the format of cued recall by including only 
words commonly recognised by such group and made the students take the 
controlled productive tests weeks later. In this way, test words included can be the 
same words for both receptive and controlled productive tests. Fan expected that 
those who recognised more words were supposed to be able to recall more words, 
or the ratio between the controlled productive and receptive vocabularies should be 
higher.  

The calculation showed unexpected results. First, there were no consistent ratios 
between recognised words and recall words. The ratio ranged from 53% to 81%. 
Second, being able to recognise more words did not mean being able to recall more 
words. For example, one group of SMS could recognise 51 words out of 72 words 
but was able to recall 27 words, while one group of BTM could recognise fewer 
words (44 words) but could recall more words (34 words). Third, the controlled 
productive/receptive ratio was not related to learners’ English proficiency or the size 
of their receptive vocabulary. For instance, while the second group of the BTM 
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recognised and recalled more words (22 and 13 words) than the third group of BTM 
(15 and 10 words), the controlled productive/receptive ratio of the second group 
(59.1%) was lower than that the third group (66.7%). Fan concluded that the ratios 
vary greatly and cannot be roughly estimated from knowing someone’s vocabulary 
size. In vocabulary assessment, it might be difficult to estimate learners’ productive 
vocabulary size from knowing their receptive vocabulary size.  

However, there are problems with how she designed the controlled productive test. 
Selecting only the words that could be recognised by everyone in the group might 
distort the original findings as some students might be able to recognise more words 
than their peers in the group. Hence, using two tests with the same test words and 
asked the participants to do the recalled task first might be better. Then their 
controlled productive/receptive ratio can be analysed and averaged for each group. 

Waring (1997a) also compared the receptive and productive vocabulary sizes of 
second language learners. The study was done at the beginning of a semester for a 
diagnostic purpose with 76 Japanese university students who majored in English 
(the first-year and the second-year students). The participants’ proficiency level was 
at upper elementary. He used the VLT (Nation, 2001) and the PVLT (Laufer and 
Nation, 1999). He argues that tests that can profile test takers’ vocabulary 
knowledge into different frequency levels are useful for pedagogy.  

“This kind of measure, from a word frequency perspective, is useful to 
teachers and learners to enable them to determine which words are well 
known and which need the most attention” (Waring, 1997a, p. 53).  

Based on one of his studies conducted the previous year with similar group of 
participants, he adapted the frequency levels by excluding the 10,000-word level and 
the UWL level because in the previous study the participants’ scores at these two 
levels were relatively low, close to zero, so their inclusion would not give much 
information about the learners’ vocabulary knowledge. To be able to discriminate the 
vocabulary knowledge at higher frequency level better, he added one more level – 
the 1,000-word level. As the test words at the 2,000-word level contained words from 
the most 1-1,000 and 1,001-2,000 frequent words, he then regrouped the test words 
and randomly selected more words from the GSL so that each level had 18 items 
like the other levels. Hence, the receptive test in his study consisted of 72 items and 
the controlled productive test had 72 items with the same test words.  

The participants sat the PVLT before the VLT to avoid learning effects from one test 
to the other. A dichotomous scoring system was used with the receptive test, but a 
non-strict scoring method (also offering half a point for a partially correct answer) 
was used with the productive test. He argues, “In the researcher's opinion this was 
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necessary as it would seem that a strictly marked productive test would yield lower 
productive scores and falsely widen the differences” between the receptive and the 
productive scores (p. 60).  

The results showed that their receptive vocabulary was larger than the controlled 
productive vocabulary at all the levels and for all the participants. On average, the 
receptive vocabulary was around 2.23 times larger than the productive one. 
However, Waring (1997a, p. 57) states, “[I]t is too simplistic a statement” because 
the gap varies from level to level, i.e., the receptive vocabulary was 1.58 times larger 
at the 1,000-word level, 1.79 times at the 2,000-level, 3.17 times at the 3,000-level, 
and as much as 6.45 times at the 5,000-level. The gap between the receptive and 
the productive vocabularies was wider at the lower frequency levels.  

Also, when he calculated the controlled productive/receptive ratio, he found that the 
ratio was high at the high-frequency level and low at the low frequency level. The 
ratios from the 1,000-level to the 5,000-level were 64.5%, 55.7%, 31.5%, and 15.5%, 
respectively. He interpreted the data that, at higher frequency levels, there was more 
chance for receptive vocabulary to become productive vocabulary; the percentage of 
chance was the percentage of the ratios.  

Besides, to investigate whether these ratios were also still the same for people with 
different vocabulary sizes, Waring divided the participants into three proficiency 
groups based on the sum of their receptive and productive scores: a lower group, a 
middle group, and an upper group. He found that the profiles of their receptive and 
productive vocabularies were roughly the same with the smaller receptive-controlled 
productive gap for the upper group.   

To explore the relationship between receptive and controlled productive vocabularies 
with the idea of dichotomy in my study, I calculated these ratios but at which 
frequency levels was decided after the test formats was selected. 

Using the same tests as Waring (1997a), Ozturk (2015) focused more on learners’ 
receptive and controlled productive vocabulary growth over years of study and the 
effect of frequency levels towards the vocabulary development. She conducted two 
studies, the first one was a cross-sectional study and the other one was the 
longitudinal study.  

In her first study, she compared the receptive and the productive vocabularies of two 
groups of learners by using the VLT (Nation, 2001) and the PVLT (Nation, 2001). 
The participants were 55 first-year students and 45 fourth-year students in an 
English-medium programme of a university in Turkey. They were advanced students. 
Ozturk assumed that the participants from these two groups had similar vocabulary 
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knowledge level when entering to the university and the main difference was only the 
“extra years of exposure to English through the academic study” (p. 97). 

In my study, I divided the students into two broad groups, but I did not assume their 
proficiency levels. Therefore, the students in Year 3 and 4 were considered as the 
higher year group, and the students in Year 1 and 2 were considered as the lower 
year group. 

All the four frequency levels and one academic word level of the two tests were 
included. In Ozturk’s (2015) study, 90% was considered the mastery level, which 
seems relatively high compared to other studies using the VLT and the PVLT. The 
results showed that the frequency levels significantly affected the participants’ 
vocabulary knowledge. Their receptive scores were around 95% at the 2,000-level, 
86% at the 3,000-level, 70% at the 5,000-level, 32% at the 10,000-level, and 85% at 
the academic word level. Their controlled productive scores were around 75%, 43%, 
30%, 12%, and 40%, respectively.  

However, there was no significant difference (p value of higher than 0.05) between 
the receptive and controlled productive scores of the two groups; the scores were 
almost equal for all the levels. This means their vocabulary did not improve during 
their study in the programme. For example, the receptive scores of the first-year 
students at the 2,000-word level was 95% and that of the fourth-year was 94%. Their 
receptive vocabulary scores were higher than their controlled productive ones at all 
the five levels. Their receptive vocabulary at all the levels was around twice larger 
than their controlled productive vocabulary. For example, the receptive academic 
vocabulary score of the first-year students was 80%, while their controlled productive 
vocabulary score was 40%. 

As there was no significant difference in the scores of these two groups of students, 
Ozturk then conducted another study (Study 2, also presented in the same paper) to 
verify the first study. It was a longitudinal study tracing the vocabulary development 
of the first-year students in Study 1 over their three years of study in the programme.  

The same tests were handed to the 55 students again when they were in their final 
year and let them do the tests when they are available. By doing so, it is difficult to 
guarantee that they relied on their knowledge only and did not look up words in 
dictionaries. This led to a returning problem as well. Therefore, I asked the 
participants to sit the tests at one of the faculty’s rooms.  

In Ozturk’s (2015) second study, only seventeen of the participants returned the 
tests (a return rate of 32%) – a problem of a longitudinal study. Therefore, only the 
scores of these seventeen students when they were in their first year were compared 
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to their scores when they were in their fourth year. The ANOVA analysis showed 
unexpected results. Even though their receptive scores increased but the differences 
were not significant. Frequency levels still had a significant effect on their vocabulary 
development, though. Despite being good and motivated learners, the participants 
did not show higher receptive vocabulary scores over years of study at the four 
frequency levels but did significantly improve at the academic word level.  

Ozturk then assumed that this might be because of the ceiling effect as their 
receptive scores nearly reached 100% at the 2,000-level (96%) and the 3,000-level 
(91%). When comparing the scores of these seventeen students with the average 
scores of the rest of their peers in Study 1, these seventeen students seemed to be 
better learners than the rest. Therefore, there was little room for improvement. 
However, there were significant differences in their controlled productive vocabulary 
scores at all the levels – only around 10% higher in their final year.  

Ozturk argues that the possibilities of the insignificance in the learners’ receptive 
vocabulary development over the years of study might be either the disadvantages 
of the learning context or the drawback of the test itself. First, about their learning 
context, the learners might have known a lot of high-frequency words and needed to 
learn a lot of academic words. When reading, they could manage to understand the 
texts, so they ignored few mid- or low-frequency words they encountered. This leads 
to less chance of learning them. Second, the VLT might not be sensitive enough to 
capture their vocabulary gain. The gain might happen at the 4000-level or 6000-
level, but the VLT is not evenly spaced from one frequency level to another. Hence, 
Ozturk suggests using the VST or Y_Lex, a checklist format (Meara and Miralpeix, 
2006) for measuring the vocabulary development of advanced students. 
Nevertheless, it is not certain whether the test takers really know the test words if a 
multiple-choice or a checklist format is used. 

The significant improvement of controlled productive vocabulary in the longitudinal 
study might be because of the learners’ larger receptive vocabulary in Study 2 and 
opportunities to practice writing. When learners knew more receptive vocabulary, 
they appeared to know more controlled productive vocabulary. Also, that the 
programme required learners to write compositions might be conducive to the growth 
of controlled productive vocabulary. Frequency affects the order of receptive 
vocabulary development, but productive vocabulary development is probably 
influenced by learners’ need to produce words when expressing themselves. Lastly, 
Ozturk concluded that there was not much growth in receptive academic vocabulary 
knowledge, and this might be because of the ceiling effect resulted from hard work 
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for the entrance exam, while there was room for improvement for their productive 
vocabulary.    

Zhong and Hirsh (2009) longitudinally examined the growth of receptive and 
controlled productive vocabularies over ten weeks’ time by using the VLT (Zhong, 
2008) and the PVLT (Zhong, 2008). The researchers approached 83 students high-
school students (11th graders) in China, but only 64 of them gave consent to 
participate in the study, and only 41 students completed all the tests. Therefore, the 
data of these 41 students was analysed in the study. Both tests were administered 
twice as a pre-test and a post-test. As the knowledge of 10,000 word level would be 
beyond the participants’ expected vocabulary size, it was excluded from the tests. 
Only the 2,000-, the 3,000-, the 5,000-word levels and the AWL level were included. 
The maximum score for each of the VLT was 30, while that of the PVLT was 18.  

The results showed that the average scores for both receptive test and the controlled 
productive test decreased when the frequency level decreased. For example, the 
receptive pre-test scores at the 2,000-, the 3,000-, and the 5,000-levels were 
88.20%, 77.13%, and 54.47%. The mean scores at the academic word level for all 
the tests were between those at the 3,000- and those at the 5,000-levels; the 
receptive AWL pre-test score was 70.30%.  

The results also showed that the participants’ post-test scores were significantly 
higher than their pre-test scores at all levels (p value of less than 0.05), the receptive 
test at the 3,000-level and the controlled productive test at the 2,000-level increased 
but without statistical significance. The researchers assumed that these 
insignificances might be because the high scores in the pre-tests at that level, so 
they did not “leave a measurably large enough margin for improvement” (p. 100). 
Another possible reason assumed by Zhong and Hirsh was about the small sample 
size – forty-one students – as in a study with a large sample only a small difference 
would be statistically significant. However, according to Cohen et al. (2017), thirty 
was an optimal number of participants per variable. Hence, I do not see forty-one 
participants were a small group. 

When they converted the scores into vocabulary size, they found that the 
participants’ receptive vocabulary size was larger than their controlled productive 
vocabulary size at all levels and for both pre-test and post-test. Different from what 
Zhou (2010) found, the controlled productive/receptive ratio showed that the ratio at 
all levels increased in the post-tests. This implied that the gap between these two 
types of vocabularies became smaller, with the controlled productive vocabulary 
growing at faster rate during these ten months. For example, the controlled 
productive/receptive ratio in the pre-tests at the 2,000-level was 96.31%, while that in 
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the post-test was 97.26%, and the gain of the receptive score from the pre-test to the 
post-test at the 2,000-level was around 3.12%, but that of the controlled productive 
score was 4.18%. This might be because there was not much room for receptive 
knowledge to improve and this might often happen at high-frequency levels. 

Finally, also based on the controlled productive/receptive ratios, Zhong and Hirsh 
found that at higher frequency levels there was more chance that the receptive 
vocabulary would become the controlled productive vocabulary. In other words, the 
ratios tended to be high at higher frequency levels. This is consistent with the results 
in Waring’s (1997a) study. For example, in the post-tests, the ratio at the 2,000-level 
was 97.26%, implying that there was as much as 97.26% chance that the receptive 
vocabulary at this level would become controlled productive vocabulary. The ratio at 
the 5,000-level was 64.30%, implying that there was 64.30% chance that the 
receptive vocabulary at this level would become controlled productive vocabulary.  

 

Multiple-choice format and cued-recall format 

The following studies used a multiple-choice format together with a cued-recall 
format to compare learners’ receptive and controlled productive vocabularies (e.g., 
Amin, 2020; Kotchana and Tongpoon-Patanasorn, 2015; Shin et al., 2011).    

Kotchana and Tongpoon-Patanasorn (2015) compared the receptive and productive 
vocabulary size of 453 Grade 6 students in Thailand. The participants were sampled 
from 4 primary schools in the North-east of Thailand to represent the population of 
Grade 6 students in this region. The researchers did not use the available widely-
used vocabulary size tests but designed their vocabulary tests themselves. The 
receptive vocabulary size test was a bilingual multiple-choice format, and the 
productive vocabulary size test was a fill-in-blank or cued recall format, the 
sentences of which were embedded in conversations or dialogues. Using these 
formats, the researchers view productive vocabulary knowledge as the ability to 
recall words or controlled productive vocabulary knowledge (Laufer, 1998).  

As the participants were only primary school and the Ministry of Education (2008) 
expected Grade 6 students in Thailand to have knowledge of around 1,000 word 
families, the test words were sampled from only the first 1,000 words in the GSL. 
There were twenty items in each test representing 1,000 word families in the GSL. 
They administered the receptive test before the controlled productive test. They did 
not report whether they used the same test words in both the tests. If so, the test 
scores might have been affected by a learning effect. I learned from this that I tried to 
avoid the learning effect in my study. 
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The raw score was then converted into vocabulary size by using this proportion. The 
data showed that the participants’ receptive vocabulary size (463 word families) was 
almost twice as large as their controlled productive vocabulary (292 word families).  

I learned from the literature that learners’ receptive vocabulary is always larger than 
their controlled productive vocabulary, regardless of whether the tests were newly 
designed or the available widely-used ones. Second, from all the studies conducted 
with Thai learners, Thai learners do not seem to know much vocabulary knowledge, 
regardless their educational levels. This might be because they do not have 
opportunities to practice it. 

With similar purpose, Shin et al. (2011) measured the receptive and controlled 
productive vocabulary size of 402 Korean high-school students to examine the 
relationship between these two groups of vocabulary and to check whether the 
Korean national curriculum was still suitable for the high-school seniors.  

They selected and adapted a bilingual version of the VST (Nation, 2010) for 
measuring the participants’ receptive vocabulary size because they argued that 
some of the test items were culture-specific such as the words ‘ruck’ and ‘lintel’. 
They then randomly selected 100 words from the first to the tenth levels of Nation 
and Beglar’s (2007) 14,000-words BNC word list by using Random Item Generator 
v.1 on Lextutor website. Also, they added one more choice ‘I don’t know’ as they 
believed that it would help reduce the possibility of guessing.  

To measure the learners’ controlled productive vocabulary size, the researchers 
adapted the cued recall vocabulary test – PVLT (Laufer and Nation, 1999) by using 
the same tool to select 100 words from the same word list so that the number of 
scores would be comparable. Furthermore, in the adapted PVLT, the researchers 
also provided Korean translations for each sentence in the test with the target word 
equivalent written in bold. The researchers claimed that, with the translation, test 
takers would not need more knowledge of a test word beyond their form and 
meaning, such as the need of knowledge of its collocation. This would maintain the 
test construct validity. Hence, Shin et al.’s controlled productive test can be viewed 
as a translation test. 

A dichotomous scoring was adopted with the answers in the receptive test, while the 
three-scale scoring (correct, partial correct and incorrect) was used with the 
controlled productive test as sometimes test takers supplied misspelled answers that 
still looked like the correct answers or the answers with minor grammatical mistakes 
such as missing the plural -s were considered as partially correct and received half a 
point.  
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The findings showed that the participants’ receptive vocabulary was larger than their 
controlled productive vocabulary at all the frequency levels. On average, their 
receptive score was 60 out of 100, and their controlled productive vocabulary score 
was only 24.40. When multiplied by 100 to convert the scores into vocabulary size 
out of the 10,000 words, their receptive and controlled productive vocabulary sizes 
were around 6,000 and 2,440 word families, respectively. The receptive vocabulary 
was almost three times larger than the controlled productive vocabulary. They 
calculated the controlled productive/receptive ratio by using their raw scores and it 
was 39.71%. “[T]he results indicated that the learners were able to produce 39.71% 
of the words that they knew receptively. However, the percentages cannot be 
generalised for all word levels” (Shin et al., 2011, pp. 133-134), like those found in 
Waring’s (1997a) study.  

When they examined in more detail at each of the frequency level, the controlled 
productive/receptive ratios varied. Within the ten frequency levels, the ratio was high 
at the high-frequency level, and it was the opposite at the lower frequency levels. For 
example, the controlled productive/receptive ratio at the first 1,000 word level was 
86.01%, while that at the 10th 1,000 word level was 8.95%. This indicates that “words 
at the lower frequency levels are less likely to become a part of the learners’ 
productive vocabulary lexicon” (p. 135). Also, the receptive and controlled productive 
vocabulary sizes tended to decrease at lower frequency levels. For example, the 
receptive and controlled productive vocabulary sizes at the first 1,000 word level 
were 935 and 804 word families, while that at the 10th 1,000 word level were 397 and 
36 word families. 

However, they also found unexpected findings. The participants’ receptive scores at 
the last two frequency levels, the 9th and the 10th low-frequency levels, were higher 
than that at the 8th level. They then examined this qualitatively and found that some 
of the words in these levels received more points than the others. The factors for the 
high scores were the influence of loanwords and frequent exposures to the words in 
the textbooks. One of them ‘carnival’ was a loanword meaning ‘festival’ in the Korean 
language. Three of the words ‘octopus’, ‘aptitude’, and ‘ethnic’ appeared many times 
in their textbooks, so the majority of the participants had many encounters to these 
words, recognised then and knew their meanings. They also assumed that this might 
be because of “the educational milieu that has put pressure on students to learn and 
memorise relatively lower frequency or academic words rather than the higher 
frequency words that are likely to be needed more for reading and writing of English 
general texts” (p. 136).  
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A qualitative analysis was also adopted in my study when I found some unexpected 
findings. This procedure provided more insights about my data and especially on the 
relationship between receptive and productive vocabulary knowledge. 

With participants at a university level, Amin (2020) measured the receptive and 
controlled productive vocabulary sizes of EFL students in an Afghanistan university 
and to examine the relationship between these two groups of vocabulary. The 
participants were 54 fourth-year students majoring in English. He used the VST 
(Nation and Beglar, 2007) to measure their receptive vocabulary size and the PVLT 
(Laufer and Nation, 1999) to measure their controlled productive vocabulary size. 
Only the first ten levels in the VST were selected in his study, so there were 100 
items for the participants to complete. As the controlled productive vocabulary test 
consists of only five levels, Amin “adopted it with some adjustments to the formula by 
calculating (2 × K2) + K3 + (2 × K5) + (4 × K10) = overall productive vocabulary” (p. 
37). However, this formula must have been presented wrong since it seemed to 
estimate only nine levels, instead of ten levels.  

The participants took the VST before the PVLT. Amin does not mention scoring. The 
results showed that the participants’ receptive vocabulary size was around 4300 
word families (ranging from 2,300 to 7,400 word families). It was larger than their 
controlled productive vocabulary size (around 3,000, ranging from 1,700 to 4,360 
word families). The scores for both tests at all the frequency levels were converted 
into 100 points so that they could be compared. The receptive scores were higher 
than those for controlled productive vocabulary at all the four frequency levels. The 
receptive-controlled productive scores at each level were 57 vs. 37 at the 2,000-
level, 48 vs. 39 at the 3,000-level, 36 vs. 25 at the 5,000-level, 24 vs. 20 at the 
10,000-level. The controlled productive score at the UWL was the same as that at 
the 3,000-word level (39%). The scores for both tests tended to be lower at the lower 
frequency levels. 

As the VST was used with the PVLT, it is not possible to compare their scores at the 
academic word level because the VST does not include the academic word level. 
From here, I learned that the two tests should include the same words for 
comparability.  

However, the scores at some lower frequency levels could be higher than the scores 
at higher levels. For example, the average receptive score at the 4,000-word level 
was 54 while that at the 3,000-word level was 48, and the controlled productive 
score at the 3,000-word level (39%) was higher than that at the 2,000-word level 
(37%). This is the evidence that vocabulary acquisition does not always and 
completely rely on frequency levels, but the overall trend does show a relationship. 
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The researcher focused on the main difference between the participants’ receptive 
vocabulary size and the controlled productive vocabulary size. He relates the 
findings to the idea of vocabulary threshold for performing language skills and states 
that “the overall receptive vocabulary of the participants is lower than the standard 
threshold of 5,000 words [to comprehend authentic prose] suggested by scholars in 
the literature” (p. 44). For the controlled productive vocabulary, he also comments 
that “the participants can actively participate in everyday conversation, but it would 
be difficult for them to write, especially academic texts, as their overall productive 
vocabulary size is below the threshold suggested by scholars” (p. 44). The 
productive vocabulary size of 2,000 words is for conversational speaking and 5,000 
words for writing (Laufer, 1992; Nation, 2006; Schmitt, 2000; Webb, 2008).  

 

L2-to-L1 translation format and L1-to-L2 translation format 

An L2-to-L1 translation format 

Researchers that consider receptive vocabulary knowledge as the ability to 
understand a given L2 word and to provide its L1 meaning use a translation format in 
their studies (e.g., Beaton et al., 2005; Fitzpatrick et al., 2008; Heidari, 2019; 
Maftoon and Sharif Haratmeh, 2013; Mondria and Wiersma, 2004; Nurweni and 
Read, 1999; Schmitt, 1998; Schmitt and Meara, 1997; Sydorenko, 2010; Waring, 
1997b; Webb, 2005; Webb, 2007a; Webb, 2007b; Webb, 2008; Webb, 2009; Zhang 
and Lu, 2015; Zhong, 2016).  

Like the formats mentioned earlier, this format also focuses on the knowledge of word 
form and meaning. Because of its simple form, it can be designed by using words from 
frequency list or words learnt in class. One example of this test format is Webb’s (2008) 
90-item receptive translation test, which he used to measure the receptive vocabulary 
size of Japanese students. Figure  3.7 is the sample of Webb’s receptive translation 
test. 

 

 

Figure 3.7: Sample of Webb’s (2008) receptive translation Test 

 

The test requires a test taker to provide an L1 equivalent to the given L2 word. There 
are many advantages of this test format, as compared to a checklist test, the VST or 
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the VLT. First, it requires a test taker to provide a translation, so it can verify the test 
taker’s comprehension of the test word. This, therefore, can help avoid guessing. Also, 
this test format is easier to design than a multiple-choice format or a matching format 
because choices or distractors should be selected carefully. The test format can also 
be used to test many words at a time. It also allows different answers that show a 
learner’s knowledge of a word. Webb (2008) indicates that if a test taker supplies a 
lower-frequency meaning of the test word which is a polysemous word, this shows that 
he/she has deeper knowledge of the word. However, Webb did not mention how to 
grade if an L1 translation supplied by a test taker was partially correct such as closely 
related words but not the target translation.  

 

An L1-to-L2 translation format 

In the literature on receptive and productive vocabulary, not many studies employed 
an L1-to-L2 translation format as a productive test (e.g., Fitzpatrick et al., 2008; 
Webb, 2008). Focusing on the knowledge of form and meaning, the L1 to L2 
translation test format provides L1 translations as prompts and requires a test taker 
to retrieve L2 word forms that match. As it is a controlled test task and requires a test 
taker to recall an L2 form, I considered this as another format of a controlled 
productive test. 

To compare receptive and productive vocabulary knowledge, researchers might use 
the equivalent test formats: an L2-to-L1 translation test (word meaning recall) and an 
L1-to-L2 translation test (word form recall) (e.g., Webb, 2008). By doing so, there might 
be learning effects or “transfer of learning from one test to another” (Waring, 1997a, 
p. 56). However, Webb (2008) avoids this problem by using different test words in both 
translation tests. Figure 3.8 is the sample of Webb’s (2008) controlled productive test; 
this Japanese translation means ‘bubble’ in English.  

 

 

Figure 3.8: Sample of Webb’s (2008) productive translation test 

 

As a test taker might produce an L2 form that also matches the L1 translation given 
or produce an L2 word with partially correct written form, a rater might need a 
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sensitive scoring method which also allows a partially correct answer to get a point. 
Webb (2008) scored the answers both strictly and sensitively in his study. For the 
strict scoring system, no point would be given to a misspelled word or an incorrect 
word, while, with the sensitive scoring system, misspelled words which were still 
phonologically similar to the target words were acceptable and earned half a point.  

Webb’s scoring method especially a sensitive scoring system seems reasonable, for 
it accepts learners’ partial knowledge. To know one word partially should be 
considered as one degree of knowing the word as well and then should not be 
considered as having no knowledge. What Schmitt (1998) found in his study can 
support this idea. One of the participants had spelled one target word wrong every 
time of the test, yet he knew its meaning and its associated words quite well. Also, in 
the case of native speakers, a young native speaker who does not know how to write 
a particular word probably knows its meaning, its pronunciation, and its position in a 
sentence quite well. Therefore, as also mentioned earlier, the sensitive scoring 
system will be employed in this research study. 

In his study, Webb (2008) examined the sizes and relationship between receptive 
and productive vocabularies of EFL learners and also to examine the relationship 
between these two for learners with different proficiency levels. This is an 
experimental and within-subject research design. In his study, the participants were 
Japanese university students who were in their second year. The English proficiency 
level of the 48 students majoring in English Literature ranged from intermediate to 
advance, while that of the 37 students majoring in Commerce ranged from beginner 
to intermediate.  

He used translation tests for both receptive and productive tests so that none of the 
test would be more demanding than the other and this would not affect the test 
scores. He selected 90 words for the receptive test and another 90 words for the 
productive test from three frequency levels of COBUILD Dictionary, which was 
created out of the Bank of English Corpus with over 200 million running words. Sixty 
words per level were selected from the 701st-1900th most frequent words (Band 1), 
the 1901st-3400th (Band 2), and Band 3 from the 3401st-6600th (Band 3). He did not 
mention the edition of the dictionary, the year of this corpus, or the criteria for 
frequency levels, though.  

The participants’ receptive vocabulary was significantly larger than their productive 
vocabulary for both scoring methods, at all the three levels. For example, the 
receptive score at Band 1 with a sensitive scoring was 95.57% (28.67 out of 30 
points) but the controlled productive score was 90.90%. The differences between the 
receptive and productive vocabularies were bigger at lower frequency levels. For 
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example, the controlled productive/receptive ratios from Band 1 to Band 3 (with a 
strict scoring system) were 88%, 73%, and 65%. This implied that infrequent 
receptive words were less likely to become productive vocabulary.  

The controlled productive/receptive ratios were higher when using the sensitive 
scoring (93%) than strict scoring (77%), “which indicates that the participants might 
have partial productive knowledge of L2 forms for almost all of the words known 
receptively” (p. 85). These high controlled productive/receptive ratios might have 
been a result of the use of equivalent formats which focused on only the aspects of 
form and meaning. Webb expected that the differences would be bigger if more 
aspects of vocabulary knowledge were included in the tests.   

However, the controlled productive/receptive ratios between the two groups of 
students that calculated by using the sensitive scoring method were not statistically 
significant (p value of more than 0.05) and this was consistent with Waring (1997a). 
They were significantly different when using the strict one, with the higher ratios of 
the upper group for all the three levels. For example, at Band 1, the controlled 
productive/receptive ratio for the upper group was 93%, while that for the lower 
group was 84%. Webb (2008, p. 90) concludes, “This result gives support to the 
common assumption that receptive knowledge precedes productive knowledge 
(Aitchison, 1994; Channell, 1988; Melka, 1997)”. 

 

Receptive self-reported scales (VKS (categories I-IV)), cued-recall format, and 

a sentence writing format 

Most syllabus-based or classroom experimental research studies used a receptive 
self-reported scales together with controlled productive test such as  cued-recall 
format or a sentence-writing format to examine the relationship between receptive 
and controlled productive vocabularies as affected by different teaching methods or 
learning techniques (e.g., Vincy, 2020). 

 

Receptive self-reported scales 

Similar to Webb’s receptive translation test, a self-reported vocabulary knowledge 
scale like the VKS (Paribakht and Wesche, 1993) also includes an L2-to-L1 
translation task or a receptive task in its categories III and IV. The categories require 
a test taker to supply a translation or a synonym of a target word. The first four 
categories of the VKS can also be considered as a receptive test task and can be 
used with a productive task (e.g., Vincy, 2020). They are normally used with a 
productive task in category V (e.g., File and Adams, 2010; Paribakht and Wesche, 
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1993; Paribakht and Wesche, 1997). These scales are different from Webb’s 
translation test because they are self-reported steps towards productive vocabulary 
knowledge with verification, ranging from no knowledge to being able to use the 
word in a sentence. Figure  3.9 shows the categories III and IV of the VKS. 

 

 

Figure 3.9: Categories I to IV of the VKS (Paribakht and Wesche, 1993; 1997) 

 

The scales have been used in studies on vocabulary acquisition to track vocabulary 
progress from a receptive stage to a productive stage (e.g., Tahmasbi and Farvardin, 
2017; Vincy, 2020; Zhong, 2016). Previous studies with the idea of dichotomy scored 
categories III and IV quantitatively. They check whether learners know the meaning 
of the target word or not. The answer in this receptive translation task can be scored 
by using a dichotomous scoring (either correct or incorrect) or by a three-scale 
scoring (correct, partial correct, or incorrect) like Webb’s translation test if a 
researcher believes that vocabulary can be partially known. 

 

Sentence-writing task 

Controlled productive vocabulary knowledge can also refer to the ability to use a 
word in a sentence (Laufer, 1998). Hence, a controlled productive vocabulary test 
can also be in a sentence-writing format like the category V of the VKS (Paribakht 
and Wesche, 1993; 1997). Some studies used a sentence-writing task, which 
requires a test taker to use a given word in a sentence, when investigating learners’ 
controlled productive vocabulary knowledge (e.g., Tahmasbi and Farvardin, 2017; 
Vincy, 2020; Zhong, 2016). Figure 3.10 is what the category V of the VKS is like.  
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Figure 3.10: Category V of the VKS (Paribakht and Wesche, 1993; 1997) 

 

Test takers write a sentence by using a given word to verify that they do not only 
know the meaning but also are able to use it. However, this task has a drawback. 
Zhong (2016) says a test taker might produce a neutral sentence – a sentence, 
which does not clearly show whether a test taker know the target word or not – in 
category V. To avoid this problem, Zhong asked the subjects in her study to write 
approximately 2-3 sentences with connecting words, i.e., ‘because’, ‘so’, ‘although’, 
and ‘that’s why’. Zhong found this technique useful and can reduce neutral 
sentences in her study. The dependent clauses with these connecting words could 
help clarify the meaning of the target word used.  

Another drawback of this task is that not many target words can be tested at a time 
because the task requires a lot of effort from a test taker in terms of time spent and 
knowledge involved. Therefore, it has often been used to investigate the controlled 
productive knowledge of a few words taught or learnt in class, not a large number of 
general words from frequency lists. Despite the drawbacks, this controlled productive 
task (a sentence-writing task) seemed to be useful for my study. However, I decided 
which controlled productive test and free productive test to be used at the end of this 
chapter. 

Using the first four categories of the VKS, the PVLT, and the fifth category (a 
sentence-writing task) of the VKS, Vincy (2020) examines the learners’ vocabulary 
knowledge as affected by explicit teaching and repeated exposure. According to 
Vincy, these three test formats can test receptive, controlled productive and free 
productive vocabulary knowledge. However, the last two test formats in the test 
battery are controlled productive vocabulary tests, according to Laufer’s (1998) 
explanation. 

In Vincy’s (2020) experiment, the participants were 62 sixth graders in India. There 
were equally divided into two groups (controlled and experimental groups). She 
created a supplementary section for vocabulary to explicitly teach the words from 
their English textbook to the experimental group. The words taught in class were 
tested before and after the treatment. As the participants were sixth graders and the 
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study was a classroom experiments testing words taught in class, I am not reviewing 
the experiments in detail. I am reviewing only the scoring system she used and the 
results related to the relationship between receptive and controlled productive 
vocabularies.  

A correct answer for one level was given one point. Vincy did not assume that the 
correct answer at a higher level (from the controlled productive tests) also refers to 
the knowledge of the lower levels (from the receptive test). The results showed that 
receptive vocabulary scores for both the pretest and the posttest of the two groups 
were higher than those of the controlled productive vocabulary, with the experimental 
group scoring significantly higher than the control group in the posttest (p value of 
less than 0.001). For example, the controlled group got 10.7 points in the receptive 
pre-test and 4.29 points in controlled (cued-recall) productive pre-test. Vincy did not 
mention the maximum score. 

The regression analysis also showed that the participants’ receptive vocabulary 
knowledge influenced their productive vocabulary knowledge, with a 72% significant 
influence only in the case of the experimental group after the treatment. She 
concluded that the participants had more receptive vocabulary knowledge than the 
productive vocabulary knowledge, that these two kinds of knowledge are correlated, 
that the gap can be decreased by the explicit teaching and repeated exposure, and 
that using the researcher-created supplementary could improve the learners’ 
vocabulary learning.  

 

Matching format and a sentence-writing format 

Oberg (2012) conducted a syllabus-based experimental research study, based on 
the idea that receptive and productive vocabularies are not the same groups of 
words in learners’ mental lexicon and that receptive vocabulary will become 
productive vocabulary. He particularly aimed to find out the threshold where 
receptive vocabulary became controlled productive vocabulary. He writes:  

“[A]t which point – that is, how many sessions – a significant difference may 
emerge indicating a sudden and noticeable gain in productive acquisition of 
the material, i.e., a memory threshold being crossed from a receptive 
knowledge to a productive one” (Oberg, 2012, p. 30).  

His study was conducted in Japan. Fifty-eight first-year non-English majors 
participating in his study. The participants were asked to make their own picture 
cards for all the 15 target vocabulary items from their textbook. There were two 
sections of the test: the receptive section (a matching task) and the productive 
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section (a sentence-writing task). The same test was administered as the pretest and 
the posttest. The students played the cards and recalled the vocabulary items from 
the cards and from the context during the treatment.  

The test scores showed that the receptive and the productive vocabulary knowledge 
appeared to increase, with the higher receptive knowledge scores. For example, 
after the first treatment session, the receptive score was 96.42% but the controlled 
productive score was only 11.85%. The receptive scores slightly increased and 
nearly reached the ceiling for all the ten sessions. The receptive score showed a 
significant different only the first after-treatment session (p value of less than 0.001), 
while the productive scores had a steady and significant increase for every session, 
except after the 9th session.  

“However, the results of both analytical tests used did not support the 
existence of such a threshold…The consistent occurrence of significant 
differences in the statistical analysis of the data makes it difficult to pinpoint 
just where a cut-off line could be placed…Moreover, the lack of any sudden 
and noticeable jump in the mean score themselves appears to support this” 
(Oberg, 2012, pp. 30-32).  

Hence, Oberg concluded that there is no such threshold where receptive vocabulary 
becomes productive vocabulary and that the productive vocabulary gradually 
develops. 

 

3.2.5 Research on receptive and free productive vocabularies 

In this section, I review how scholars compared learners’ receptive and free 
productive vocabulary knowledge.  

 

Multiple-choice format and essay-writing task 

Šišková (2016) studied the relationship between EFL learners’ receptive vocabulary 
size and free productive vocabulary knowledge in terms of lexical richness. Despite 
that, I review her study because the results of free productive vocabulary are related 
to frequency levels, a factor of vocabulary knowledge in my study. 

Her research study was designed to be similar to that by Laufer (1998) and Laufer 
and Paribakht (1998) but with more recent tests and measures. The participants 
were 119 Salvic first-year non-English-major university students, whose English 
proficiency level was at B2 of CEFR or higher. The tests that were used in the study 
were Nation and Beglar’s (2007) VST – the 140-item version. To examine the 
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learners’ free productive vocabulary, Šišková asked her participants to write a short 
story from pictures (Plauen, 1996). She decided to use pictures to control the 
participants’ writing was because the participants would not need to think of 
interesting content but could only focus on the language to be used in their story. 
However, this was not used in the present study because a narrative story might 
elicit only high-frequency words that would be limited to only what the test takers see 
in the pictures. This might be suitable for students at lower educational level. 

Lexical richness in Šišková’s study covered three areas: lexical diversity, lexical 
sophistication, and lexical density. The results showed that there was a moderate 
relationship between the participants’ receptive vocabulary size and the lexical 
diversity in their writings. This implies that when they knew more words receptively, 
they tended to know more words productively and use various words in their writing. 
The results also showed that the participants’ receptive vocabulary knowledge was 
not much correlated to the proportion of advanced words used in their writings. This 
might be a normal distribution of any texts that there is always a small proportion of 
low-frequency words, so it does not depend on how big one’s receptive vocabulary 
is. Also, learners probably knew many low-frequency words receptively but had 
partial knowledge of using them; therefore, they would try to avoid them in their 
writings.  

However, Šišková acknowledges that not including a controlled productive test was 
the limitation of the study; otherwise, the data could have been able to tell whether 
the learners would use more of low-frequency words if forced to. The findings in 
Šišková’s study showed that there was no relationship between their receptive 
vocabulary size and lexical density. That is, knowing a lot more words does not 
guarantee the use of a lot of content words. The learners might have used a lot of 
pronouns or proper nouns to refer to nouns in the pictures, together with various 
prepositions or conjunctions.  

 

3.2.6 Research on receptive, controlled productive, and free productive 

vocabularies 

The section reviews how previous studies examined the relationship among the 
three groups of vocabulary (receptive, controlled productive, and free productive 
vocabularies) and presents what they found (e.g., Laufer, 1998; Laufer and 
Paribakht, 1998).  
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Matching format, cued-recall format, and essay-writing task 

Although Laufer (1998) acknowledges that depth is also significant to understand the 
overall lexical competence of L2 learners, she says that vocabulary breadth is the 
most important and most correlates learners’ language performance. Noting that the 
ability to recall words and the ability to use words should be distinguished, Laufer 
(1998) then explored the relationship among receptive, controlled productive, and 
free productive vocabularies of L2 learners of English and the vocabulary 
development cross-sectionally. Her study was conducted in Israel with two groups of 
high-school students (tenth graders and eleventh graders). These two groups of 
participants were homogeneous as they spoke the same native language (Hebrew), 
came from similar socioeconomic status and received similar input from the same 
team of teachers at the school; only their year of study was different.  

These two groups of learners sat three tests during three different classes in one 
week. She used three tests: VLT to measure receptive vocabulary (Nation, 1983; 
Nation, 1990), PVLT to measure controlled productive vocabulary (Laufer and 
Nation, 1999), and a composition writing task to measure free productive vocabulary 
(Laufer and Nation, 1995). Laufer included only three frequency levels (the 2,000-, 
the 3,000-, the 5,000-word levels) and the academic word level (UWL) in the first two 
tests (the eighteen items from each of the frequency level represent 1,000 word 
families). Hence, the total score for all the four groups of test words was 72 points. 
Regarding the analysis, dichotomous scoring was used for the first two tests and 
lexical frequency profile was used to analyse words used in the learners’ free 
writings.  

The results showed that the participants’ receptive vocabulary grew considerably at 
all the frequency levels over one year of study (from 24 points to 48 points of the 
total score; from 1900 to 3500 word families out of 4,000 word families), or around 
84% (increasing 1,600 word families from 1,900 word families). Their controlled 
productive vocabulary also developed, approximately 50% larger than those in the 
lower grade (from 1,700 to 2,550 word families out of 4,000 word families or 850 
more word families). The correlation of the receptive and controlled productive 
vocabulary test scores was high (0.67 for the tenth graders and 0.78 for the eleventh 
graders).  

For their free productive vocabulary, the eleventh graders used more of the second 
1,000 GSL words and the academic words than the tenth graders in their 
compositions. However, the number of words that these two groups of learners 
produced did not differ much at all the levels analysed by the profiler. The 
participants’ free productive vocabulary knowledge does not correlate with the 
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receptive and the controlled productive knowledge (r values ranging from 0.07 to 
0.25). This indicates that learners who could recognise more words than other 
learners and produce them if forced to were not necessarily those who would use 
more infrequent vocabulary in free expression” (p. 265).  

For example, while the eleventh graders had larger receptive and controlled 
productive vocabularies at the 3,000-word level and the 5,000-word level than the 
tenth graders (e.g. receptive scores at the 3,000-word level: 75.78% vs. 44.17%, and 
controlled productive scores at the 5,000-word level: 51.67% vs. 34.94%), they 
tended to use fewer words from ‘Not-in-list’ (not in the 2,000 or in the UWL) than the 
tenth graders (approximately 3.5 vs. 4.3 word families per composition, respectively). 
Therefore, the number of words used at free will does not seem to be related to 
learners’ vocabulary size.  

Laufer also commented about the difficulty in measuring free productive vocabulary. 
She says, “it was impossible to calculate the ratio between free active vocabulary 
and the other two types (It is unlikely that we can devise a test measuring how many 
words a person can use at free will, unless his vocabulary is very limited)” (p. 265). 
Accordingly, finding a suitable way to explore the relationship among these three 
groups of vocabulary is essential.  

Similarly, Laufer and Paribakht (1998) studied the relationship among receptive, 
controlled productive, and free productive vocabularies, but the participants included 
both high-school students and university students. They were from an EFL context 
(Israel) and an ESL context (Canada). The study aimed to compare these three 
kinds of vocabulary knowledge of the students from the two contexts at all the five 
vocabulary levels, to compare them across proficiency groups and to examine how 
the relationship among them changed when the ESL students stayed in Canada 
longer.  

Laufer and Paribakht (1998) used the same tests as Laufer (1998), and the 
procedure was similar, with the Israeli students spending longer time than those 
studying in Canada. A dichotomous scoring was used to check the answers in the 
VLT and the PVLT, while the LFP was used to analyse the proportion of infrequent 
words (words beyond the 2,000-word level) used in the learners’ 300-word 
compositions.  

The results showed that receptive vocabulary was larger than controlled productive 
vocabulary in both the learning contexts. For example, the average receptive and 
controlled productive scores were 52.89% and 40.78% in the EFL context, and 
74.11% and 46.11% in the ESL context. While the ESL students had larger 
vocabularies than the EFL students, their controlled productive/receptive ratio was 
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lower than the EFL students (61.7% vs. 77%). This implies that the receptive – 
controlled productive vocabularies was wider in the ESL context. This might be 
because the ESL students had much larger receptive vocabulary and their controlled 
productive developed more slowly.  

When Laufer and Paribakht examined the data in more detail (into five frequency 
levels), they found that receptive and controlled productive vocabularies were 
affected by frequency levels. Learners could recall or understand fewer words when 
the word frequency levels were lower, and the receptive-productive gap was smaller 
at higher frequency levels. This implies that receptive vocabulary at higher frequency 
levels is likely to pass to productive vocabulary. This might be because it has been 
encountered and used often by the learners.  

Also, the ESL students’ receptive vocabulary was larger than that of the EFL 
students at all the five levels, and their controlled productive vocabulary was larger at 
only lower frequency levels and the receptive-productive gap was wider at all the 
levels. When analysing their correlation, Laufer and Paribakht (1998) showed that 
these vocabularies were intercorrelated. This implies that the growth of one 
vocabulary leads to the growth of the other.  

The researchers acknowledged that it was impossible to compare the scores of 
these three vocabularies. They write, “[W]e measured the free active (FA) 
vocabulary in terms of relative proportions of frequent and infrequent vocabulary 
produced in essays, not in terms of knowledge of specific items, we cannot calculate 
the ratio between FA vocabulary and the other 2 types of knowledge” (p. 378).  

When dividing the students into three proficiency groups based on their receptive 
scores, the researchers found that the advanced students had more controlled 
productive and free productive vocabulary knowledge than the low-proficiency group. 
For example, the average controlled productive scores for the advanced group and 
the low-proficiency group were 57.33% and 23.33%, the average proportion of 
beyond 2,000 words for these two groups were 15.80% and 6.80%. 

The controlled productive/receptive ratio was lower when the students were more 
proficient or when they acquired more receptive words. For example, the ratio of the 
advanced EFL students was 71.40% but that of the low-proficiency group was 
91.10%. This implied the number of controlled productive words went up regularly as 
students became more proficient but that the receptive vocabulary went up more 
quickly, so the receptive-controlled productive gap became wider. 

From reviewing the studies comparing receptive with free productive vocabularies or 
studies comparing receptive, controlled productive, with free productive 



 99 

vocabularies, I learnt that it seems impossible to measure the size of someone’s free 
vocabulary. Hence, the proportion of the participants’ free vocabulary used in 
compositions was used instead. I also learnt that the data on free productive 
vocabulary of these studies was not parallel to the data on receptive and controlled 
productive vocabularies. Sometimes it was analysed in terms of lexical richness, and 
sometimes it was profiled into fewer groups than the data on receptive vocabulary or 
on controlled productive vocabularies. For instance, the VLT and the PVLT involve 
vocabularies from the 2,000-, the 3,000-, the 5,000-, and the 10,000-word levels and 
the academic word level, while free vocabulary from participants’ compositions were 
profiled into four groups (the 1,000- and the 2,000-word levels, the academic word 
level, and the not-in-list words). Words at the 5,000- and the 10,000-word levels 
cannot be compared. I then decided not to use Cobb’s VocabProfile, but I decided 
which programme to be used and which frequency levels to be included at the end of 
this chapter.  

 

3.2.7 Research on the relationship among receptive and productive 

vocabulary aspects and their acquisition 

The focal receptive vocabulary aspects examined by the studies that have been 
reviewed earlier from Section 3.2.1 to Section 3.2.6 are the aspects of form and 
meaning. This section reviews studies that examined the relationship among 
receptive aspects and productive vocabulary use (e.g., Zhong, 2016) and how 
vocabulary aspects develop over time (e.g., Amy, 2006; Schmitt, 1998; Schmitt and 
Meara, 1997) or after some treatments (e.g., Min, 2008; Paribakht and Wesche, 
1997; Webb, 2005; Webb, 2007a; Webb, 2007b; Webb, 2009). I review these, 
focusing on methodology and findings. 

 

Self-reported scales (VKS (Categories I-V)), tasks for aspects 

Based on Nation’s (2001) multi-aspect framework, Zhong (2016) studied the 
relationship among five receptive aspects (meaning, form, word class, collocation, 
and association) and the relationship between these receptive aspects and 
controlled productive vocabulary use. The participants were a large group of 
secondary Chinese students (620 of 8th graders) from two schools. The target words 
consisted of 26 words (nouns, verbs, and adjectives) selected from the textbook in 
conjunction with the first and the second 1,000 levels in the GSL and the AWL.  
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Zhong revised many test tasks and included them into a test battery. The multiple-
choice format of form recognition test (Webb, 2008) was employed; it requires a test 
taker to choose a correct spelling. The format of Read’s (1998) WAT test (a test of 
collocation and word association recognition) was also used. The test takers were 
supposed to choose two correct collocates and two correct associated words among 
the eight choices. The collocates and the semantic associates were sampled for the 
test items from the (Nation, 2004) and a thesaurus. The fill-in-the-table format (Ishii 
and Schmitt, 2009) was used to test the knowledge of word class.  

One point was awarded for one correct answer in all these tests. Based on the idea 
of receptive-productive continuum, all the five categories of the VKS (Wesche and 
Paribakht, 1996) were used by Zhong (2016). The format of the first four categories 
of the VKS was used as the receptive meaning test, requiring the test takers to rate 
how much they knew the target word and to supply a correct meaning if they 
believed they knew it. The first four categories were adapted in terms of wording. For 
example, the category III “I have seen this word before, and I think it means 
_________ . (synonym or translation)” (Paribakht and Wesche, 1997, p. 180) was 
revised into “I have seen or heard this word before, and know its meaning a little. 
What I know about it is______ (in Chinese)” (Zhong, 2016, p. 16). The scoring of the 
VKS was also adapted by including partial knowledge score and the maximum score 
was three points: three points for a correct translation, two points for a partially 
correct translation, one for a wrong translation but being familiar with the word, zero 
point for not being familiar with the target word.  

The category V of the VKS was used separately as the test for controlled productive 
vocabulary use. To avoid a neutral sentence, Zhong asked the participants to write 
two to three coherent sentences by using the target word and one of the 
conjunctions: ‘because’, ‘so’, ‘although’, ‘that’s why’. Three points are for using the 
word correctly in the sentences, two points for the word use with minor grammatical 
mistakes, one point for the word still used with correct meaning, and no point for the 
word use in the wrong context.  

The participants performed the form recognition test, the meaning comprehension 
test and the controlled productive vocabulary use test on Day 1, and the rest on Day 
2 to avoid the test fatigue effect. Each of the 26 test words was tested with these test 
tasks. Another rater was trained before rating the answers of the VKS (categories I-
V). The inter-rater reliability was analysed, and the statistics showed that it was 
strongly reliable (rs = 0.975 for VKS (categories I-IV) and rs = 0.951 for VKS 
(category V)).  
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The results showed that the participants’ scored the highest for the form recognition 
test (81.71%), followed by the meaning test (64.44%), and the lowest for the 
sentence writing (controlled productive vocabulary use) (43.86%). Zhong explored 
the relationship among the receptive aspects by using Pearson correlations. She 
found that all the receptive aspects tested in her study were positively correlated and 
that the relationship between the knowledge of collocation and that of association 
was the strongest (r = 0.760), followed by that between the knowledge of form and 
meaning (r = 0.639), and the weakest one was between the knowledge of form and 
collocation (r = 0.314).  

When examining the relationship between these five receptive aspects and the 
controlled productive vocabulary use, she found that the knowledge of meaning, 
word class and form were strongly correlated with the controlled productive 
vocabulary use (r = 0.858, 0.630, 0.605, respectively). The receptive knowledge 
aspect that had the weakest correlation with the controlled productive use was 
collocation (r = 0.459). This shows that the knowledge of form and the knowledge of 
meaning are the fundamentals of word knowledge for controlled productive use of a 
word. The degrees at which meaning, word class, form, association and collocation 
were correlated to the controlled productive vocabulary use somehow show the 
order of the knowledge aspects to be used in writing, consistent with what Jiang 
(2000) suggested. That is, learners think of the concept/meaning before choosing 
the right form (and word class) before combining the form to its collocates (and/or 
associates).  

She investigated further the predictive power of form and meaning to the controlled 
productive use by using hierarchical multiple regression. The results showed that 
form and meaning could predict 74.1% of the controlled productive ability. Zhong 
concluded that these aspects were interrelated, but the knowledge of form and 
meaning is the fundamental aspects for productive use. She writes: 

“Capturing form and meaning only was able gauge approximately two thirds of 
comprehensive productive vocabulary knowledge. In other words, assessing 
meaning and form only could be an effective method for estimating EFL 
learners’	productive vocabulary ability” (Zhong, 2016, p. 11).  

I view that the VKS (category V) seems valid to test learners’ ability to use words in a 
sentence level because it has verification. The participants can really produce it (not 
too easy for university students) in the form that they need to regularly do as English-
major students. Moreover, it can be used with VKS (categories I-IV) – a receptive 
test (the test of form and meaning) because the same words can be tested with both 
formats and the knowledge of form and meaning is the most fundamental aspect for 
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productive use. I acknowledge that receptive knowledge is not only related to the 
knowledge of form and meaning, though. Using the same target words for all the 
tests makes the scores more comparable. Also, using this test format would allow 
me to score both with the continuum and the dichotomy approaches in order to 
investigate the relationship between receptive and productive vocabulary knowledge 
without presuming it is either continuum or dichotomous at first. Hence, the VKS was 
chosen in my study.  

In the dichotomy approach, I can score the VKS (categories I-IV) separately from the 
VKS (category V) and compare the receptive scores to the controlled productive 
scores. I decided to use a multi-scale scoring for both the receptive answers and the 
controlled productive answers, similar to Zhong (2016), because it allows partial 
vocabulary knowledge. However, for comparability, the same three-scale scoring 
system will be used. Two points for a correct answer, one point for a partially correct 
answer, and no point for an incorrect answer.  

In the continuum approach, I decided to use the 5 scores applied by Paribakht and 
Wesche (1993; 1997) as it was tested as a valid and reliable test in their studies. 
Like Zhong (2016), I chose to adapt the category V by asking the participants to use 
a conjunction such as ‘because’ and ’so’ when producing a sentence as well to avoid 
neutral sentences. Two English native speakers rated the sentences, and inter-rater 
reliability was analysed. However, the number of sentences to produce for each 
target word, the number of target words and the number of frequency levels to be 
included in the test battery were mentioned in the conclusion, and these needed to 
be piloted. 

 

Interviews about aspects  

Schmitt (1998) studied the acquisition of vocabulary. Based on the idea that 
vocabulary knowledge consists of many aspects, Schmitt investigated how individual 
words are acquired in terms of the four aspects of word knowledge (written form, 
word association, grammatical information (parts of speech and derived forms) and 
meaning (senses)). He focused on how these aspects change over time but not on 
the factors of the change.  

To explore vocabulary acquisition in more detail, instead of using paper-based test 
battery, Schmitt (1998) used an interview method three times with six-month 
intervals in his study with a longitudinal multi-case research design. The first 
interview was conducted at the beginning of an academic year; the second and the 
third interviews were conducted with a half-term interval. The participants in his study 
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were four postgraduates who attended a pre-sessional course in a British university. 
They were from different majors and from four different countries: Lithuania, Korea, 
Taiwan, and India. However, the Korean participant dropped off, so only the data 
from the other three were analysed.  

Since many aspects were involved and the focus was on individual words, he did not 
include many target words. He selected 18 words from the UWL and the Brown 
corpus. After piloted with EFL learners similar to the participants, only eleven words 
were included in the main study, two unknown words, four relatively well-known 
words, and five words in between. These words were selected because they were 
likely to be exposed to by EFL university learners and the words were polysemous. 
An interview method that deals with many vocabulary aspects at a time was not used 
in the present study because not many test words can be included. 

Also, as it is widely accepted that vocabulary acquisition is incremental and moves 
from no knowledge to full native-like mastery, Schmitt then scored each aspect of the 
vocabulary knowledge with a multi-scale scoring system. For the knowledge of 
spelling, no point for no knowledge of how a target word was spelled, one point for 
knowing its initial letter, two points for the answer that was phonological correct, and 
three points for correct spelling.  

For the knowledge of association, Schmitt asked the participants to give three 
responds and compared the participants’ responds to a native speaker’s norming list 
(NS norming list – a list showing words associates produced by native speakers). No 
point was given when the participants did not supply any associated words to a 
stimulus, one point to a word matching an infrequent word in the NS norming list, two 
points to a typical word in the norming list, and three points to a respond matching 
any words in the top half in the norming list.  

For the knowledge of grammatical knowledge, Schmitt asked his participants 
whether they knew the part of speech of the target word and asked them to give him 
the form of such word in the other three parts pf speech. The target words were 
content words, so the parts of speech were noun, verb, adjective, and adverb. 
Knowing one part of speech was worth one point.  

For the meaning, Schmitt asked his participants to give all the meaning senses they 
knew of a target word. If the participant were able to give a meaning without being 
hinted or hearing a prompt, two points were given. This ability is considered by 
Schmitt as the productive knowledge of meaning. If the participant could give a word 
meaning because of a prompt, then one point would be given. If the target word was 
unknown, then no point was given. Schmitt checked all the meanings by checking 
them against three dictionaries: the Longman Dictionary of English Language and 
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Culture (1992), the Oxford Advanced Learner’s Dictionary (1995), and Webster’s 
Ninth New Collegiate Dictionary (1987).  

The results on the learners’ knowledge of meaning showed that it was not easy for 
the participants to pick up many senses of words longitudinally. Their knowledge of 
most of the test words remained static over one academic year. The knowledge of 
some words developed, and that of fewer words decreased. This implied that once a 
learner learns word meaning senses it is unlikely for them to forget.  

Regarding the knowledge of written form, the participants did not seem to have 
trouble spelling. Nevertheless, Schmitt noticed that one participant kept supplying 
the wrong spelling ‘ellumninate’ or ‘eluminate’ for the target word ‘illuminate’, even 
though for this word she had a good knowledge of its associated words, grammar, 
and meaning senses. According to the scoring system that Schmitt adopted, this 
misspelled word ‘eluminate’ should have been considered as a partial knowledge of 
form and been given two points. Therefore, “[h]aving a good understanding of other 
types of word knowledge does not necessarily mean that one will know how to spell 
a word correctly” (Schmitt, 1998, p. 303). This is consistent with what Webb (2007b) 
suggests about the development of aspects; different aspects develop at different 
rate. 

Next, the learners’ knowledge of association seemed to progress upward over time. 
Schmitt noticed that “learners are very unlikely to be able to give [native-like] 
associations unless they know at least one meaning sense of a word – unless that 
word is part of a known phrase” (p. 303). Therefore, the knowledge of a meaning 
sense is directly related to the knowledge of association.  

The participants’ knowledge of grammatical information (part of speech and derived 
forms) was rather unpredictable. The trend was all different for these three learners. 
However, the knowledge of grammar of one of the participants who looked up the 
target words in dictionaries during this academic year had a steady increase. Hence, 
explicitly learning by using dictionaries must have helped improve his knowledge.  

Schmitt also investigated the relationship among the four aspects and found that 
they seemed to increase when the other increased. As Schmitt hypothesised at first 
that there might be a developmental hierarchy of vocabulary knowledge aspects, he 
then conducted the Guttman procedure (Hatch and Lazaraton, 1991) to explore the 
possibility of the implication scale, he found “no evidence of a developmental 
hierarchy for word knowledge types” (p. 309). It can be concluded from Schmitt’s 
study that vocabulary aspects are interrelated; however, their increases do not need 
to be at the same pace. Also, one aspect does not always develop before the others. 
These findings seem to support Melka’s (1997) argument about the acquisition of 
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vocabulary knowledge aspects. She writes, “Knowing a word is not an all-or-nothing 
proposition; some aspects may have become productive, while others remain at the 
receptive level” (Melka, 1997, p. 87). 

Pellicer-Sánchez (2019) calls for the replications of a longitudinal study that focusses 
on the depth of vocabulary knowledge like Schmitt’s (1998) study. Some of the 
modifications she suggested include 1) conducting the research with a larger group 
of participants for both descriptive and inferential statistical analysis, 2) the addition 
of a second rater for the objectivity of scoring methods, and 3) the inclusion of a 
structured interview for the information about the participants’ vocabulary learning 
strategies to verify what Schmitt observed. For my study, I conducted the present 
study with a large group of participants, included two raters and included information 
about vocabulary learning in an out-of-classroom context, which might be able to 
explain some unexpected findings. 

 

Vocabulary Level Test, recognition and recall tests for different aspects 

Another example of multicomponent research studies was conducted by González-
Fernández and Schmitt (2020). Their aim was to explore whether components of 
vocabulary knowledge are interrelated, how knowledge of individual words develops 
and how to best conceptualise the relationships between the components. According 
to Nation’s (2013) taxonomy, the aspects or the components (as called by the 
authors) that were explored in this research were the knowledge of form and 
meaning, word parts (derivatives and parts of speech), concept and referent 
(multiple meanings or senses), and collocation. The participants were 144 Spanish 
students with different proficiency levels. They took the VLT (the 2,000-, the 3,000-, 
the 5,000-, and the 10,000-word levels) for their vocabulary size. They also sat 8 
tests (four aspects x recognition and recall tests) for the 20 target words carefully 
selected by the authors. To avoid the learning effect among the tests, the authors 
placed the tests in the following order: “form-meaning link form recall à VLT 5K/3K 
à form-meaning link meaning recognition à derivatives form recall à derivatives 
form recognition à multiple-meanings recall à collocate form recall à VLT 10K/2K 
à multiple-meanings recognition à collocate form recognition” (González-
Fernández and Schmitt, 2020, p. 490). The correlation analysis showed that the 
components are interrelated and related to vocabulary size. The implicational scaling 
showed the difficulty order of the components in general (from easier to more 
difficult):  

 “Form-Meaning link meaning recognition > Collocate form recognition > 
Multiple-Meanings meaning recognition > Derivative form recognition > 
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Collocate form recall > Form-Meaning link form recall > Derivative form recall 
> Multiple-Meanings recall” (González-Fernández and Schmitt, 2020, p. 493). 

González-Fernández and Schmitt (2020, p. 500) added that recognition comes 
before recall and “this does not mean that they are always strictly learned in 
sequence” because it can depend on different learners, different contexts, different 
individual words, etc., and. these aspects only include four components. Therefore, 
they recommended future research to explore the order of other aspects and with 
EFL learners in other contexts. 

They suggested that the major distinction of vocabulary knowledge should be 
between recognition at the receptive end on the continuum and recall at the 
productive end. Recognition of all the aspects explored in the study seemed to 
happen before the aspects recall. Hence, “this conceptualisation suggests that 
perhaps the focus of pedagogy should be shifted towards pushing learners’ 
knowledge from receptive towards productive mastery” (González-Fernández and 
Schmitt, 2020, p. 501). 

 

Multiple-choice format, translation format, recalling/supplying aspects, 

sentence-writing task 

Adopting Nation’s (2001) taxonomy, Webb (2007b) also studied the acquisition of 
receptive and productive vocabulary aspects over time (the number of encounters: 1, 
3, 7, and 10 encounters) to also find threshold or at which encounter time where 
receptive knowledge would become productive knowledge.  

The participants were 121 second-year university students in Japan, who passed 
80% of the 2,000-level of the VLT. Their major was not mentioned. They were 
divided into five groups and assigned as one control group and four experimental 
groups (groups with different encounters called as E1, E3, E7 and E10). Only ten 
high-frequency words were the target words (6 nouns and 4 verbs – as proportional 
frequency of occurrence (Kučera and Francis, 1967)), but they were replaced with 
similar non-words to make sure that the participants did not know the words at the 
beginning of the study. The participants in the experimental groups needed to read 
ten sentences with ten different target words (non-words). The sentences were 
selected from the Oxford Bookword Series and similar in length and included only 
high-frequency words. All the sentences were rated on their degree of informativity 
by Webb and another native speaker. The less informative sentences were shown in 
later encounters. After each of the encounters, the participants sat ten test tasks. 
The control group did not read these ten sentences, nor did they sat any tests, while 
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the E10 group needed to read these sentences ten times and took the tests ten 
times (every time after each encounter). They could spend time as much as they 
need to finish the test battery each time.  

In my study, the participants were given as much time as they needed to finish the 
task so that the participants could supply the best answers without being affected by 
time limitation. However, the tests needed to be piloted to ensure that they would not 
be too long for them to complete. Otherwise, fatigue would also affect the data. 

Webb (2007b) designed ten test tasks to measure both the receptive and productive 
knowledge of the following five aspects: orthography (written form), meaning and 
form, grammatical function, association, and syntax (collocation). The receptive tests 
for the five aspects were all in multiple-choice formats to investigate the ability to 
recognise each aspect. For example, the receptive test for association required a 
test taker to choose the correct associate of the target word. In the productive test 
tasks, the participants were asked to supply a correct spelling, a grammatical 
sentence using the target word, a correct associate, a word with a syntactic 
relationship with the target word. However, a productive test for meaning and form 
was not used, and a receptive recall meaning test (or a translation test) was used 
instead. Therefore, there are two tasks for the receptive knowledge of meaning. 

To avoid the learning effect, Webb was careful about the order of the tests. The first 
test to be completed by the participants was the productive orthography test (a 
spelling test), which the participants heard the target non-words twice and had ten 
seconds to write it with a correct spelling. The second test was the receptive 
orthography test (a task of choosing a correct spelling), followed by the receptive 
recall meaning test (a translation test), the productive grammatical functions test (a 
sentence writing task), the productive syntax test (a task of supplying one 
collocation), the productive association test (a task of supplying a correct associate), 
the receptive grammatical functions (a task of choosing a correct grammatical 
sentence), the receptive syntax task (a task of choosing a correct collocation), the 
receptive association test (a task of choosing a correct associate), and the receptive 
meaning and form test (a task of choosing a correct meaning).  

The statistical results showed that “gains in all aspects of knowledge tended to 
increase as the number of presentations increased” (p. 59). Some of the gains were 
significant and some were not, though. However, the gains would be all significant or 
sizeable after the tenth encounters even though the sentences they read was less 
informative.  

After the first encounter with the words, the participants gained some knowledge of 
the words, at different degrees for different aspects. They scored the most in the 
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receptive orthography test (M = 6.7/10), followed by the receptive meaning test (M = 
5.78/10), the receptive grammatical functions test (M = 5.65/10), the receptive 
associations test (M = 4.78/10), the receptive syntax test (M = 4/10), the productive 
grammatical functions (M = 1.09), the productive syntax test (M = 0.91/10), and the 
receptive recall meaning test (M = 0.35). The gain in receptive knowledge of 
orthography was also significant after the encounter 3 and its score was the highest 
when tested after 3, 7, and 10 encounters, so “spelling is likely to be the first 
knowledge type acquired” (p. 60).  

While the average score of the receptive meaning and form was high after all 
encounters; unexpectedly, the score of the receptive recall meaning test was 
relatively low. Webb then concluded: 

“Since partial gains were made for all aspects despite relatively little 
knowledge of meaning, acquiring knowledge of association, syntax, spelling, 
and grammatical functions may not be dependent on the acquisition of 
meaning. This is certainly the case in L1. Adult native speakers occasionally 
demonstrate productive knowledge of a word with grammatical, orthographic, 
and syntactic accuracy but without accuracy of meaning” (Webb, 2007b, p. 
61).  

Since the gain in knowledge of different aspects became significant at different 
encounters, Webb also concluded that it could not guarantee at which encounter 
would ensure vocabulary learning as acquiring a word seemed to be influenced by 
other variables.  

 

3.2.8 Research on vocabulary acquisition from no knowledge to ability 

to use the word (using self-reported knowledge scales/states) 

Many other researchers also explored vocabulary acquisition by using a classroom 
experiment to compare two or more different teaching methods or learning 
techniques, using a pre-posttest design to examine the vocabulary gain and focusing 
on vocabulary learnt in class. Previous studies of word acquisition employed the test 
formats like the VLT and the PVLT (e.g., Aizawa et al., 2003), a sentence-writing 
task (e.g., Walters and Bozkurt, 2009), Paribakht and Wesche’s (1997) VKS (e.g., 
Bahramlou and Esmaeili, 2019; Bakla and Çekic, 2017; File and Adams, 2010), the 
adapted VKS (e.g., Bao, 2015; Min, 2008), or the State Rating Task (SRT) – a self-
reported states without knowledge verification (e.g., Dabaghi and Rafiee, 2012; 
Waring, 2000). As the aim of my study is not comparing different teaching methods 
nor focusing on vocabulary learnt in class, I review only a few studies for the idea of 
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how the researchers analyse the vocabulary scores using these scales/states but do 
not address much on the study results because it cannot be compared to that of my 
study. 

 

Self-reported vocabulary knowledge scales with verification 

Based on the idea that the relationship between receptive and productive 
vocabularies moves along a continuum, the scales range from no knowledge to 
being able to use it in a sentence. The VKS was designed and validated by 
Paribakht and Wesche (1993).  

“[It] uses a 5-point scale combining self-report and performance items to elicit 
self-perceived and demonstrated knowledge of specific words in written form. 
The scale ratings range from total unfamiliarity, through recognition of the 
word and some idea of its meaning, to the ability to use the word with 
grammatical and semantic accuracy in a sentence. … The VKS scale is not 
intended to go beyond the ability to use the words in initial contextualized 
production, for example, to tap knowledge of additional word meanings, or 
derivational, paradigmatic, semantic and other relationships and networks” 
(Paribakht and Wesche, 1993, p. 179).  

Figure 3.11 is the sample of the VKS (categories I-V). The maximum score is five 
and the scoring system is shown in Figure 3.12. 

Many studies used Paribakht and Wesche’s (1993; 1997) VKS to track learners’ 
vocabulary development (e.g., Bahramlou and Esmaeili, 2019; Bakla and Çekic, 
2017; Bao, 2015; Dubiner, 2017; File and Adams, 2010; Hashemi and Gowdasiaei, 
2005; Helms-Park and Perhan, 2016; Mahdavy, 2011; Min, 2008; Mondria and 
Wiersma, 2004; Mousavi and Gholami, 2014; Rashtchi and Aghili, 2014; Smith et al., 
2013; Sun, 2017; Tahmasbi and Farvardin, 2017; Varandi and Faezi, 2013; Vincy, 
2020; Wesche and Paribakht, 1996; Yang et al., 2017; Zhao and Macaro, 2016).  
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Figure 3.11: Paribakht and Wesche’s (1993; 1997) VKS (Categories I to V) 

 

 

Figure 3.12: Scoring system of the VKS by Paribakht and Wesche (1993; 1997) 

 

Paribakht and Wesche (1993; 1997) claim that the VKS can track only a small 
change in vocabulary knowledge. This test has been used as an achievement test in 
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a pre-posttest research design within a short period of time such as within one term 
or one academic year to investigate whether a particular teaching/learning method is 
effective in increasing learners’ vocabulary knowledge or not. It can also be used 
when researchers aim to compare two or more of teaching methods or learning 
techniques. Hence, the target words that have been tested were words taught or 
learnt in class. This means not many words were tested in one study. Concerning 
scoring, Paribakht and Wesche (1997) state that this can be done both quantitatively 
and qualitatively.  

Quantitatively, Paribakht and Wesche suggest grouping the answers with scoring 
categories I and II as “unknown vocabulary” and those with scoring categories III, IV, 
and V as “known vocabulary”. The two scores can then be compared to see how 
many words become known.  

Alternatively, the scores of correct translations/synonyms can be considered as the 
receptive scores and can be compared with those of the correct word usage in the 
sentence task – the controlled productive scores, as presented earlier in Section 0. 

Qualitatively, the percentages of each score were compared and plotted into graphs 
to examine how the knowledge of each word had changed after the treatments. This 
follows the idea of vocabulary knowledge moving along a continuum and tries to 
capture a small change of vocabulary knowledge. 

However, some scholars do not think that the VKS is suitable to track small changes 
in vocabulary development (e.g., Meara, 1996b; Schmitt, 2010; Waring, 1999; 2000). 
Meara (1996b) does not agree with using the VKS to capture learners’ vocabulary 
knowledge since he believes that the VKS is suitable for exploring how individual 
words become fully integrated in learners’ mental lexicon but does not provide 
deeper understanding of lexicons as a whole, which he thinks is more important in 
the area of second language vocabulary acquisition. However, the VKS format 
seems flexible, that is, it can be used with different groups of vocabulary such as 
(words from high-, mid-, low-frequency levels) for a holistic picture of vocabulary 
knowledge development as well. 

Paribakht and Wesche (1997) examined the acquisition of some words learnt in 
class to compare the effectiveness of two instructional methods: reading 
comprehension plus vocabulary exercises (RP – the “Reading Plus” method) versus 
reading additional texts (RO – the “Reading Only” method). The participants were 38 
students attending the four-semester English course in a university in Canada. Their 
first languages were different such as French, Arabic, and Chinese. The same group 
of participants studied in both ways, so the texts and the target words for each 
instructional method needed to be different. The pre-posttreatment design was 
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adopted. To be able to track small progress of vocabulary acquisition, Paribakht and 
Wesche used the VKS.  

The themes were selected based on the teachers’ experience, the students’ 
background knowledge, interest, and text difficulty. The target words chosen 
included content words (nouns and verbs), and discourse connectives. Two themes 
(two texts for each theme) were chosen for the classroom experiment. In the RP 
method, the participants read selected texts, answered comprehension questions, 
and did vocabulary exercises (ranging from controlled exercises to free/production 
exercises). In the RO method, the participants did not do the vocabulary exercises 
but read more texts with the same themes to be exposed to the same target words 
again.  

The researchers examined the growth both quantitatively and qualitatively. 
Quantitatively, the scores of unknown words and known words were compared. The 
quantitative analysis and the t-tests showed that the scores of the target words 
taught in the RP instruction was significantly greater than those taught in the RO; the 
RP instruction was more effective.  

For example, in pre-test, the scores of the nouns taught by the two treatments were 
roughly equal; the scores of the RP nouns were 75% (unknown categories) and 25% 
(known categories), and those of the RO nouns were 74% and 26%. After the 
treatment, more nouns taught by the RP method moved in known categories. The 
post-test scores of the RP nouns were 35% (unknown categories) and 65% (known 
categories), while those of the RO nouns were 50% and 50%, respectively. 

Qualitatively, after the treatment, they found that the scores in scoring category I 
drastically decreased for both treatments, many of the unknown words in the RO 
method move to category II (word form recognition) and much more words appeared 
to move to higher scoring categories for the RP method. The pre-test scores for the 
RP nouns in the categories I, II, III, IV, and V were 21%, 54%, 10%, 5%, and 10%, 
and after the treatment the scores were 3%, 32%, 19%, 11%, and 35%. The scores 
moved to later categories and the highest score (35%) was at category V (being able 
to use the word in a sentence level). The pre-test scores for the RO nouns were 
29%, 45%, 10%, 3%, and 13%, while the post-test scores were 4%, 46%, 14%, 13%, 
23%. The scores also moved to later categories, but most of them (46%) were still at 
the category II (having seen the words but having no idea what they mean). This 
implied that the reading plus vocabulary exercise could help enhance learners’ 
vocabulary acquisition better than reading texts only. 

File and Adams (2010) also used the VKS (Paribakht and Wesche, 1997) to track 
the participants’ learning gains and retention after reading treatments, so the VKS 
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was used as a pre-test (18 days before the first treatment), an immediate posttest, 
and a delayed posttest (16 days after the final treatment). They studied the effects of 
isolated vocabulary learning (learning words before reading), integrated vocabulary 
learning (learning words explicitly while reading), and incidental learning (implicitly 
learning words though reading without teaching those words). Because my study 
does not focus on different teaching/learning techniques, I review this study and 
focus on how the researchers used the VKS, how they analysed the VKS scores and 
reported the results.  

The participants were 20 ESL students from a university preparation academic 
English course in New Zealand. Their first language varied: Korean, Chinese, Malay, 
Indonesian, and Thai. The participants were divided into two groups, but each group 
did these two reading treatments. That is, Group 1 did isolated reading treatment, 
but Group 2 did integrated reading treatment for the first reading article, and they did 
the opposite for the second reading article.  

The target words were selected from the two articles used in class; 18 words were 
selected from the article 1 (12 target taught and six words as incidentally learned), 
18 words from the article 2 (12 target taught and six words as incidentally learned), 
and 12 nonsense words (to be included only in the pretest and the delayed posttest 
to ensure that the participants did not overestimate their word knowledge). However, 
I consider that using nonwords in the VKS is not necessary, for the VKS requires test 
takers to verify their knowledge of the words through giving translations or 
sentences. In my study, I, therefore, did not include nonwords in the test battery. 

The researchers explore the participants’ knowledge of 36 words and the maximum 
score for each word was five. For each word learning treatment, the maximum 
scores were 60 (twelve words, five points each). The average pretest scores for the 
three groups of words (isolated, integrated, incidental) were relatively low (17.95-
19.60 out of 60 points). This implied that the students had little knowledge about the 
target words. After the treatments, the participants had gained more knowledge of 
the words. The mean scores for the isolated, integrated, and incidental words were 
37.10, 33.55, and 21.90, respectively. The participants seemed to learn the target 
words through isolated word learning best and both the isolated and the integrated 
word learnings were much better than learning words incidentally. The delayed 
posttest scores decreased to 25.10, 24.60, and 22.95, respectively. The isolated 
word learning helped retention the most.  

In addition to qualitatively comparing the scores among the three learning 
techniques, the researchers also examined the scores quantitatively for all the 
participants and for all the words tested (20 participants x 36 words = 780 items). 
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They examined how the scores of these items distributed over the five VKS scores. 
They grouped the VKS scores into two groups: VKS scores of 1-2 representing ‘no 
and little knowledge of the target words’, and VKS scores of 3-5 representing ‘having 
learnt the target words’, like Paribakht and Wesche (1997).  

They found that before the reading treatments most of the words were at VKS score 
one and two, or “almost uniformly unknown” (p. 235). By the posttest, more than half 
of the words learned through isolation (139 items or 58%) were at VKS scores three 
to five, while more than half of the words from the other two groups were still at the 
unknown stages. The analysis also showed that learning words through either 
isolation or integration could lead to better learning and retention than incidental 
learning. Even though the isolated word learning was better than the integrated word 
learning, the difference was not statistically significant (p value of more than 0.05). 

For my study, I decided to use the VKS and compared the receptive score (answers 
from categories III and IV) with the controlled productive score (answers from 
category V). These answers were graded with a multi-scale scoring system. I also 
decided to use the scoring system used by Paribakht and Wesche (1993; 1997) 
because this was proved valid to track small increase in vocabulary knowledge.   

 

Self-reported vocabulary knowledge scales without verification 

Meara (1996b) and Waring (1999; 2000) comment that the progressive stages in the 
VKS implies that once the knowledge of a word move from one state to another the 
knowledge will be permanent at that particular state which does not agree with what 
happen in real life. Waring argues that vocabulary knowledge should not move 
neatly on scale (from no knowledge to know its form/meaning and to the ability to 
use it). Therefore, Waring (1999) devised a new test for vocabulary acquisition called 
State Rating Tasks (SRT) – a rating task which allow test takers to rate their 
knowledge of a word by starting at any of the states presented. 

Some previous studies used Waring’s (1999; 2000) State Rating Tasks (e.g., Aizawa 
et al., 2003; Dabaghi and Rafiee, 2012; Sydorenko, 2010; Waring, 1999; Waring, 
2000) to track learners’ vocabulary development.  

“When doing this task, the subject is presented with a list of words against 
which she has to assign a letter, A, B, C, D or E. All words must be rated and 
blanks are not acceptable” (Waring, 2000, p. 139).  

The numbers of words falling into each state are compared to show the change of 
vocabulary knowledge. Figure 3.13 shows the SRT presented in Waring’s (2000) 
paper. 
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Figure 3.13: Waring’s (2000) State Rating Tasks (SRT) 

 

Dabaghi and Rafiee (2012) used the Waring’s (2000) SRT to investigate changes in 
vocabulary knowledge as affected by learning words through two types of glosses 
(L1-to-L2 gloss vs L2-to-L1 gloss). L1 gloss showed Persian translations of the target 
words and L2 gloss showed English definitions. There were 56 Iranian university 
students in the study, and they were randomly assigned to Group 1 (reading and 
using L1-to-L2 gloss) and Group 2 (reading and using L2-to-L1 gloss). Twenty words 
from a passage taught in class were the target words and these words were 
academic words, checked by using Nation’s LFP.  

The SRT was used as a pretest (two weeks before the main study) and as an 
immediate posttest. The students were not told about the posttest to ensure the 
incidental vocabulary learning. The number of the states E, D, C, B, and A that were 
chosen by the subjects for each of the target words were converted into 
percentages. The percentages of the data time 1 (pretest) was compared to Data 
time 2 (posttest). They found that the Group 1 subjects’ knowledge of most of the 
target words move to better states. The scores decreased a lot at State E and 
increased at State A. A few of them moving to the near state or staying at the same 
state. For example, the scores of Item 1 for Group 1 in Time 1 were 70%, 10%, 5%, 
5%, and 10% (from E to A), but the scores in Time 2 were 20%, 10%, 5%, 5%, 60%. 
This showed that learning words using glosses increased the participants’ state 
knowledge. Even though the participants in Group 2 had similar scoring patterns like 
those in Group 1, the percentages of State A in Time 2 tended to be slightly smaller 
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than that of Group 1. For example, the Time 2 scores of Item 1 and Item 2 for Group 
1 were 60% and 60%, those for Group 2 were 50% and 35%. This indicated that 
learning words with L2-to L1 gloss was not as effective as with L1-to-L2 gloss.  

Although Waring (1999; 2000) argues that the SRT does not show vocabulary 
knowledge in a progressive scale, how the researchers capture small increases in 
vocabulary knowledge by using the SRT does not differ from how they do by using 
the VKS, though. For example, when Dabaghi and Rafiee reported the scores, they 
arranged the scattering states into a linear progression ranging from no knowledge 
(State E), having receptive knowledge of the word (States D and C), having 
productive knowledge of the word (State B and A). They are just arranged in different 
way from the VKS.  

Moreover, in Dabaghi and Rafiee’s experiment, the glosses seem to help the 
participants improve the knowledge of meaning and the knowledge of L2 form, but 
the scores in State A (knowing meaning and being able to use it) also increased a 
lot. This cannot guarantee whether the participants had really developed the 
knowledge of using the words. Therefore, without knowledge demonstration, State B 
(not sure about the word meaning but being able to use it) can be really a 
problematic choice. This emphasises the main drawback of a self-reported rating 
scale without knowledge verification, and I decided not to use this test format. The 
summary of previous studies with details about methodology is presented in Table 
3.1. 

 

3.3 What I have learned from the literature review 

After reviewing the previous studies, I have learned two major things, which are how 
they conducted their research (what tests, what types of vocabulary, what frequency 
levels) and what they found in common about receptive and productive vocabulary 
knowledge. 

 

3.3.1 underlying ideas of research on receptive and productive 

vocabulary knowledge 

Firstly, I have learned that researchers with the idea of the dichotomous framework 
see receptive and productive vocabularies as separate groups. They explored the 
size or the level of either receptive vocabulary or productive vocabulary and 
compared the vocabulary size or the vocabulary level of students with different 
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backgrounds and different native languages or to explore the nature and the gap 
between these two types of vocabularies. They also compared learners’ vocabulary 
level to the vocabulary level of the textbooks they need to use in their classroom to 
check whether the learners would be able to cope with the teaching materials or the 
real language use. Some also examined the effects of factors such as years of 
study, different teaching methods or task types and time spent in different learning 
contexts on the growth or the changes of both vocabularies, either longitudinally or 
cross-sectionally.  

However, the researchers who believe that the relationship between receptive and 
productive vocabularies is on a continuum do not focus on the vocabulary size but 
on how much vocabulary items taught in class are acquired by learners. The test 
they used are designed to capture small changes of vocabulary knowledge, from the 
state of no knowledge, through recognising word form and having knowledge of 
meaning, to being able to recall the words or being able to use them in writing.  

 

3.3.2 Test formats 

I have learnt that different test formats were designed to suit research with different 
aims and designs. Importantly, no test fits all. They all have both advantages and 
drawbacks. However, when considering the research aim, research design, target 
participants, focused groups of vocabulary, theory about the relationship between 
receptive and productive vocabulary knowledge, I came to the conclusion that the 
VKS would be used to explore receptive and controlled productive vocabulary 
knowledge. An essay-writing task would be used to explore free vocabulary 
knowledge in this study for the following reasons. 

1) The VKS is also a flexible format that allows me to include many target words 
(both general and academic words) to suit the research aim (to understand 
vocabulary knowledge as a whole) and the participants (university learners). 

2) The VKS and the essay-writing task certainly require learners’ knowledge 
demonstration. Therefore, the possibility of guessing can be avoided, and this 
can estimate the knowledge of words more accurately.  

3) The VKS include all the main features of vocabulary knowledge (form, 
meaning, and use) as presented in Nation’s (2013) taxonomy. It does not only 
focus on only form or on only form and meaning. 

4) The VKS and the essay-writing task can help me understand more about the 
relationship among receptive, controlled productive, and free productive 
vocabulary knowledge. 
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5) The VKS is used to help confirm how sure the participants are with their 
answers. It is used as a guide to the participants. If they know how to use the 
test word in a sentence, they choose a score of 5 and need to provide a 
sentence using the test word afterwards. 

6) I can score what the participants supply in the VKS and in the essay writing 
tasks with a sensitive scoring system or a multi-scale scoring system because 
it is normal for a learner to have partial knowledge of a word as Read (2000) 
suggests. Therefore, two points is given to a correct answer, one point is 
given to a partial correct answer and no point is given to a wrong answer.  

7) The final and the most important reason is that the VKS allows me to adopt 
both of major ideas of how receptive and productive vocabularies are related. 
This is because up until now the relationship between the two groups of 
vocabulary has still been debatable. Based on the idea of dichotomous 
relationship, I can separately analyse the participants’ answers. That is, 
categories III to IV can be grouped and analysed as the receptive knowledge 
(having the knowledge of word meaning), while categories V can be analysed 
as the controlled productive vocabulary knowledge (being able to use the 
word in a sentence level).  
If based on the idea of a continuum, the participants’ answers can be scored 
in more detail. I would examine how it moves from one category to another 
category. Even though Meara (1996b) and Waring (1999; 2000) argue that the 
VKS has a progressive scale, the VKS can also show the increase, decrease, 
and no change of the participants’ vocabulary knowledge. For all these 
reasons, the VKS and the essay-writing task are then adopted in this research 
study. 
 

3.3.3 Test words and frequency levels 

The next issue to be taken into account before the main study is which group of 
words to be tested and which frequency levels to be included. Content words have 
been the focus when exploring receptive and productive vocabularies, so content 
words would be used as test words, not function words.  

According to the literature, frequency level is strongly related to the likelihood of a 
word being known” (Nation and Beglar, 2007, p. 11). That is, how one acquires 
words is affected by word frequency. High-frequency words tended to be acquired 
before the low-frequency ones. Also, it might be useful to know whether the 
participants reach the mastery level of particular frequency levels. Frequency levels 
have been used as thresholds for learners’ language abilities.  
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To investigate vocabulary knowledge, it might be ideal to include as many frequency 
levels as possible. The aim of my study is to explore the vocabulary knowledge in 
general for university students, so words from many frequency levels and from 
academic words seem to be most appropriate. Also, I decided to use words tested in 
widely-used vocabulary tests such as the VST or the VLT because they had been 
carefully selected by the test designers and tested with many multi-cultural ESL and 
EFL students, ranging from the primary level to the university level. 

Even though Nation and Beglar’s (2007) VST contains many more frequency levels 
than the VLT, the VST does not include academic words. Words from another 
widely-used test – Schmitt et al.’s (2001) VLT – does not only include word from 
high-, mid-, and low-frequency levels but it also includes academic words (the 2,000-
, the 3,000-, the 5,000-, and the 10,000-word levels, and the academic word level). 
Even though these four frequency levels were sampled from old word lists: 
Thorndike and Lorge’s (1944) 30,000-word list, West’s (1953) GSL and Coxhead’s 
(2000) AWL, they have been tested worldwide with different groups of students by 
many of recent studies, and they seem to suffice to represent words in general. 
However, the test was piloted so that I knew how many test words to be included. 

As word frequency is involved, the research questions of the present study from 
Section 2.3 was revised and they are presented in Section 4.2.  

 

3.3.4 Analysing data on free productive vocabulary knowledge 

From the literature, I found that the data on receptive vocabulary could be compared 
to that on controlled productive vocabulary in terms of frequency levels or groups of 
words. However, the data on free vocabulary knowledge could be hardly compared 
to the first two. This is because the widely-used vocabulary-profiling programmes 
such as Cobb’s (n.d.) VocabProfile can profile words from compositions into limited 
groups (the 1,000- and the 2,000-word levels from the GSL, the academic words (the 
AWL), and ‘not-in-list’ words). It cannot show words that fall into the 3,000-, the 
5,000-, and the 10,000-word lists. Therefore, the VocabProfile was not used to 
analyse the participants’ free vocabulary in my study.  

Instead, I decided to use Text Lex Compare, which is also available on Lextutor 
Website. Figure 3.14 shows Text Lex Compare software on Lextutor Website. 

This was because it allowed me to compare words supplied by the participants and 
falling in the same word lists I used in the VKS such as the 3,000-, the 5,000-, and 
the 10,000-word list. Then these words were graded whether they were used by the 
participants correctly or not. A multi-scale scoring was adopted. In this way, the data 
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on free productive vocabulary was not only about how many words from the GSL or 
the AWL were used.  

With these methods, the data on free productive vocabulary was comparable to that 
on receptive and controlled productive vocabulary. How I analysed the free 
productive vocabulary is presented in Section 4.6.4.  

 

 

Figure 3.14: Text Lex Compare software on Lextutor Website 

 

3.3.5 issue about word families or lemmas 

In order to make all the tests comparable, another important issue is whether to 
compare words families or to compare lemmas. Word families have been used in 
studies on receptive and productive vocabularies (e.g., AbManan et al., 2017; Al-
Masrai, 2009; Al-Masrai and Milton, 2012; Barrow et al., 1999; Fan, 2000; Laufer, 
1998; Laufer and Goldstein, 2004; Laufer and Paribakht, 1998; Meara and Jones, 
1990; Sahiruddin, 2008; Sungprakul, 2016; Ward, 2009a; Ward, 2009b; Zhou, 2010). 
This is probably because the available vocabulary tests are based on lists of word 
families.  

Word families have been claimed by Bauer and Nation (1993) and Nation (2013) to 
be the most suitable when testing learners’ vocabulary knowledge because when 
knowing one base form learners tend to know its inflections and its derivatives. 
However, there is evidence showing that word families might not be suitable for EFL 
students as they lack knowledge of affixes (e.g., Schmitt, 1998; Ward and 
Chuenjundaeng, 2009; Stoeckel et al., 2020). Also, “correct responses [to a base 
form should] not assume knowledge of derivational forms” (Stoeckel et al., 2020, p. 
11). 

Ward and Chuenjundaeng (2009) studied the engineering students’ knowledge of 
English affixes and found that they had little knowledge of derivational affixes. They 
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concluded that “[o]ur results contradict the assumption that knowledge of headwords 
implies knowledge of word families, at least with lower-level students from non-
Latinate L1 backgrounds” (Ward and Chuenjundaeng, 2009, p. 465).  

This is because their participants, engineering students with low-proficiency English 
level, failed to recognise derived forms of the base words they knew. Ward (2009a; 
2009b) found that his engineering students in Thailand had relatively weak 
knowledge of Latinate suffixes. When he created an engineering word list for them, 
he even included ‘word types’ in the list. 

Similarly, interviewing the participants to capture their knowledge of derived form, 
Schmitt (1998) reported in his study that even the advanced EFL participants, who 
were able to enter a British university for their postgraduate programmes, did not 
seem to master the knowledge of different derived forms of the target words.  

“This definite gap in these advanced learners’ morphological knowledge called 
in question the assumption that a learner who knows one member of a word 
family can easily learn the others” Schmitt (1998, p. 307).  

Schmitt (2010) also suggests that lemmas should be used when investigating 
learners’ productive vocabulary knowledge and word families could be used for 
exploring receptive vocabulary knowledge. However, Schmitt and Schmitt (2020) 
write:  

“[F]or most purposes, and for most L2 learners, the lemma [is] likely to be the 
most suitable unit. This is especially true in testing. Research has shown that 
many learners do not know the full range of derivative forms of words, either 
receptive or productively (e.g., González-Fernández and Schmitt, 2020; 
McLean, 2018; Schmitt and Zimmerman, 2002). … Because of this, several 
scholars (e.g., Kremmel, 2016) have argued that the lemma is a better 
counting unit for L2 tests, because learners are much more likely to know the 
inflected members of lemmas (e.g., boy à boys; deploy à deployed, 
deploying, deploys), leading to more accurate test estimates” (Schmitt and 
Schmitt, 2020, p. 212). 

Considering the evidence mentioned above and the participants of the study 
(English-major EFL students), lemmas were the best counting unit for this study. The 
participants were not low-level learners, so they tend to have good knowledge of 
inflections. Their knowledge of derivational affixes cannot be guaranteed, though. 
Also, the aim of this study is to compare receptive and productive vocabulary.  
Consequently, lemmas were used in all the tests for comparability. Even though the 
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findings cannot be completely compared to other studies in terms of vocabulary size, 
the trends or the developmental patterns can be compared.  

 

3.3.6 Research design 

Regarding the research design, a longitudinal research design and a cross-sectional 
research design have their own advantages and disadvantages. Longitudinal 
studies (e.g., Dabaghi and Rafiee, 2012; Tahmasbi and Farvardin, 2017; Zheng, 
2012; Zhong, 2016) normally track learners’ vocabulary development within one 
academic term or one academic year. They test the same group of students twice 
(before and after a treatment or different treatments using a pre-posttest design), or 
many times during a course or an academic year, for example, at the beginning, at 
the middle, and at the end. The pre-test and the post-test include the same group of 
words learned in class, and the tests are employed to check whether the learners 
know more of the taught words. This design is better to track the change of a few 
words, especially words focussed during syllabus-based treatments within a short 
period of time.   

Even though a longitudinal method allows the researchers to track vocabulary 
growth of the same participants (e.g., Pellicer-Sánchez, 2019; Schmitt, 1998; Webb 
and Chang, 2012) , it would be time-consuming and difficult to track the vocabulary 
used by the same large group of participants. If this study longitudinally investigates 
whether the participants have developed the receptive and productive vocabulary 
knowledge over their years of study as the English-major students, it might take four 
years. Because of the time limitation, the research design for my study was then not 
a longitudinal study, but a cross-sectional study (Azodi et al., 2014; Zyad, 2017).  

A cross-sectional study allows the comparisons of the vocabulary knowledge 
development of all the four year groups with the same test at the same period of 
time, e.g., during the same month in a semester. 

“Another advantage [of a cross-sectional study] is that the researcher does 
not have to maintain long-term cooperation with the participants, which has 
been known to be demanding in terms of time and effort. However, one 
important disadvantage is that the researcher can’t say how the participants 
developed from one given point in time to another and thus the results should 
be treated with caution” (Zyad, 2017, pp. 366-367).  

The purpose of this study is not to examine the efficiency of any particular treatment 
but to examine the knowledge of vocabulary as a whole (both general and academic 
vocabulary) of the four year groups of English-major students in Thailand in general 
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and to investigate the relationship among their receptive, controlled productive, and 
free productive vocabulary knowledge over their years of study. Additionally, the time 
duration for the data collection should be less than one year, so a longitudinal design 
was not a suitable one for this study. A cross-sectional study was more suitable and 
more practical for the present study. I acknowledge that the higher scores or the 
lower scores of the vocabulary knowledge of the participants in my study cannot 
completely represent the vocabulary development over years of study.   

 

3.3.7 Number of participants 

The next issue to consider before the main study is the number of participants. As 
the research design is a cross-sectional study and the aim is to explore the 
vocabulary growth over time, the participants would be selected from each of the 
four year cohorts. According to Cohen et al. (2011; 2017), the optimum number of 
participants should be 30 per variable, so I planned to recruit 30 students from each 
year group. Therefore, the first sub-questions for each of the research questions 
(presented in Section 2.3) should be slightly changed. That is, the phrase ‘over time’ 
is changed into ‘at different years of study’. The revised research questions were 
presented Section 4.2. 

 

3.3.8 Common findings from previous studies 

In addition to the methodology, what I learn from reviewing previous studies on 
receptive, controlled productive, and free productive vocabularies is some common 
findings, which I later can compare to those from my study. The follows are the 
patterns of vocabulary development, the factors affecting vocabulary knowledge, the 
proportion of receptive and productive vocabularies when comparing them and some 
unexpected results of some common findings.  

1) Receptive vocabulary is always larger than controlled productive vocabulary, 
regardless of tests used, frequency levels, and groups of participants (e.g., 
Amin, 2020; Kotchana and Tongpoon-Patanasorn, 2015; Ozturk, 2015; Shin 
et al., 2011; Webb, 2008; Zhou, 2010).  

2) Both receptive and controlled productive vocabularies tend to be larger at 
higher frequency levels; they correlated to each other (e.g., AbManan et al., 
2017; Li and MacGregor, 2010; Ozturk, 2015; Webb, 2008). However, Amin’s 
(2020) showed some unexpected results. While most of vocabulary was 
affected by frequency levels, the average receptive score at the 4,000-word 
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level was higher than that at the 3,000-word level, and the average controlled 
productive score at the 3,000-word level was higher than that at the 2,000-
word level. Amin did not explain the reason. This is unlikely, but it made me 
aware that it can happen in research. The major trends can be reported, and 
the exceptions can be investigated further qualitatively. 

3) The scores of both receptive and controlled productive vocabulary knowledge 
at the 3,000-word level are likely to be similar to those at academic word level 
(e.g., Amin, 2020; Li and MacGregor, 2010; Ozturk, 2015). 

4) Years of study is not always a dominant factor of vocabulary growth both in 
cross-sectional studies and longitudinal studies. In some studies, it did affect 
vocabulary development (e.g., Alonso and Fontecha, 2014; Azodi et al., 2014; 
Sungprakul, 2016) and for some studies it did affect but not significantly (e.g., 
Al-Masrai and Milton, 2012; Gallego and Llach, 2009; Li and MacGregor, 
2010; Ozturk, 2015; Zyad, 2017). In Ozturk’s (2015) studies, the scores of the 
participants in both a cross-sectional study and a longitudinal study did not 
show vocabulary improvement over years of study. Ozturk assumed that this 
was probably because of the ceiling effect as the participants’ receptive and 
controlled productive vocabulary scores were relatively high, for example, 
around 96% for the receptive vocabulary and 80% for the controlled 
productive vocabulary at the 2,000-word level. 

5) Controlled productive/receptive ratios were influenced by word frequency 
levels. The controlled productive/receptive ratio at high-frequency levels tends 
to be high. This implies that the receptive-productive gap at high frequency 
levels were smaller and that words with higher frequency seemed to become 
part of learners’ productive vocabulary more easily than words with lower 
frequency (e.g., Shin et al., 2011; Waring, 1997a; Webb, 2008).  

6) The ratios are also affected by learners’ proficiency level. Those who have 
larger receptive tended to have larger controlled productive vocabulary (e.g., 
Waring, 1997a; Webb, 2008; Zhou, 2010). Receptive vocabulary grew at a 
faster rate (Laufer and Paribakht, 1998; Waring, 1997a; Zhou, 2010). 
Differently, the controlled productive vocabulary in a study by Zhong and 
Hirsh (2009) grew at faster rate. This was the growth at the 2,000-word level, 
at which the receptive vocabulary scores were affected by the ceiling effect. 
However, the controlled productive and receptive ratios in Fan’s (2000) study 
are not consistent with this finding. The ratios varied and were unpredictable. 
This is probably because of the methodology, especially how to design the 
controlled productive vocabulary test, in Fan’s study.  
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7) Vocabulary knowledge aspects are interrelated. The change of one aspect 
leads to the change in the other aspects. There is no evidence of hierarchical 
development of aspects (e.g., Schmitt, 1998; Zhong, 2016). When using more 
complex statistics, González-Fernández and Schmitt (2020) found that there 
seems to be the order of the acquisition of vocabulary knowledge aspects and 
that aspects recognition comes before aspects recall on the receptive-
productive continuum. However, there is no measurable threshold found in 
productive vocabulary development (e.g., Webb, 2008). The knowledge of 
form and meaning is best correlated the productive knowledge (e.g., Webb, 
2008).  

8) Learners’ vocabulary knowledge appears to develop incrementally in an 
upward trend over time. However, it can also stay at the same knowledge 
stage or even decrease if it is not used or exposed to (e.g., Dabaghi and 
Rafiee, 2012; Paribakht and Wesche, 1997). 

Through reviewing, I learnt about the methodology usually adopted in the field and I 
decided which methods should be the most suitable for my study. I learnt the 
common findings the common findings and some exceptions in the end. All these are 
useful for my methodology and the findings of my study. A summary of the studies 
reviewed is given in Table 3.1. 
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Table 3.1: Summary of previous studies on receptive and productive vocabularies 
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Chapter 4 Research methodology 

 

4.1 Introduction 

Reviewing the literature, I found that there is no consensus whether the relationship 
between receptive vocabulary and productive vocabulary is dichotomous or 
continuum. I also found that the scoring systems to check participants’ answers in 
the receptive, controlled productive, and the free productive vocabulary tests were 
not consistent, especially that for the free productive vocabulary test. Therefore, I 
aimed to explore these three types of vocabulary by not taking sides but would rather 
explore them within both the dichotomous and the developmental approaches and 
attempts to find how they are related in the end. I also aimed to present the 
innovation of the research methodology – how to make the analysis of the free 
productive vocabulary consistent to that of the receptive and the controlled 
productive vocabulary. All the analysing methods are presented in the form of flow 
charts in Chapter 6. 

Based on these ideas, Chapter 4 presents the research questions, all the research 
tools used, and how data is analysed. It also presents the context of the study and 
the selection of the participants, the preparation of the research tools, arranging test 
words, the selection of the essay topics, as well as rating the participants’ answers. 

 

4.2 Research questions, research tools, and analysis methods 

This section presents a table showing the revised research questions, the sub-
questions, the research tools required to answer them, and the analysis methods 
(scoring, references and statistics used). These are shown in Table 4.1. 
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Research questions Research tools Analysis methods 
1. What is the 
participants' receptive 
vocabulary knowledge? 

Receptive test 

(Supplying a 

translation/synonym 

to the lemma given) 

(*10 lemmas per 

one frequency 

level; 5 frequency 

levels) 

Coding: 
Classifying the translations/synonyms into groups 

Deciding which group deserves which score 

Dichotomous approach (3-scale scoring system):  
Score of 2 for a correct translation/synonym 

Score of 1 for a partially correct translation/synonym 

Score of 0 for an incorrect translation/synonym 

Developmental approach (5-scale scoring 
system): 
Score of 1 for no knowledge of the lemmas at such 

frequency level 

Score of 2 for recognising the written form of the 

lemma 

Score of 3 for recognising the written form of the 

lemma and knowing the lemma’s meaning 

Score of 4 for recognising the written form, knowing 

the lemma’s meaning, and being able to use it with 

semantic appropriateness in a sentence 

Score of 5 for recognising the written form, knowing 

the lemma’s meaning, and being able to use it with 

semantic appropriateness and grammatical accuracy 

in a sentence 

References: 
Cambridge English-Thai Dictionary   

Thai-English Dictionary by NECTEC  

Oxford Advance Learners' Dictionary  

Statistics: 
A descriptive statistics, an independent samples t-

test, ANOVA, MANOVA, effect size, graphs 

1.1 What is the 

participants' receptive 

vocabulary knowledge at 

different frequency levels? 

1.2 What is the 

participants' receptive 

vocabulary at different 

years of study? 

2. What is the 
participants' controlled 
productive vocabulary 
knowledge? 

Controlled 

productive test 

(Supplying a 

sentence using the 

lemma given) 

(*10 lemmas per 

one frequency 

level; 5 frequency 

levels) 

Dichotomous approach (3-scale scoring system): 
Score of 2 for a correct lemma use (with appropriate 

meaning and correct grammar) 

Score of 1 for a partially correct lemma use (with 

appropriate meaning but incorrect grammar) 

Score of 0 for an incorrect lemma use (with 

inappropriate meaning)  
Developmental approach (5-scale scoring 
system): 

2.1 What is the 

participants' controlled 

productive vocabulary 

knowledge at different 

frequency levels? 
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2.2 What is the 

participants' controlled 

productive vocabulary at 

different years of study? 

Checked together with the receptive test 

References: 
Oxford Advance Learners' Dictionary 

Sketch Engine (Kilgarriff et al., 2014) 

Two British raters 

Statistics: 
A descriptive statistics, an independent samples t-

test, ANOVA, MANOVA, effect size, graphs, inter-

rater reliability 

3. What is the 
participants' free 
productive vocabulary 
knowledge? 

the free productive 

test  

(*a free writing task 

- an argumentative 

essay of around 

300 running words) 

Lemmatising: 
Lemmatising the words produced in essays 

Classifying the lemmas into five groups by the five 

frequency levels using Text Lex Compare on Lextutor 

Website (Cobb, n.d.) 

Dichotomous approach (3-scale scoring system): 
Score of 2 for a correct lemma use (with appropriate 

meaning and correct grammar) 

Score of 1 for a partially correct lemma use (with 

appropriate meaning but incorrect grammar) 

Score of 0 for an incorrect lemma use (with 

inappropriate meaning)  
Developmental approach (5-scale scoring 
system): 
N/A 

References: 
Oxford Advance Learners' Dictionary 

Sketch Engine (Kilgarriff et al., 2014) 

Two British raters 

Statistics: 
A descriptive statistics, an independent samples t-

test, ANOVA, MANOVA, effect size, graphs, inter-

rater reliability 

3.1 What is the 

participants' free 

productive vocabulary 

knowledge at different 

frequency levels? 

3.2 What is the 

participants' free 

productive vocabulary at 

different years of study? 

4. What is the 
relationship among the 
participants' receptive, 
controlled productive 
and free productive 
vocabulary knowledge? 

All the three tests 

above 

Statistics: 
A descriptive statistics, an independent samples t-

test, ANOVA, MANOVA, effect size, graphs 

Analyses: 
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4.1 What is the relationship 

among the participants' 

receptive, controlled 

productive and free 

productive vocabulary 

knowledge at different 

frequency levels? 

Quantitative analysis within the dichotomous 
approach: quantitatively comparing the scores of the 

three groups of vocabulary 

Quantitative analysis within the developmental 
approach: Paribakht and Wesche’s (1997) scoring 

system – quantitatively examining the changes of 

vocabulary knowledge along the five scores  

**Qualitative analysis:  
Qualitatively analysing answers of the three tests 

supplied by some participants for more insights of 

how receptive and productive vocabulary knowledge 

is related. 

4.2 What is the relationship 

among the participants' 

receptive, controlled 

productive and free 

productive vocabulary 

knowledge change at 

different years of study? 

General information of 
the participants 

Questionnaire Statistics: 
A descriptive statistics 

Note:  

* Before piloting, the receptive test and the controlled productive test included the same 30 lemmas per frequency level, and the free 

productive test included two essays. 

**I decided to add the qualitative analysis after I had the findings from the first two approaches of the quantitative analysis. 

Table 4.1: Research questions, research tools, and analysis methods 

 

4.3 Context for data collection 

The context used in the current study was the English programme, the Faculty of 
Liberal Arts in a public university in Thailand. Each year the programme recruits 50-
60 students, through both university central admission examinations and the 
examinations arranged by the faculty. There are approximately 200-240 English-
major students (Year 1 to Year 4) in each academic year. Throughout their university 
studies, the English-major students need to practice a lot of reading and writing 
skills.   

4.4 Selection of the participants 

The four year groups of the English-major students were chosen purposefully as 
they could represent English-major students in Thailand because 1) they were from 
every region in Thailand, 2) their mother tongue was Thai, 3) their English language 
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proficiency varied, and 4) they learnt similar English subjects throughout the four 
years.  

Before collecting the data, asking for permission from the faculty was essential. I 
wrote a formal letter to the faculty, and it was about the overall information of the 
research such as the purpose of conducting this research with the English-major 
students from all the four year cohorts and the procedure of the data collection. The 
approvals of the ethical review (Appendix A) from both the University of Leeds and 
the university in Thailand, along with the research tools, the information sheets, and 
the consent forms were shown to the faculty. I had an informal meeting with the 
executive team who had the authority of this permission. After receiving the 
permission from the faculty, I met the students at the end of their regular classes so 
that I could explain the details of the research study and provided them the 
information sheets and the consent forms. It was a week before the day of collecting 
the data so that the students could have time to decide whether to participate in the 
study. I also asked the staff to help arrange computer rooms at the faculty for 
administering the tests. The information sheet and the consent form for the 
participants are shown in Appendices B and C.  

 

4.5 Preparing research tools 

I prepared four research tools, which are a questionnaire, the receptive test (VKS, 
categories III and IV), the controlled productive test (VKS, category V), and the free 
productive test (essay-writing tasks).  

 

4.5.1 Questionnaire 

A questionnaire was used for the information about their student ID so that the 
questionnaire is identifiable. Another section asks the participants whether they had 
an experience of studying or living abroad.  

Those who were below 18 years old or those who lived abroad for more than one 
year would be excluded from the study since they did not represent the majority 
of English-major students in Thailand. Normally, only a few of Thai high-school 
students in Thailand would have a one-year experience abroad as exchange 
students. The last part of the questionnaire is about activities that the participants 
usually did and the amount of time spent practicing English outside class.  
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The purpose of including a questionnaire in the study was only to know more about 
their English learning outside class and about their background. Even though the 
research questions were not related to experience of studying, living abroad, or 
different ways in practicing or learning English, these to some extent had an 
influence on vocabulary knowledge development, according to some research 
studies in the field (e.g., Laufer and Paribakht, 1998; Dizon and Tang, 2017; Min, 
2008). Therefore, these were included in the questionnaire, and they were used to 
explain some of the unexpected findings in the discussion chapter too. The 
questionnaire is shown in Appendix G. 

 

4.5.2 Receptive test (categories III and IV of VKS) 

The second research tool I prepared was the receptive test, which was in the format 
of the categories III and IV of the VKS. All the five groups of words used in the VLT 
were used in this test. However, I used a different unit of counting a word from the 
VLT. As explained in Chapter 4, I used the lemma to count the items in the test 
instead. 

There were 30 lemmas at each of the frequency level, so there are 150 items 
altogether for the receptive test. The test words in Schmitt et al.’s (2001) VLT has 
“the 3:2:1 (noun: verb: adjective) ratio” (Schmitt et al., 2001, p. 72). Hence, the test 
words in the receptive test (Version 1) included nouns, verbs, and adjectives. 
However, after the pilot study, only the first ten items were selected (see Section 
5.5.4) and the data supplied by the participants in the receptive and the controlled 
productive vocabulary tests represented the participants’ knowledge of nouns. 

The test was divided into two equal parts (seventy-five items each) – the first half to 
be tested on Day 1 and the second half for Day 2 to avoid the fatigue effects from 
the participants. However, this was piloted to see whether it was too long for the 
participants or not.  

I reordered a sequence of the test lemmas. As Nation and Coxhead (2014) point out, 
“The order of items seems to affect the amount of effort put into each item”. This 
happened in a previous study by Nation and Coxhead (2014) using the computerised 
VST. Without the mixture of frequencies, the participants randomly guessed the 
answers and took shorter time than expected to complete the items in lower word-
frequency levels.  

This shows that when facing a lot of difficult words (low-frequent words) in a row, test 
takers might be too exhausted or demotivated to complete the test. Therefore, the 
order of the test lemmas from item 1 to item 5 were one lemma from the 2,000-word 
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level, one from the 3,000-word level, one from the 5,000-word level, one from the 
10,000-word level, and one from the AWL. This pattern was adopted throughout the 
test.  

In terms of types of answers, as there would not always be one-to-one equivalent 
translations for some lemmas between two languages (Nation, 2013), the three 
following options were accepted as answers to the receptive test.  

1) a single-word Thai translation,  
2) a multi-word Thai translation as in Zhong (2016) 
3) an English synonym as in the study by Paribakht and Wesche (1997) 

The use of Thai translations and English synonyms were advantageous to both the 
test takers and the graders. Test takers did not need to provide a long clause or 
sentence to define any word that did not have an equivalent in the Thai language. If 
English synonyms were what they were familiar with or what they can recall, they 
could use the English synonyms as the answers to show their understanding of the 
lemmas. The test takers could also save their time while doing the test and the raters 
could save their time while checking and scoring the test. The receptive test is 
presented in Appendix H. 

 

4.5.3 Controlled productive test 

The third research tool I prepared was the controlled productive test. It was in a 
sentence-writing format (the category V of the VKS). The test lemmas in this test 
were the same as those in the receptive test. The participants would be asked to use 
the given lemmas in sentences. However, a test taker might write a neutral 
sentence. To avoid neutral sentences, they were required to use conjunctions. This 
technique was used in Zhong’s (2016) study. Only ‘so’ and because’ were used as 
they are easy to use, and Thai students were familiar with them. These two 
conjunctions link cause-effect clauses, so the participants would carefully think 
through and produce meaningful sentences. When the participants supplied a 
sentence, they were asked to also provide a translation/ synonym for that target 
word as well to ensure that they knew the meaning of the target word. If the students 
knew only the meaning of a lemma given but did not know how to use it in a 
sentence, they could leave the box for a sentence blank. 

Both the receptive test and the controlled productive test were combined in one 
spreadsheet. The test takers need to finish them both before starting to do the free 
productive test. Moreover, these 150 lemmas in both the receptive test and the 
controlled productive test had never been trialled in the format of sentence writing by 



 144 

any previous studies. One hour was then roughly set as the time duration for both 
tests. The time duration would be adjusted after the pilot study. The test is presented 
in Appendix H, together with the receptive test. 

 

4.5.4 Free productive test 

The last research tool that I prepared was the free productive test. It consists of two 
tasks: Essay 1 for Day 1 and Essay 2 for Day 2. The subjects would be asked to 
write two 300-word essays (300 running words). Two topics from the study by Laufer 
and Nation (1999) were adopted. 

 

Essay 1: “Should a government be allowed to limit the number of children a family 
can have?”  

Instruction: Write an essay of 300 words on the topic provided. Discuss this idea 
considering basic human rights and the danger of population explosion.  

 

Essay 2: “A person cannot be poor and happy, because money is always needed to 
gain something that is important to that person.”  

Instruction: Write an essay of 300 words on the topic provided. Argue for or against 
this idea.  

 

These two essay topics used in the study by Laufer and Nation (1995) were 
selected. According to Laufer and Nation (1995), these topics are controversial 
topics, which encourage the test takers to provide different groups of words but not 
technical words, which were not the focus of the study. The test takers do not need 
to have special knowledge to write about them. The suggested topics have been 
tested with multicultural participants (Chinese, Japanese, Thai, Samoan, Polish, 
Malaysian, Russian, and Israeli) in the study by Laufer and Nation (1995). Therefore, 
these two controversial topics were adopted. The time duration for each essay was 
set for one hour, equal to that in the study by Laufer and Nation (1995). The free 
productive test (both Essay 1 and 2) is shown in Appendix I.  

4.6 Plans to analyse the research tools and the rationale 
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This section presents how I planned to analyse each of the research tools before the 
pilot study and the main study. This includes scoring systems, references, and 
statistics to be used. However, I described how I analysed data of the main study in 
Section 6.3.  

 

4.6.1 Plans to analyse the questionnaire 

The information from the questionnaires would be converted into numbers and 
analysed by using descriptive statistics. It was piloted. The participants’ background 
information is shown in Section 7.2. 

 

4.6.2 Plans to analyse the receptive test 

Coding is needed before grading the participants’ answers. The flow chart of how I 
analysed the participants’ answers on the test is shown in Section 6.3.2, and the 
findings are presented in Section 7.3. 

When scoring, I used reliable and widely-used online dictionaries as references:  

1. Cambridge English-Thai Dictionary Online (Cambridge Dictionary (English-
Thai Dictionary), 2020) 

2. NECTEC’s Lexitron Thai-English Dictionary Online (Thai-English Electronic 
Dictionary Lexitron, 2020) 

3. Oxford Advanced Learners’ Dictionary Online (Oxford Advanced Learners' 
Dictionary, 2020) 

The Cambridge English-Thai Dictionary Online was chosen because it is one of the 
reliable and well-known dictionaries available online and has a bilingual (English-
Thai) version. It shows many senses of a lemma with an example. If such translation 
did not match the translations provided in this dictionary, I would check it against 
another dictionary – a Thai-English dictionary. 

NECTEC’s Lexitron Thai-English Dictionary Online was also chosen to grade the 
translations supplied by the participants because it is a reliable online dictionary 
developed by a Thai government organisations and leading universities in Thailand 
such as National Electronics and Computer Technology Centre (NECTEC), National 
Science and Technology Development Agency (NSTDA), Sirindhorn International 
Institute of Technology (SIIT), Chulalongkorn University, Kasetsart University, etc. 
The dictionary also presents English synonyms and some other Thai compound 
words of such lemma, together with its English equivalents. 
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Oxford Advanced Learner’s Dictionary Online would be used to check when a test 
taker provided an English translation or synonyms. The dictionary was chosen 
because it provides English synonyms and definitions of a lemma with some 
examples of sentences. It was chosen because it can be used as a reference when I 
checked the answers in the controlled productive test. The reasons I chose this 
dictionary to check the data in the controlled productive test are written in Section 
4.6.3 

Stewart et al.’s (2012) three-scale scoring system was adopted: correct, partially 
correct and incorrect. This is because learners might have partial receptive 
knowledge of the test lemmas. Two points would given to a correct Thai translation 
or an English synonym. One point would be given to a partially correct answer or to 
the one with a related sense. Zero point would be given to a wrong answer (not 
relevant to the meaning of the tested lemma at all) or when no translation or 
synonym was provided. 

 

4.6.3 Plans to analyse the controlled productive test 

Before the participants took the test, I would not inform them of the part of speech of 
the test lemmas. This allows them to provide what they can first think of when seeing 
the lemmas. I acknowledged that different senses of a lemma can fall into different 
frequency levels, but this could show their real vocabulary knowledge.  

Only the content words were the focus, and the grammar points to be checked 
depended on the word classes of the lemmas they provided.  

- If they used a tested lemma as a noun, I would check its 
countable/uncountable form, singular/plural form, its modifiers, article, verb, 
adjective, pronoun, and context.  

- If they used a tested lemma as a verb, I would check its subject, object, 
adverb, and context.  

- If they used a tested lemma as an adjective, I would check its noun, adverb, 
and context.  

- If they used a tested lemma as an adverb, I would check its verb, sentence, 
and context. 

I used two tools to check the meaning and the correctness of the lemmas. They are:  

1. Oxford Advanced Learner’s Dictionary Online (Oxford Advanced Learners' 
Dictionary, 2020) 
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2. Text analysing software called the Sketch Engine (Kilgarriff et al., 2004; 2014) 
and English Web 2013 (enTenTen13) corpus.  

Oxford Advanced Learner’s Dictionary Online was chosen because it shows a 
lemma’s part of speech and meaning senses. It provides many examples and 
grammatical patterns or collocational behaviours for each meaning sense. The 
presentation of the website is easy to use, and one page contains the information of 
one part of speech only, so not too much information is presented on the same page. 
Even though other well-known online dictionaries like Longman, Collin, and 
Cambridge dictionaries also show various meaning senses with a lot of examples, 
they show all the parts of speech for a word (not a lemma) in one page. A word’s 
grammatical patterns or collocational behaviours are presented after all the meaning 
senses, not specific to a particular sense. Hence, I decided to use Oxford Advanced 
Learner’ Dictionary Online to grade the lemma use in sentences supplied by the 
participants.  

Another tool I used when grading the participants’ answers in the controlled 
productive and the free productive vocabulary tests was the Sketch Engine (Kilgarriff 
et al., 2014). 

The Sketch Engine was chosen because it “is a leading corpus tool. … The Sketch 
Engine website offers many ready-to-use corpora” (Kilgarriff et al., 2014, p. 7). It has 
been widely used by lexicographers, teachers, students, researchers in many fields 
such as linguistics, language, computing, translation, and discourse analysis, and it 
has been used in a variety of countries such as “China, the Czech Republic, 
Germany, Italy, Japan, Spain and Taiwan as well as the UK” (pp. 15-16).  

“[The function word sketch is] a one-page summary of a word’s grammatical 
and collocational behaviour. … The word sketch can be seen as a draft 
dictionary entry. The system has worked its way through the corpus to find all 
the recurring patterns for the word and has organised them.” (Kilgarriff et al., 
2014, pp. 9-10). 

One of the preloaded corpora that was chosen to check the lemma use against was 
‘English Web 2013 (enTenTen13) corpus’. The English Web 2013 (enTenTen13) 
corpus is a large corpus which consists of approximately 20 billion words (or nearly 
23 billion tokens) collected from texts on the Internet from various domains where 
English is the official language such as UK domain, Australian domain, Canadian 
domain, US domain, and Wikipedia.  
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They “are built using technology specialized in collecting only linguistically 
valuable web content. … [T]exts were checked manually and content with 
poor quality text and spam was removed” (Sketch Engine Website).  

I then decided to use this corpus when I graded vocabulary used by the participants 
in the controlled productive and the free productive vocabulary tests. 

However, I did not choose the English Web 2015 (enTenTen15) corpus at the time of 
data analysis because it was smaller than the English Web 2013 (enTenTen13) 
corpus. I did not use a larger and a more recent corpus like the English Web 2018 
(enTenTen18) corpus or the English Web 2020 (enTenTen20) corpus because it had 
not been made when I analysed the data. I did not use the Timestamped JSI web 
corpus 2014-2020 English, which contains over 57 billion words (or nearly 67 billion 
tokens) because its sources are news articles, which is too specific to the news 
genre. 

When these two tools could not be used to check the correctness of the lemma use, 
the problematic sentences would be checked by Two native speakers – British 
teachers (hereafter called as ‘raters’). The information sheet for the raters is 
presented in Appendix F. They would be given a scoring sheet with the same set of 
data and would be explained on how to grade the sentences. They needed to score 
the first 20 sentences together and the rest on their own. Their scores would be 
calculated for inter-rater reliability. After that, they would consult and compromise the 
scores for the sentences that they provide different scores. 

Like the receptive test, two points would be given to the sentence in which the tested 
lemma is used correctly both in semantics and grammar. One point was given when 
the tested lemma was used semantically correctly in the sentence. No point is given 
when the tested lemma was used incorrectly in terms of their meanings and/or 
grammar or when no sentence was provided. After I scored the participants’ 
answers, all the scores were analysed by using descriptive statistics, an independent 
samples t-test, ANOVA, and MANOVA. 

Apart from the dichotomous approach with the three-scale scoring, I also planned to 
analyse the vocabulary development with the continuum approach. Therefore, 
Paribakht and Wesche’s (1997) five-scale scoring system was used to track 
vocabulary changes at different frequency levels and at different years of study as 
well. 

 

Score of 1 for no knowledge of the lemmas at such frequency level 

Score of 2 for recognising the written form of the lemma 
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Score of 3 for recognising the written form of the lemma and knowing the lemma’s 
meaning 

Score of 4 for recognising the written form, knowing the lemma’s meaning, and being 
able to use it with semantic appropriateness in a sentence 

Score of 5 for recognising the written form, knowing the lemma’s meaning, and being 
able to use it with semantic appropriateness and grammatical accuracy in a 
sentence 

 

4.6.4 Plans to analyse the free productive test 

For the consistency to the receptive and the controlled productive tests, I would 
follow these procedures:  

1) A three-scale scoring system was used. 
2) Content words were the focus. 
3) Grammar was checked by using Oxford Advanced Learner’s Dictionary and 

the Sketch Engine (Kilgarriff et al., 2014). 
4) The two raters graded some sentences that could not be checked by using 

the references. 

However, two more steps that needed to be completed before grading the 
participants’ lemma usage are: 

1) lemmatising the participants’ free writings 
2) classifying the lemmas produced by the participants into five frequency levels.  

The details are presented in flow charts in Section 6.3.4. After that, I analyse all the 
scores by conducting descriptive statistics, an independent samples t-test, ANOVA, 
and MANOVA on SPSS. Then the statistics from the three tests were compared to 
explore the relationship among receptive, controlled productive, and free productive 
vocabulary knowledge. This would be done with both dichotomous and continuum 
approaches to answer the fourth research question. 

To summarise, this study used four research tools. The questionnaire was used for 
the general background information of the participants. The receptive test was in the 
format of self-reported scale with a translation task. The controlled productive test 
was in a sentence-writing format. These two tests included the same test words from 
the VLT (Schmitt et al., 2001). The sequence of the test lemmas was reorganised; 
low-frequency lemmas were mixed with high-frequency lemmas. The free productive 
test was an essay-writing task. The topics were chosen from the study by Laufer and 
Nation (1995). All the words produced by the participants were lemmatised and 
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classified into the five frequency levels. The three-scale scoring system as in the 
study by Stewart et al. (2012) was used with all the tests. Paribakht and Wesche’s 
(1997) five-scale scoring system was used with the receptive and the controlled 
productive tests. The results were analysed in relation to frequency levels (also 
including academic word level) and to years of study. However, only the 
questionnaire and the first two tests were piloted for necessary adjustment.   
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Chapter 5 Pilot study 

 

5.1 Introduction 

This chapter presents the objective of the pilot study, its procedures such as 
approaching the participants, administering the pilot study, how I adjusted the 
research tools and what I learnt from the pilot study.  

5.2 Objectives of the pilot study 

The pilot study was done in November 2018 with the attempts to ensure the 
effectiveness of the receptive test and the controlled productive test in terms of the 
time duration, the instructions, the sequence of the test lemmas, and chances of 
producing neutral sentences.  

The time to complete 75-item receptive and controlled productive test for Day 1 was 
set as one hour. The pilot was done to check whether one hour was an appropriate 
time duration for the participants to complete all the test items. The instructions with 
the five self-reported categories were checked whether it was clear to the 
participants or not. The word sequencing of the test words was checked to ensure 
that it was effective to obtain the participants’ attention throughout the tests. The 
controlled productive test was piloted to check whether including conjunctions would 
help reduce the chance of producing neutral sentences or not. Finally, the 
questionnaire was also tested during the pilot to ensure the clearness of all the 
questions before it was used in the main study.  

5.3 Sample size of the pilot study 

In a previous study piloting a vocabulary test by Bayazidi and Saeb (2017), four 
participants (approximately 5%) were sampled from the same educational 
environment as the projected participants (75 participants). Their pilot study was 
conducted with the same objective as the current study, which is to check the overall 
test design. If this percentage was applied to the present study, 5% of the 200-240 
target English-major students were 10-12 participants. This number is also the 
minimum number of the samples for a pilot study suggested by Isaac and Michael 
(1995). Therefore, approximately ten Thai students and graduates were 
recruited. The convenience sample was used because: 
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1) The subjects were easily accessible. 
2) The subjects were willing to participate 
3) It was inexpensive 
4) It allowed me to obtain some basic data on how to adjust the receptive test, 

the controlled productive test, and the questionnaire.  

The participants of the pilot study were ten Thai students and graduates in the UK 
and in Thailand. They were easy to approach because I contacted them through my 
contact lists on social media platforms (Line and Facebook). I approached them and 
those who consented to participate were recruited. I used video calls during the pilot 
study, so it was inexpensive and fast. I did not need to travel to Thailand to meet 
them in person to conduct this pilot study. The pilot study gave me a basic idea of 
whether the research tools were effective or not.  

Although convenience sampling has some criticisms of selection bias and not being 
representative of the entire population, the participants of this pilot study were 
carefully approached. I tried to approach some English majors and graduates from 
English major first. Some of them had just graduated, but some had graduated for 
three years. There were two non-English-major undergraduates: one studying in the 
UK and one never lived or studied in an English-speaking country. Therefore, the 
one who did not major in English and had never lived in an English-speaking 
country could represent low-proficiency English-major students and those who 
majored in English and/or used to live an English-speaking country could represent 
the high-proficiency ones. Besides, their mother tongue was Thai. They were from 
different regions throughout Thailand, and they tended to use a lot of English in their 
class or when they were in their classes.  

These ten students of the pilot study were not included in the main study because 
they had seen the test words and this would affect their scores in the main study. 
Moreover, the information sheet and the consent form for this pilot were prepared 
and given to the participants.  

 

5.4 Procedure during the pilot study 

5.4.1 Approaching the participants 

After the ethics application was approved by ESSL, Environment and LUBS (AREA) 
Faculty Research Ethics Committee University of Leeds in October 2018 (Appendix 
A), I approached some Thai students in the UK and some graduates who majored in 
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English in Thailand through one social media application called ‘Line’. I explained to 
them about my research study such as the rationale of this pilot study, the reasons 
why they could represent the projected participants, the aim of the main study, and 
that their participation would be kept confidential. I gave them an information sheet 
(Appendix B) and a consent form (Appendix C). They all had one week before 
making their decision whether they would participate in the pilot study.  

After one week of the approach, I asked them again through Line one by one 
whether they would participate in the study. They signed the consent forms and sent 
back to me. After that, the date was set for the pilot study. The Thai students in the 
UK met me in person and they used my laptop to complete the tests, while those 
living in Thailand completed the tests on their computer through video calls.  

 

5.4.2 Administration of the pilot study 

All the participants completed the questionnaires and all the tests, except the free 
productive test, by using a computer. The pilot study was arranged to be as similar 
as possible to the main study. All the soft files of the blank questionnaire and the 
tests were uploaded on my personal Google Drive. The shareable links of these files 
were given to the participants. After the participants downloaded all the files, I 
explained the details of the pilot study once again. I also explained to them in Thai 
about how to fill out the questionnaire. Then I explained how to do the tests. The full 
version of the receptive test and the controlled productive test contained 75 items, 
and the time was set as one hour per set.  

However, they were able to continue after one hour until they finished two sets (150 
items) of the tests. I explained all the self-reported scales to them. I emphasised that 
if they knew how to use any test lemmas in a sentence level they should select 
number 5 and write a sentence using the test word with a conjunction either ‘so’ or 
‘because’. I also explained that the translation could be a single-word or a multi-word 
translation or a synonym and that they could ask me anytime during the tests. Before 
they started doing the tests, they were told that this would be timed so that the time 
duration could be adjusted in the main study.   

5.5 Phases of the pilot study 

There were three phases of the pilot study piloted with the ten participants. All the 
tests in each phase were timed so that they were adjusted for the next phases. 
The details of the tests and the numbers of the participants are shown in Table 5.1.  
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Table 5.1: Three phases of the pilot study  

 

5.5.1 First phase 

In the first phase, the full versions of the receptive test and the controlled productive 
test, together with the questionnaire, were piloted. There were 75 test lemmas for 
each set of the tests; the two sets included 150 lemmas.  

The participants could have ten minutes or longer for the break before they took the 
second set of the tests. The first four participants took the tests on 5th November 
2018. Pseudonyms are used as the participants’ names. The average of the time 
durations they spent on the tests are shown in Table 5.2.  

  

 

Table 5.2: Average time duration for phase 1 of the pilot study (Full versions of 
the receptive test and the productive test)  
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As shown in Table 5.2, the time that the first four participants spent doing both sets 
of the tests exceeded the time that I expected them to finish the tests. The average 
time for the first set of the tests was 110 minutes or nearly two hours, and that for the 
second set was similar, 105 minutes. One participant, May, spent the longest time – 
400 minutes for both sets. This might be because she completed almost all of the 
items and provided long sentences for each test word, so she spent almost seven 
hours completing these tests. Therefore, 75 items appeared to be too many for the 
projected participants to complete.  

 

5.5.2 Second phase 

The average time spent by the first group of the participants was too much, so I 
removed some test lemmas in the second phase of the pilot study. I decreased the 
number of items for each set to 50 items each, or 100 items for two sets. The first ten 
test words at each of the frequency level in Schmitt et al.’s (2001) VLT were 
selected. As most of the test words in Schmitt et al.’s (2001) VLT are nouns, the ten 
words were all nouns and the findings from the tests would represent the knowledge 
of nouns. 

  

 

Table 5.3: Average time duration for phase 2 of the pilot study (Version 2 of the 
receptive test and the controlled productive test – 10 items for each word 
level)  

 

Table 5.3 shows the average time that another three participants in the pilot study 

took to complete the first set and the second set of the adapted versions of the tests. 

On average they spent 52 minutes for the first set and 51 minutes for the second set 

of both tests.  
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These time durations were what I expected the projected participants to spend in 
completing the receptive and the productive test. However, I tried adjusting the tests 
one more time as Phase 3 in order to know which phase would be the most 
appropriate for the main study.   

 

5.5.3 Third phase 

In Phase 3 of the pilot study, ten words of the 2,000-word level and ten lemmas of 
the 10,000-word level were taken out from each set of the tests. Therefore, there 
were five lemmas left for the 2,000-word level, five lemmas left for the 10,000-word 
level, but still 15 lemmas for the rest of the levels (3,000 level, 5,000 level, and the 
academic word level). The total number of the lemmas for each set of the tests in 
Phase 3 was 55 lemmas. The 15 nouns from each of the frequency level were 
selected as well. 

  

 

Table 5.4: Average time duration for phase 3 of the pilot study (Version 3 of the 
receptive test and the controlled productive test – 5 words from the 2,000-word 
level and the 10,000-word level)  

  

The average time the last three participants spent doing the tests was less than I 
expected although there were more test lemmas than those of Phase 2. As shown 
in Table 5.4, the average time for the first set of Version 3 of the tests was 43 
minutes and 34 minutes for the second set. This is probably because most of the 
difficult lemmas at the 10,000-word level were removed and the participants did not 
need to spend too much time thinking. It is probably because most of the words at 
the 2,000-word level were removed, and they did not need to write many sentences 
of these easy test lemmas.   
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5.5.4 Decision after the pilot study 

After the last phase of the pilot study, I decided not to use the full versions of the 
tests as there were too many test lemmas and the participants would take too long to 
finish the tests.  

- Most of the participants took a lot of time to finish the tests. The longest time 
that one of the participants took was up to seven hours as shown in Table 5.2. 
It was almost four times longer than the time expected. It was quite difficult to 
complete all the 150 items within two hours or 120 minutes. Also, they all 
complained that there were too many items.  

- I decided to use only one set of the receptive test and one set of the 
controlled productive test in the main study to avoid fatigue effect. When I 
considered the issue of consistency, the second version of the tests (10 items 
for each of the five frequency levels) seemed to be the best version since they 
had the same number of test words at each of the five frequency levels.  The 
total scores for each frequency level would represent the whole vocabulary at 
such level. Also, the findings would represent the receptive and the controlled 
productive knowledge of nouns at the 2,000-, 3,000-, 5,000-, 10,000-word 
levels, and the academic word level.  

- Regarding the answers supplied, the participants did quite similarly in 
both sets of the tests. That is to say, the results of the two sets of the tests 
were not much different. Hence, either one of the sets could be chosen and 
used in the main study. Randomly chosen, the first set of Version 2 was to be 
used in the main study.   

 

5.6 Revising the research tools 

This section presents the problems when the participants in the pilot study 
completed the research tools. The problems lead to how I revised them for the main 
study so that I could avoid these problems in the main study. 

 

5.6.1 Revising the questionnaire 

I revised the questionnaire in several points: 

- In the section asking about the participants’ experience abroad, the question 
about ‘an exchange student’ was too specific. Some participants had never 
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been exchange students but used to live in the English-speaking countries. 
Therefore, I used a wider term instead. Therefore, the question “Have you 
ever been an exchange student in any English-speaking country?” was 
changed into “Have you ever lived or studied in any English-speaking 
country?”   

- In the section of outside-class activity to practice English, one of the 
participants in the pilot study could not estimate how often and how much time 
she spent on one on her outside-class activities. She wrote ‘one book’ to 
answer the question, instead of giving numbers of hours. The other 
participants did not have a problem with it. To avoid different types of 
answers or any mistakes, validating every cell in the excel file was 
necessary. Hence, I validated the cell and only numbers can be typed in. I 
also did this to the data cells for their student ID. Only seven number digits 
can be typed in the cell. In case that other information or not seven-digit 
number was typed in, there would be an error pop-up message informing that 
the participants had typed in the wrong information.  

- To ensure the participants understand all the questions in the questionnaire, 
there were Thai translations below each question. The validating pop-up 
boxes were also written in Thai so that it was easily understood by the Thai 
participants.  

- To know more about the participants’ educational background such as the 
programme they studied in their secondary schools was added.  

- I adjusted the format – the position of all the data cells – for the convenience 
in transferring what the participants supplied into the SPSS more easily.  

- I added the section of the information such as their name, their student ID, 
their year of study, their email addresses, and their telephone number in the 
questionnaire so that the questionnaires would be identifiable to me and that I 
could contact them to inform them of their test scores.  

- I shortened some sections so that the questionnaire looked clearer and easy 
to read for the participants. For example, the number of the English-speaking 
countries the participants have lived or studied in was decreased to three 
countries. I also rewrote some questions. The question “How often per 
month?” was changed into “How many times per month?”, and the question 
“How long each time?” was changed into “How many minutes each 
time?”. Finally, I added one more option “Prefer not to say” in the section 
asking their gender. This was for the ethical issue. 

In conclusion, learning the problems from the pilot study and anticipating what would 
happen in the main study helped me adjust the questionnaires. The overall 
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adjustment was to validate the data cells and to make the questionnaire identifiable 
and understandable for the participants.  

 

5.6.2 Revising the receptive test and the controlled productive test 

This section presents how the participants supplied the answers to the receptive test 
and the controlled productive test, how I learnt from this, and how I revised the tests.  

- In the column of translation or synonym in the receptive test, the participants 
provided one-word Thai translation, multi-word Thai translation, synonym as 
expected. Many of them explained the meanings in English phrases as well. 
Hence, I also included an English or Thai phrasal explanation as another 
option.   

- Some participants in the pilot study did not provide a sentence even though 
they chose Number 5 on the knowledge scale and provided a correct 
translation or synonym. Therefore, in the main study I needed to emphasise 
this to the participants before the tests.  

- Despite being informed to use either of the two conjunctions ‘so’ or ‘because’, 
one participant used other connecting words throughout the whole tests, and 
some did not use ‘so’ or ‘because’ in a few of their sentences. For example, 
for the tested lemma ‘belt’, one of them supplied the sentence ‘Fasten your 
seat belt before the plane take off.’ Moreover, some of them also produced 
simple sentences or did not use the conjunctions given. Even though these 
sentences were not neutral sentences, it was important for me to remind the 
participants to use one of the conjunctions designated in their sentences 
before administering the tests. I also created a pop-up message (with a Thai 
translation) to remind them when they clicked the sentence box. 

- One of the participants in the pilot study pointed to me that there was a typo in 
the tests. Hence, I checked and corrected the typo before giving it to the 
projected participants.  

 

5.7 Revising the free productive test 

Even though the free productive test was not piloted, what I learnt from the pilot 
study gave me some ideas of how I should do to adjust the free productive test to 
make sure that the projected participants would produce the essay as I expect. Here 
are how I adjusted it.  
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- Similarly, instructions in Thai would also be provided with the English 
instructions so that it was clearer for the participants. I also needed to 
emphasise how to complete the test to the participants before the tests as 
well.  

- Concerning the time duration, it seemed necessary that only one set of the 
free productive test be used to avoid a fatigue effect.  

- The topics of the two sets were quite different. The topic of the first set was 
related to government and family planning, while that of the second set was 
related to money and happiness. The second topic seemed to be more 
suitable for English-major students in Thailand as it was more relevant to 
them. It could encourage them to write more about it. The first topic was not 
relevant to the students at this age, and the policy of limiting the number of 
children in a family was not implemented in the Thai context. Therefore, the 
first topic would not be used in the main study.  
 

5.8 Lessons learnt from the pilot study 

I have learnt some lessons from the pilot study. First, it is often that things do not go 
as planned. For example, I expected that the participants on average could finish 
one set of the receptive test and the controlled productive test within one hour, but it 
turned out that they need more time than that. Hence, it is ideal to pilot the research 
tools before using them in the main study. 

Second, clear instructions of the tests are vital. I should also provide the translated 
instructions and emphasise how to complete the tests before administering them. In 
this way, I could get the answer types I needed so that I can answer the research h 
questions. I also needed to prepare a PowerPoint slide showing how to do the test. 
The slide needed to be easy and clear for the participants to follow.  

Finally, I decided to use only one set of all the tests – the first set of the receptive 
test and the controlled productive test and the second set of the free productive test. 
It was to avoid a fatigue effect. All the questions and the test instructions were 
presented with Thai translations so that the participants could understand them 
clearly and complete them correctly.  
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Chapter 6 Main study 

6.1 Introduction 

Chapter 6 presents the data collection procedures, covering how I contacted the 
university where the projected participants were studying, how I prepared the 
research tools for the main study, how I approached the participants, and how I 
administered the research tools. All these are presented in Section 6.2. The 
analysing methods and the flow charts of these processes is presented in Section 
6.3. 

 

6.2 Data collection procedure 

6.2.1 Contacting the university in Thailand 

After I had been formally granted permission from the dean of the Faculty of Liberal 
Arts of a university in Thailand, I had an informal meeting with the dean and deputy 
deans to confirm when I would collect my data and explained to them that I needed 
to use some facilities such as computer rooms. I also informed them that this data 
collection would last approximately one month. The executive team were all in 
agreement and gave me a formal permission to collect the data from the 
students. After that, I contacted the relevant staff to confirm the class schedule, to 
ask for the contact details of the teachers who taught all the English-major students, 
and to check the number of the functioning computers and the available 
computer rooms.   
 

6.2.2 Preparing the research tools for the main study 

The second thing I needed to do was preparing all of the revised research tools in 
different forms for the main study. I printed the information sheets and the consent 
forms so that I could give them to all the students when I approached them the first 
time. The tests used in this study were computer-based tests. I saved the files of the 
tests in one folder, named it ‘Test (Peeraya)’ and saved it in ‘Documents’ folder 
of every computer so that the tests were ready for the participants in the following 
weeks. I also backed up the test files in my external disk, uploaded all the tests on 
my personal Google Drive and saved the shortened access link. If there was no 



 162 

internet connection on the days of the tests or that the test files were lost from any 
computers, I would still have the tests ready for all the participants.   
 

6.2.3 Approaching the participants 

Before I approached the English-major students, I checked the class schedule to find 
the appropriate time to approach them in their classes. I began by emailing to all the 
teachers teaching the English-major students in this semester. I explained to them 
about my project and asked them for their permission to approach the students in 
their classes at a particular time. The teachers all allowed me to do so: some at the 
beginning of the classes, some in the middle, and some at the end of the classes.   

In the classes, I introduced myself to the students, gave them the information 
sheets and explained to them briefly about the research study such as the 
purposes of the study, the reason why I approached them, what they needed to do if 
participating, and the expected benefits of the study to the faculty, to themselves, 
and to teaching and learning English. I gave them the information sheets and the 
consent forms. In the following week, I went to their classes again to get consent 
forms from the students who were willing to participate in this study. Then I 
informed them of the first two time slots for the tests.  

In the first two time slots, there were not many students participating – only 24 
students (15 first-year students, 5 second-year students, and 4 fourth-year students). 
This was because the rest of the students were not available at the first two time 
slots I arranged. To recruit more participants, I consulted with four students from 
different four year groups about the appropriate time for the students. Then I 
prepared eight more time slots over four days in the following two weeks so that the 
rest of the students with consent could sign up at the slots they were available.  

Finally, out of the 225 English-major students from the four year groups in that 
academic year, 111 students participated in the main study. There were 34 first-year 
students, 24 second-year students, 29 third-year students and 24 fourth-year 
students. The number of the participants did not reach the optimal number for the 
participants per variable as suggested by Cohen et al. (2017). When comparing their 
data, I then grouped the first-year and the second-year students as the lower year 
group (58 students) and the third-year and the fourth-year students as the higher 
year group (53 students).  

 

6.2.4 Administration of the tests 
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On the days of the tests, I presented the details of the research study to the 
participants by using a PowerPoint slide. I informed them of the purposes of the 
study, what kind of tests and research tools they needed to complete, how to 
complete them, the estimated time duration for completing each of them, what they 
needed to do when they did not understand, what they needed to do at the end of 
the tests, and where the tests were located in the computers.  

There were four research tools for them to complete: the questionnaire, the 
receptive test, the controlled productive test, and the free productive test. However, 
the second and the third ones were combined in one spreadsheet. The estimated 
time durations for each research tool were the following: five minutes for the 
questionnaire, one hour for the receptive test and the controlled productive test, and 
another one hour for the free productive test. However, these durations were only 
the expected durations based on the time spent by the participants in the pilot 
study.   

In the main study, any participants who finished the questionnaire, the receptive test 
and the controlled productive test could take a break and have some refreshments 
outside the computer room. Once they finished having their refreshments and when 
they were ready to start doing the last test – the free productive test, they could start 
at any time. They could spend as much time as they needed to finish all the tests.   

There were three to four invigilators including me in a computer room at each time 
slot. If any students did not understand anything in the tests, they could ask for help 
or for more explanation. In case of any technical problems, one invigilator who was 
an IT staff member in the faculty could help solving it.   

Once the participants finished the questionnaire and the tests, they needed to inform 
one of the invigilators. The invigilators checked whether every file was completed 
before saving the files into an external disk and asking the participants to send all the 
files to my university email address (edpu@leeds.ac.uk) in order to back up the 
data. After the files were sent to my email address, I opened the files and checked 
them the second time. When there was nothing to be added or edited, the 
participants were asked to delete the test files they had completed. To thank them 
for participating in my research, I gave them some stationery such as pens, pencils, 
and highlighters before they left the test room.  

Because the time duration for completing the tests were not limited, the participants 
did not seem stressed. They could do the tests at their own pace. Some left the 
computer room after the first hour, while some spent almost three hours to 
finish everything. When every one of the participants left the computer room in each 
test time slot, all the invigilators checked whether the test files on the desktop 
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completed by the participants were permanently deleted in order to prevent other 
groups of the participants from seeing other students’ answers. The invigilators also 
checked that the blank test files were still in the folder ‘Documents’ before turning off 
the computers.   

After analysing the answers of all the participants, I gave feedback to them 
separately via email to tell them their scores of the receptive and the controlled 
productive tests at each of the five frequency levels. I explained to them that the 
score of 80% or above means that they knew or were able to recall most of the 
words at such frequency level. I also recommended links of word lists for them to 
practice more in case they got low scores at some levels.  

 

6.3 Data analysis 

6.3.1 Analysing the questionnaire 

The data from the questionnaires had been already typed by each participant in a 
computer-based questionnaire. The data contained: 

- their personal data (the participants’ full names, student ID numbers, years of 
study, ages, genders, and contact details – their email addresses and mobile 
numbers) 

- their educational background (the types of their secondary school and the 
learning programmes they studied in their secondary schools) 

- their exposure to the English language (numbers of years they have been 
studying English in their life, their experiences studying or living abroad, the 
activities they usually do to practice their English outside class and numbers 
of minutes they spend each time of doing those activities)   

This data was analysed by using descriptive statistics. For some open-end questions 
such as their experiences studying or living abroad, the numbers of months they 
spent in those countries were summed for each participant so that the data was 
suitable for the statistics programme and can be easily understood or interpreted.   

The data on their activities they did to practice their English outside class was 
classified based on the types of the activities such as listening, watching, speaking, 
reading, writing, and others. The numbers of minutes for each type of activities were 
summed and converted into numbers of hours for each participant. The data is 
presented in tables and graphs in Section 7.2. 

 



 165 

6.3.2 Analysing the receptive test 

I began analysing the receptive test by unmixing all the test lemmas so that the 
lemmas from the same frequency word levels could be grouped together. The scores 
were then imported to the SPSS more easily. 

Next, I coded the participants’ answers by reading through all the translations/ 
synonyms/ phrases provided by the participants, checking them against the 
references (Cambridge English-Thai Dictionary and Thai-English Dictionary by 
NECTEC and Oxford Advanced Learner’s Dictionary), coding them, classifying them 
into three categories and giving scores to them. 

• Category A for correct answers (two points given) 
• Category B for partially correct answers (one point given) 
• Category C for incorrect answers (zero point given) 

The following are the details of the three categories and how I coded the participants’ 
answers.  

The answers fell into Category A (two points given) when:  

• their meanings were correct (regardless of grammatical mistakes, senses, 
parts of speech of the translation/ synonym/ phrase) – coded as ‘CMN’.  

o Example: For the tested lemma ‘sport’, the translation ‘กีฬา’ (ki-la, 
meaning ‘sport’) was coded as ‘CMN’. 

o Example: For the tested lemma ‘palm’, both senses of the tested 
lemma ‘ต้นปาล์ม’ (ton-pam, meaning ‘a palm tree’) and ‘ฝ่ามือ’ (fa-mue, 
meaning ‘an inner part of a hand’) were coded as ‘CMN’. 

• they were hypernyms of the test words – coded as ‘Hypernym’.  
o Example: For the tested lemma ‘salary’, the translation ‘เงิน’ (ngoen, 

meaning ‘money’) or ‘รายได้’ (rai-dai, meaning ‘income’) was coded as 
‘Hypernym’. 

• they were English loan words in Thai – coded as ‘Loan word’.  
o Example: For the tested lemma ‘balloon’, the translation ‘บอลลูน’ (bon-

lun, meaning ‘balloon) was coded as ‘loan word’. 

The answers fell into Category B (one point given) when:  

• their meanings were related to those of the test lemmas – coded as 
‘RSense’.  

o Example: For the tested lemma ‘victory’, the English answer ‘winner’ 
then was coded as ‘RSense’ because its meaning was related. 

• they included the test lemmas as compound nouns – coded as ‘CmpndW’.  
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o Example: For the tested lemma ‘birth’, the translation ‘วันเกิด’ (wan-koet, 
meaning ‘birthday’) showed that the participant had partial knowledge 
of its meaning. It was coded ‘RSense’. 

• they were meronyms of the test lemmas – coded as ‘Meronym’.  
o Example: For the tested lemma ‘palm’, the translation ‘ลายน้ิวมือ’ (lai-niw-

mue, meaning ‘fingerprint’) was partially correct and coded as 
‘Meronym’. 

• they shared the same superordinate with the test lemmas – coded as ‘Same 

Superordinate’.  

o Example: For the tested lemma ‘lieutenant’, the translation ‘จ่า’ (cha, 

meaning ‘a sergeant’) showed that the participant had some idea that 

this was a rank in the army or the air force. Hence, it was coded as 

‘Same Superordinate’. 

The answers fell into Category C (Zero points given) when:  

• their meanings or senses were totally different from those of the test 
lemmas – coded as ‘XMN’.  

o Example: For the lemma ‘philosophy’, the translation ‘ความรัก’ (kwam-
rak, meaning ‘love’) was incorrect and not related at all. It was coded 
as ‘XMN’. No point was given to this translation. 

• they were homophones of the test lemmas – coded as ‘Homophones’.   
o Example: For the lemma ‘principle’, the translation ‘ผู้อำนวยการ’ (phu-am-

nuay-kan, meaning ‘a school principal’) was coded as ‘Homophone’. 
• they were synforms of the test lemmas – coded as ‘Synform’.  

o Example: For the tested lemma ‘apparatus’, the translation ‘หน่อไม้ฝร่ัง’ 
(no-mai-fa-rang, meaning ‘asparagus’) was wrong. The written forms 
were similar, but they were different lemmas. It was coded as 
‘Synform’. 

• no answers were provided – no coding and no point was given. 

 

When the participants provided more than one answer to each tested lemma in the 
receptive test, only the first two answers to each tested lemma were graded for 
practicality. These five scenarios were used when grading two receptive answers are 
shown in Table 6.1, and the flow chart showing how I scored the participants’ 
answers in the receptive test is shown in Figure 6.1. 

  



 167 

 

Table 6.1: Five scenarios when grading two receptive answers  
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Figure 6.1: Flow chart of how to score the participants’ answers in the 
receptive test 

Scoring the participants’ translations/ synonyms/ explanations in the 
receptive test 

Code and classify the participants’ translations/ synonyms/ explanations 
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Examples of how I scored a participant’s answers in the receptive test 

These are some examples of how I scored the participants’ answers in the receptive 
test. The answers of the first participant in Year 1 would be used to exemplify how I 
scored the answers in the receptive test. These five examples are Thai translations, 
English synonyms, and a Thai explanation of the given lemmas from the five 
frequency levels.  

 

Example 1: Checking the accuracy of the translation/ synonym/ explanation of the 
lemma ‘sport’ (a lemma in the 2,000-word level) 

The Thai translation: ‘กีฬา’ (ki-la, meaning ‘sport’) 

 

I first checked the meaning of this lemma by using Cambridge English-Thai 
Dictionary. This lemma means ‘กีฬา’ (ki-la, meaning ‘sport’) in Thai and ‘games or 
competitions involving physical activity’ in English, according to the dictionary. 
Hence, this translation was coded as ‘CMN’ and given two points as it matched the 
translation in the dictionary. 

------------------------------------ 

 

Example 2: Checking the accuracy of the translation/ synonym/ explanation of the 
lemma ‘bench’ (a lemma in the 3,000-word level) 

The Thai explanation: ‘เก้าอ้ีน่ังในสวนสาธารณะ’ (kao-i-nang-nai-suan-sa-tha-ra-na, 
meaning ‘a seat in a public park’) 

 

I used Cambridge English-Thai Dictionary to check this translation. In the dictionary, 
this lemma means ‘ม้าน่ัง’ (ma-nang, also meaning ‘a bench’) in Thai and ‘a long 
(usually wooden) seat’ as an English definition. This Thai explanation was coded as 
CMN and was given two points as it matched the translation in the dictionary. 

------------------------------------ 

 

Example 3: Checking the accuracy of the translation/ synonym/ explanation of the 
lemma ‘apparatus’ (a lemma in the 5,000-word level) 

The English synonyms: ‘tools, instrument’ 
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The participant supplied two English synonyms, so I checked the accuracy of them 
both by looking them up in Oxford Advanced Learner’s Dictionary. In the dictionary, 
this lemma means ‘the tools or other pieces of equipment that are needed for a 
particular activity or task’. The words ‘tools’ and ‘equipment’ show that what the 
participant supplied were correct and I gave two points for these synonyms. 

------------------------------------ 

 

Example 4: Checking the accuracy of the translation/ synonym/ explanation of the 
lemma ‘antics’ (a lemma in the 10,000-word level) 

The English synonym: ‘ridiculous’ 

 

The participant supplied an English word ‘ridiculous’. When I looked it up in Oxford 
Advanced Learner’s Dictionary, I found that what the participant supplied only 
matched some part of the definition given in the dictionary. The definition is 
‘behaviour that is silly and funny in a way that people usually like’. Therefore, the 
word ‘ridiculous’ was partially correct and coded as ‘RSense’, and I gave one point to 
this answer. 

------------------------------------ 

 

Example 5: Checking the accuracy of the translation/ synonym/ explanation of the 
lemma ‘decade’ (a lemma in the academic word level) 

The Thai translation: ‘ศตวรรษ’ (sa-ta-wat, meaning ‘a century’) 

 

The Thai translation provided by Cambridge English-Thai Dictionary is ‘ทศวรรษ’ (tot-
sa-wat, meaning ‘ten years’) and the English definition ‘a period of ten years’. 
Therefore, this answer was incorrect and coded as ‘XMN’, and I gave one point to 
this answer. 

------------------------------------ 

These are five examples of how I scored the translations/ synonyms/ explanations 
supplied by the first participant in the receptive test. In the next section (Section 
6.3.3), I explain how I analysed the controlled productive test and five sentences 
supplied by the first participant in Year 1 are also used as examples. 
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6.3.3 Analysing the controlled productive test 

The second research question of the present study focuses on the participants’ 
controlled productive vocabulary knowledge in relation to different word frequency 
levels and years of study. I analysed the participants’ lemma use in the sentences 
they provided in the controlled productive test after I graded their translations/ 
synonyms or explanations in the receptive test.  

I checked whether the tested lemma was used with correct meaning and grammar 
by referring to the Oxford Advanced Learner’s Dictionary and Sketch Engine 
(Kilgarriff et al., 2014). I would consult the two raters when the references could not 
confirm the correctness of the sentences. The flow chart of how I graded the 
answers in the controlled productive test is presented in Figure 6.2. 
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Figure 6.2: Flow chart of how to score the participants’ answers in the 
controlled productive test 

Scoring the participants’ lemma use in sentences produced in the 
controlled productive test 

Check the meaning of the tested lemma in 

the sentence. 

Check the grammar of the tested lemma in 

the sentence.  
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Examples of how I scored a participant’s lemma uses in the controlled 
productive test 

This section shows five examples of how I graded the accuracy of lemma uses in the 
controlled productive test. 

 

Example 1: Checking the accuracy of the lemma ‘sport’ in a sentence (a lemma in 
the 2,000-word level) 

The Thai translation: ‘กีฬา’ (ki-la, meaning ‘sport’) 

The sentence: “I think you'd better work out by playing some of your favourite sports 
because you are getting fatter.” 

 

I checked the meaning of this lemma in the sentence first. The words ‘work out’, 
‘play’, ‘fatter’ showed that this lemma meaning fitted in this sentence. One point was 
given.  

Then I checked its grammar by looking up the lemma in Oxford Advanced Learner’s 
Dictionary. This lemma can be used in a plural form for American English and be 
used with the verb ‘play’. I used the Sketch Engine to search English Web 2013 
corpus in order to identify the modifiers of the lemma ‘sport’ and found that ‘favourite’ 
was one of them. Another point was given, so two points were given for the use of 
this lemma. 

------------------------------------ 

 

Example 2: Checking the accuracy of the translation/ synonym/ explanation of the 
lemma ‘bench’ (a lemma in the 3,000-word level) 

The Thai explanation: ‘เก้าอ้ีน่ังในสวนสาธารณะ’ (kao-i-nang-nai-suan-sa-tha-ra-na, 
meaning ‘a seat in a public park’) 

The sentence: “Sometimes, I just want to sit on a bench in a park watching the world 
moving because I have been through a really tough week and I just want to have a 
rest.” 

 

In terms of the accuracy of its meaning, the surrounding words such as ‘sit on’ and ‘a 
park’ ensured that the meaning fit in this context. 
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For grammar, Oxford Advanced Learners’ Dictionary Online showed that the lemma 
‘bench’ is a countable noun and the structure that is usually used with the lemma is 
‘sit (down) on’. Therefore, this lemma was used in the sentence correctly both in 
meaning and in grammar. Two points were given. 

------------------------------------ 

 

Example 3: Checking the accuracy of the translation/ synonym/ explanation of the 
lemma ‘apparatus’ (a lemma in the 5,000-word level) 

The English synonyms: ‘tools, instrument’ 

The sentence: “Firefighters need to use firefighting apparatus while working 
because it is risky and they need to have enough safety.” 

 

The surrounding words such as ‘use’ and ‘while working’ show that the lemma 
‘apparatus’ was used with the correct meaning. Hence, one point was given. 

For the grammar, I checked it in Oxford Advanced Learner’s Dictionary. It shows that 
the lemma is an uncountable noun and also provides a sample sentence with similar 
context ‘Firefighters needed breathing apparatus to enter the burning house’. 
However, when I used the Sketch Engine to search English Web 2013 corpus in 
order to identify whether ‘use’ can be used with ‘apparatus’, The Sketch Engine 
showed no results. Therefore, I then put this sentence in the scoring sheet for the 
two raters to grade it. 

------------------------------------ 

 

Example 4: Checking the accuracy of the translation/ synonym/ explanation of the 
lemma ‘antics’ (a lemma in the 10,000-word level) 

The English synonym: ‘ridiculous’ 

The sentence: “Sometimes, the novel needs to have some antics situations in order 
to make the readers giggle a bit.” 

 

The participant supplied a partially correct answer. Hence, I did not need to check 
the lemma use in the sentence as shown in Figure 6.2. 

------------------------------------ 
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Example 5: Checking the accuracy of the translation/ synonym/ explanation of the 
lemma ‘decade’ (a lemma in the academic word level) 

The Thai translation: ‘ศตวรรษ’ (sa-ta-wat, meaning ‘century) 

The sentence: “Although decades have gone by, the Genocide done by Red Khmer 
is still in many Cambodian people's head because it was a tragedy and too hard to 
forget.” 

 

Again, the translation was incorrect. I then did not grade the sentence. The score for 
the lemma use was zero even though it looked grammatically correct. 

------------------------------------ 

 

 

6.3.4 Analysing the free productive test 

In order to make the analysis of the free productive vocabulary knowledge consistent 
with that of the participants’ receptive and controlled productive vocabulary 
knowledge, I followed these two processes. The first process was lemmatising the 
participants’ free writings and classifying the lemmas into five groups of different 
frequency levels, and the second process was checking the accuracy (in meaning 
and grammar) of all the classified lemmas. 

 

Process 1: Lemmatising all of the participants’ free writings and classifying 
the lemmas into five groups of different frequency levels 

The first main process I went through when analysing the participants’ free writings 
was lemmatising all of the participants’ free writings and classifying the lemmas into 
five groups of different frequency levels. This consists of the following four steps: 

Step 1. Lemmatising the free writings of all the participants (111 participants at a 
time) and removing all the function words or the mistakes generated by 
the lemmatising software, which I will explain later with some examples. 

Step 2. Classifying the lemmas produced by the 111 participants into five different 
frequency levels by comparing them against the words in the word lists 
used in the word sampling process in Schmitt et al.’s (2001) VLT 

Step 3. Lemmatising the free writing of the individual participants (one participant 
at a time) 
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Step 4. Classifying the lemmas produced by the first participant into five groups of 
different frequency levels by comparing them against those from Step 2 
and repeating this step for the rest of the participants 

I explain steps 3 and 4 in more detail by using one of the participants’ free writing as 
an example. 

 

Step 1: Lemmatising all the participants’ free writings and removing all the 
function words and mistakes 

Step 1.1: Lemmatising all the participants’ free writings 

I present how I lemmatised all of the participants’ free writings. First of all, I copied 
the free writings of all the participants and pasted them in one text file. I then 
uploaded this text file in a programme called Lemmatiser, which is available on 
Lextutor Website (Cobb, 2017), to lemmatise these running words produced by the 
111 participants. Lemmatiser then presented a list of lemmas as the text file. I 
named this file ‘All the participants’ lemmas (with function words)’. I then removed 
function words from the list and named the list without function words ‘All the 
participants’ lemmas’. As there was too much data to present here, I use a sentence 
from the first participant (of the first year cohort)’s original text as an example of how 
I lemmatised and removed function words from it.   

 

Example 1: This sentence represents the free writings of all the participants. 

“Happiness can come to you in many different forms which can be from the feeling 
caused by loving someone or being loved by someone, or else it can be from being 
successful or getting what you want.”  

 

This sentence contained 26 lemmas.  

be cause feeling happiness loving successful which 

being come form in many to you 

by different from it or want  

can else getting loved someone what  

 

The 111 pieces of free writing had 38,387 running words and 2,148 different 
lemmas. 
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Step 1.2: Removing all the function words 

Next, I checked whether the lemmas in the list belonged to the function word class 
by looking them up in Oxford Advanced Learner’s Dictionary Online . The word 
classes of function words together with some examples are shown in Table 6.2. 

 

 

Table 6.2: Function words removed from the lemma list  

 

From the 26 lemmas in Example 1, I removed the following function words. 

 

linking verb:  be, being 

preposition:  by, from, in, to,  

modal verb:  can 

pronoun:  it, someone, what, which, you 

determiner:  many 

conjunction:  or 

 

Categorizing words as either function or content presented some problems. 
According to the dictionary, the lemma ‘else’ is an adverb (content word), but 
together with the lemma ‘or’, it is a conjunction (function word). The lemma ‘else’ 
would not be removed from the list at this stage because it could appear in the other 
essays as an adverb. When checking the accuracy of using it in a sentence level for 
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the individual participants, I would remove it from the final lemma list if it was used as 
a conjunction. 

 

Hence, this is the lemma list after the function words had been removed. 

cause different feeling getting loved successful 

come else form happiness loving want 

 

Some of the lemmas are polysemous and belong to both the content word class and 
function word class. For example, the word ‘concerning’, which can be a lemma 
headword as a preposition (a function word), a lemma headword as an adjective (a 
content word), and a member of the lemma headword ‘concern’ as a verb (a content 
word). For these words, I checked whether that lemma was used as a function word 
or a content word in the individual participants’ free writings. If it was used as a 
function word, I would remove it from the list. If not, I would keep it so that I could 
check the accuracy of using it in a sentence level further. 

When I checked it (as shown in Figure 6.3), I found that ‘concerning’ was used as a 
content word as a member of the lemma headword ‘concern’ (a verb). As it was not 
a function word, I did not remove it from the lemma list. 

 

 

Figure 6.3: Sentence with the lemma member ‘concerning’  

 

Step 1.3: Removing mistakes generated by the lemmatiser 

After removing function words, I removed some lemmas that did not appear in the 
participants’ free writings but were lemmatised by the software. This was because of 
the limitation – the software was unable to distinguish word classes. For instance, 
the lemma ‘bite’ (a verb) was in the generated lemma list. However, when I searched 
for this lemma in the participants’ free writings, the lemma ‘bite’ did not appear in the 
free writings, but the lemma ‘bit’ (noun) as in ‘a bit’ did instead. In this case, I then 
removed the lemma ‘bite’ from the list since it was not the lemma written by the 
participants. 
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These are the limitations of the lemmatising software. The software cannot 
distinguish the word classes or whether a word is a lemma headword or a lemma 
member, so I needed to check the lemma list generated by the software again 
carefully.  

Once I had removed all the function words and the lemmas that were not written by 
the participants from the list, I then checked the frequency of the rest of the lemmas 
and classified them into five groups of different frequency levels as presented in Step 
2.  

 

Step 2: Checking the frequency of the lemmas and classifying the lemmas 
produced by all the participants into five groups of different frequency levels  

After I removed all the function words from the list of the lemmas produced by all the 
participants and removed the mistakes generated by the lemmatising software, I the 
frequency of the lemmas and classified these lemmas into five groups of different 
frequency levels (the 2,000-, the 3,000-, the 5,000-, the 10,000-, and the academic 
word levels).  

However, the target words in the receptive test and the controlled productive test 
used in this study were sampled from the target words used in Schmitt et al.’s (2001) 
VLT. Therefore, to make the analysis of the free productive test consistent with that 
of the first two tests, the frequency lists used in the processes of word sampling in 
the VLT (shown in Table 6.3) were then also used in this part of the study. These 
frequency lists were Thorndike and Lorge’s (1944) list, West’s (1953) GSL and 
Coxhead’s (2000) AWL. Also, I made a different interpretation of the GSL and the 
AWL. That is, I treated the word families in the GSL and in the AWL as lemmas. The 
rationale for this is presented in Section 3.3. 
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Table 6.3: Frequency lists used in word sampling process in the VLT 

 

Step 2.1: Checking the frequency in Thorndike and Lorge’s (1944) list 

I started with checking the occurrence of each of the lemmas in Thorndike and 
Lorge’s (1944) list and typed in its occurrence per million running words in Thorndike 
and Lorge’s (1944) counts in the spreadsheet as shown in Table 6.4. 

 

 

Table 6.4: Occurrence per million in Thorndike and Lorge’s (1944) counts for 
each of the participants’ lemmas 
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There are two limitations of Thorndike and Lorge’s (1944) List. First, it is not 
consistent in including lemmas in the list. According to Oxford Advanced Learner’s 
Dictionary Online, both ‘abandoned’ and ‘accepted’ are lemma headwords as 
adjectives. Thorndike and Lorge’s (1944) List includes ‘abandoned’ and also 
identifies its word class, yet it does not include ‘accepted’. I then treated ‘accepted’ 
as a member of the lemma headword ‘accept’. 

Second, Thorndike and Lorge’s (1944) List does not identify word classes for its 
lemmas. For example, the lemma ‘abstract’ can be an adjective, a noun, and a verb, 
but the list showed only the lemma and its occurrence pre million running words in 
Thorndike and Lorge’s (1944) counts. Hence, in this case, I assumed that the 
occurrence of such lemma (shown in Thorndike and Lorge’s (1944) counts) applies 
to all of its parts of speech. 

 
Step 2.2: Creating five lemma lists 

Step 2.2.1: Creating ‘All Participants’ A&1K2KGSL Lemma List’ 

When I finished checking the frequency levels of the lemmas in Thorndike and 
Lorge’s (1944) List, I sorted the lemmas and saved only those with ‘A’ occurrence in 
a text file so that it could be uploaded and be compared on Lextutor website (Cobb, 
n.d.). Then I compared the lemmas with ‘A’ occurrence in Thorndike and Lorge’s 
(1944) list with the GSL by using Text Lex Compare software on Lextutor website 
(Cobb, n.d.).  

This software only offers choices of units for counting words: ‘types’, ‘word families’ 
or ‘phrases’ in this software. I chose the option ‘types’ because the list of the ‘A’ 
occurrence was already a lemma list and the option ‘type’ could provide the output in 
the same form as the input. Therefore, the option ‘type’ was suitable for this process.  

I noticed that, using the option ‘type’, the hyphenated word and the prepositional 
phrase in the GSL (‘in-law’ and ‘out of’) would be separated as ‘in’, ‘law’, ‘of’ and 
‘out’. However, this did not affect the data analysis in my study.   

Some examples of the lemmas compared between the GSL and the participants’ 
lemmas with ‘A’ occurrence in Thorndike and Lorge’s (1944) List are shown in Table 
6.5. The three dots in the table means there are more lemmas than the ones shown 
here. 
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Table 6.5: Comparing the GSL to the List of the participants’ lemmas with ‘A’ 
occurrence in Thorndike and Lorge’s (1944) List 

 

I extracted the lemma list shared between the two lists – the middle column in Table 
6.5 – and saved it as a text file named ‘All Participants’ A&1K2KGSL Lemma List’.  

 

Step 2.2.2: Creating ‘All Participants’ AWL Lemma List’ 

The next lemma list I created was the list of the lemmas produced by all the 
participants and also appeared in Coxhead’s (Coxhead, 2000) AWL. According to 
Table 6.3, the lemmas in the AWL themselves did not appear in the GSL, so I did not 
need to exclude any of the lemmas in the file ‘All Participants’ A&1K2KGSL Lemma 
List’ from the lemmas produced by all the participants before checking them against 
the AWL. 

To do this, I used the Text Lex Compare software again. Some examples of the 
lemmas compared between the two lists are shown in Table 6.6. 
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Table 6.6: Comparing the AWL to ‘All the participants’ lemmas’ 

 

As I treated all the words as lemmas, the word ‘abandon’ was treated as a different 
lemma from the word ‘abandoned’ because ‘abandoned’ can be an adjective. But if 
the word ‘abandoned’ was used by a participant as a past tense verb, I treated it the 
same way as the lemma ‘abandon’ (verb). Hence, when I compared them using the 
option ‘type’, they both did not appear in the shared column. 

I extracted the lemmas shared between the two lists and saved them in a text file 
named ‘All Participants’ AWL Lemma List’. 

 

Step 2.2.3: Creating ‘All Participants’ 3K Lemma List’ 

The third lemma list I created was named as ‘All Participants’ 3K Lemma List’. As I 
used the test lemmas from the VLT in the receptive test and the controlled 
productive test in my study, I then needed to analyse only the lemmas in the free 
productive test that also had the same frequency as those in the VLT. 

To ensure consistency with the 3,000-word level in the VLT (see Table 6.3), I 
needed to sort the lemmas produced by all the participants and choose only the 
lemmas with 30-49 occurrences per million running words in Thorndike and Lorge’s 
(1944) counts. I saved them in a text file named ‘All Participants’ 30-49 Lemma List’. 
The lemmas in this list themselves did not appear in the GSL as they had different 
occurrences (30-49 occurrences per million) from those in the GSL (‘A’ occurrence – 
50-99 occurrences per million in Thorndike and Lorge’s (1944) counts). I, therefore, 
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did not need to exclude any lemmas appearing in the GSL from ‘All Participants’ 30-
49 Lemma List’. 

However, some lemmas in this list appeared in the AWL. Accordingly, I needed to 
exclude those appearing in the AWL. I compared ‘All Participants’ 30-49 Lemma List’ 
with the list named ‘All Participants’ AWL Lemma List’ (shown in Table 6.7).  

 

 

Table 6.7: Comparing ‘All Participants’ AWL Lemma List’ to ‘All Participants’ 
30-49 Lemma List’ 

 

I extracted only the lemmas unique to ‘All Participants’ 30-49 Lemma List’ on the 
right column and saved them in a text file named ‘All Participants’ 3K Lemma List’. 

 

Step 2.2.4: Creating ‘All Participants’ 5K Lemma List’ 

As shown in Table 6.3, the lemmas for the 5,000-word level have 14-18 occurrences 
per million running words in Thorndike and Lorge’s (1944) counts and do not appear 
in the GSL or the AWL. 

The process of creating this list was similar to that of creating ‘All Participants’ 3K 
Lemma List. I started by sorting the lemmas produced by the participants (function 
words and mistakes removed) and saved only the lemmas with 14-18 occurrences in 
a text file as ‘All Participants’ 14-18 Lemma List’. 
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Again, these lemmas did not appear in the GSL, but some appeared in the AWL. 
Hence, I needed to exclude those appearing in the AWL. I compared ‘All 
Participants’ 14-18 Lemma List’ to ‘All Participants’ AWL Lemma List’ (shown in 
Table 6.8).  

 

 

Table 6.8: Comparing ‘All Participants’ AWL Lemma List’ to ‘All Participants’ 
14-18 Lemma List’  

 

I extracted only the lemmas unique to ‘All Participants’ 14-18 Lemma List’ and saved 
it as ‘All Participants’ 5K Lemma List’. 

 

Step 2.2.5: Creating ‘All Participants’ 10K Lemma List’ 

Creating ‘All Participants’ 10K Lemma List’ was similar to creating the two previous 
lemma lists. According to Table 6.3, the lemmas at the 10,000-word level should 
have 3 occurrences per million running words in Thorndike and Lorge’s (1944) 
counts and should not appear in the GSL or the AWL. 

I sorted the lemmas written by the participants (function words and mistakes 
removed) and saved only the lemmas with 3 occurrences in a text file named ‘All 
Participants’ 3 Lemma List’.  
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I then compared ‘All Participants’ 3 Lemma List’ to ‘All Participants’ AWL Lemma 
List’ as shown in Table 6.9.  

 

 

Table 6.9: Comparing ‘All Participants’ AWL Lemma List’ to ‘All Participants’ 3 
Lemma List’ 

 

I extracted only the lemmas unique to ‘All Participants’ 3 Lemma List’ and saved 
them in a text file named ‘All Participants’ 10K Lemma List. 

Up to this step, I had created five lists of the lemmas produced by the 111 
participants:  

1. All Participants’ A&1K2KGSL Lemma List 
2. All Participants’ AWL Lemma List 
3. All Participants’ 3K Lemma List 
4. All Participants’ 5K Lemma List 
5. All Participants’ 10K Lemma List 

All these lists would be used again in Step 4 after I lemmatised the individual 
participants’ free writings in Step 3. 

 

Step 3: Lemmatising each of the participants’ free writing  
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In this section, I lemmatised the individual participants’ free writings and saved them 
as separated text files so that I could classify the lemmas into five groups of different 
frequency levels and check the accuracy of using them in a sentence level later.  

I used the free writing of the first participant of the first-year cohort as an example. It 
is shown in Figure 6.4.  

 

 

Figure 6.4: An example of the first participant’s free writing 

 

I lemmatised his free writing by using the Lemmatiser software on Lextutor website 
(Cobb, n.d.). I also chose the choices of ‘Lemmas’ and ‘Headwords’. This process 
was similar to when I lemmatised all the 111 participants’ free writings explained 
earlier in Step 1. 
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I extracted the list of the lemmas produced by the first participant and saved them in 
a text file named ‘Year1Student1 Lemma List’ (Table 6.10).  

 

 

Table 6.10: All the lemmas in ‘Year1Student1 Lemma List’ 

 

In this step, it was not necessary to remove the function words or the mistakes 
because this list – ‘Year 1Student1 Lemma List’ – would be compared to the five 
lemma lists that I created in Step 2 and only shared lemmas would be selected and 
used. 

Then I went through this process with each of the participant’ free writings one by 
one. There were 111 participants in my study (34 participants in Year 1, 24 
participants in Year 2, 29 participants in Year 3, and 24 participants in Year 4), so 
there were 111 lemma lists at the end of this process. 

 

Step 4: Classifying the lemmas produced by each of the participants into five 
groups of different frequency levels  

I classified the lemmas written by each of the participants by comparing his/her 
lemma list to the five lemma lists I created in Step 2. I also used the free writing of 
the first student in Year 1 as an example. 

 
Step 4.1: Classifying the first participant’s lemmas into the 2,000-word level 

I classified the lemmas produced by the first student in Year 1 (‘Year1Student1 
Lemma List’ as an example) into the 2,000-word level by comparing his lemma list to 
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‘All Participants’ A&1K2KGSL Lemma List’. I also used the Text Lex Compare 
software on Lextutor website. The lemmas that were shared between the two lists 
are in the middle column of Table 6.11.  

 

 

Table 6.11: Comparing ‘Year1Student1 Lemma List’ to ‘All Participants’ 
A&1K2KGSL Lemma List’ 

 

Two lemmas ‘flame’ and ‘liberty’ were shared between the two lists. I then put these 
two lemmas in a spreadsheet before I graded the accuracy of using them in a 
sentence level (Table 6.12). 

 

 

Table 6.12: Spreadsheet showing lemmas at the 2,000 frequency level 
produced by the first student of the first-year cohort 
 
Step 4.2: Classifying the lemmas into the 3,000-word level 
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I classified the lemmas in ‘Year1Student1 Lemma List’ into the 3,000-word level by 
comparing ‘Year1Student1 Lemma List’ against ‘All Participants’ 3K Lemma List’ as 
shown in Table 6.13.  

 

 

Table 6.13: Comparing ‘Year1Student1 Lemma List’ to ‘All Participants’ 3K 
Lemma List’ 

 

I saved only those six lemmas shared between the two lists as the lemmas in the 
3,000-word level produced by the first student of the first-year cohort, and I put them 
in the spreadsheet for the process of grading the usage (Table 6.14). 

 

 

Table 6.14: Spreadsheet showing lemmas at the 3,000frequency level 
produced by the first student of the first-year cohort 
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Step 4.3: Classifying the lemmas into the 5,000-word level 

For the 5,000-word level, I went through the same process with the 2,000- and the 
3,000-word levels. I compared ‘Year1Student1 Lemma List’ against ‘All Participants’ 
5K Lemma List’ by using Text Lex Compare software. 

There were five lemmas shared between the two lists as shown in the middle column 
of Table 6.15. 

 

Table 6.15: Comparing ‘Year1Student1 Lemma List’ to ‘All Participants’ 5K 
Lemma List’ 

I then put these shared lemmas in the 5K column of the grading spreadsheet (Table 
6.16). 

 

Table 6.16: Spreadsheet showing lemmas at the 5,000frequency level 
produced by the first student of the first-year cohort 
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Step 4.5: Classifying the lemmas into the 10,000-word level 

Also, I compared ‘Year1Student1 Lemma List’ against ‘All Participants’ 10K Lemma 
List’ to classify the lemmas written by this student into the 10,000-word level.  

 

 

Table 6.17: Comparing ‘Year1Student1 Lemma List’ to ‘All Participants’ 10K 
Lemma List’ 

 

However, no lemmas were shared between the two lists. Consequently, I left the 
column of the 10,000-word level in the grading spreadsheet blank (Table 6.18). 
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Table 6.18: Spreadsheet showing lemmas at the 10,000-word level produced by 
the first student of the first-year cohort 

 
Step 4.6: Classifying the lemmas into the academic word level 

I classified the lemmas produced by this student by comparing ‘Year1Student1 
Lemma List’ against ‘All Participants’ AWL Lemma List’ (Table 6.19). 

 

 

Table 6.19: Comparing ‘Year1Student1 Lemma List’ to ‘All Participants’ AWL 
Lemma List’ 

 

There were eight lemmas shared between ‘Year1Student1 Lemma List’ and ‘All 
Participants’ AWL Lemma List’ as shown in the middle column of Table 6.19. I then 
put these lemmas in the grading spreadsheet shown in Table 6.20. 
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Table 6.20: Spreadsheet showing lemmas at the academic level produced by 
the first student of the first-year cohort 

 

After I finished classifying the lemmas produced by the first participant into the five 
groups of different frequency levels, I went through the same processes for the rest 
of the participants. That is, I compared their lemma lists against those five lemma 
lists from Step 2. The shared lemmas were put into the grading spreadsheet for a 
further analysis. 

I created a diagram of how to analyse the participants’ free writings for a bigger 
picture of all these processes. 
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Figure 6.5: Flow chart of how to lemmatise all the participants' free writings 
and classify the lemmas into five frequency levels 

 

*Note: ‘Occurrence’ refers to occurrences per million running words in Thorndike and Lorge’s (1944) counts. 

Process 1 (Steps 1 and 2): Lemmatising all the participants' free writings 
and classifying the lemmas into five frequency levels 

Lemmatise all the participants’ free writings at once using Lemmatiser on Lextutor website. 

Remove function words and mistakes from the lemma list (by using Oxford Advanced Learner’s 

Dictionary and checking word classes in the participants’ free writings). 

Check the frequency of each lemma in Thorndike and Lorge’s (1944) list. 

Classify the lemmas into five frequency levels. 

Sort the lemmas falling 

in ‘A’ categories. 

Compare with the GSL, 

Extract the shared lemmas. 

Create ‘All Participants’ 

A&1K2KGSL Lemma List’. 

Use all the lemmas. 

Compare with the AWL, 

Extract the shared lemmas. 

Create ‘All Participants’ 

AWL Lemma List’. 

Sort the lemmas with 

30-49 occurrences*. 

Compare with the AWL, 

Exclude lemmas of AWL. 

Create ‘All Participants’ 3K 

Lemma List’. 

Sort the lemmas with 

14-18 occurrences*. 

Compare with the AWL, 

Exclude lemmas of AWL. 

Create ‘All Participants’ 5K 

Lemma List’. 

Sort the lemmas with 3 

occurrences*. 

Compare with the AWL, 

Exclude lemmas of AWL. 

Create ‘All Participants’ 10K 

Lemma List’. 
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Figure 6.6: Flow chart of how to lemmatise each of the participant' s free 
writing and classify the lemmas into five frequency levels 

 

These are the flow charts showing the processes of lemmatising the participants’ 
free writings and classifying their lemmas into five frequency levels. 

 

Limitations of analysing tools 

• Limitations of Lemmatiser on Lextutor Website 

In the step of lemmatising the participants’ free writings, I found some limitations of 
the lemmatising software on Lextutor website (Cobb, n.d.). 

Process 1 (Steps 3 and 4): Lemmatising the individual participants' free 
writings and classifying the lemmas into five frequency levels 

Lemmatise one participant’s free writing at a time using Lemmatiser on Lextutor website. 

Classify the lemmas written by each participant by comparing them against the five lemma lists 

from Figure 6.5. 

Compare each participant’s lemma list with ‘All 

Participants’ A&1K2KGSL Lemma List’. 

Compare each participant’s lemma list with ‘All 

Participants’ 3K Lemma List’. 

Compare each participant’s lemma list with ‘All 

Participants’ 5K Lemma List’. 

Compare each participant’s lemma list with ‘All 

Participants’ 10K Lemma List’. 

Compare each participant’s lemma list with ‘All 

Participants’ AWL Lemma List’. 

Classify only the shared lemmas as 

the lemmas in the 2,000-word level. 

Classify only the shared lemmas as 

the lemmas in the 3,000-word level. 

Classify only the shared lemmas as 

the lemmas in the 5,000-word level. 

Classify only the shared lemmas as 

the lemmas in the 10,000-word level. 

Classify only the shared lemmas as 

the lemmas in the academic word 
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1) The lemmatiser did not treat a hyphenated word as a single lexical unit. It 
separated the word ‘so-called’ in the AWL and provided two lemmas ‘so’ and 
‘call’. I found this when I compared the GSL lemma list and the AWL lemma 
list in order to ensure the accuracy of the two lemma lists. Then I found two 
lemmas ‘so’ and ‘call’ in the shared column between the two lists. This is 
similar to when I lemmatised the words in the GSL. Therefore, I needed to 
remove the lemma ‘call’ from ‘All Participants’ AWL List’, and remove ‘so’ 
(conjunction) for both lists. 

2) The lemmatiser did not treat a prepositional phrase ‘out of’ in the GSL as one 
lemma. However, this did not affect the data analysis in my study because I 
focused on only content words, not function words. 

3) The lemmatiser did not recognise the meaning of the lemma that was used in 
a wrong tense form.  
For example, in a sentence produced by one of the first-year participants,  
“A person who love to share and help, they will not only found the happiness 
inside their heart but they will also gain it from the others smile,” the 
lemmatiser provided the lemma ‘found’ (in the academic word level) instead of 
‘find’ (not in any of the five frequency levels). Four of the participants wrote 
‘found’ in their essays, so I needed to check whether they meant to use the 
lemma headword ‘found’ or ‘find’. If they meant to use the lemma ‘find’ as in 
the example sentence, I would remove the lemma ‘found’ from their academic 
word level. 

4) The lemmatiser cannot lemmatise misspelled lemmas. However, these 
lemmas also showed partial knowledge the participants. Accordingly, I 
needed to check the misspelled lemmas in each of the participants’ free 
writings manually whether they should be categorised into any of the five 
groups of the frequency levels. If they were supposed to be in any of the 
frequency levels, I would include those misspelled lemmas and check for their 
accuracy when being used in a sentence level.  
For instance, one of the participants produced the misspelled lemma ‘now a 
day’ in his free writing. I then checked the frequency of the lemma ‘nowadays’ 
and found that ‘nowadays’ fell into the 5,000-word level. Therefore, I included 
‘now a day’ in the grading spreadsheet as one misspelled lemma in this level 
for this participant. 

 

• Limitations of Thorndike and Lorge’s (1944) List 
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When I checked the participants’ lemmas against Thorndike and Lorge’s (1944) List 
in order to fill in the frequency of the lemmas, I found some limitations of this list. 

1) I found that Thorndike and Lorge’s (1944) List is relatively old. It was 
published in 1944, yet it was used in this research because of the 
consistency. Consequently, it does not include many of the contemporary 
lemmas. Some examples of these lemmas are ‘computer’, ‘exam’, ‘robot’, 
‘software’, ‘upgrade’, ‘delete’, and ‘video’. 

2) The second limitation is that Thorndike and Lorge’s (1944) List does not 
include many types of lemmas. It does not cover British English spellings such 
as ‘mum’. Hence, I checked the frequency of the lemmas in American English 
spellings instead. 
Moreover, the list does not cover the short forms of some words. These short 
forms are also lemmas such as ‘math’, and ‘exam’, or some abbreviations 
such as ‘VIP’. Thorndike and Lorge’s (1944) List has the lemmas  
‘mathematics’, and ‘examination’, though. However, when checking for their 
frequency, I did not treat these short forms as their full forms. 

3) The third limitation is Thorndike and Lorge’s (1944) List does not identify the 
word classes (parts of speech) of each lemma. This would be problematic 
particularly for the lemmas that can belong to many word classes such as 
‘due’, ‘sound’, ‘drink’, ‘order’, ‘even’, ‘evidence’, ‘coin’, ‘patient’, and ‘influence’. 
I then assumed that the frequency as indicated in Thorndike and Lorge’s 
(1944) List for each lemma would apply to all of their word classes.  
In addition, even though Thorndike and Lorge’s (1944) List identifies the word 
classes of the lemmas that look like lemma members such as ‘abandoned 
(adj.)’, hurried (adj.)’, retired (adj.)’, ‘retiring (adj.)’, and ‘limited (adj.)’, some of 
these lemmas such as ‘accepted (adj.)’ are not included in the list. It has only 
the base form ‘accept’. 

4) Thorndike and Lorge’s (1944) List does not identify the meanings of a 
polysemous word. For example, the lemma ‘fan’ has three meanings, 
according to Oxford Advanced Learner’s Dictionary. It is identified as having 
38 occurrence pre million running words in Thorndike and Lorge’s (1944) 
counts, which fell in the 3,000-word level. However, the list does not show 
which of the three meanings has this occurrence. I then assumed that all the 
meanings of the lemma ‘fan’ have the same occurrence. 

 

After the process of lemmatisation, I graded the accuracy and appropriateness of the 
lemma use in terms of meaning and grammar. It is presented in Process 2. 
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Process 2: Checking the accuracy (in meaning and grammar) of all the 
classified lemmas  

This section shows the process of checking the accuracy of the lemmas produced 
and used by the participants in order to explore the participants’ free productive 
vocabulary knowledge. The analysing process of the participants’ free productive 
vocabulary knowledge was designed to be consistent to that of the participants’ 
controlled productive vocabulary knowledge. That is, each lemma was checked by 
employing a three-scale scoring system:  

• two points for the lemma which was used correctly in meaning and in 
grammar 

• one point for the lemma which was used correctly in meaning only 
• zero point for the lemma which was used incorrectly in meaning (no need to 

check its grammatical usage) 

The two references used to check its accuracy were Oxford Advanced Learner’s 
Dictionary Online and the text analysing software – the Sketch Engine (Kilgarriff et 
al., 2014). The dictionary was used for word classes, meanings, and some 
grammatical functions. The function of Word Sketch and the concordance in the 
Sketch Engine were used to check grammatical structures and collocational 
behaviours. The English Web 2013 (enTenTen13) corpus was used for this purpose 
because this is a large English corpus of almost 20 billion running words as justified 
in Section 4.6.3. It, therefore, covers sufficient grammatical structures produced by 
the participants in this study. 

When these two references were unable to provide evidence that a particular lemma 
was used correctly, the sentence with that lemma was then graded by the two raters 
(English native speakers). Similar to when the two raters graded the data of the 
controlled productive vocabulary knowledge, they were instructed how to grade the 
data, they graded the first 20 sentences together, and the scores given by them both 
were then analysed using statistics for the reliability of their grading. Then the 
sentences receiving different scores would be revised by the raters for the 
agreement. 

Here is the flow chart showing how to score the participants’ lemma use in the free 
productive test in this study (Figure 6.7). 
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Figure 6.7: Flow chart of how to score the participants’ answers in the free 
productive test 

Process 2: Scoring the participants’ lemma use in the free productive 
vocabulary test 

Check the meaning of the lemma by 
using Oxford Advanced Learner’s 

Dictionary Online. 

Check the grammar of the lemma by 
using Oxford Advanced Learner’s 
Dictionary Online and the software 

called Sketch Engine. 

The lemma 

is used 

with its 

correct 

meaning. 

The lemma 

is used 

with vague 

meaning. 

The lemma 

is used 

with 

incorrect 

meaning. 

Give 1 

point. 

Consult the 

two raters. 

Give 0 

point. 

The 

meaning is 

acceptable. 

The 

meaning is 

not 

acceptable. 

Give 1 

point. 

Give 0 

point. 

Check its 

grammatical 

functions. 

Do not check its 

grammatical 

functions. 

Its grammatical 

functions match 

those of the 

references. 

Its grammatical 

functions did not 

match those of 

the references. 

Give 1 more point. 

Consult the two 

raters. 

The lemma is 

grammatically 

correct. 

The lemma is 

not 

grammatically 

correct. 

Give 1 more 

point. 

Give 0 point. 

 

Note: Meaning score + Grammar score = Free productive knowledge score 
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The process of analysing the free productive vocabulary is similar to that of 
analysing the controlled productive vocabulary. However, one main difference of the 
data on the controlled productive vocabulary knowledge and that on the free 
productive vocabulary knowledge in this study was the estimation of the number of 
unknown lemmas in each frequency level.  

For example, if a participant were able to use five out of ten lemmas in the 2,000-
word level correctly both in meaning and in grammar in the controlled productive 
test, this implied this participant had the controlled productive vocabulary of 
approximately 1,000 lemmas and did not know how to use around 1,000 lemmas at 
a sentence level. Differently, the participants’ free productive vocabulary could not be 
used to estimate the number of lemmas they did not know the meaning of or that of 
lemmas they did not know how to use at a paragraph or essay level. The number of 
the lemmas that the participants knew the meaning and knew how to use but did not 
write in the free writings could not be investigated either.  

These are the limitations of the data on the free productive vocabulary knowledge in 
the present study. The study, therefore, focuses on only the lemmas the participants 
knew and/or provided in the free productive test. 

 

Examples of how I scored the lemma uses from a participant’s free writing 

I explain how to grade the use of each lemma. The free writing of the first student in 
Year 1 was again used as an example. Only six of the lemmas the student produced 
were shown here as they belonged to every word class of content words (nouns, 
verbs, adjectives, and adverbs). They were also from all the frequency levels, except 
the 10,000-word level – the lemmas from his composition did not fall into this level.  

 

Example 1: Checking the accuracy of the usage of the lemma ‘liberty’ (a noun in 
the 2,000-word level) 

The excerpt: “All humans are born free with liberty and dignity which means we 
deserve to do anything or be anything which makes us happy.” 

 

I first checked the meaning of this lemma by using Oxford Advanced Learner’s 
Dictionary Online. This lemma means “freedom to live as you choose without too 
many limits from government or authority”. From the surrounding text, he used the 
words ‘free’ and the phrase ‘to do anything’. These matched the meaning provided 
by the dictionary. I then gave one point to the sentence for the correct meaning. 
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Next, I checked its grammatical functions. According to the dictionary, this lemma is 
an uncountable noun. The participant used this lemma as an uncountable noun 
coming after a preposition. However, whether this lemma can be used with the 
preposition ‘with’ is not provided by this dictionary. I then used the Sketch Engine 
(Kilgarriff et al., 2014) to search the English Web 2013 (enTenTen13) corpus in order 
to identify typical patterns. Word Sketch showed that the lemma ‘liberty’ could come 
after the preposition ‘with’. 

I also examined the concordances with the prepositional phrase ‘with liberty’, and I 
found the following sentences as shown in Table 6.21. The sentences used a similar 
structure to the sentence produced by the participant.  

 

 

Table 6.21: Examples of concordances with the prepositional phrase ‘with 
liberty’ found in English Web 2013 (enTenTen13) corpus 

 

Based on what the references provided, the lemma ‘liberty’ was used in a sentence 
with both semantic accuracy and grammatical appropriateness. Therefore, two 
points were given to this lemma. 

------------------------------------ 

 

Example 2: Checking the accuracy of the usage of the lemma ‘fade’ (a verb in the 
3,000-word level) 

The excerpt: “On the contrary, the revenue of spending some money maybe 
something you want and you may consider this as your happiness, but as time goes 
by, this kind of happiness will fade away one day.”   

 

I started by looking up this lemma in Oxford Advanced Learner’s Dictionary Online.  

According to the dictionary, one of the meanings of the lemma ‘fade’ is “to disappear 
gradually”, and this meaning fitted in the sentence produced by the participant. The 
surrounding context such as ‘times goes by’ and ‘away’ supported this meaning. So, 
one point was given to the correct meaning in the sentence. 
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In terms of grammatical functions, the dictionary shows that the lemma can be used 
as an intransitive verb or a transitive verb. It also emphasises the frequently used 
phrase ‘fade away’ and provides some examples such as “The laughter faded away.” 

The participant used it as an intransitive verb as in ‘will fade away’, which matched 
the frequently used phrase provided by the dictionary. For certainty, I also used the 
Sketch Engine to identify whether ‘fade away’ was a typical pattern for the lemma 
‘fade’. I also looked at the concordances to find whether the lemma could be used 
with the subject ‘happiness’, and I found two sentences shown in Table 6.22.  

 

 

Table 6.22: Examples of concordance with ‘happiness’ and ‘fade away’ 

 

Therefore, this lemma was used with grammatical appropriateness. One more point 
was then given to this lemma. Together with the meaning score, it made two points 
for the lemma ‘fade’ produced by this participant. 

------------------------------------ 

 

Example 3: Checking the accuracy of the usage of the lemma ‘eternal’ (an adjective 
in the 3,000-word level) 

The excerpt: “I strongly believe that if you can look at the world through positive lens 
of your eyes and mind, without ego, ignorance or prejudice, happiness will be lit and 
it will be like an eternal flame shining in your mind no matter how many decades 
pass by. By this way, richness or poverty would not be an obstacle to be happy.” 

 

Like the previous lemmas, I checked the meaning of the lemma ‘eternal’ in Oxford 
Advanced Learner’s Dictionary Online. There are two meanings of the lemma 
‘eternal’: 1) “without an end; existing or continuing forever” and 2) “happening often 
and seeming never to stop”. 

The surrounding words used by the participant such as ‘happiness’, ‘positive’, and 
‘flame’ and ‘no matter how many decades pass by’ seemed to support the first 
meaning for the lemma ‘eternal’. Hence, the meaning “without an end; existing or 
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continuing forever” then fitted the participant’s sentence. Then one point was given 
to this lemma. 

The dictionary shows that the lemma is an adjective. In every one of the examples it 
provides, the lemma is used before a noun. This is also how the participant used it in 
his free writing as well.  

To check whether the lemma ‘eternal’ can be used with the noun ‘flame’, I used the 
Sketch Engine and Word Sketch showed ‘eternal flame’ in the column of nouns 
modified by ‘eternal’ (Table 6.23). 

 

 

Table 6.23: Examples of concordances with ‘eternal flame’ 

 

I checked the concordances, and they also showed that the lemma ‘eternal’ could be 
used with the noun ‘flame’. I then gave one point to the lemma ‘eternal’ produced in 
his free writing for correct grammar. Hence, two points were given to the usage of 
this lemma. 

------------------------------------ 

 

Example 4: Checking the accuracy of the usage of the lemma ‘nowadays’ (an 
adverb in the 5,000-word level) 

The excerpt: “However, nowadays money has become one of the most important 
factors that everyone is required to have in order to survive in this such a world and 
society.” 

 

In Oxford Advanced Learner’s Dictionary Online, the lemma ‘nowadays’ means “at 
the present time, in contrast with the past”. This meaning fitted in the context of the 
excerpt of Example 4.  

In the excerpt, the lemma modified the sentence and used with the verb ‘become’ in 
present perfect tense. I used the Sketch Engine and Word Sketch showed that the 
lemma and the verb could be used together (Table 6.24). 
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Table 6.24: Example of concordances with ‘nowadays’ and ‘become’ 

 

All the evidence mentioned above suggested that the lemma ‘nowadays’ was used 
with semantic and grammatical accuracy by this participant and two points were 
given to this lemma. 

------------------------------------ 

 

Example 5: Checking the accuracy of the usage of the lemma ‘revenue’ (a noun in 
the academic word level) 

The excerpt: “On the contrary, the revenue of spending some money maybe 
something you want and you may consider this as your happiness, but as time goes 
by, this kind of happiness will fade away one day.”   

 

I looked up the lemma ‘revenue’ in Oxford Advanced Learner’s Dictionary Online 
firstly and found that the meaning provided in the dictionary did not seem to fit in the 
context of the sentence produced by the participant. According to the dictionary, the 
lemma ‘revenue’ means “the money that a government receives from taxes or that 
an organization, etc. receives from its business”. However, surrounding words 
written by the participant such as ‘spending’ seemed to contradict the lemma itself.  

This showed that the lemma ‘revenue’ was not used correctly in meaning, so I did 
not give any point and then did not check its grammatical functions. 

------------------------------------ 

 

Example 6: Checking the accuracy of the usage of the lemma ‘factor’ (a noun in the 
academic word level) 

The excerpt: “However, nowadays money has become one of the most important 
factors that everyone is required to have in order to survive in this such a world and 
society.”   
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According to Oxford Advanced Learner’s Dictionary Online, the lemma ‘factor’ is a 
polysemous word. It has five meanings: 1) “one of the several things that cause or 
influence something”, 2) “a number that divides into another number exactly”, 3) “the 
amount by which something increases or decreases”, 4) “a particular level on a scale 
of measurement”, and 5) “a substance in the blood that helps the clotting process. 
There are several types of this substance”. 

In the main clause of the sentence produced by the participant, the first meaning of 
the lemma ‘factor’ seemed to fit in. However, the surrounding words in the relative 
clause modifying the lemma ‘factor’ did not seem to support this meaning. The verbs 
‘require’ and ‘have’ as in ‘require factors’ or ‘have factors to survive’ did not suggest 
the key words ‘cause’ or ‘influence’ in the meaning provided by the dictionary at all. 
Instead, the lemma ‘factor’ should be replaced by ‘basic needs’.  

In terms of grammatical functions, I used the Sketch Engine (Kilgarriff et al., 2014) to 
identify typical patterns of the lemma ‘factor’. Word Sketch did not show whether the 
lemma could be used as an object of the verb ‘require’.  

Because the sentence with the lemma ‘factor’ produced by this participant was not 
clear enough and even though the two references were used, the two raters needed 
to grade this sentence. 

All the six examples above show how I graded the accuracy of the lemmas produced 
in the participants’ free writings. Four of the examples show the correct usage of the 
lemmas in both meaning and grammar. Example 5 shows that the lemma was used 
with incorrect meaning; while the lemma in Example 6 seemed vague in meaning, so 
the two raters were asked to grade it. 

After I graded all the lemmas used by a participant, I converted the scores into 
percentages so that I could compare these percentages to the percentages from the 
receptive and the controlled productive tests in order to examine the relationship 
among them. The percentage scores of the lemmas used correctly by a participant 
were calculated based on the possible total scores of all the lemmas produced by 
such participant. In this way, the percentages would not be biased because of the 
length of that participant’s essay. 

 

6.3.5 Analysing the relationship among receptive, controlled productive 

and free productive vocabulary knowledge  
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I analysed the relationship among receptive, controlled productive and free 
productive vocabulary knowledge in three ways. I firstly compared the vocabulary 
scores or percentages from the three tests in terms of differences and ratios among 
them. This is the quantitative analysis within the dichotomous approach. The three 
scores of all the four year cohorts were also compared. 

The second one is the quantitative analysis within the developmental approach. I 
averaged the developmental scores of the test lemmas at each frequency levels and 
of each year cohorts before comparing them. I also analysed the data qualitatively by 
examining some participants’ answers to the three vocabulary tests. This analysis is 
not the main analysis in the present study, but it was conducted for more insights 
about the relationship between receptive and productive vocabulary knowledge. 
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Chapter 7 Findings 1 

Participants’ background and receptive vocabulary knowledge 

 

7.1 Introduction 

Chapter 7 first presents the participants’ background information received from the 
questionnaire. I analysed the data by using descriptive statistics. The main focus of 
the chapter is addressing the first research question about the participants’ receptive 
vocabulary knowledge in relation to word frequency levels and at different years of 
study.  

Receptive vocabulary knowledge in this study refers to the knowledge of the forms 
and the meanings of the lemmas at each frequency level. The unit for counting 
words in the study was the lemma. The five frequency levels focused in this study 
were the 2,000-word level, the 3,000-word level, the 5,000-word level, the 10,000-
word level, and the academic word level. Each of the five levels included different 
number of lemmas. The 2,000-word level included 2,000 lemmas. The 3,000-, the 
5,000-, and the 10,000-word levels included 1,000 lemmas each. The academic 
word level included 570 lemmas. The participants were the 111 English-major 
students in Thailand. The first- and the second-year students were grouped as the 
low-proficiency group, while the third- and the fourth-year students were grouped 
together as the higher year group. The receptive scores of the four year cohorts 
were compared to examine the receptive vocabulary knowledge at different years of 
study. 

7.2 Participants’ background 

In this section, I present information about the participants’ general background 
information: the number of the participants of each year group, their age, gender, 
types of secondary schools, school programmes, English learning experience, 
exposure to English in English-speaking countries, and number of hours they usually 
spent doing different activities to practice English outside class.  
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Table 7.1: Number of the participants of each year group  
  
Among the four year cohorts, the biggest group was the first-year students (34 
students, or 30.63%). There were more participants in a low-proficiency group (58 
participants, or 52.25%) than in the higher year group (53 participants, or 47.75%). 

 

 

Table 7.2: Participants’ age 

 

Most of the first-year participants were nineteen years old (41.18%). The second-
year participants on average were 20 years old. The third-year participants were 
around 21, and the fourth-year participants were 22 years old. 
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Table 7.3: Number of male and female participants 

 

Around 85% of the participants from all the four year cohorts were females, and 15% 

were males. 

 

Table 7.4: Number of participants in different secondary school types 

 

None of the participants had studied in an international programme. Approximately 
90% of them finished their secondary school with a Thai programme, while around 
10% of them finished their school with an English programme. 
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Table 7.5: Number of participants from different programmes in secondary 
schools 

 

Around 77% had studied in the science and math programme in secondary schools, 
while 20% of them studied in English and another foreign language programme. A 
few of them (3%) studied in English and math programme and other programmes. 

 

 

Table 7.6: Number of years studying English and months living/studying in an 
English-speaking countries 

 

The average number of years that the participants had been studying English ranged 
from around 14 to 17 years. The older they were, the longer time they had been 
studying English.   

The average number of months that the participants from each year cohort spent in 
English-speaking countries was 3 months, with the first-year participants having 
spent the longest time (3.91 months), followed by the third-year participants, the 
fourth-year participants, and the second-year participants. 
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Table 7.7: Activities that the participants did to practice English 

 

 

Table 7.8: Number of hours per month the participants spent practicing 
English outside classroom 

 

The participants practiced English outside class in different ways as shown in Table 
7.7. The participants on average spent the longest hours (22.30 hours per month) 
watching movies, YouTube videos, English TV shows and TED talks, followed by 
listening activities (14 hours per month) such as listening English songs, podcasts, 
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and BBC radio. Activities that the participants on average did not spend much time 
doing were reading, speaking, writing, and other activities (e.g., singing, playing 
board games, tutoring English, etc.). 

I assumed that the participants had been practicing English outside classroom in 
these ways since their admission. The total number of hours that each year cohort 
spent per month was then multiplied by 12 months and by the number of years they 
had been in the English major. The third years students had spent most time 
practicing English outside classroom (2020 hours within three years), compared to 
the other three year cohorts. 

 

7.3 Research question 1: What is the participants’ receptive 
vocabulary knowledge? 

In this section, I present the findings about the participants’ receptive vocabulary 
knowledge in the order of the two sub-questions as shown below.  

Research question 1: What is the participants’ receptive vocabulary knowledge? 

Sub-question 1: What is the participants’ receptive vocabulary knowledge at 
different word frequency levels? 

Sub-question 2: What is the participants’ receptive vocabulary knowledge at 
different years of study? 

 

7.3.1 Sub-question 1: What is the participants’ receptive vocabulary 

knowledge at different word frequency levels? 

This section presents the findings about the participants’ receptive vocabulary 
knowledge at different frequency levels: the 2,000-, the 3,000-, the 5,000-, the 
10,000-, and the academic word levels. 

The participants’ knowledge was evaluated based on their translations or the 
synonyms supplied by the participants at each of the five frequency levels (two 
points for correct translations/synonyms, one point for partially correct 
translations/synonyms, zero point for incorrect translations/ synonyms, and 20 points 
as a maximum score), I analysed the scores and the percentage by using descriptive 
statistics in SPSS. The findings are shown in Table 7.9 
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and Figure 7.1. The percentage scores of the receptive vocabulary refer to the 
lemmas that the participants on average knew their meanings out of 100 lemmas in 
each of the five frequency levels.  

 

 

Table 7.9: Participants’ receptive vocabulary knowledge scores at the five 

different word frequency levels 

 

 

Figure 7.1: Percentage of receptive vocabulary scores at the five different word 

frequency levels 

 

The participants’ receptive vocabulary scores were lower when the word frequency 
levels became lower. The score at the 2,000-word level was the highest (91.98%), 
followed by that of the 3,000-, the 5,000-, and the 10,000-word levels (80.45%, 
44.14%, 10.77%, respectively). The score at the academic word level was equal to 
that at the 3,000-word level (80.45%).  
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In this study, the mastery level of the receptive vocabulary knowledge at a frequency 
level means being able to recognise the written form and knowing the meaning of 
most of the words at such frequency level with correct meaning and appropriate 
grammar. If 80 per cent of the score at each frequency level is the threshold of 
mastery level, the participants mastered receptive vocabulary knowledge at the three 
frequency levels: the 2,000-, the 3,000-, and the academic word levels. 

Hence, word frequency levels affected the participants’ receptive vocabulary 
knowledge. The participants tended to know the meanings of more lemmas at the 
higher frequency levels and of fewer lemmas at the lower frequency levels. In 
addition, the participants reached the mastery levels of vocabulary at the high-
frequency levels and the academic word level. 

I ran a one-way repeated measures ANOVA to test statistical significance of the 
findings. The p-value of less than 0.001 from the tests of within-subjects effects and 
the tests of within-subjects contrasts showed that there was very low probability that 
the significant differences of the receptive scores at the five frequency levels were 
through random error. In terms of pairwise comparisons, the receptive scores at all 
the frequency levels were significantly different, except those between the 3,000-
word level and the academic word level (the p-value of 1.000).  

This can be interpreted that the receptive scores among the frequency levels were 
statistically significant, or the frequency levels affected the receptive scores. The 
differences in scores at the 3,000-word level and the academic word level were not 
statistically significant, though. 

 

7.3.2 Sub-question 2: What is the participants’ receptive vocabulary 

knowledge at different years of study? 

This section attempts to answer the second sub-question of the first research 
question. It is about the participants’ receptive vocabulary knowledge at different 
years of study. Only the mean scores of the known receptive vocabulary were used 
and referred to receptive vocabulary knowledge scores. 

The present study is a cross-sectional study, so the receptive vocabulary knowledge 
scores of the participants from different year cohorts were compared. This involves 
two comparisons. The first comparison is between the higher year group (Year 3 
students and Year 4 students) and the lower year group (Year 1 students and Year 2 
students). The second comparison is among the four year cohorts.  
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Comparison 1: Receptive vocabulary knowledge between the higher year 
group and the lower year group 

A normality test was conducted. The p-values of the Shapiro-Wilk test were above 
0.05 (0.081 for the lower year group and 0.704 for the higher year group). We can 
assume that the data were approximately normally distributed. To check the 
assumption of homogeneity of variances, the Levene’s test was conducted. The p-
value (0.067) was greater 0.05, so the variances between groups were not 
significantly different and the assumption of equality of variance was met. 

I compared the average scores of the receptive vocabulary knowledge of the higher 
year group to those of the lower year group by using independent samples t-test and 
Cohen’s (1988) effect size. There were 50 target lemmas for all the five frequency 
levels, or ten lemmas per frequency level. Two points were given to a correct 
translation/synonym, so the possible score was 100. The statistics (with equal 
variances assumed) are shown in Table 7.10. 

 

 

Table 7.10: Receptive vocabulary scores of the higher and the lower year 

groups  

 

As I expected, the finding showed that the higher year group highly significantly had 
higher receptive vocabulary knowledge score than the lower year group 
(approximately 10%) with the p value of less than 0.001. The effect size of this t-test 
(1.12) was found to exceed Cohen’s (1988) convention of a large effect size (0.80).  

I then compared their receptive vocabulary knowledge scores at the five frequency 
levels to examine at which frequency levels the receptive scores between the two 
groups were statistically significant. The percentages, the significance, and the effect 
size are shown in Table 7.11. 
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Table 7.11: Receptive vocabulary knowledge scores between the higher year 

group and the lower year group at the five frequency levels 

 

 

 

Figure 7.2: Percentages of the receptive vocabulary knowledge scores 

between the higher year group and the lower year group at the five frequency 

levels 
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The findings showed that the higher year group highly significantly had higher 
receptive vocabulary knowledge scores than the lower year group at all the five 
frequency levels with the p values of less than 0.001 at the 2,000-, the 3,000- and 
the academic word levels and the p values of less than 0.005 at the 5,000- and the 
10,000-word levels. According to Cohen’s (1988) convention, the effect sizes were 
found to be large at the 2,000-, the 3,000- and the academic word levels, and were 
found to be medium at the 5,000- and the 10,000-word levels. 

The biggest difference in the scores between these two year groups was 15.93% at 
the academic word level, while the smallest difference was 5.94% at the 10,000-
word level. However, the differences at all the five levels were broadly similar. 
According to Figure 7.2, the lines seemed to run parallel to each other.  

In terms of vocabulary mastery, the higher year group mastered the vocabulary at 
the three frequency levels: the 2,000-, the 3,000-, and the academic word levels, 
while the lower year group mastered the vocabulary at the 2,000-word level only and 
nearly reached the mastery level at the other two levels. The higher year group 
mastered the vocabulary at more levels than the lower year group. 

 

Comparison 2: Receptive vocabulary knowledge at different years of study 

When I found that there was high significance of the differences in receptive 
vocabulary knowledge scores at all the five frequency levels between the higher year 
group and the lower year group, I then decided to analyse further to examine the 
receptive vocabulary knowledge at different years of study (from Year 1 to Year 4) 
and whether there would be significant differences among the four year cohorts.  

The number of the participants per year cohort did not reach the optimal number for 
the comparison, though. According to Cohen et al. (2017, p.203), “Typically an 
anticipated minimum of thirty cases per variable should be used as a ‘rule of thumb’, 
i.e., one must be assured of having a minimum of thirty cases for each variable” for 
reliable statistics. 

A normality test was conducted. The p-values of the Shapiro-Wilk test were above 
0.05 (0.058, 0.524, 0.357, and 0.47 for the first-year group to the fourth-year group). 
We can assume that the data were approximately normally distributed. To check the 
assumption of homogeneity of variances, the Levene’s test was conducted. The p-
value (0.138) was greater 0.05, so the assumption of equality of variances was met. 

After checking these assumptions, I analysed their receptive vocabulary knowledge 
scores (out of 100 scores – five frequency levels, ten lemmas each, and two points 
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for each lemma) by using descriptive statistics in One-Way ANOVA. The statistics 
are shown in Table 7.12 and Figure 7.3. 

 

 

Table 7.12: Receptive vocabulary knowledge scores of the four year cohorts 

 

 

Figure 7.3: Receptive vocabulary knowledge scores of the four year cohorts 

 

The findings showed that the participants in later years of study had higher average 

scores of receptive vocabulary knowledge than those in earlier years of study with 

less variation for the higher year group.  

I also examined the participants’ receptive vocabulary knowledge scores of the four 

year cohorts at each of the five frequency levels by using descriptive statistics and a 

line graph as shown in Table 7.13 and Figure 7.4. 
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Frequency level Year of 
study 

N Mean % SD % 

2,000 words 1 34 17.32 86.62 1.45 7.25 

2 24 18.13 90.63 1.99 9.93 

3 29 18.93 94.66 1.36 6.81 

4 24 19.54 97.71 0.93 4.66 

Average N/A 18.40 91.98 1.69 8.43 
3,000 words 1 34 14.97 74.85 2.42 12.09 

2 24 15.79 78.96 1.96 9.78 

3 29 16.45 82.24 1.79 8.92 

4 24 17.54 87.71 1.84 9.21 

Average N/A 16.09 80.45 2.23 11.15 
5,000 words 1 34 8.09 40.44 3.27 16.35 

2 24 7.42 37.08 3.64 18.17 

3 29 8.93 44.66 3.43 17.16 

4 24 11.17 55.83 2.26 11.29 

Average N/A 8.83 44.14 3.44 17.20 
10,000 words 1 34 1.74 8.68 2.72 13.61 

2 24 1.38 6.88 1.17 5.86 

3 29 2.62 13.10 1.86 9.30 

4 24 2.96 14.79 1.76 8.78 

Average N/A 2.15 10.77 2.10 10.51 
academic words 1 34 13.76 68.82 3.45 17.24 

2 24 15.71 78.54 2.12 10.58 

3 29 17.17 85.86 2.62 13.10 

4 24 18.46 92.29 1.41 7.07 

Average N/A 16.09 80.45 3.15 15.73 

Table 7.13: Receptive vocabulary knowledge scores of the four year cohorts at 

the five different frequency levels 
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Figure 7.4: Receptive vocabulary knowledge scores of the four year cohorts at 

the five different frequency levels 

 

When I compared the participants’ receptive vocabulary knowledge scores at each of 

the five frequency levels, I found that the participants in the later years had larger 

receptive vocabulary knowledge at all the five frequency levels. However, at some 

frequency levels (the 5,000- and the 10,000-word levels), the first-year students had 

slightly higher scores than the second-year students. 

To check whether these differences were statistically significant, I analysed the data 

by using MANOVA and One-Way ANOVA with Tukey HSD post hoc test. The 

findings are shown in Table 7.14 and I summarised the significant differences in 

Table 7.14. The effect sizes (partial eta squared) are the values of partial eta 

squared of the tests of between-subjects effects. 
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Multiple Comparisons 
Post hoc test: Tukey HSD 

Frequency 
level 

(A) 
Year of 
study 

(B)  
Year of 
study 

MD 
(A-B) 

% Sig. Partial 
Eta 

Squared 
2,000 

words 

1 

 

2 -0.80 -4.01 0.179 0.26 

3 -1.61** -8.04** 0.000 

4 -2.22** -11.09** 0.000 

2 1 0.80 4.01 0.179 

3 -0.81 -4.03 0.200 

4 -1.42* -7.08* 0.006 

3 1 1.61** 8.04** 0.000 

2 0.81 4.03 0.200 

4 -0.61 -3.05 0.439 

4 1 2.22** 11.09** 0.000 

2 1.42* 7.08* 0.006 

3 0.61 3.05 0.439 

3,000 

words 

1 

 

2 -0.82 -4.11 0.438 0.18 

3 -1.48* -7.39* 0.026 

4 -2.57** -12.86** 0.000 

2 1 0.82 4.11 0.438 

3 -0.66 -3.28 0.652 

4 -1.75* -8.75* 0.019 

3 1 1.48* 7.39* 0.026 

2 0.66 3.28 0.652 

4 -1.09 -5.47 0.219 

4 1 2.57** 12.86** 0.000 

2 1.75* 8.75* 0.019 

3 1.09 5.47 0.219 

5,000 

words 

1 
 

2 0.67 3.36 0.861 0.15 

3 -0.84 -4.21 0.727 

4 -3.08* -15.39* 0.003 

2 1 -0.67 -3.36 0.861 

3 -1.51 -7.57 0.324 

4 -3.75* -18.75* 0.001 

3 1 0.84 4.21 0.727 

2 1.51 7.57 0.324 

4 -2.24 -11.18 0.062 

4 1 3.08* 15.39* 0.003 
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2 3.75* 18.75* 0.001 

3 2.24 11.18 0.062 

10,000 

words 
1 

 

2 0.36 1.80 0.911 0.09 

3 -0.89 -4.43 0.319 

4 -1.22 -6.12 0.116 

2 1 -0.36 -1.80 0.911 

3 -1.25 -6.23 0.125 

4 -1.58* -7.92* 0.040 

3 1 0.89 4.43 0.319 

2 1.25 6.23 0.125 

4 -0.34 -1.69 0.932 

4 1 1.22 6.12 0.116 

2 1.58* 7.92* 0.040 

3 0.34 1.69 0.932 

academic 

words 

1 

 

2 -1.94* -9.72* 0.032 0.33 

3 -3.41** -17.04** 0.000 

4 -4.69* -23.47* 0.000 

2 1 1.94* 9.72* 0.032 

3 -1.46 -7.32 0.185 

4 -2.75* -13.75* 0.002 

3 1 3.41** 17.04** 0.000 

2 1.46 7.32 0.185 

4 -1.29 -6.43 0.289 

4 1 4.69** 23.47** 0.000 

2 2.75* 13.75* 0.002 

3 1.29 6.43 0.289 

Note: * = statistically significant at the 0.05 level, ** = statistically significant at the 0.001 level 

Table 7.14: ANOVA analysis of receptive vocabulary knowledge scores among 

the four year cohorts 
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Table 7.15: Years with significant differences in receptive vocabulary 

knowledge scores at the five frequency levels 

 

According to the data, there were statistically significant differences in receptive 
vocabulary knowledge scores at all the five frequency levels but no significant 
difference between some year groups. This is summarised in Table 7.15. Most of the 
significant differences were between the first-year participants and the third or the 
fourth-year participants or between the second-year participants and the fourth-year 
participants. The effect sizes of the two frequency levels (the 2,000- and the 
academic word levels) were found to exceed Cohen’s (1988) convention of a small 
effect. 

The widest gap of their receptive knowledge was between the fourth-year and the 
first-year students at the academic words. Approximately, the fourth-year students 
knew 23.47% more academic words (134 lemmas from the AWL) than the first year 
cohort did. The smallest gap was between the first year group and the second year 
group at the 10,000-word level, with the first-year students knowing around 1.80% or 
only 18 more lemmas than the second-year students. 

There were no significant differences in receptive vocabulary knowledge scores 
between the two continuous years at the five frequency levels, except that of the 
scores between Year 1 and Year 2 participants at the academic word level. At the 
5,000- and the 10,000-word levels, the second-year students significantly had higher 
scores than the first-year students 

In conclusion, the participants’ receptive vocabulary is affected by different frequency 
levels; they knew more lemmas at high frequency levels and fewer lemmas at lower 
frequency levels. Their knowledge of academic words was similar to that at the 
3,000-word level. The higher year group had a wider receptive knowledge of 
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lemmas. The biggest gain of the receptive vocabulary was at the academic word 
level, while the smallest gain was at the 10,000-word level.  
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Chapter 8 Findings 2 

Controlled productive vocabulary knowledge 

 

8.1 Introduction 

Chapter 8 addresses the second research question about the participants’ controlled 
productive vocabulary knowledge at the five frequency levels. The controlled 
productive vocabulary in this study refers to the lemmas that the participants knew 
how to use in sentences when the lemmas were given. The number of the test 
lemmas in the controlled productive vocabulary test was the same as the number of 
those in the receptive vocabulary test. I also investigated the changes of this 
knowledge over the years of study by comparing the controlled productive 
knowledge scores of the higher to that of the low-proficiency groups and comparing 
the scores of the four year cohorts. The findings are presented in the order of the two 
sub-questions.  

8.2 Research question 2: What is the participants’ controlled 
productive vocabulary knowledge? 

Research question 2: What is the participants’ controlled productive vocabulary 
knowledge? 

Sub-question 1: What is the participants’ controlled productive vocabulary 
knowledge at different word frequency levels? 

Sub-question 2: What is the participants’ controlled productive vocabulary 
knowledge at different years of study? 

 

8.2.1 Sub-question 1: What is the participants’ controlled productive 

vocabulary knowledge at different word frequency levels? 

This section presents the findings about the participants’ controlled productive 
vocabulary knowledge at the five different frequency levels: the 2,000-word level, the 
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3,000-word level, the 5,000-word level, the 10,000-word level, and the academic 
word level.  

In the controlled productive test, the test lemmas were the same as those in the 
receptive test. When grading, I gave two points to the target lemmas that were used 
correctly in meaning and grammar (precisely known controlled productive 
vocabulary), one point to the lemmas used with correct meaning only (partially 
known controlled productive vocabulary), and zero points to the lemmas used 
incorrectly in meaning in sentences. Therefore, the maximum score for all the 50 
target lemmas was 100 (20 points for each of the frequency level).  

To answer the second research question, I analysed the scores by using descriptive 
statistics. The findings are shown in Table 8.1.  

 

Table 8.1: Participants’ controlled productive vocabulary knowledge scores at 

the five different word frequency levels 

 

 

Figure 8.1: Percentage of the participants’ controlled productive vocabulary 

knowledge scores at the five different word frequency levels 
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The participants’ controlled productive vocabulary scores decreased when the word 
frequency levels became lower. The mean score at the 2,000-word level was the 
highest (70.99%), and that at the 10,000-word level was the lowest (5.59%). The 
score at the academic word level (48.02%) was between the 3,000- and the 5,000-
word levels (52.16% and 25.68%). This implied that the participants had larger 
controlled productive vocabulary knowledge at higher frequency levels and smaller 
at lower frequency levels. 

The mastery level of the controlled productive vocabulary knowledge at a frequency 
level means being able to use most of the words at such frequency level with correct 
meaning and appropriate grammar. The participants did not master controlled 
productive vocabulary at any of the five frequency levels as their controlled 
productive scores did not reach 80% of the total scores. However, they nearly 
reached the mastery level at the 2,000-word level. Therefore, word frequency levels 
also influence controlled productive vocabulary, and the participants did not master 
controlled productive level at any frequency level. 

I ran a one-way repeated measures ANOVA to test statistical significance of the 
findings. The p-value of less than 0.001 from the tests of within-subjects effects and 
the tests of within-subjects contrasts showed that there was very low probability that 
the significant differences of the controlled productive vocabulary scores at the five 
frequency levels were through random error. In terms of pairwise comparisons, the 
controlled productive scores at all the frequency levels were significantly different, 
except those between the 3,000-word level and the academic word level (the p-value 
of 0.091).  

This can be interpreted that the controlled productive scores among the frequency 
levels were statistically significant, or the frequency levels affected the controlled 
productive scores. The differences in scores at the 3,000-word level and the 
academic word level were not statistically significant, though. 

 

8.2.2 Sub-question 2: What is the participants’ controlled productive 

vocabulary knowledge at different years of study? 

 

Comparison 1: Controlled productive vocabulary knowledge between the 
higher and the lower year groups 
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A normality test was conducted. The p-values of the Shapiro-Wilk test were above 
0.05 (0.231 for the lower year group and 0.181 for the higher year group). We can 
assume that the data were approximately normally distributed. To check the 
assumption of homogeneity of variances, the Levene’s test was conducted. The p-
value (0.503) was greater 0.05, so the assumption of equality of variances was met. 

I compared the mean score of the higher year group with that of the low-proficiency 
group. 

 

 

Table 8.2: Controlled productive vocabulary knowledge scores between the 

higher and the lower year groups regardless of word frequency levels 

 

The t-test results showed that the higher year group highly significantly had higher 
controlled productive vocabulary score than the lower year group (MD = 11.89%) 
with the p value of less than 0.001, regardless of word frequency levels. The effect 
size of this t-test (0.91) was found to exceed Cohen’s (1988) convention of a large 
effect size (0.80).  

In addition, I also investigated their controlled productive vocabulary knowledge at 
each of the five frequency levels. I conducted an independent samples t-test and 
calculated the effect sizes. The statistics are shown in Table 8.3. 
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Table 8.3: Controlled productive vocabulary knowledge scores between the 

higher and the lower year groups at the five frequency levels 

 

 

Figure 8.2: Percentages of the controlled productive vocabulary knowledge 

scores between the higher and the lower year groups at the five frequency 

levels 
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The findings showed that the participants from both groups scored less when the 
frequency became lower, with the higher year group scoring higher than the low-
proficiency group. 

The higher year group significantly had more controlled productive vocabulary 
knowledge scores than the lower year group at all the five frequency levels, except 
at the 10,000-word level. The p values of less than 0.001 and with the large effect 
sizes at the 2,000-, the 3,000- and the academic word levels, but the p value at the 
5,000-word level was less than 0.005 with a small effect size (Cohen, 1988).   

In Figure 8.2, the biggest gap between their scores was at the academic word level 
(MD = 22.93%), and the smallest gap at the 10,000-word level (MD = 1.95%).  

Regarding mastery of controlled productive vocabulary knowledge, none of them 
reached the mastery level. However, the higher year group nearly reached the 
mastery level at the 2,000-word level. 

 

Comparison 2: Controlled productive vocabulary knowledge at different years 
of study 

Similar to the participants’ receptive vocabulary knowledge, I also examined the 
changes of their controlled productive vocabulary knowledge at each of the five 
frequency levels.  

A normality test was conducted. The p-values of the Shapiro-Wilk test were above 
0.05 (0.077, 0.052, 0.987, and 0.762 for the first-year group to the fourth-year 
group). We can assume that the data were approximately normally distributed. To 
check the assumption of homogeneity of variances, the Levene’s test was 
conducted. The p-value (0.284) was greater 0.05, so the assumption of equality of 
variances was met. 

After that, I analysed their controlled productive vocabulary knowledge scores 
conducting descriptive statistics in One-Way ANOVA and present the statistics in 
Table 8.4 and Figure 8.3. 
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Table 8.4: Controlled productive vocabulary knowledge scores of the four year 

cohorts 

 

 

Figure 8.3: Controlled productive vocabulary knowledge scores of the four 

year cohorts 

The findings showed that the participants in higher years of study had more 
controlled productive scores than those in lower years of study. The participants in 
Year 4 had the highest scores. However, the first-year participants had slightly 
higher scores than the second-year students. The standard deviation of the first-year 
students was slightly higher than that of the second-year students, showing that the 
data had more variability. Overall, there seemed to be the growth of the participants’ 
controlled productive vocabulary knowledge over the years of study.  

I also present the participants’ controlled productive vocabulary knowledge scores at 
each of the five frequency levels as shown in Table 8.5 and Figure 8.4. 
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Frequency 
level 

Year of 
study 

N Mean % SD % 

2,000 

words 

1 34 12.41 62.06 3.47 17.33 

2 24 13.54 67.71 2.78 13.91 

3 29 14.72 73.62 3.44 17.21 

4 24 16.75 83.75 2.19 10.96 

Average N/A 14.20 70.99 3.44 17.19 
3,000 

words 

1 34 9.41 47.06 4.16 20.82 

2 24 8.67 43.33 4.22 21.09 

3 29 11.14 55.69 3.79 18.93 

4 24 12.79 63.96 2.87 14.37 

Average N/A 10.43 52.16 4.08 20.40 
5,000 

words 

1 34 5.15 25.74 3.43 17.15 

2 24 3.54 17.71 2.65 13.27 

3 29 5.45 27.24 2.65 13.27 

4 24 6.33 31.67 2.93 14.65 

Average N/A 5.14 25.68 3.08 15.40 
10,000 

words 

1 34 1.09 5.44 2.47 12.33 

2 24 0.71 3.54 1.00 5.00 

3 29 1.03 5.17 1.35 6.75 

4 24 1.67 8.33 1.40 7.02 

Average N/A 1.12 5.59 1.74 8.68 
academic 

words 

1 34 7.26 36.32 4.74 23.69 

2 24 7.63 38.13 4.33 21.66 

3 29 10.97 54.83 4.02 20.11 

4 24 13.25 66.25 3.30 16.50 

Average N/A 9.60 48.02 4.79 23.97 

Table 8.5: Controlled productive vocabulary knowledge scores of the four year 

cohorts at the five different frequency levels 
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Figure 8.4: Controlled productive vocabulary knowledge scores of the four 

year cohorts at the five different frequency levels 

 

According to the data, the participants in the later years tended to have larger 
controlled productive vocabulary knowledge at all the five frequency levels, with the 
largest gain at the academic word level and the smallest gain at the 10,000-word 
level. Only the fourth-year participants master the controlled productive vocabulary at 
the 2,000-word level (83.75%). However, the first-year students had higher scores 
than the second-year students at the 3,000-, the 5,000- and the 10,000-word levels. I 
would explore and discuss this in Chapter 11. 

I conducted MANOVA and One-Way ANOVA with Tukey post hoc test to check 
whether these differences were statistically significant. The findings are shown in 
Table 8.6 and the summary table of years with significant differences are shown in 
Table 8.7. The effect sizes are the values of partial eta squared of the tests of 
between-subjects effects. 
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Multiple Comparisons 

Post hoc test: Tukey HSD 

Frequency 
level 

(A) Year of 
study 

(B) Year of 
study 

Mean 
Difference  

(A-B) 

% Sig. Partial Eta 
Squared 

2,000 

words 

1 2 -1.13 -5.65 0.518 0.22 

 3 -2.31* -11.56* 0.019 

 4 -4.34** -21.69** 0.000 

2 1 1.13 5.65 0.518 

 3 -1.182 -5.91 0.508 

 4 -3.21* -16.04* 0.003 

3 1 2.31* 11.56* 0.019 

 2 1.18 5.91 0.508 

 4 -2.03 -10.13 0.087 

4 1 4.34* 21.69* 0.000 

 2 3.21* 16.04* 0.003 

 3 2.03 10.13 0.087 

3,000 

words 

1 2 0.75 3.73 0.885 0.14 

 3 -1.73 -8.63 0.288 

 4 -3.38* -16.90* 0.007 

2 1 -0.75 -3.73 0.885 

 3 -2.47 -12.36 0.096 

 4 -4.13* -20.63* 0.002 

3 1 1.73 8.63 0.288 

 2 2.47 12.36 0.096 

 4 -1.65 -8.27 0.404 

4 1 3.38* 16.90* 0.007 

 2 4.13* 20.63* 0.002 

 3 1.65 8.27 0.404 

5,000 

words 

1 2 1.61 8.03 0.185 0.09 

 3 -0.30 -1.51 0.978 

 4 -1.19 -5.93 0.443 

2 1 -1.61 -8.03 0.185 

 3 -1.91 -9.53 0.099 

 4 -2.79* -13.96* 0.008 

3 1 0.30 1.51 0.978 

 2 1.91 9.53 0.099 
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 4 -0.89 -4.43 0.703 

4 1 1.19 5.93 0.443 

 2 2.79* 13.96* 0.008 

 3 0.89 4.43 0.703 

10,000 

words 

1 2 0.38 1.90 0.843 0.04 

 3 0.05 0.27 0.999 

 4 -0.58 -2.89 0.594 

2 1 -0.38 -1.90 0.843 

 3 -0.33 -1.63 0.903 

 4 -0.96 -4.79 0.226 

3 1 -0.05 -0.27 0.999 

 2 0.33 1.63 0.903 

 4 -0.63 -3.16 0.549 

4 1 0.58 2.89 0.594 

 2 0.96 4.79 0.226 

 3 0.63 3.16 0.549 

academic 

words 

1 2 -0.36 -1.80 0.988 0.26 

 3 -3.70* -18.50* 0.004 

 4 -5.99** -29.93** 0.000 

2 1 0.36 1.80 0.988 

 3 -3.34* -16.70* 0.024 

 4 -5.63** -28.13** 0.000 

3 1 3.70* 18.50* 0.004 

 2 3.34* 16.70* 0.024 

 4 -2.28 -11.42 0.203 

4 1 5.99** 29.93** 0.000 

 2 5.63** 28.13** 0.000 

 3 2.28 11.42 0.203 

Note: * = statistically significant at the 0.05 level, ** = statistically significant at the 0.001 level 

Table 8.6: ANOVA analysis of controlled productive vocabulary knowledge 

scores among the four year cohorts 

 

 

 

 



 237 

 

Table 8.7: Years with significant differences in controlled productive 

vocabulary knowledge scores at the five frequency levels 

 

The ANOVA analysis showed that there were statistically significant differences in 
controlled productive vocabulary knowledge scores at all the five frequency levels, 
except at the 10,000-word level. Most of the differences were between the fourth-
year participants and the other year groups.  

There were significant differences in controlled productive vocabulary knowledge 
scores between the two continuous years: Year 2 and Year 1 at the 2,000-word level 
and Year 3 and Year 2 at the academic word level. The biggest differences were 
between the fourth-year students and the first-year and the second-year students at 
the academic word level (29.93% and 28.13%, respectively).  

The effect sizes of these differences at the 2,000- and the academic word levels 
exceeded Cohen’s (1988) convention of a small effect.  

In conclusion, the participants’ controlled productive vocabulary decreased when the 
frequency levels became lower. The participants at higher years of study tended to 
have larger controlled productive vocabulary, and they seemed to have learned a lot 
of academic words throughout their years of study. However, the first-year students 
had higher scores than the second-year students at some frequency levels (at the 
3,000-, 5,000-, and 10,000-word levels), but these were not statistically significant.



 

Chapter 9 Findings 3 

Free productive vocabulary knowledge 

 

9.1 Introduction 

Chapter 9 presents the findings regarding the participants’ free productive 
knowledge in relation to different word frequency levels and different years of study. 
Free productive vocabulary knowledge in this study refers to the knowledge of how 
to recall and use lemmas at each of the five frequency levels. The third research 
question and its sub-questions are shown below.  

9.2 Research question 3: What is the participants’ free productive 
vocabulary knowledge?  

Research question 3:  What is the participants’ free productive vocabulary 
knowledge? 

Sub-question 1: What is the participants’ free productive vocabulary 
knowledge at different word frequency levels? 

Sub-question 2: What is the participants’ free productive vocabulary 
knowledge at different years of study? 

 

9.2.1 Sub-question 1: What is the participants’ free productive 

vocabulary knowledge at different word frequency levels?  

This section presents the findings regarding the participants’ free productive 
vocabulary knowledge at the five different frequency levels: the 2,000-word level, the 
3,000-word level, the 5,000-word level, the 10,000-word level, and the academic 
word level. 

The findings in this section are different from the findings of the participants’ 
receptive and controlled productive vocabulary knowledge in two ways. First, there 
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were not the target lemmas in the free productive vocabulary test – argumentative 
essays. Second, there was not maximum scores (possible scores) at each frequency 
level. That is, all the lemmas in the test were supplied by the participants, and the 
findings did not cover the lemmas that were not supplied in the participants’ free 
writings. There might be other lemmas known well by the participants but were not 
included in their essays. Hence, I present only what the participants provided in the 
test.  

The number of the lemmas produced was multiplied by two points and used as the 
total scores of the free productive vocabulary knowledge in this section. 

 

 

Table 9.1: Number of running words and lemmas produced per essay by the 

participants 

 

The word limit per essay for the free writing task was 300 running words and the 
participants on average produced 345.60 running words or 141.57 lemmas, with the 
students in the later years producing more running words or lemmas than those in 
earlier years of study. However, the students from Year 3 produced slightly more 
running words or lemmas than the fourth-year students. 

To answer the second research question, I investigated the participants’ free 
productive vocabulary knowledge at the five different frequency levels. As mentioned 
in data analysing process, for the consistency with the receptive and the controlled 
productive tests in this study, I classified the lemmas into five frequency-based 
groups by comparing the lemmas against the word lists used in the word sampling 
process of Schmitt et al.’s (2001) VLT, which are the GSL (West, 1953) for the most 
2,000 frequent words, the AWL (Coxhead, 2000) for the academic words, and the 
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Teacher’s word book of 30,000 words (Thorndike and Lorge, 1944) for the 2,000-, 
the 3,000-, the 5,000-, and the 10,000-word levels. I present the changes in number 
of the different lemmas when I classified them with different word lists in Table 9.2 
and Table 9.3. I used the number of the different lemmas produced by the first 
participant as an example. 

 

 

Table 9.2: The number of lemmas (produced by the first participant as an 

example) classified by using only the GSL and the AWL  
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Table 9.3: The number of lemmas (produced by the first participant as an 

example) classified by using all the three word lists used in the VLT 

 

When I classified the lemmas produced by this participant by using only the GSL and 
the AWL, most of the lemmas (66.67%) fell into the 2,000-word level as shown in 
Table 9.2. However, when I classified them by using the three word lists, for the 
consistency with the receptive and controlled productive tests, I found that the 
number of the lemmas produced by the participant and falling into the 2,000-word 
level had dropped drastically from 66.67% to only 1.26% as shown in Table 9.3 
because most of the lemmas in the GSL have ‘AA’ occurrence in Thorndike and 
Lorge (1944). ‘AA’ occurrence refers to “100 [occurrences] or over per million [tokens 
in the count]” (Thorndike and Lorge, 1944, p. ix). Some of the lemmas in the GSL 
has ‘A’ occurrence. Only those with ‘A’ occurrence were sampled in the VLT. 
Therefore, I sorted only those with ‘A’ occurrence, for consistency of the analysis. 
This made the number of lemmas at the 2,000-word level in the analysis of free 



 242 

productive vocabulary in my study would then be much lower, from 106 lemmas 
(Table 9.2) and to 2 lemmas (Table 9.3). 

In spite of this, I decided to classify the lemmas produced by the participants by 
using the three word lists for the consistency of all the three sets of data. The 
lemmas I checked and reported were all content words that fell into the categories 
shown in Table 9.3 only.  

For the first participant (see Table 9.3), only two lemmas at the 2,000-word level, six 
lemmas at the 3,000-word level, five lemmas at the 5,000-word level, none at the 
10,000-word level and nine lemmas at the academic word level were graded. 

The possible total score of each essay was two points multiplied by the number of 
the produced lemmas per essay (two points for a lemma used with correct meaning 
and grammar and one point for a lemma used with correct meaning. Each 
participant’s total possible score was different because they supplied different 
number of lemmas per essay. Here are the formulas I used to calculate the 
percentage of score of the lemmas at each frequency level (Equation 9.1 – Equation 
9.5). 

 

 

 Percentage of 2K FP score per essay = 
  

 

Equation 9.1: Percentage score of the produced lemmas per essay at the 
2,000-word level 

Note: 2K = at the 2,000-word level, FP = (produced) free productive vocabulary 

 

 

 

Percentage of 3K FP score per essay =   

 

Equation 9.2: Percentage score of the produced lemmas per essay at the 
3,000-word level 

Note: 3K = at the 3,000-word level, FP = (produced) free productive vocabulary 

 

2K FP score x 100 

Number of all lemmas in the essay x 2 

3K FP score x 100 

Number of all lemmas in the essay x 2 



 243 

 

 

Percentage of 5K FP score per essay =   

   

Equation 9.3: Percentage score of the produced lemmas per essay at the 
5,000-word level 

Note: 5K = at the 5,000-word level, FP = (produced) free productive vocabulary 

 

 

 

Percentage of 10K FP score per essay = 
  

 

Equation 9.4: Percentage score of the produced lemmas per essay at the 
10,000-word level 

Note: 5K = at the 10,000-word level, FP = (produced) free productive vocabulary 

 

 

Percentage of AWL FP score per essay 
=   

 

Equation 9.5: Percentage score of the produced lemmas per essay at the 
academic word level 

Note: AWL = at the academic word level (based on Coxhead’s (2000) AWL), FP = (produced) free productive vocabulary 

 

To answer the first sub-question of the third research question, I analysed the lemma 
scores of each of the five frequency levels by using descriptive statistics. The 
findings are shown in Table 9.4 and Figure 9.1.  

As shown in Table 9.4, the participants on average produced 141.57 lemmas per 
essay, so the possible total scores for the lemma use was approximately 283.40 per 
essay (the number of all the lemmas per essay x 2 points).  

 

5K FP score x 100 

Number of all lemmas in the essay x 2 

10K FP score x 100 

Number of all lemmas in the essay x 2 

AWL FP score x 100 

Number of all lemmas in the essay x 2 
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Table 9.4: Number and scores of the produced lemmas per essay at the five 

frequency levels  

 

Figure 9.1: The participants’ (produced) free productive vocabulary knowledge 

scores at the five frequency levels per essay 

 

When calculating the number and the scores into percentage, I found that on 
average the participants produced the most lemmas at the 2,000-word level (around 
41 lemmas per 1,000 produced lemmas). The number was roughly equal to that at 
the academic word level (37 lemmas per 1,000 produced lemmas). The participants 
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produced fewer lemmas at lower-frequency levels, or approximately 27 lemmas at 
the 3,000-word level. They produced ten lemmas per 1,000 produced lemmas at the 
5,000-word level and only two lemmas per 1,000 produced lemmas at the 10,000-
word level. 

In terms of scores, the participants on average had the highest scores at the 2,000-
word level (3.55%). Similar to that at the 2,000-word level, the average score of the 
produced lemmas per essay at the academic word level was 3.15%. Their free 
productive scores at the 3,000-, the 5,000-, and the 10,000-word levels were 
relatively low. 2.48%, 0.89%, and 0.18%.  

When I compared the percentages in Table 9.4, I found that, out of the lemmas they 
produced, only a few lemmas were used incorrectly, compared to those used 
correctly. This supports the view that the students had receptive knowledge of the 
lemmas before they could recall and use them in their free writings, and that the 
students preferred to use the lemmas they were certain about using them in 
sentences. 

Regarding the mastery level, these figures cannot be used to show whether the 
students mastered the vocabulary at each frequency level or not because the 
number of the lemmas that were well-known but did not produce in their free writings 
was not known.  

I ran a one-way repeated measures ANOVA to test statistical significance of the 
findings, based on the percentage scores of the lemmas written in the free 
productive test. The p-value of less than 0.001 from the tests of within-subjects 
effects and the tests of within-subjects contrasts showed that there was very low 
probability that the significant differences of the free productive vocabulary scores at 
the five frequency levels were through random error. In terms of pairwise 
comparisons, the free productive scores at all the frequency levels were significantly 
different, except those between the 2,000-word level and the academic word level 
(the p-value of 0.713).  

This can be interpreted that the free productive scores among the frequency levels 
were statistically significant, or the frequency levels affected the controlled 
productive scores. The differences in scores at the 2,000-word level and the 
academic word level were not statistically significant, though. 

 

9.2.2 Sub-question 2: What is the participants’ free productive 

vocabulary knowledge at different years of study? 
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In this section, I investigated the participants’ free productive vocabulary knowledge 
at different years of study by comparing the percentage scores of the produced 
lemmas between groups of the participants (between the proficiency groups and 
among the four year cohorts).  

 

Comparison 1: Free productive vocabulary knowledge between the higher and 
the lower year groups 

A normality test was conducted. The p-values of the Shapiro-Wilk test were above 
0.05 (0.058 for the lower year group and 0.529 for the higher year group). We can 
assume that the data were approximately normally distributed. To check the 
assumption of homogeneity of variances, the Levene’s test was conducted. The p-
value (0.279) was greater 0.05, so the assumption of equality of variances was met. 

I compared the percentage score of the lemmas produced by the higher year group 
to that of the lemmas produced by the lower year group by conducting an 
independent samples t-test. The percentages of the scores were calculated out of 
the total possible lemma scores per essay if they used all the lemmas (I sorted) 
correctly. The statistics are shown in Table 9.5. 

 

 

Table 9.5: Free productive vocabulary knowledge scores between the higher 

and the lower year groups 

The higher year group significantly had higher score of the lemmas produced and 
used in their free writings than the lower year group (MD = 13.23 scores, 3.20%) with 
the p value of less than 0.001. The effect size of this t-test (1.05) was found to 
exceed Cohen’s (1988) convention of a large effect size (0.80).  

I also compared the scores of the lemmas (at each of the five frequency levels) 
produced and used by these two groups to examine how their free productive 
vocabulary knowledge changes at different frequency levels. I conducted an 
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independent samples t-test and calculated the effect sizes. The percentages of the 
scores were calculated out of the possible total lemma scores per essay (the number 
of the lemmas produced per essay multiplied by two points). The statistics are shown 
in Table 9.6. 

 

 

Table 9.6: Free productive vocabulary knowledge scores between the higher 

and the lower year groups at the five frequency levels 
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Figure 9.2: Percentages of the free productive vocabulary knowledge scores 

between the higher and the lower year groups at the five frequency levels 

 

The findings showed that the higher year group had higher percentage scores for 
free productive vocabulary knowledge than the lower year group at all the five 
frequency levels. The differences were statistically significant, except at the 10,000-
word level.  

Their scores at the 2,000-, the 3,000- and the academic word levels were highly 
significantly different with the p values of less than 0.001 and medium to large effect 
sizes (0.64, 0.81, and 0.94) (Cohen, 1988). The difference at the 5,000-word level 
was also significant (p < 0.05) but with the effect size of 0.48. 

The largest difference was at the academic word level (MD = 1.41%) but their scores 
at the 10,000-word level were only slightly different (MD = 0.06%).  

 

Comparison 2: Free productive vocabulary knowledge at different years of 
study 

A normality test was conducted. The p-values of the Shapiro-Wilk test were above 
0.05 (0.051, 0.723, 0.931, and 0.063 for the first-year group to the fourth-year 
group). We can assume that the data were approximately normally distributed. To 
check the assumption of homogeneity of variances, the Levene’s test was 
conducted. The p-value (0.918) was greater 0.05, so the variances among groups 
were not significantly different and the assumption of equality of variance was met. 

When I examined their free productive vocabulary knowledge at different years of 
study, I again found that their free productive vocabulary knowledge was high for the 
participants at higher years of study. However, the percentage of free vocabulary 
use for the fourth-year students were slightly lower than that for the third-year 
students. This difference was not statistically significant, though. 
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Table 9.7: Free productive vocabulary knowledge scores per essay of the four 

year cohorts 

 

 

Figure 9.3: Free productive vocabulary knowledge scores per essay of the four 

year cohorts 

 

I also compared the participants’ free productive vocabulary knowledge scores at the 
five frequency levels and present the findings in Table 9.8 and Figure 9.4. 

 

Frequency 
level 

Year of 
study 

N Mean % SD % 

2,000 words 1 34 7.59 2.92 4.67 1.66 

2 24 10.00 3.59 4.63 1.46 

3 29 11.79 3.83 6.11 1.86 
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4 24 12.42 4.05 6.23 1.98 

Average N/A 10.25 3.55 5.70 1.78 
3,000 words 1 34 4.59 1.75 3.04 1.04 

2 24 7.42 2.72 2.96 1.05 

3 29 9.45 3.06 3.82 1.09 

4 24 7.83 2.57 4.15 1.30 

Average N/A 7.17 2.48 3.93 1.22 
5,000 words 1 34 1.91 0.71 2.11 0.76 

2 24 2.29 0.80 2.49 0.85 

3 29 3.41 1.07 3.12 0.91 

4 24 3.13 1.02 2.15 0.68 

Average N/A 2.65 0.89 2.55 0.81 
10,000 words 1 34 0.32 0.13 0.73 0.31 

2 24 0.54 0.18 0.98 0.31 

3 29 0.72 0.22 1.07 0.34 

4 24 0.67 0.21 1.09 0.33 

Average N/A 0.55 0.18 0.96 0.32 
academic 

words 

1 34 5.71 2.09 5.25 1.80 

2 24 8.25 3.01 4.88 1.66 

3 29 12.59 4.04 6.63 1.89 

4 24 11.38 3.70 6.13 1.79 

Average N/A 9.28 3.15 6.35 1.94 

Table 9.8: Free productive vocabulary knowledge scores of the four year 

cohorts at the five different frequency levels 
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Figure 9.4: Free productive vocabulary knowledge scores of the four year 

cohorts at the five frequency levels 

 

I found that the third-year participants had higher scores than the fourth-year 
students at all the frequency levels, except the 2,000-word level, and that the 
second-year group had a slightly higher score than the fourth-year cohort at the 
3,000-word level. Of the four groups, the first-year students had the lowest scores.  

However, to check whether these differences in their scores were statistically 
significant, I conducted MANOVA and One-Way ANOVA with Tukey post hoc test. 
The findings are shown in Table 9.9 and Table 9.10. The effect sizes are the values 
of partial eta squared of the tests of between-subjects effects. 
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Multiple Comparisons 
Post hoc test: Tukey HSD 

Dependent 
Variable 

(A) 
Year of 
Study 

(B) 
Year of 
Study 

Mean 
Difference 

(A-B) 

% Sig. Partial Eta 
Squared 

2,000 words 1 2 -2.41 -0.67 0.346 0.10 
 3 -4.21* -0.90* 0.014 

 4 -4.83* -1.13* 0.006 

2 1 2.41 0.67 0.346 

 3 -1.79 -0.24 0.630 

 4 -2.42 -0.47 0.416 

3 1 4.21* 0.90* 0.014 

 2 1.79 0.24 0.630 

 4 -0.62 -0.23 0.976 

4 1 4.83* 1.13* 0.006 

 2 2.42 0.47 0.416 

 3 0.62 0.23 0.976 

3,000 words 1 2 -2.83* -0.97* 0.016 0.18 
 3 -4.86** -1.31** 0.000 

 4 -3.25* -0.82* 0.004 

2 1 2.83* 0.97* 0.016 

 3 -2.03 -0.34 0.159 

 4 0.42 0.15 0.976 

3 1 4.86** 1.31** 0.000 

 2 2.03 0.34 0.159 

 4 1.62 0.49 0.343 

4 1 3.25* 0.82* 0.004 

 2 -0.42 -0.15 0.976 

 3 -1.62 -0.49 0.343 

5,000 words 1 2 -0.38 -0.09 0.941 0.07 

 3 -1.50 -0.36 0.088 

 4 -1.21 -0.31 0.270 

2 1 0.38 0.09 0.941 

 3 -1.12 -0.27 0.369 

 4 -0.83 -0.22 0.657 

3 1 1.50 0.36 0.088 

 2 1.12 0.27 0.369 
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 4 0.29 0.05 0.975 

4 1 1.21 0.31 0.270 

 2 0.83 0.22 0.657 

 3 -0.29 -0.05 0.975 

10,000 words 1 2 -0.22 -0.04 0.829 0.02 

 3 -0.40 -0.09 0.354 

 4 -0.34 -0.07 0.539 

2 1 0.22 0.04 0.829 

 3 -0.18 -0.05 0.901 

 4 -0.13 -0.03 0.969 

3 1 0.40 0.09 0.354 

 2 0.18 0.05 0.901 

 4 0.06 0.02 0.996 

4 1 0.34 0.07 0.539 

 2 0.13 0.03 0.969 

 3 -0.06 -0.02 0.996 

academic 

words 

1 2 -2.54 -0.91 0.352 0.16 

 3 -6.88** -1.94** 0.000 

 4 -5.67* -1.60* 0.002 

2 1 2.54 0.91 0.352 

 3 -4.34* -1.03* 0.037 

 4 -3.13 -0.69 0.243 

3 1 6.88** 1.94** 0.000 

 2 4.34* 1.03* 0.037 

 4 1.21 0.34 0.871 

4 1 5.67* 1.60* 0.002 

 2 3.13 0.69 0.243 

 3 -1.21 -0.34 0.871 

Note: * = statistically significant at the 0.05 level, ** = statistically significant at the 0.001 level 

Table 9.9: ANOVA analysis of free productive vocabulary knowledge scores 

among the four year cohorts 
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Table 9.10: Years with significant differences in free productive vocabulary 

knowledge scores at the five frequency levels 

 

The findings from the One-Way ANOVA analysis showed that there were statistically 
significant differences in free productive vocabulary knowledge scores between 
some year groups at the 2,000-, the 3,000-, and the academic word levels. Most of 
the differences were between the third or the fourth-year participants and the first-
year participants. The biggest difference was between the third-year and the first-
year students (1.94%) at the academic word level, but the smallest difference was 
between the third-year and the fourth-year students at the 10,000-word level (MD = 
0.02%). Therefore, even though the differences in free productive vocabulary scores 
were statistically significant, the effect sizes did not exceed Cohen’s (1988) 
convention of a small effect (0.20). This implied that these differences were trivial. 

In conclusion, the participants at the higher years of study seemed to be able to 
produce and used more lemmas at all the five frequency levels, particularly the 
academic word level. However, the third-year and the second-year had used slightly 
more lemmas than the fourth-year students.  
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Chapter 10 Findings 4 

Relationship among receptive, controlled productive, and free 
productive vocabulary knowledge 

 

10.1 Introduction 

This chapter presents the findings to the final research question. I present the 
findings in the order of the sub-research questions. The findings about the 
relationship among the participants’ receptive, controlled productive, and free 
productive vocabulary knowledge were analysed in three ways. The first analysis 
was the quantitative analysis within the dichotomous approach (Section 10.2). I 
compared the findings of the receptive vocabulary with those of the productive 
vocabulary (both controlled and free productive vocabularies). The second analysis 
that I used was the quantitative analysis within the developmental approach (Section 
10.3). This approach was explained by presenting the developmental scores as used 
in Paribakht and Wesche’s (1997) study. It can show the shifts of vocabulary 
knowledge from one stage to another stage on a vocabulary knowledge continuum. 
The third analysis examines participants’ answers qualitatively in terms of degrees of 
knowledge aspects. This was done to provide more insight into the relationship 
between receptive, controlled productive, and free productive vocabulary (Section 
10.4). 

10.2 Research question 4: What is the relationship among the 
participants’ receptive, controlled productive, and free 
productive vocabulary knowledge? (Using the dichotomous 
approach) 

Research question 4: What is the relationship among the participants’ receptive, 

controlled productive, and free productive vocabulary knowledge? 

Sub-question 1: What is the relationship among the participants’ receptive, 

controlled productive, and free productive vocabulary knowledge at 

different word frequency levels? 
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Sub-question 2: What is the relationship among the participants’ receptive, 

controlled productive, and free productive vocabulary knowledge at 

different years of study? 

 

10.2.1 Sub-question 1: What is the relationship among the participants’ 

receptive, controlled productive, and free productive vocabulary 

knowledge at different word frequency levels?  

In this section, I present the relationship among the participants’ receptive, controlled 
productive, and free productive vocabulary knowledge by comparing the percentage 
scores from the three tests. 

However, even though the word sampling for the three tests was consistent and the 
scoring system was the same (a three-scale scoring system), the limitation of this 
study is that the total scores of the three tests were not equal or did not refer to the 
same things. That is, the total possible score for the receptive vocabulary test at the 
2,000-word level was 20 points (10 target lemmas and two points each for precise 
knowledge) of form and meaning. The maximum score at the 2,000-word level 
represents the most frequently used 2,000 lemmas that a learner can understand 
when encountering. The maximum score at the 3,000-, the 5,000-, and the 10,000-
word levels represents the 1,000 lemmas at such level. That at the academic word 
level represents 570 lemmas of the AWL. The maximum scores of the controlled 
productive test represent the same but controlled productive vocabulary refers to 
lemmas that a learner can use correctly when forced to. 

However, the free productive vocabulary scores in this study refer to only the 
percentage scores of the lemmas produced by the participants in their free writing 
tasks and falling into each of the five frequency levels that are focused in the present 
study. Therefore, the lemmas the participants were able to use in sentences but not 
produced by the participants were not included in the calculation. Also, the mastery 
level for the free productive vocabulary cannot be calculated. 

These limitations meant that it was not possible to compare the participants’ mean 
scores of these three kinds of vocabulary straightforwardly, so I adopted the 
following strategy. Only the percentage scores of the lemmas produced in the free 
productive vocabulary test were analysed and compared to the mean percentage 
scores of the receptive and the controlled productive vocabulary tests, as shown in 
Table 10.1.  
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Table 10.1: Participants’ receptive, controlled productive, and (produced) free 

productive vocabulary knowledge 

 

 
Note: the mean score and the percentage of free productive were calculated based on the lemmas produced by each of the 

participants. 

Figure 10.1: Participants’ receptive, controlled productive, and free productive 

vocabulary knowledge 

Overall, the participants’ receptive, controlled productive, and free productive 
vocabularies were consistently affected by frequency levels. The patterns of the 
three groups of vocabulary were similar. The percentage scores for the three groups 
were the highest at the 2,000-word level. They became lower when the frequency 
levels were lower. The percentage scores at the 10,000-word level were the lowest, 
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and those at the academic word level seemed to be similar to those at the 3,000-
word level. 

Of all the three vocabularies, the receptive vocabulary was the largest at all the five 
frequency levels. The controlled productive vocabulary was smaller than the 
receptive vocabulary, and the free productive vocabulary was the smallest.  

The participants only mastered the receptive vocabulary at more frequency levels 
(the 2,000-, the 3,000-, and the academic word levels) than they did for controlled 
productive vocabulary (on average nearly mastered the 2,000-word level). The data 
on free productive vocabulary cannot be compared. 

 

The correlations among the percentage scores of the receptive, controlled 
productive, and free productive vocabularies 

Pearson correlation coefficient was conducted to check whether the percentage 
scores of the receptive, controlled productive, and free productive vocabularies were 
correlated. The correlations are presented in Table 10.2. 

 
Frequency 

levels 
Vocabulary Correlation CP (%) FP (%) 

The five levels Re (%) Pearson Correlation 0.680** 0.447** 

Sig. (2-tailed) 0.000 0.000 

CP (%) Pearson Correlation 1 0.288* 

Sig. (2-tailed) 

 

0.002 

2,000 words Re (%) Pearson Correlation 0.535** 0.090 

Sig. (2-tailed) 0.000 0.347 

CP (%) Pearson Correlation 1 0.083 

 Sig. (2-tailed)  0.389 

3,000 words Re (%) Pearson Correlation 0.496** 0.166 

  Sig. (2-tailed) 0.000 0.081 

 CP (%) Pearson Correlation 1 0.105 

  Sig. (2-tailed)  0.271 

5,000 words Re (%) Pearson Correlation 0.628** 0.098 

  Sig. (2-tailed) 0.000 0.308 

 CP (%) Pearson Correlation 1 0.090 

  Sig. (2-tailed)  0.345 

10,000 words Re (%) Pearson Correlation 0.526** 0.082 

  Sig. (2-tailed) 0.000 0.392 
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 CP (%) Pearson Correlation 1 0.159 

  Sig. (2-tailed)  0.095 

academic 

words 

Re (%) Pearson Correlation 0.661** 0.421** 

  Sig. (2-tailed) 0.000 0.000 

 CP (%) Pearson Correlation 1 0.350** 

  Sig. (2-tailed)  0.000 

Note: *** = significance at the 0.001 level, Re = receptive vocabulary, CP = controlled productive vocabulary, FP = 
free productive vocabulary, % = the percentage score 

Table 10.2: Correlations among the percentage scores of the receptive, 
controlled productive, and free productive vocabularies were correlated 

 

The total percentage scores of all the three types of vocabulary were significantly 
and positively correlated to one another. The strongest correlation (r = 0.68; p value 
= 0.000) was between the percentage scores of the receptive vocabulary and those 
of the controlled productive vocabulary. The weakest correlation (r = 0.288; p value = 
0.002) was between the percentage scores of the controlled productive vocabulary.  

When examining the correlation at each of the five frequency level, the percentage 
scores of the receptive vocabulary were moderately correlated with those of the 
controlled productive vocabulary at all the five levels, with the p-values of less than 
0.001. The strongest correlation (r = 0.661, p value = 0.000) between them was at 
the academic word level. 

However, the percentage scores of the free productive vocabulary positively but not 
significantly correlated with those of the other two at the first four frequency levels. 
Only at the at the academic word level, these three were significantly correlated. The 
percentage scores of the free productive vocabulary had a moderate correlation (r = 
0.35, p-value = 0.000) with those of the receptive vocabulary but a weak correlation 
(r = 0.42, p-value = 0.000) with those of the controlled productive vocabulary. 

 

The ratios among receptive, controlled productive, and free productive 
vocabularies 

The proportions among them at the five frequency levels were also calculated as the 
three following ratios: the controlled productive/receptive ratio, the free 
productive/receptive ratio, and the free productive/controlled productive ratio. 
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Table 10.3: Ratios among receptive, controlled productive, and free productive 
vocabularies 

 

All the ratios varied but tended to be high at high frequency levels and tended to 
decrease when the frequency became lower, with those at the academic word level 
similar to those of the high-frequency lemmas. The gaps between them were small 
at high frequency levels. The gap between the receptive and the controlled 
productive vocabularies was the smallest, but that between the receptive and the 
free productive vocabularies was the biggest.  

If based on the idea that receptive vocabulary becomes productive vocabulary at 
some point, there was more chance of receptive lemmas becoming controlled 
productive vocabulary than becoming free productive vocabulary.  

 

10.2.2 Sub-question 2: What is the relationship among the participants’ 

receptive, controlled productive, and free productive vocabulary 

knowledge at different years of study? 

 

Comparison 1: Receptive, controlled productive, and free productive 
vocabularies between the higher and the lower year groups 

In this section, I compared the percentage scores of all the three vocabularies of the 
higher year group to those of the low-proficiency group. 
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The data shows that the higher year group had higher percentage scores for all the 
three vocabularies and their mean differences were all highly significant (p < 0.001) 
with the large effect size (exceeding 0.80), according to Cohen’s (1988) convention. 

The mean scores for receptive vocabulary of these two groups were higher than 
those for the controlled productive and free productive vocabulary. However, the 
mean difference for the controlled productive vocabulary between the two groups 
was the largest (11.89%), followed by that for the receptive vocabulary (9.69%) and 
then that for the free productive vocabulary (3.20%).  

 

 

Table 10.4: Receptive, controlled productive, and free productive vocabularies 

between the higher and the lower year groups 

 

The higher year group had higher scores for all the three types of vocabulary, 
especially the controlled productive vocabulary.  

I also compared the mean scores of these two proficiency groups to examine how 
their receptive, controlled productive, and free productive vocabulary knowledge 
change at different frequency levels (Table 10.5). 

 

Frequency 
level 

Vocabulary Year group N Mean 
(%) 

SD  
(%) 

MD  
(%) 

Sig.  
(2-tailed) 

Effect size 

2,000 words Receptive  Higher 53 96.04 6.07 7.76** 0.000 1.04 

Lower 58 88.28 8.61 

Higher 53 78.21 15.45 13.81** 0.000 0.87 
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Controlled 

productive  

Lower 58 64.40 16.12 

Free 

productive  

Higher 53 3.93 1.90 0.73* 0.001 0.64 

Lower 58 3.20 1.60 

3,000 words Receptive  Higher 53 84.72 9.38 8.17** 0.000 0.79 

Lower 58 76.55 11.29 

Controlled 

productive  

Higher 53 59.43 17.37 13.92** 0.000 0.73 

Lower 58 45.52 20.83 

Free 

productive  

Higher 53 2.84 1.20 0.69** 0.000 0.81 

Lower 58 2.15 1.14 

5,000 words Receptive  Higher 53 49.72 15.70 10.67* 0.001 0.65 

Lower 58 39.05 17.05 

Controlled 

productive  

Higher 53 29.25 13.95 6.83* 0.019 0.46 

Lower 58 22.41 16.04 

Free 

productive  

Higher 53 1.05 0.81 0.30* 0.011 0.48 

Lower 58 0.75 0.79 

10,000 words Receptive  Higher 53 13.87 9.02 5.94* 0.003 0.59 

Lower 58 7.93 11.04 

Controlled 

productive  

Higher 53 6.60 6.99 1.95 0.239 0.23 

Lower 58 4.66 9.95 

Free 

productive  

Higher 53 0.22 0.33 0.06 0.120 0.30 

Lower 58 0.15 0.31 

academic 

words 

Receptive  Higher 53 88.77 11.18 15.93** 0.000 1.18 

Lower 58 72.84 15.51 

Controlled 

productive  

Higher 53 60.00 19.27 22.93** 0.000 1.09 

Lower 58 37.07 22.69 

Free 

productive  

Higher 53 3.88 1.83 1.41** 0.000 0.94 

Lower 58 2.47 1.79 

Note: * = statistically significant at the 0.05 level, ** = statistically significant at the 0.001 level 

Table 10.5: Receptive, controlled productive, free productive vocabulary 

knowledge scores between the higher and the lower year groups at the five 

frequency levels 

 

When I examined the differences in percentage scores of the receptive, controlled 
productive, and free productive vocabulary knowledge between the higher and the 
lower year groups, I found that all the percentage scores for the three vocabularies 
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of the higher year group were significantly higher than the low-proficiency groups at 
all every frequency level. 

The biggest difference of the receptive vocabulary between the higher and the lower 
year groups was at the academic word level (MD = 15.93%). The largest gap of the 
controlled productive vocabulary between these two groups of participants was at 
the academic word level (MD = 22.93%), similar to the free productive vocabulary 
(MD = 1.41%).  

The biggest differences for the controlled productive vocabulary were at the 2,000-, 
the 3,000-word levels and the academic words, and for the receptive vocabulary at 
the 5,000- and the 10,000-word levels.  

In terms of mastery, only the higher year group could reach the mastery level for 
their receptive vocabulary at the 2,000-, the 3,000-, and the academic word levels. 
They did not reach the mastery of the productive vocabularies at all. 

 

The ratios among receptive, controlled productive, and free productive 
vocabularies between the higher and the lower year groups 

I analysed the rations among receptive, controlled productive, and free productive 
vocabularies between the higher and the lower year groups by using the 
percentages from Table 10.5. The ratios are presented in Table 10.6.  
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Table 10.6: Ratios among receptive, controlled productive, and free productive 
vocabularies between the higher and the lower year groups 

 

The controlled productive/receptive ratios of the higher year group tended to be 
higher than those of the lower year group at all the five frequency levels, except the 
10,000-word level. This implied that there was more chance of learners’ receptive 
vocabulary becoming controlled productive vocabulary for the higher year group; the 
gap between their receptive and controlled productive became small. However, even 
though the higher year group had a larger receptive vocabulary than the low-
proficiency group, not much of their receptive vocabulary at low-frequency level 
became controlled productive vocabulary. I discuss this in more detail in the 
discussion chapter (Chapter 11). 

Both the free productive/receptive ratios and the free productive/controlled 
productive ratios were relatively low at all the five levels. The ratios of the higher year 
group were only slightly higher than those of the low-proficiency group. The 
differences did not seem to be noticeable. 

 

Comparison 2: Receptive, controlled productive, and free productive 
vocabularies at different years of study 
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Table 10.7: Receptive, controlled productive, free productive vocabulary 

knowledge scores of the four year cohorts 

 

The data showed that the participants in later years of study had higher scores for all 
the three groups of vocabulary, with the receptive vocabulary scores always the 
highest. However, the first-year students had slightly higher controlled productive 
scores than the second-year students. This is discussed in the discussion chapter. 

 
Frequency 

level 
Year of 
study 

N Receptive 
vocabulary 

% Controlled 
productive 
vocabulary 

% Free 
productive 
vocabulary 

% 

2,000 

words 

1 34 17.32 86.62 12.41 62.06 7.59 2.92 

2 24 18.13 90.63 13.54 67.71 10.00 3.59 

3 29 18.93 94.66 14.72 73.62 11.79 3.83 

4 24 19.54 97.71 16.75 83.75 12.42 4.05 

Average N/A 18.40 91.98 14.20 70.99 10.25 3.55 
3,000 

words 

1 34 14.97 74.85 9.41 47.06 4.59 1.75 

2 24 15.79 78.96 8.67 43.33 7.42 2.72 

3 29 16.45 82.24 11.14 55.69 9.45 3.06 
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4 24 17.54 87.71 12.79 63.96 7.83 2.57 

Average N/A 16.09 80.45 10.43 52.16 7.17 2.48 
5,000 

words 

1 34 8.09 40.44 5.15 25.74 1.91 0.71 

2 24 7.42 37.08 3.54 17.71 2.29 0.80 

3 29 8.93 44.66 5.45 27.24 3.41 1.07 

4 24 11.17 55.83 6.33 31.67 3.13 1.02 

Average N/A 8.83 44.14 5.14 25.68 2.65 0.89 
10,000 

words 

1 34 1.74 8.68 1.09 5.44 0.32 0.13 

2 24 1.38 6.88 0.71 3.54 0.54 0.18 

3 29 2.62 13.10 1.03 5.17 0.72 0.22 

4 24 2.96 14.79 1.67 8.33 0.67 0.21 

Average N/A 2.15 10.77 1.12 5.59 0.55 0.18 
academic 

words 

1 34 13.76 68.82 7.26 36.32 5.71 2.09 

2 24 15.71 78.54 7.63 38.13 8.25 3.01 

3 29 17.17 85.86 10.97 54.83 12.59 4.04 

4 24 18.46 92.29 13.25 66.25 11.38 3.70 

Average N/A 16.09 80.45 9.60 48.02 9.28 3.15 
Note: The mean score and the percentage of free productive were calculated based on the lemmas produced by each of the 

participants. 

Table 10.8: Receptive, controlled productive, and free productive vocabulary 

knowledge scores of the four year cohorts at the five different frequency levels 

 

At every frequency level, the participants’ receptive, controlled productive, and free 
productive vocabularies tended to be larger when the participants study in later years 
of study. However, they could be low for some years of study as well. For example, 
the receptive and controlled productive scores of the first-year students were slightly 
higher than those of the second-year group, and the free productive score of the 
third-year participants at the 3,000-word level was slightly higher than that of the 
fourth-year students. 

Their receptive vocabulary was larger than the controlled productive vocabulary and 
the controlled productive vocabulary was larger than the free productive vocabulary 
at all the five levels and for all the year groups. I calculated the ratios and presented 
them in Table 10.9. 

 

The ratios among receptive, controlled productive, and free productive 
vocabularies among the four years cohorts 
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The ratios among receptive, controlled productive, and free productive vocabularies 
among the four years cohorts are presented in Table 10.9. They were calculated 
based on the percentages of the mean scores for the three groups of vocabulary 
shown in Table 10.8. 

 

 

Table 10.9: The ratios among receptive, controlled productive, and free 
productive vocabularies among the four years cohorts 

 

All the three types of ratios seemed to be high at higher frequency levels but low at 
lower frequency levels. For example, at the 2,000-, the 3,000-word levels and the 
academic word level, the fourth-year had the highest controlled productive/receptive 
ratios. At the 5,000- and the 10,000-word levels the first-year students had the 
highest controlled productive/receptive ratios. This implied that there was more 
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chance of receptive vocabulary becoming controlled productive vocabulary at higher 
frequency levels and at higher years of study.   

However, the patterns for all the three ratios were not clear. For the controlled 
productive/receptive ratios, the first-year students had the highest ratios at the 5,000- 
and the 10,000-word levels, but the second-year or the third-year students had the 
lowest ratios at these two levels. For the free productive/receptive ratios, the fourth-
year students or the third-year participants seemed to have the highest free 
productive/receptive ratios for all the frequency levels, except the 10,000-word level, 
where the second-year students had the highest.  

For the free productive/controlled productive ratios, the second-year students had 
the highest free productive/controlled productive ratios at all the five frequency 
levels, and the first-year participants had the lowest ratios at all the levels, except the 
academic word level, where the fourth-year had the highest ratio. Therefore, when I 
examined in detail, the ratios of vocabularies for each year group did not seem to 
always relate to the vocabulary size, frequency levels, or years of study.  

 

10.3 Findings about vocabulary knowledge within the 
developmental approach 

I analysed the findings by summarising the number of the test lemmas with the 
developmental scores used in the receptive and the controlled productive tests in the 
present study. These two tests can be combined and used as one test (the self-
reported format with verification). I used the five developmental score, following 
Paribakht and Wesche (1997).  

- Score of 1 referred to no knowledge of the lemmas in such frequency level.  
- Score of 2 referred recognising the written form of the lemma.  
- Score of 3 referred to recognising the written form of the lemma and knowing 

its meaning.  
- Score of 4 referred to recognising the written form, knowing its meaning, and 

being able to use it with semantic appropriateness in a sentence.  
- Score of 5 referred to recognising the written form, knowing its meaning, and 

being able to use it with semantic appropriateness and grammatical accuracy 
in a sentence.  

The highest numbers are written in bold in Table 10.10. 
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Table 10.10: Percentage of the test lemmas with the five-scale developmental 
scores 

 

The higher developmental scores were assumed to include the knowledge at the 
lower developmental scores. For example, 50% of the lemmas at the 2,000-word 
level for the first-year group were at the highest score, a score of 5. Around 20% of 
the lemmas were at a score of 4, and another 20% were at a score of 3. This implied 
that the first-year students knew the meaning of around 90% of the lemmas at the 
2,000-word level. They were able to use around 70% of the lemmas with correct 
meanings and around 50% with correct meaning and grammar. 

The majority of the lemmas at the 2,000- and the 3,000-word levels were also at the 
score of 5, with the higher percentages of the lemmas at the 2,000-word level. This 
implied that the participants knew the meanings of the lemmas at these two 
frequency levels and to use them in a sentence level. 
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The percentages of the lemmas at the 5,000-word level at the score of 5 dropped 
around 2-3 times, compared to the first two levels. The highest percentages (around 
30-50%) were at the score of 2. This implied that the participants seemed to be able 
to use and knew the meanings of some of the lemmas and the 5,000-word level, but 
mostly only recognise their written forms. 

The participants knew the meanings of only around 10% of the lemmas at the 
10,000-word level and were able to use only around 2-8% of them. Half of the 
lemmas at the 10,000-word level were only at the scores of 1 and 2 of the 
developmental scoring system. It implied that the participants never encountered or 
recognised half of the lemmas at the 10,000-word level and they did not know the 
meanings of around 32-50% of the lemmas at this level. This showed that frequency 
level affected the participants’ word knowledge and the ability to use the lemmas.  

The knowledge of the academic lemmas of the participants was rated as 5 (around 
30-60%) and 3 (20-40%). This implied that they knew the meanings most of the 
academic lemmas. Once they knew the lemma meanings, they used them with both 
semantic appropriateness and grammatical accuracy.  

When I compared the data among the four year cohorts, I found that, the participants 
in higher years of study tended to know and were able to use more lemmas at the 
2,000-word level and the academic word level. The percentages of the lemmas at 
the academic word level for the higher year group were higher. 

Similarly, the percentages at the 3,000-word level for the higher year group was also 
higher. However, that for the second-year participants was 1% lower than that for the 
first-year participants. 

At the 5,000-word level, the percentages at the scores of 3 to 5 for the participants at 
higher years of study seemed to be higher than those for the lower year group. This 
implied that the fourth-year participants still knew and were able to use most of the 
lemmas at this level. If the percentages of scores of 4 and 5 were combined, the 
fourth-year students were able to use most of the lemmas at this level, at least with 
correct meaning. 

At the 10,000-word level, the percentages among the four year cohorts were roughly 
the same throughout the five scores.  

At the academic word level, the percentages of the scores of 1 and 2 were lower but 
those at the scores of 4 and 5 were higher at higher years of study. The participants 
knew more academic words when they were at higher years of study. 

The trends of the developmental scores showed that the participants tended to know 
more lemmas at high frequency levels. The percentages at the scores of 5 seemed 
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high but those at the scores of 1 and 2 seemed low at higher frequency levels. 
Moreover, the participants in higher years of study tended to know the meanings of 
more lemmas and were able to use them. At some frequency levels, participants 
from lower years of study could use more lemmas than those from higher years of 
study.  

In conclusion, the frequency level and years of study had an impact on the 
participants’ word knowledge and their ability to use lemmas in sentences. Even 
though the current study is a cross-sectional study, using the developmental score 
can somehow imply the gradual changes from one stage to another stage along a 
vocabulary knowledge continuum. One end of a continuum is having no knowledge 
or having never encountered the lemma, through recognising and knowing its 
meaning (receptive vocabulary knowledge), and to the other end – being able to use 
the lemma in a sentence with semantic appropriateness and grammatical accuracy 
(productive vocabulary knowledge). This is discussed in more detail in the discussion 
chapter. 

I also analysed some of the participants’ answers qualitatively for more insights of 
how receptive vocabulary knowledge is related to productive vocabulary knowledge. 
This is presented in Section 10.4. 

 

10.4 Findings from qualitative analysis 

10.4.1 Participants’ answers in all the three tests 

I analysed the relationship among receptive, controlled productive, and free 
productive vocabularies at different frequency levels qualitatively. I created a table 
for each of the test lemmas and put in the average scores that each year cohorts 
received. This was done to examine whether the participants would produce the test 
lemmas in the free productive test when they knew them receptively and were able 
to use them at a sentence level when forced to. 

In the three tests, two points were given to correct answers and one point was given 
to partial correct answers. In Table 10.11, the number ‘2’ indicates precise 
knowledge, the number ‘1’ indicates partial knowledge, and the number ‘0’ indicates 
to no knowledge. The numbers represented the points that the majority of the 
participants got for a particular test lemma. The symbols for free productive 
vocabulary are different. In Table 10.11, the symbol ‘/’ means that such lemma did 
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not appear at least once in the free writings of that year group, and the symbol ‘-’ 
means that such lemma never appeared in the participants’ free writings. 
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The academic word level 
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Note: ‘Y1’ = Year 1 students, ‘Y2’ = Year 2 students, ‘Y3’ = Year 3 students, ‘Y4’ = Year 4 students, ‘Re’ = receptive vocabulary, ‘CP’ = controlled 
productive vocabulary, ‘FP’ = free productive vocabulary, ‘Y’ = years of study, ‘2’ = two points for precise knowledge, ‘1’ = one point for partial knowledge, ‘/’ 
= appearing in the free writings 

Table 10.11: Qualitative analysis of relationship among receptive, controlled 
productive, and free productive vocabularies 

 

The data showed that the participants had wider precise receptive vocabulary 
knowledge. Fewer of them had precise controlled productive vocabulary knowledge, 
and even fewer test lemmas were retrieved and produced in the participants’ 
compositions. Some of receptive vocabulary, especially words at high-frequency 
levels and academic words, could also be used productively both in a sentence level 
and an essay level.  

 

10.4.2 Examples of participants’ answers in all the three tests 

Some of the participants supplied answers for the same test words in all the three 
tests: the receptive test, the controlled productive test, and the free productive test. I 
also examined how they supplied their answers. These are some examples: 

 

Example 1: different degrees of receptive and productive knowledge of some 
aspects of a lemma 

 

Tested lemma: birth 

Answer in receptive test: ‘การเกิด’ (kan-koet, meaning ‘birth/ being born’) 

Answer in controlled productive test:  

“An offspring given birth by humans is not in a form of egg because humans are 
mammals.” 
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Answer in free productive test:  

“These kind of people do not have a chance to choose their birth they are what they 
are.” 

 

In this case, the participant had precise receptive knowledge, knowing the meaning 
of the lemma ‘birth’. He was able to use the lemma in a sentence with correct 
meaning and grammar even though the raters stated that the whole sentence did not 
sound completely right. The sentence should have been written with an active voice 
rather than a passive voice. The lemma ‘birth’ was used as an uncountable noun and 
used with the verb ‘give’, so the raters gave two points for his sentence in the 
controlled productive test. However, when the participant retrieved this lemma again 
in the essay, he did not know that the lemma ‘birth’ was not normally used with the 
verb ‘choose’. According to the raters, it should be ‘choose where they were born’, 
‘choose how they are born’, or ‘choose their birthplace’. Yet, as the word ‘birth’ was 
used with the meaning – being born, one point was given. Hence, the form and the 
meaning were correct, but the use was not completely right. 

If based on Nation’s (2013) taxonomy of word knowledge aspects for testing, this 
case showed that the participant had precise knowledge of some aspects and partial 
knowledge of some aspects of the lemma ‘birth’. The knowledge of some aspects 
cannot be examined from the participants’ answers, though. I present these in the 
following table – Table 10.12. 

 
 

Form 

Spoken Re N/A: The three tests are tests for written vocabulary. 

Pro N/A: The three tests are tests for written vocabulary. 

Written Re Precise: He recognised it in the receptive test and in the controlled productive 

test 

Pro Precise: He spelled the lemma correctly in the free productive test. 

Word parts Re Precise: This knowledge was precise only for the form and meaning sense he 

used. He knew the base form of this lemma was a noun. 

Pro N/A: He did not produce inflected or derived forms. 

Meaning 
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Form and 

meaning 

Re Precise for a particular sense: He gave one correct meaning of the lemma. 

Pro Precise for a particular sense: He used this meaning sense in the sentences. 

Concept 

and 

referents 

Re N/A: He knew its central concept but did not show whether he knew a range 

of uses of the lemma. 

Pro N/A: He did not use the lemma to refer to a range of items. 

Associations Re Partial or Precise: He produced associations such as ‘offspring’, ‘give’, 

humans’, ‘egg’, ‘mammal’, but these words only might not be sufficient to 

judge whether this knowledge is precise. 

Pro Precise: He could recall this lemma together with related ideas. 

Use 

Grammatical 

functions 

Re N/A: The tests did not show context for this lemma. 

Pro Partial: He did not always use this lemma in correct grammatical patterns. 

collocations Re N/A: The tests did not initially show collocations for this lemma. 

Pro Partial: He did not always produce its appropriate collocations. 

Constraints 

on use 

Re N/A: The tests did not test this knowledge. 

Pro Partial to Precise: He used the lemma ‘birth’ to talk about general issue such 

as money and life and the lemma ‘birth’ is a high-frequency lemma, which 

can be used to express general ideas. 

Note: ‘Re’ = receptive knowledge, ‘Pro’ = productive knowledge, ‘N/A’ = not being able to judge or tested from the three 

tests used in the present study 

Table 10.12: Qualitative analysis of a participant’s answers from the three tests 
(Example 1) using Nation’s (2013) taxonomy 

 

The qualitative analysis showed that a learner can have receptive knowledge of 
some aspects of a particular lemma and productive knowledge of some aspects of 
such lemma. The receptive and the productive vocabulary knowledge can also be 
classified into degrees: partial or precise knowledge. In Example 1, the knowledge of 
form and meaning tended to be precise, but the knowledge of use was partial. 
However, some aspects such as the receptive knowledge and the productive 
knowledge of spoken form as well as the receptive knowledge of the category ‘use’ 
could not be analysed by using these three tests. This finding is discussed in Section 
11.2.3. 



 276 

 

--------------------------------------- 

 

Example 2: Incorrect answer in the receptive test but correct meaning and 
grammar in the productive tests 

Another example I present in this section is an example of answers where receptive 
knowledge is considered as no knowledge but actually found to be at precise degree 
when grading sentences. 

 

Tested lemma: decade 

Answer in receptive test: ‘ศตวรรษ’ (sa-ta-wat, meaning ‘100 years’) 

Answer in controlled productive test:  

“Although decades have gone by, the Genocide done by Red Khmer is still in 
Cambodian people’s head.” 

Answer in free productive test:  

“it will be like an eternal flame shining in your mind no matter how many decades 
pass by.” 

 

From Example 2, even though the participant did not provide the correct translation 
for the tested lemma, he did use the lemma with its correct meaning and 
grammatical functions in both of the productive tests. The correct translation should 
be ‘ทศวรรษ’ (tot-sa-wat, meaning ’10 years’). 

In terms of meaning used in the sentences, the surrounding context showed that the 
lemma did not mean ‘100 years’ but around 10-90 years. The event of Cambodian 
genocide happened during 1975 and 1979, which is around 39-43 years before the 
year 2018 where the participant took the test.  

Also, his second sentence relates to ideas in someone’s mind and that few people 
live for a hundred years. Therefore, he seemed to know the meaning of the lemma, 
which is about time of around ten years. 

Despite the wrong translation, he actually knew its meaning and he used the lemma 
‘decade’ correctly as a countable noun and as a subject to the verb ‘go’ and ‘pass’. I 
used Nation’s (2013) taxonomy to examine the participant’s receptive and productive 
knowledge level of the test word ‘decade’ (see Table 10.13). 
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Form 

Spoken Re N/A: The three tests are tests for written vocabulary. 

Pro N/A: The three tests are tests for written vocabulary. 

Written Re Precise: He recognised it in the receptive test and in the controlled productive 

test 

Pro Precise: He spelled the lemma correctly in the free productive test. 

Word parts Re Precise: This knowledge was precise only for the form and meaning sense he 

used. He knew the base form of this lemma was a noun. 

Pro Precise: He produced an inflected form ‘decades’. 

Meaning 

Form and 

meaning 

Re Partial: He knew it was a period of time, about ten years, but he supplied a 

wrong Thai translation ‘ศตวรรษ’ (sa-ta-wat, meaning ‘a hundred years’), the 

pronunciation of which is similar to the correct translation ‘ทศวรรษ’ (tot-sa-

wat, meaning ‘ten years’). 

Pro Precise: He used the lemma with correct meaning ‘ten years’ in the 

sentences. 

Concept 

and 

referents 

Re Precise: He knew the concept of the lemma. 

Pro N/A: He did not use the lemma to refer to a range of items. 

Associations Re Partial or Precise: He produced associations such as ‘many’, ‘go by’, ‘pass 

by’, but these words only might not be sufficient to judge whether this 

knowledge is precise. 

Pro Precise: He could recall this lemma together with related ideas in both 

productive tests. 

Use 

Grammatical 

functions 

Re N/A: The tests did not show context for this lemma. 

Pro Precise: He used this lemma with appropriate grammar. 

collocations Re N/A: The tests did not initially show collocations for this lemma. 

Pro Precise: He produced its appropriate collocations. 

Re N/A: The tests did not test this knowledge. 
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Constraints 

on use 

Pro Precise: He used the lemma at appropriate times, writing the lemma to refer 

to time both in the past and the future. 

Note: ‘Re’ = receptive knowledge, ‘Pro’ = productive knowledge, ‘N/A’ = not being able to judge or tested from the three 

tests used in the present study 

Table 10.13: Qualitative analysis of a participant’s answers from the three tests 
(Example 2) using Nation’s (2013) taxonomy  

 

These two examples of participants’ answers to the three vocabulary tests in the 
present study indicate the complexity of the relationship between receptive and 
productive vocabulary knowledge. The participants had precise knowledge of 
receptive vocabulary and partial knowledge of productive vocabulary, or vice versa. 
Their knowledge of some aspects was precise and that of some aspects was partial. 
These also showed some limitations of the scoring methods. All these points are 
discussed in Section 11.2.3. 

 

10.5 Chapter conclusion 

In this chapter, I quantitatively examined the relationship among receptive, controlled 
productive and free productive vocabulary knowledge in relation to frequency levels 
and years of study. I examined this within the dichotomous approach by comparing 
the average scores and by analysing the ratios among them.  

I found that frequency levels affected the participants’ knowledge of the three 
vocabularies. With the idea that these three were separate groups of vocabulary and 
they competed one another, their receptive vocabulary was always the largest, 
followed by controlled productive vocabulary and free productive vocabulary. They 
were large at high-frequency levels and at academic word level. They became 
smaller when the frequency levels became lower.  

At different years of study, the three groups of vocabulary were larger in size, with 
the receptive vocabulary always the largest. The scores for the controlled productive 
vocabulary showed the biggest gap at the high-frequency levels (the 2,000- and the 
3,000-word levels) and the academic word level. This might be because the four 
year cohorts had relatively high scores of the receptive vocabulary at these three 
frequency levels.  
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With the idea that receptive vocabulary could become productive vocabulary in the 
dichotomous approach, the ratios showed that there were more chance for the 
receptive vocabulary to become the controlled productive vocabulary and the free 
productive vocabulary at higher frequency levels and the academic word level.  

I also examined the relationship between receptive and productive vocabulary 
knowledge within the developmental approach by observing the changes of the 
developmental scores. I found that the participants’ knowledge of the lemmas was at 
the score of 5 at high-frequency levels and the academic word level. More lemmas at 
the score of 5 were known by the learners at high years of study.  

If the differences in scores can imply the vocabulary development as in a longitudinal 
study, the vocabulary knowledge over the years of study was incremental. However, 
at mid- and low-frequency levels, the participants’ knowledge seemed to be only at 
the score of 1 or 2. This means the majority of the participants did not recognise or 
did not know the meaning of the lemmas at these frequency levels. 

Finally, I qualitatively examined the relationship among these three groups of 
vocabulary. I found that the participants had receptive vocabulary knowledge before 
they were able to use the test lemmas in the two productive vocabulary tests. When I 
examined some of the participants’ answers by using Nation’s taxonomy, I found that 
the participants’ receptive knowledge of some aspects was precise and that of some 
was partial. This also applied to the productive knowledge of some aspects. Using all 
these analyses, I found that the relationship between receptive and productive 
vocabulary knowledge is quite complex. I discussed and concluded this in the 
discussion chapter, Chapter 11.  
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Chapter 11 Discussion and conclusion 

11.1 Introduction 

In this chapter, I discuss two main issues, which are the methodological insights and 
the research findings. The methodological insights include research designs, word 
resources, the test formats, and the limitations of the research tools. The findings 
include the participants’ receptive, controlled productive, and free productive 
vocabularies and the relationship among the three from both the quantitative 
analysis (the dichotomous and the developmental approaches) and the qualitative 
analysis based on Nation’s (2013) taxonomy. 

 

11.2 Methodological insights 

11.2.1 Research designs (longitudinal vs. cross-sectional study and 

number of participants) 

The current study aimed to explore the vocabulary knowledge of the English major 
students from all the four year cohorts, but time for conducting this study did not 
allow four years of data collection. Because of time limitations, this research study 
adopted a cross-sectional research design that compared the data of the participants 
from different year cohorts in order to examine the vocabulary knowledge at different 
years of study. I also bear in mind that the scores obtained from my cross-sectional 
study cannot completely refer to the development of the participants’ vocabulary 
knowledge. Unless tracking the participants’ vocabulary scores along the four years 
of study can be done, a longitudinal study is recommended for more solid results 
regarding vocabulary changes at different years of study. 

With the cross-sectional design, the number of participants per year group should be 
at least 30 participants as suggested by (2017). Because the number of the 
participants in each year group did not reach the optimal number of participants per 
variable, I then firstly divided the participants into two groups. The first- and the 
second-year groups were also considered as the lower year group, and the third- 
and the fourth-year groups were considered as the higher year group. Hence, it is 
recommended that future research recruit at least 30 participants per year group for 
statistical reliability. 
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11.2.2 Word lists as resources of test words and the number of test 

lemmas included 

This study aimed to examine the participants’ knowledge of vocabulary in general. 
As the participants were at a university level, academic words were included 
because university students are expected to use a lot of them throughout their years 
of study.  

For comparability of the findings, I decided to use the test words from a widely-used 
receptive vocabulary – the VLT by Schmitt et al. (2001). The reliability and validity of 
the test have also been tested. It tests academic words and words from four 
frequency bands (the 2,000-, the 3,000-, the 5,000-, and the 10,000-word levels), 
which cover high-, mid-, and low-frequency levels. However, the word lists used in 
the word sampling process of the VLT were relatively old. The general word lists are 
Thorndike and Lorge’s (1944) list, West’s (1953) GSL, and the academic word list is 
Coxhead’s (2000) AWL.  

This limitation affects the participants’ knowledge scores for some lemmas. For 
example, the lemma ‘lieutenant’ was in the 3,000-word level of the VLT, but in other 
more recent corpus such as the BNC (Nation, 2012) this lemma was in a lower-
frequency level – the 6000-word level. Therefore, the majority of the participants 
from each year cohort was not familiar with the lemma because it was not frequently 
used any longer. Most of the participants seemed to be able to use the rest of the 
lemmas at this frequency level, though.  

Since the aim of my study was not to examine the knowledge of particular words, 
this did not affect the whole picture of vocabulary knowledge in general. Also, this 
was not directly related to the research question. I then did not present this in the 
findings chapter. However, it is recommended for the research in the future use more 
recent word lists for word sampling process such as the BNC/COCA lists (Nation, 
2017). It might reflect participants’ vocabulary knowledge more clearly. 

Another issue is to do with how words are counted. I used the lemma in my study, 
while the other studies used word families. I decided to use a lemma because it is 
more straightforward than word families in terms of the members they include. It is 
also suitable for analysing productive vocabulary as suggested by Schmitt (2010). 
Therefore, to make the three tests consistent and comparable, I used the lemma to 
count word units in my study. Hence, only the patterns of how vocabulary knowledge 
changes were compared with those of other studies. 

In terms of the number of test items, the controlled productive test task (a sentence-
writing task) in the present study was relatively demanding. Including a larger 
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number of test lemmas might have led to participants’ fatigue effect. Hence, only ten 
lemmas could be included both in the receptive test and the controlled productive 
test. If any research study in the future uses a less demanding task, more test 
lemmas would be ideal for a better understanding of vocabulary knowledge. 

 

11.2.3 Test formats and scoring methods 

There were three vocabulary tests used in this study: the receptive test, the 
controlled productive test, and the free productive test.  

The receptive test was in the self-reported scale with verification – translation task. It 
tested the ability to recognise the written form and to know the meaning of the test 
lemmas. It did not test the participants’ reading ability or whether the participants 
understood the test items in reading texts, though. The participants needed to 
recognise the written forms of the test lemmas before they supplied the meanings of 
such lemmas. Therefore, it focused on only form recognition and meaning recall. 
Even though I acknowledged that many aspects are involved when knowing a word, 
the receptive test did not test the knowledge of other aspects. Here are the reasons. 

1) A word is meaning-driven unit (Nation, 2013), so the aspect of form and 
meaning is the most fundamental aspect (Laufer and Goldstein, 2004). 

2) The aspect of form and meaning is most related to productive vocabulary 
and can predict around one-third of productive vocabulary knowledge (Zhong, 
2016).  

Based on these ideas, I then decided to include only one aspect – form and meaning 
– in the receptive test. 

The receptive test was combined with the controlled productive test into a vocabulary 
knowledge scale test. The controlled productive test was in a sentence-writing 
format. Although the controlled productive test was considered by Schmitt and 
McCarthy (1997) as a big jump from receptive knowledge, I considered that it 
represented a productive skill in real life – using words in context to convey what we 
think.  

Another task – an essay-writing task – was used as a free productive test. When 
writing in these two productive tests, it is unavoidable for the participants to use other 
knowledge aspects such as collocation, derived forms, associations, grammatical 
knowledge, and register. The two productive tests in this study involves other 
knowledge aspects. They did not only involve the aspect of form and meaning but 
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also the aspects of use. Hence, these three tests in my study involves the three main 
categories in Nation’s (2013) taxonomy, i.e., form, meaning, and use.  

The two main things that had been done in the present study differently from other 
research studies in the field are 1) the attempt to score the three tests in the same 
way for the consistency of the analysis and 2) scoring the receptive and the 
controlled productive tests by adopting both the dichotomous and the developmental 
approaches. 

The first thing that has been done differently from other research studies in the field 
is using the same word lists and the same scoring system for the three tests. Future 
research can adopt this method for the consistency. In other studies exploring the 
relationship among receptive, controlled productive, and free productive vocabularies 
such as the studies by Laufer (1998) and Laufer and Paribakht (1998), the 
participants’ compositions were analysed into lexical profiles by using LFP (Laufer 
and Nation, 1995). The LFP checked the frequency of words produced against the 
GSL and the UWL. Hence, the lexical profiles would present only the words falling 
into the first 2,000 words and into the UWL, but not words falling into the 3,000-, the 
5,000-, or the 10,000-word levels. All these would be combined and presented as 
one group of ‘not-in-list words, instead.  

In my study, the three word lists that were used in the word sampling process for the 
VLT (Schmitt et al., 2001), which are Thorndike and Lorge (1944), West’s (1953) 
GSL, and Coxhead’s (2000) AWL word list, were used in the process of sorting 
lemmas produced by the participants (using the software called Text Lex Compare 
on Cobb’s (n.d.) Lextutor website). By doing so, the data of free productive 
vocabulary could be compared to that of the receptive and the controlled productive 
tests. This makes the scoring system of the three tests more consistent.  

However, the total size of the participants’ free productive vocabulary could not be 
measured because the calculation could only be based on the number of lemmas 
produced by the participants, not on those they did not produce. This is still a 
limitation in the field and more appropriate measure is needed for the research in the 
future.  

In addition to sorting produced lemmas with the same word lists, I also checked the 
accuracy of using the lemmas in the free productive test with the same scoring 
system as in the controlled productive test. They were graded by the same raters 
and with the same references. This has never been done in previous research 
studies in the field. 
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The second innovation of this study that is different from other studies is the 
adaptation of two scoring systems to analyse both receptive test and controlled 
productive test (both the dichotomous and the developmental approaches). 
Reviewing the literature, I found that there was no consensus of what scholars think 
about the relationship between receptive and productive vocabularies. The common 
findings – receptive vocabulary size is always larger than productive vocabulary size 
– can be interpreted in different ways. 

1) Receptive vocabulary is acquired before productive vocabulary. 

2) Productive vocabulary is a subset in receptive vocabulary. 

3) A productive test is more demanding than a receptive test.  

All these make the productive vocabulary scores lower than receptive scores. 
Hence, I did not assume about the relationship between them. I included the 
receptive test and the controlled productive test as one self-reported knowledge 
scale (with verification) so that I could score the answers from the tests by using 
dichotomous scoring and developmental scoring systems.  

I tried scoring the data by using the dichotomous approach and found that the 
answers from the three tests could be scored and compared with one another as if 
the three vocabularies were competitors. They tended to be higher when the 
participants were in higher years of study, with controlled productive vocabulary 
showing the biggest gap.  

Similarly, when I scored them by using the developmental approach following 
Paribakht and Wesche (1997), I also see that the participants’ vocabulary knowledge 
gradually shifted to another scale (both in upward and downward trends) when the 
participants were in higher years of study. It shifted as if it was moving on a 
continuum.  

Therefore, the test formats researchers use appear to represent what they think 
about the relationship between receptive and productive vocabulary knowledge, and 
the findings support what they think. If they believe the two vocabularies are 
separate groups of words, they can test each of them and compare the results 
statistically. The receptive and controlled productive vocabulary growth would be 
analysed in terms of sizes and scholars will compare them. If scholars believe that 
vocabulary knowledge gradually develops form no knowledge to being able to use a 
word, then they will decide to use a knowledge scale. Researchers seem to have 
used test formats that match their thoughts and reported the results as what they 
thought.  
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However, both approaches can still lead to two ways of interpretation. In the 
dichotomous approach, calculating controlled productive/receptive ratios leads to the 
idea that receptive and productive vocabularies are different groups and ratios 
represent the gap between them. The ratios can also be interpreted as the chance of 
receptive vocabulary becoming productive vocabulary. Hence, this seems more like 
the developmental approach – receptive vocabulary becoming productive 
vocabulary. The ratios can show only the chance but cannot show at which point 
receptive vocabulary becomes productive vocabulary or whether the assumption is 
correct. 

In the developmental approach, it is believed that receptive vocabulary needs to 
pass through many stages before it becomes productive vocabulary. This can be 
interpreted that productive vocabulary is a subset of the receptive vocabulary 
because the productive word can still be understood or used receptively. This can 
also be interpreted that words are stored as one group in mental lexicon and change 
their position along continuum from no knowledge to partial receptive knowledge, to 
precise receptive knowledge to partial productive knowledge and to precise 
productive knowledge.  

When the findings of my study can be interpreted within both approaches, I then 
further qualitatively analysed the data. I exemplified the answers of one of the 
participants, as shown in the second example in Section 10.4.2. In the example, I 
found that the participants actually knew the meaning of that lemma but only 
supplied the wrong translation. He meant ‘ten years’ for the lemma ‘decade’ in the 
sentences supplied, but he supplied ‘ศตวรรษ’ (sat-ta-wat, meaning ‘a hundred years’) 
instead of ‘ทศวรรษ’ (tot-sa-wat, meaning ‘yen years’) in the receptive test – translation 
task. This mistake must have been a result of the similarity in sounds of the two Thai 
translations, and the participant got them mixed up.  

This sample shows one limitation of the scoring method, that is, researchers should 
not assume that once the wrong translation is supplied and such participants will not 
be able to use the word in sentences. Therefore, I suggest two points for future 
research: 1) researchers not assume from the answer of the receptive test but the 
sentences also be checked carefully even though the wrong translation was provided 
and 2) one more step of verification or an interview be used for the receptive test be 
applied so that it is more certain whether the participants actually knew its meaning. 

In conclusion, the same data in my study can be both analysed and interpreted with 
both the dichotomous and the developmental approaches. Using the same scoring 
system as the other two tests, sorting words from the free productive test and 
checking the accuracy of word use are the innovations of the current research study. 
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The qualitative analysis of answers from the three tests was also done and showed 
some points which can be used to support the relationship between receptive and 
productive vocabulary knowledge. I discussed what I found when qualitatively 
analysed the data and presented them in Section 11.3.4. 

 

11.3 Findings 

Following the order of the research questions, I started with the discussion of the 
findings about each group of vocabulary (Section 11.3.1 – Section 11.3.3) before the 
findings about the relationship among them (Section 11.3.4). The findings presented 
in Section 11.3.1 to Section 11.3.3 are within the dichotomous approach. I discussed 
them in terms of possible explanations for the findings, limitations of the research 
methodology, and pedagogical implications. In Section 11.3.4, I discussed the 
findings from the quantitative analysis (within both the dichotomous approach and 
the developmental approach) and the qualitative analysis. 

 

11.3.1 Receptive vocabulary knowledge 

In this section, I discuss the findings of the first research question, receptive 
vocabulary knowledge at different frequency levels and the receptive vocabulary 
knowledge at different years of study. The possible explanations include chance of 
encountering words, learning contexts, participants’ interests, and the ceiling effect. 
Limitations of methodology include versions of vocabulary tests and the number of 
participants per variable. Pedagogical implications include using English as a 
medium and explicitly teaching register-based words for EFL students. 

Receptive vocabulary knowledge in this study refers to the ability to recognise L2 
written form and to recall one of its L1 meanings. The knowledge is relevant to the 
aspect of form-meaning link in Nation’s (2013) word knowledge taxonomy. The term 
‘word’ used in discussion refers to ‘word families’ for other studies but to ‘lemmas’ for 
my study. For comparability, I compared percentages and focused more on 
vocabulary knowledge patterns or trends. Percentages were rounded for the ease of 
comparison. 

Firstly, the findings of the present study suggest that the participants’ receptive 
vocabulary was significantly affected by frequency levels. It decreased when the 
word frequency became lower. The participants from all the four year cohorts had 
the highest scores at the highest frequency level (the 2,000-word level) and the 
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lowest scores at the lowest frequency level (10,000-word levels). However, the 
receptive vocabulary scores at the 3,000-word level and those at the academic word 
level were not significantly different.  

This is consistent with the findings of many studies in different contexts such as 
studies in China (e.g., Fan, 2000; Li and MacGregor, 2010; Zhang and Lu, 2013; 
Zhong and Hirsh, 2009), Malaysia (e.g., AbManan et al., 2017), Japan (e.g., Waring, 
1997a; Webb, 2008), Korea (e.g., Shin et al., 2011), Afghanistan (e.g., Amin, 2020), 
Turkey (e.g., Ozturk, 2015), Israel (e.g., Laufer, 1998), and ESL in Canada (e.g., 
Laufer and Paribakht, 1998). Despite the different number of the frequency levels 
tested, the different receptive test formats, and different groups of participants, the 
patterns of vocabulary knowledge at each frequency level are similar. Therefore, this 
vocabulary knowledge pattern in relation to frequency levels seems to be universal. 

For example, Fan (2000) studied first-year non-English students’ receptive 
knowledge of only three frequency levels (the 2,000-, the 3000, and the academic 
word levels) using the VLT. The participants had the highest scores at the 2,000-
word level (89%). The scores at the 3,000-word level were lower (78%), and the 
scores at the academic word level were slightly lower than that at the 3,000-word 
level (75%).  

Shin et al. (2011) examined high school students’ receptive vocabulary knowledge 
by using the VST, which includes ten frequency levels. They also found that the 
participants knew around 94% of the 1,000-word level, 90% at the 2,000-word level, 
and the vocabulary scores decreased to 40% at the 10,000-word level.  

Amin (2020) explored the fourth-year English-major students’ receptive knowledge 
by using the VST. The highest scores were at the 1,000-word level and the lowest 
was at the 10,000-word level as well. 

This is probably because there is more chance for learners to encounter high-
frequency words, the learners, therefore, are familiar with them and knowing their 
meanings. Webb (2007a) found that in one of his classroom experimental studies the 
more learners encounter words, the more knowledge of those words that learners 
gain. 

Besides, the participants in my study from all the four year cohorts reached the 
mastery levels at the 2,000-word level. This is also true for many studies (e.g., 
AbManan et al., 2017; Li and MacGregor, 2010; Zhang and Lu, 2013). However, this 
finding is not in line with that of a few studies with participants at a university level 
(e.g., Amin, 2020; Ward, 2009b).  
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Ward (2009b) investigated the first-year students majoring engineering in Thailand 
He found that the participants knew around only 1200 words out of the most 2,000 
frequent words, or only 60%. This implied that the participants’ receptive vocabulary 
knowledge did not reach the mastery level even at the high frequency level. This 
might be because the participants’ interest was not the English language as Ward 
mentioned in his paper, and they had been studying in Thai programme in the EFL 
context. Therefore, a small chance of encountering English in everyday life in the 
EFL context and lack of interest in English as non-English majors might lead to their 
low proficiency in the English language.  

Similarly, the fourth-year participants in Amin’s (2020) study in Afghanistan did not 
reach the mastery at the 2,000-word level although they did master the first 1,000 
words. Hence, when the scores at the 1,000- and the 2,000-word levels were sum up 
and averaged, they knew roughly 69%. Even though the participants were English 
majors in their final year at the university and the receptive test format (the multiple-
choice format) was less demanding than the one used in my study, the scores were 
still low. Therefore, the EFL context seemed to play an important role in the 
participants’ vocabulary learning in Amin’s study. 

In my study, I also found that the participants’ receptive scores at the academic word 
level were similar in size to those at a high-frequency level, the 3,000-word level. 
Many studies that employed the Schmitt et al.’s (2001) VLT (e.g., AbManan et al., 
2017; Fan, 2000; Li and MacGregor, 2010; Ozturk, 2015; Zhang and Lu, 2013) 
showed similar results. This might be because the test words in my study were 
selected from test words in the VLT (Schmitt et al., 2001), so they were sampled 
from the same word lists.  

The scores at the academic word level of the participants in Li and MacGregor’s 
(2010) study were higher than the scores at the 3,000-word level. This showed that 
the university students seemed to know a lot of academic words. This might be 
because academic words have been used a lot in academic texts and students at a 
university level tend to be exposed to them often. This then implied that frequency is 
not the only factor affecting learners’ receptive vocabulary knowledge but register 
also does have an impact on it. Therefore, explicitly teaching register-based words 
can be beneficial for EFL learners. 

However, in some studies such as Laufer (1988) and Laufer and Paribakht (1998) 
the academic word scores were relatively low and roughly similar to those at the 
5,000-word level, instead. This might have been affected by using different versions 
of the VLT – they used Nation’s (1983; 1990) VLT, so different word lists were used 
in the word sampling process. While Schmitt et al. (2001) used Coxhead’s (2000) 
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AWL, Nation (1990) used the UWL (Xue and Nation, 1984). Hence, tests based on 
different word lists also affects vocabulary knowledge scores.  

Another possible explanation might be that the participants in these two studies 
included high school students and they might not have encountered a lot of 
academic words in class. Pedagogically, academic words should be given more 
attention in high school classes when one of the goals is to prepare learners for 
studying in a tertiary level.  

In terms of the receptive vocabulary at different years of study, the differences of 
receptive scores between two proficiency groups and among the four year cohorts 
were interpreted as receptive vocabulary gains or attritions as my study is a cross-
sectional study. I acknowledged that this should be interpreted carefully. The findings 
showed that the participants’ receptive vocabulary knowledge tended to be larger for 
the students at higher years of study. Therefore, years of study seem to be one of 
the factors affecting receptive vocabulary knowledge. 

This finding is consistent with that in both cross-sectional studies and longitudinal 
studies (e.g., Al-Masrai and Milton, 2012; Alonso and Fontecha, 2014; Gyllstad et al., 
2015; Laufer, 1998; Sungprakul, 2016; Zhang and Lu, 2013; Zhong and Hirsh, 
2009). The percentage of gains varied. 

In my study, the gaps of the scores between the higher and the lower year groups 
ranged from 6-16%, with the largest gain (16%) at the academic vocabulary and the 
smallest gain (6%) at the 10,000-word level. In a longitudinal study by Zhang and Lu 
(2013), the largest gain was at the 5,000-word level and the smallest gain was at the 
2,000-word level. The small gain at the 2,000-word level can probably be explained 
by the ceiling effect. The participants at their first year knew around 91% of the 
2,000-word level (highest among the five levels). Hence, there was not much room 
for improvement.  

In a cross-sectional study by Li and MacGregor (2010), the MA participants even had 
lower receptive score (97%) at the 2,000-word level than the first-year students 
(99%). This small difference is not significant, though. The scores at this level of both 
groups were very high, and this might be because they were in the ESL context and 
used the English language regularly. For pedagogical implication, if English is used 
more as a medium in EFL classroom, this might help improve EFL learners’ 
receptive vocabulary knowledge. 

In my study, a group in higher years also had lower scores at some frequency levels 
than a group from lower years. The data showed that the second-year group scored 
slightly lower than the first-year group at the 5,000- and the 10,000-word levels. 
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Their scores were not significantly different at all levels, except the academic word 
level. For my study, the following data from the questionnaire and some limitations of 
the study might be the reasons for the slightly lower scores of the second-year group 
and for that the receptive vocabulary between these two was nearly similar in size.  

- More of the first-year students studied in an English-programme in their 
secondary schools (15% of the first-year students but only 8% of the second-
year students). 

- The first-year students on average spent more time abroad (around four months 
for the first-year group and two months for the second-year group).  

- The number of years these two groups had been studying English was nearly 
the same (13.53 years for the first-year group and 13.87 years for the second-
year group).  

- At the time when this study was conducted, the second-year students had just 
moved up from their first year, in which only two basic English courses were 
taken (English 1 and English 2) throughout the year. These courses focused on 
only basic English skills – reading, writing, listening, and speaking. Accordingly, 
using the English language as a medium at their secondary schools and 
exposure to English in English-speaking countries seemed to affect their 
receptive vocabulary knowledge to some extent. Moreover, the students in Year 
2 might have not acquired a lot more vocabulary than the first-year students due 
to having learned English in class for almost equal amount of time as those in 
Year 1 and having taken a few English courses in the previous year. Their 
vocabulary knowledge was then not much different.  

- Methodologically, these ANOVA results were calculated from the participants of 
fewer than 30 per variable – an optimal number suggested by Cohen et al. 
(2017). This might have had an impact on the statistics. Therefore, it is 
recommended for future research that there be at least 30 students per year 
group when comparing their vocabulary knowledge. 

In conclusion, word frequency levels and years of study play an important role in 
learners’ receptive vocabulary knowledge and vocabulary acquisition. Learners had 
large vocabulary size of high-frequency words and small vocabulary size of the 
words rarely used and encountered in everyday life or in classrooms. University 
students are in academic fields, so they tended to know a lot of academic words. 
Additionally, learners’ receptive vocabulary tends to be larger for the participants in 
higher years of study. Some variations might have been caused by versions of tests 
that have been used or the number of participants per variable. Future research can 
further the investigation on these points. 
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11.3.2 Controlled productive vocabulary knowledge 

This section discusses the participants’ controlled productive vocabulary knowledge. 
Controlled productive vocabulary knowledge in the current study refers to the ability 
to use the prompts in a sentence with semantic appropriateness and/or grammatical 
correctness. The points I discussed include words encountering and chance to use 
them. I also discussed the limitations of the methodology and suggestions for future 
research in terms of a cross-sectional research design and the number of 
participants per year group. 

The findings in my study showed that the participants’ controlled productive 
vocabulary decreased as the word frequency levels became lower. The participants 
were able to use the most words at the 2,000-word level and the fewest words at the 
10,000-word level. The percentage scores of their knowledge of academic words 
were roughly equal to those of words at the 3,000-word level. They were not 
statistically different. 

The findings are concordant with similar studies in other countries both in the EFL 
and ESL learning context such as Israel, Canada, China, Malaysia, Iran, Turkey, and 
Afghanistan (e.g., AbManan et al., 2017; Amin, 2020; Laufer and Nation, 1999; 
Laufer and Paribakht, 1998; Zhang and Lu, 2013; Zhong and Hirsh, 2009) even 
though they employed a different test format such as a cued-recall test – Laufer and 
Nation’s (1999) PVLT test. Controlled productive vocabulary knowledge for this test 
referred to the ability to recall L2 words to fit the context provided. Webb (2008) used 
an L1 to L2 test format and sampled words from a different corpus, but the finding 
also shows the underlying fact that learner’s controlled productive vocabulary 
knowledge is affected by frequency levels.  

The percentages at each of the five frequency levels ranged widely. University 
students’ controlled productive vocabulary scores at the 2,000-word level ranged 
from only 37% (the fourth-year students in Amin’s (2020) study) to as high as 94% 
(the first-year students in Laufer and Nation’s (1999) study).  

Both high school EFL students and university students can master controlled 
productive vocabulary at this level. For example, in a cross-sectional study by Laufer 
and Nation (1999), the 11th and the 12th graders scored very high at 83-90%, and the 
11th graders in a longitudinal study by Zhong and Hirsh (2009) scored 85% and 
improved to 88% ten months later.  

In the second study (a longitudinal study) by Ozturk (2015), the first-year participants 
scored 85%. These students scored higher than the fourth-year students in my study 
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(84%) although they were also in the EFL context and they were in lower years of 
study. In my study, only the fourth-year students mastered controlled productive 
vocabulary at the 2,000-word level. The difference in test formats might have been 
involved in the differences in scores. The cued-recall format seems to be less 
demanding than a sentence-writing task used in my study.  

Therefore, for both pedagogical and research purposes, test formats should be 
consistent when comparing vocabulary knowledge of different groups of learners. 
Test score interpretation should be done in a careful way as controlled productive 
vocabulary knowledge referred to different abilities. It can be either the ability to 
recall words in context or the ability to use words given in a sentence level. Perhaps, 
these two abilities should be classified differently, not only simply as controlled 
productive vocabulary knowledge. 

At the 3000-word level, scores became lower and fewer groups of students in 
previous studies mastered this level. Among the studies I reviewed, only the first-
year students in Laufer and Nation’s (1999) study scored more than 80%. None of 
the participants in my study mastered controlled productive vocabulary at this level. 
At the 5,000-word level, the scores did not reach 50% at each frequency level, 
ranging from 4-49%. In previous studies, the vocabulary scores at the 10,000-word 
level were the lowest and could range from 4% to 27%. 

The controlled productive vocabulary at the academic word level tends to be similar 
in size to the knowledge at the 3,000-word level. For example, the first-year 
participants in Ozturk (2015) knew 46% of academic words and around 45% of 
vocabulary at the 3,000-word level. Their knowledge of academic words is relatively 
high, compared to other studies. This can possibly be explained that the participants 
in Ozturk’s study “were highly advanced in English as they had to pass a very 
competitive national English test to be admitted to the programme” (Ozturk, 2015, p. 
96).  

Hence, context is an important factor of vocabulary knowledge. Controlled productive 
vocabulary scores might vary from context to context, but the overall trends seem to 
be similar. This shows that it is an underlying fact about the relationship between 
controlled productive vocabulary knowledge and word frequency levels. Moreover, 
learners’ general language competence is directly linked to controlled productive 
vocabulary knowledge level. Pedagogically, vocabulary tests can also be used as a 
quick placement test to classify students.  

Concerning the controlled productive vocabulary knowledge at different years of 
study, the higher year group had significantly larger controlled productive vocabulary 
than the lower year group at all the frequency levels with large effect sizes. This 
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implied that there was a growth of this vocabulary over the years of study. However, 
the findings were from a cross-sectional design, and a longitudinal study might 
provide more solid findings. 

Their knowledge of academic words showed the biggest gap (23%), reflecting the 
learning environment in a university level and the writing assignments they had been 
required to do. However, the gap of the scores between year groups was small at 
the 10,000-word level. This is similar to a cross-sectional study by Ozturk (2015) 
where there was no significant difference of controlled productive vocabulary 
knowledge between the fourth-year students and the first-year students at this level 
because these words were infrequent. The participants then did not have much 
opportunity to encounter them. As a result, only a few words were then acquired and 
used in a sentence level correctly. Also, teachers have probably not taught them 
explicitly or not asked learners to use them in sentences. This is an assumption that 
future research can investigate.    

My students in higher years of study generally had a larger controlled productive 
vocabulary than those in lower years of study, but the second-year students scored 
lower than the first-year students at certain frequency levels (the 3,000-, 5,000-, and 
10,000-word levels). These lower scores in their controlled productive vocabulary 
were not statistically significant, but they might be attributed to the same four points I 
discussed in the section of their receptive vocabulary: 1) fewer of them were from 
English-programme schools, 2) they spent shorter time abroad, 3) they spent roughly 
equal number of years learning English as the first-year students, and 4) they took 
only a few English courses in their first year. These four points are all contextual 
factors. 

Methodologically, the lower scores of the Year 2 students is also possibly due to the 
limitation of the cross-sectional study with participants of fewer than 30 per variable. 
Hence, in order to gain more insight whether this is a real vocabulary decline along 
vocabulary development, tracking individual’s vocabulary development at these five 
frequency levels longitudinally would be ideal if time is not constrained. 

In conclusion, word frequency levels and years of study have an impact on L2 
learners’ controlled productive vocabulary knowledge. Their controlled productive 
vocabulary at high frequency levels and at the academic word level was larger than 
that at lower frequency levels. However, not many L2 learners could reach the 
mastery level of this knowledge, even at the 2,000-word level. Therefore, having 
learners to use target words in class might yield benefits for teaching and learning 
English. Learners’ vocabulary expanded as they moved up to higher years of study. 
The academic vocabulary increased the most reflecting the register to which they 
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were exposed at university; register also has an impact on vocabulary knowledge. 
Finally, the low of controlled productive vocabulary at some year cohorts might have 
been due to the limitation of a cross-sectional research design or the time the 
participants spent using English. 

 

11.3.3 Free productive vocabulary knowledge 

Free productive vocabulary knowledge means the ability to produce and use words 
with correct meaning and appropriate grammar in compositions. The participants’ 
free productive vocabulary was calculated based on the number of lemmas 
produced by each of the participants, not the number of all the lemmas they could 
produce at free will with correct meaning and grammar. Therefore, the mastery level 
could not be analysed. Like the two previous sections (Section 11.3.1 and Section 
11.3.2), I discussed major findings and pointed out possible explanations, 
pedagogical implications and limitations of methodology. The limitations lead to 
suggestions for research in the future. 

To answer the first sub-question, the differences in the percentage scores of the free 
productive vocabulary were statistically significant. This showed that frequency 
levels affected free productive vocabulary knowledge. However, the percentage 
scores at the 2,000-word level and those at the academic word level were not 
significantly different. This might be because the participants used many lemmas 
from these two levels in their free writing task and used them correctly in meaning 
and in grammar. Hence, academic words appeared to have been exposed frequently 
and the participants were familiar with using them. 

The third-year participants produced the most lemmas (falling into the five frequency 
levels) in their compositions. The lemmas they produced were also graded in terms 
of accuracy of usage, similar to those in the controlled productive vocabulary test. 
This was done for the consistency of the research design, and it has not been done 
before by previous research studies. Therefore, research in the future can adopt this 
method. The participants on average produced more lemmas at the 2,000-, the 
3,000-, and the academic words. They did not produce many lemmas at the two 
lower frequency levels, the 5,000- and the 10,000-word levels.  

These are congruent with the findings of many previous studies (e.g., Azodi et al., 
2014; Djiwandono, 2016; Laufer, 1998; Laufer and Nation, 1995; Zheng, 2012). 
However, these studies used the LFP (Laufer and Nation, 1995), which showed the 
percentages of produced tokens, types, and word families into wider frequency-
based groups of words: the 1,000-, the 2,000-word levels, the academic word level, 
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and the ‘Not-in-list’ group. They all showed that the participants produced most word 
families at the 2,000-word level and the smaller number of word families at the other 
groups. The percentages of the lemmas at the rest of frequency levels such as the 
3,000-, the 5,000-, and the 10,000-word levels, cannot be compared nor can the 
scores of word usage. Even though different research tools were used by studies, 
the findings were similar. This means the underlying reality is being captured by the 
research instruments in my study. Therefore, I suggest that future research sort 
words into the same frequency-based groups for comparability of the findings.  

When I compared the scores of the lemmas that were correctly used by the 
participants, I found that the higher year group had significantly higher scores than 
the lower year group. I also found that the largest gap of free productive vocabulary 
between the year groups was at the academic word level. Again, the possible 
explanation for this is the learning context; university students have encountered 
academic words frequently and are required to use them in many of their 
assignments. Accordingly, teachers can assign learners to use the vocabulary in 
their fields if such groups of vocabulary are necessary for their study objectives and 
their career in the future. 

Furthermore, that the higher year group on average produced more lemmas in their 
essays than the lower year group did not affect the scores of correct lemmas. This is 
because the scores were calculated based on the possible total score of all the 
lemmas that a participant produced in his composition. The scores were then 
averaged before comparison. However, another way that research in the future 
might choose to do for the validity of the test would be to analyse the same number 
of running words produced by each of the participants. For example, only the first 
300 running words in each of the essays will be analysed, as conducted in the study 
by Laufer and Nation (1995).  

A comparison of the free productive scores (at all the five frequency levels) among 
the four year cohorts showed that the participants from the higher years of study had 
higher scores. However, when I examined the data at different five levels, I found no 
common patterns. The participants in higher years of study did not always have the 
highest free productive scores. The third-year students or the second-year students 
could have higher scores than the fourth-year students at some frequency levels. 
The differences in scores were not statistically significant. This can be explained that 
the scores were relatively low and roughly the same for all year groups.  

The analysis also showed that the largest gap of scores among the year groups was 
at the academic word level between the third-year and the first-year participants (MD 
= 1.94%). The smallest gap was at the 10,000-word level between the third-year and 
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the fourth-year group (MD = 0.02%). Even though the ANOVA analysis showed that 
there were some significant differences in scores between some year groups, the 
effect sizes of these differences did not exceed Cohen’s (1988) convention of a small 
effect (0.20).  

In conclusion, frequency levels, years of study, register, learning context (the 
university level), word encounters and chance of writing words also affected the 
participants’ free productive vocabulary knowledge, but only to a trivial degree. More 
pieces of compositions from the participants might lead to more striking findings.   

Additionally, for the consistency of the analysis, I recommend future research 
(comparing receptive and productive vocabularies) to use the methodology of 
scoring the correctness of usage and to profile produced words into the same 
frequency levels as in the receptive and the controlled productive tests so that the 
findings from the three tests can be comparable.  

 

11.3.4 Relationship among receptive, controlled productive and free 

productive vocabulary knowledge 

This section discusses the overall findings about the relationship among receptive, 
controlled productive, and free productive vocabularies using the quantitative 
analysis with the dichotomous and the developmental approaches, together with 
using the qualitative analysis. The discussion involves possible explanations, 
pedagogical implication, limitations of the methodology, and suggestions for future 
research. 

 

Quantitative analysis within the dichotomous approach 

The quantitative analysis within the dichotomous framing compares the sizes of 
receptive, controlled productive, and free productive vocabularies. The analysis 
showed that receptive vocabulary was the largest, followed by controlled productive 
vocabulary and free productive vocabulary.  

Shin et al. (2011) write: 

“This pattern…is not surprising since words are easier to access receptively 
than to use productively, and being able to use words productively involves 
many complex aspects of knowing words” (Shin et al., 2011, p. 133).  

The three types of vocabulary correlated with one another. The strongest correlation 
was between receptive vocabulary and controlled productive vocabulary and the 
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highest correlation was at the academic word level. The weakest one was between 
controlled productive vocabulary and free productive vocabulary, with the significant 
and the highest correlation at the academic word level as well. This might be 
because they participants needed to read a lot of academic texts and write academic 
assignments. Hence, both the receptive and the productive vocabulary knowledge at 
the academic level was then acquired the most. When the receptive vocabulary was 
acquired the controlled productive vocabulary and the free productive vocabulary 
would be acquired as well. 

Additionally, within this approach, ratios among the three types of vocabulary were 
examined. The underlying idea for this is receptive vocabulary becoming productive 
vocabulary even though the point of the transition is unknown. For example, the 
controlled productive/receptive ratio refers to the percentage of chance that a 
participant’s receptive vocabulary would become controlled productive vocabulary. 
The controlled productive/receptive ratio of 60% means 60% of the words known 
receptively tend to be used when forced. The idea of transition sounds more like the 
idea of continuum in the developmental approach. This has been examined by 
research studies in this approach, though. I discuss the relationship among the three 
groups of vocabulary later in this section. 

I examined the three ratios (the controlled productive/receptive ratios, the free 
productive/receptive ratios, and the free productive/controlled productive ratios). The 
findings showed that the controlled productive/receptive ratios were the highest 
among the three types of ratios and the free productive/receptive ratios were the 
lowest. All the three types of ratios were high at higher frequency levels and at the 
academic word level. This, again, might be because the words at these levels had 
been exposed to frequently. The participants then implicitly or explicitly acquired 
them and tended to use them more. Pedagogically, more exposure to target words 
embedded in context might be beneficial the teaching and learning. It can help 
improve how learners use target words. 

The high controlled productive/receptive ratios at high-frequency levels are 
consistent to those in many studies, both cross-sectional studies and longitudinal 
studies (e.g., Amin, 2020; Ozturk, 2015; Zhong and Hirsh, 2009; Shin et al., 2011). In 
Ozturk’s (2015) study, the controlled productive/receptive ratios at the five levels (the 
2,000-, the 3,000-, the 5,000-, and the 10,000-word levels and the academic word 
level) of the first-year participants in a cross-sectional study were 79%, 50%, 43%, 
38%, and 47%, respectively. Those in her longitudinal study were 89%, 55%, 48%, 
45%, and 54% (Ozturk, 2015). The ratios for the 11th graders in Zhong and Hirsh 
(2009) were in the same pattern. The ratios at the 2,000-, the 3,000-, the 5,000-word 
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levels and the academic word level were 97%, 58%, 56% and 66%. These showed 
that word frequency levels had an impact on chance of receptive words becoming 
controlled productive words.  

In my study, I also found that the first-year participants had the highest controlled 
productive/receptive ratios at the 5,000- and the 10,000-word levels, compared to 
the other three year cohorts. This might be because both of the scores in the 
receptive test and the controlled productive test were relatively low. Therefore, the 
gap was not wide. 

Despite this common pattern, some controlled productive/receptive ratios at some 
frequency levels did not always behave in that way. In Shin et al.’s (2011) study, the 
ratios at the 6000- and the 8000-word levels (40% and 19%, respectively) were 
higher than those at the 5,000- and the 7000-word levels (27% and 17%), 
respectively. This is because an unexpected rise in controlled productive scores at 
the 6,000-word level and the low scores in both receptive and controlled productive 
tests at the 8,000-word level. The gaps then became closer, and the ratios were then 
unexpectedly higher. However, the researchers did not mention further the possible 
explanations of these unexpected scores. 

This is similar to some controlled productive/receptive ratios in some studies (e.g., 
Amin, 2020; Laufer, 1988; Webb, 2008). In Webb’s study, the controlled 
productive/receptive ratio was 94% at the third band (3401st – 6600th words from 
COBUILD corpus), higher than the ratio (91%) at the second band (1901st – 3400th 
words from COBUILD corpus). This happened when he scored the receptive and the 
controlled productive tests with a sensitive scoring method but not when he scored 
them with a strict scoring method. Hence, scoring methods affect the difference 
between them.  

In Amin’s (2020) study, the controlled productive/receptive ratio at the 2,000-word 
level (54%) was lower than that at the 3,000-word level (81%), possibly because 
Amin used different tests for receptive vocabulary (the VST) and controlled 
productive vocabulary (the PVLT); the two tests were based on different word lists. I, 
therefore, suggest the future research to use the vocabulary tests that were based 
on the same word lists.  

These overall findings of my study were compared with those of other previous 
studies in the field. However, only the controlled productive/receptive ratios could be 
compared with the ratios presented in other studies because most of previous 
studies compared only receptive vocabulary to controlled productive vocabulary 
(e.g., AbManan et al., 2017; Ozturk, 2015; Waring, 1997a; Zhong and Hirsh, 2009). 
Also, previous studies comparing the three groups of vocabulary (e.g., Laufer, 1998; 
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Laufer and Paribakht, 1998) did not grade them with the same scoring system. 
Therefore, the findings of free productive vocabulary were not comparable to them. I 
then suggest the research in the future adopt the analysing method (sorting and 
grading the correctness of word use in the free productive test) as conducted in the 
present study. It is for the consistency of the research methodology and for the 
comparability of the findings. 

Additionally, the findings in my study showed that the ratios tended to be higher for 
the higher year group. The gap between the receptive and the controlled productive 
vocabularies was smaller. Cross-sectionally, this implied that the controlled 
productive vocabulary grew at a higher rate than the receptive vocabulary and its 
level came closer to the level of receptive vocabulary. These findings also support 
the findings of other studies (e.g., Waring, 1997a; Zhong and Hirsh, 2009; Ozturk, 
2015).  

Ozturk (2015) also found this pattern when she investigated the growth of university 
learners’ receptive and controlled productive vocabularies both cross-sectionally and 
longitudinally. When she cross-sectionally examined this, the controlled 
productive/receptive ratios at the five frequency levels were 87%, 55%, 51%, 39%, 
and 49%, while the ratios of the first-year students in the longitudinal study three 
years later were also higher: 93%, 70%, 55%, 63%, and 66%. Hence, the ratios 
appeared to be related to years of study. For vocabulary assessment, this pattern 
confirms the validity of the receptive and the controlled productive vocabulary tests. 
Hence, these two tests can be used for pedagogical purposes. 

The findings from longitudinal and classroom experimental studies by Vincy (2020) 
and Oberg (2012) confirm that the more learners were exposed to the words, the 
higher receptive and controlled productive scores they got. The receptive vocabulary 
score nearly reached the maximum. Therefore, there was not much room for 
improvement of the receptive vocabulary. With more room for improvement, the 
controlled productive vocabulary then increased at a higher rate. The controlled 
productive/receptive ratios kept increasing after each treatment. This implied that the 
gap between the two groups of vocabulary became narrower.  

Moreover, that the controlled productive vocabulary showed the biggest gap might 
be related to that the learners needed to write a lot during their study at the 
university. Therefore, more vocabulary drills in a sentence level and other writing 
assignments might help improve learners’ controlled productive vocabulary 
knowledge. 
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Quantitative analysis within the developmental approach 

The quantitative analysis within the developmental approach examined the 
percentages of receptive and controlled productive vocabulary knowledge at the five 
different scores:  

- score of 1, referring to “no knowledge of the lemmas at such frequency level”  
- score of 2, referring to “recognising the written form of the lemma” 
- score of 3, referring to “recognising the written form of the lemma and know 

the lemma’s meaning” 
- score of 4, referring to “recognising the written form, know the lemma’s 

meaning, and being able to use it with semantic appropriateness in a 
sentence” 

- score of 5, referring to “recognising the written form, know the lemma’s 
meaning, and being able to use it with semantic appropriateness and 
grammatical accuracy in a sentence”  

The analysis showed that most of the vocabulary at higher frequency levels was 
known at a score of 5. The percentages of the vocabulary at the 2,000-word level 
were higher than those at the 3,000-word level. Fewer words were known at the 
5,000-word level; the majority of them were known at score of 2. Most of the lemmas 
at the 10,000-word level was known at either score of 1 or 2. Most of the academic 
lemmas were known at score of 5 for all the year cohorts, except the second-year 
group, knowing most of them at score of 3. Vocabulary knowledge moves forward to 
the productive states when the frequency level was high. Academic words can be 
grouped as high-frequency words in academic registers. The findings from the 
analysis also confirmed that frequency levels affected vocabulary knowledge.  

Within this approach, I cannot compare the differences between the participants’ 
receptive vocabulary and their controlled productive vocabulary at different years of 
study as I did within the dichotomous approach. However, the percentages at the 
score of 5 were higher for the higher year groups. Those at the score of 1 and 2 was 
lower for the higher year group. This supports the findings in the earlier approach.  

Moreover, the differences of the percentages between the two continuous year 
groups were small. The trends of the percentages for each frequency level shifts at 
the score of 5 for the higher year group as well. Cross-sectionally, this can imply that 
way that vocabulary knowledge moved from one score to another was not an abrupt 
change but rather a shift for some degrees or gradually changed both forward and 
backward for the participants at higher years of study. That vocabulary knowledge 
moved forward and backward might have been a result of vocabulary retention and 
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attrition or the limitation of a cross-sectional study. Future research might employ a 
longitudinal research design to investigate vocabulary acquisition as well as attrition.  

 

Qualitative analysis  

After quantitatively analysing the data within both the dichotomous and the 
developmental approaches, I found that the findings did not clearly show the 
relationship among receptive, controlled productive, and free productive 
vocabularies. I then analysed the data from the three tests qualitatively as well. 

When qualitatively analysing the data from the three tests, I found that the 
participants’ answers in the three tests involved many aspects of vocabulary 
knowledge even though my instruments did not track all aspects of word knowledge.  

I noticed that, out of the lemmas that each of the participants produced in their free 
writings, a few lemmas were used incorrectly. Most of these lemmas were used with 
correct meaning, correct grammatical functions and correct derived forms but with 
incorrect collocates. Many participants knew the meaning of a lemma, they could 
recall the lemma in the free productive task but used it with at least one inappropriate 
aspect. This can be interpreted that the students must have had receptive 
knowledge of the lemmas before they could recall and used in their free writings. It 
also implied that the students preferred to use the lemmas they were confident when 
using in sentences. 

In this way, it is then impossible to completely and neatly categorise words into either 
receptive vocabulary or productive vocabulary. This is because some aspects of the 
word are at the precise productive stage, some are at the partial productive stage, 
some aspects are still at the receptive stage and some aspects have not even been 
acquired. However, the three tests in my study did not focus on exploring the 
knowledge of different word aspects, and this needs to be explored in more detail by 
research in the future. 

Regarding conceptualising vocabulary knowledge, when scholars divide words into 
either receptive or productive vocabularies, they seem to divide them by some 
aspects only, for example, by the knowledge of form and meaning, as in Webb 
(2008). In that way, it is certainly clear-cut. That is, if a participant knows the 
meaning of a word, that word is part of his/her receptive vocabulary. If this word can 
be recalled, this word is then categorised as part of his/her productive vocabulary. 
However, if other aspects are involved when such lemma is graded, the 
categorisation might not be that simple. 
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Therefore, I suggest that each word that a learner acquires is stored as one item, but 
its receptive and productive uses may develop to different degrees at different times. 
Therefore, it is difficult to define when and where should be the dividing line between 
receptive vocabulary and productive vocabulary. The knowledge of vocabulary 
aspects moves along the cline. It develops and retreats as we can see in studies on 
vocabulary acquisition and attrition (e.g., Dabaghi and Rafiee, 2012; File and Adams, 
2010). 

 

11.4 The findings and the underlying concepts of vocabulary 
knowledge 

As the present study did not assume the relationship among receptive, controlled 
productive, and free productive vocabulary, the data was then quantitatively 
analysed within two approaches: the dichotomous approach and the developmental 
approach. However, when the relationship was still not clear after the two ways of 
analyses, the framework approach was also used at a later stage. This section 
presents how the findings support each of the underlying concepts of vocabulary 
knowledge. 

Within the dichotomous approach, the receptive test and the controlled productive 
test provided the estimate of the sizes of receptive and controlled productive 
vocabulary. The size of the free productive vocabulary cannot be measured from the 
free productive test in the present study. However, the trends of the free productive 
vocabulary at the five frequency levels and at the four year groups can be compared 
with those for the receptive vocabulary and the controlled productive vocabulary. 
These three groups of vocabulary were affected by frequency levels and years of 
study. They tended to be high at the high-frequency levels and the academic level, 
and low at the low-frequency level. The data showed that the scores of the receptive 
vocabulary was always the highest, followed by those of the controlled productive 
vocabulary and the free productive vocabulary. Also, they were all high for the higher 
year group and low for the lower year group. 

The sizes of the receptive vocabulary and the controlled productive vocabulary were 
compared, in terms of the differences and the ratios. The findings showed that the 
participants’ receptive vocabulary was always larger than their controlled productive 
vocabulary. Regardless the frequency levels, the controlled productive vocabulary of 
the fourth year cohort and the first year cohort showed the biggest gap. If these two 
groups of vocabulary are competitors, the controlled productive vocabulary might 
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start later than the receptive vocabulary, but then it grew faster after the receptive 
vocabulary is large enough or reaches the mastery level. However, when examining 
the sizes at each of the five frequency levels, the gap of the receptive vocabulary 
between the year groups at the 5,000- and the 10,000-word levels was wider than 
that of the controlled productive vocabulary. Cross-sectionally, the receptive 
vocabulary developed faster, and the controlled productive vocabulary lagged 
behind. The scores of the free productive vocabulary at each frequency level were 
roughly equal, but the scores at the 2,000-word level and at the academic word level 
were high. Hence, the trends were similar to those of the receptive and the control 
productive vocabulary.  

By using these tests and the scoring systems, the controlled productive/receptive 
ratios can be calculated as well. This is what studies within the dichotomous 
approach usually do. The ratios can be interpreted in two ways. First, the ratios refer 
to gaps. Then, the gaps between receptive and controlled productive vocabulary 
were small at the high-frequency levels. If the ratios refer to the chance of receptive 
vocabulary becoming controlled productive vocabulary, there was a high chance at 
the high-frequency levels. The chance is high for academic words too. However, this 
idea sounds like the idea within the developmental (or continuum) approach, with an 
unclear diving line. Accordingly, the findings within the dichotomous approach 
support the idea that receptive vocabulary and productive vocabulary are separate 
groups of words. They compete each other, with the receptive vocabulary was 
always the largest. 

Within the developmental approach, the same data was analysed by using the 
developmental scale. The findings can again support the idea that the vocabulary 
knowledge was moving on a continuum, with one end is the receptive stage and the 
other end is the productive stage. Regardless of years of study, the vocabulary 
scores at the 2,000-, the 3,000-word level and the academic word level of the 
participants were at the scores of 4 and 5, and the percentages at the scores of 4 
and 5 were higher for the higher year group. The scores of 1 and 2 and 3 was lower 
and they were higher at the score of 5. This was not an abrupt shift but the 
percentages at the scores of 1, 2, and 3 were not completely zero. At the mid- and 
the low-frequency levels, the scores of 5 were still higher for the higher year group 
but the majority of the scores were at the scores of 1 or 2. So, the scores tended to 
move towards the end of the productive end of the continuum for the higher year 
group. This implied that learners developed the ability to comprehend words and use 
words with correct meaning and grammar when they were in higher years of study or 
when they had been exposed to words frequently.  
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The findings showed that vocabulary knowledge gradually moved or shifted from one 
stage to another. The high scores for the higher year groups were not much higher 
than those for the lower year groups, but the scores were slightly higher from Year 1 
to Year 2, Year 2 to Year 3, and Year 3 to Year 4. This supports the idea that 
vocabulary development is incremental, and the vocabulary knowledge seems to 
move towards the productive end of the continuum. It can also shift back to the 
receptive end, also. However, I acknowledged that the data was analysed cross-
sectionally and a longitudinal study will be able to reveal how vocabulary knowledge 
shifts better. 

The same data can be analysed within these two approaches and the findings then 
support these two ideas. The findings do not confirm which is the relationship 
between receptive and productive vocabulary. It might be because the data was 
analysed by using major categories of vocabulary knowledge. Accordingly, I 
attempted to qualitatively analysed it by using Nation’s framework of vocabulary 
knowledge aspects. Aspects of an individual word was the focus. I acknowledged 
that my study was not a multicomponent study. The tests used in the present study 
cannot tap onto all the aspects involved in knowing a word. They allowed the 
examinations of some aspects, though. The findings showed that different aspects 
developed at different stages, from no knowledge to precise knowledge and from 
receptive to productive knowledge as explained in Section 11.3.4. One aspect can 
be at a precise productive stage, some can be at a partial receptive stage, and the 
others might not develop at all.  

In conclusion, if one or two aspects such as form and meaning link are involved 
when making a decision whether an individual word is receptive vocabulary or 
productive vocabulary, it is rather quick and easy to classify them. However, when 
considering all the aspects for such word, it will be much harder and much more 
challenging for researchers to classify them into either receptive, controlled 
productive, or free productive vocabulary. As individual words carry many aspects or 
what Jiang call specifications with them, it is unavoidable and unfair to completely 
consider at one aspect only when classifying them. Therefore, the findings from 
these analyses support that vocabulary knowledge incrementally developed and the 
aspects move along a continuum, including no knowledge, partial knowledge, and 
precise knowledge. The aspects move forward and backward at different stages. It is 
hard to define the dividing line, where receptive vocabulary becomes productive 
vocabulary, because many aspects are actually involved. If a dividing line does exist, 
there might be too many dividing lines for different aspects and for different groups of 
words and further research investigating these dividing lines. 
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11.5 Pedagogical implications 

The section suggests some pedagogical implications. According to the findings from 
all the three tests, the participants regardless of their years of study seemed to know 
and be able to use a lot more words at high-frequency levels than those at low-
frequency levels. The possible explanation for this is that the learners have been 
exposed to high-frequency words many times and have become more familiar with 
them. They have opportunities to use those words for their class assignments, so 
they used them with confidence and gained high scores in both the productive tests. 
The scores for the academic words were relatively high or approximately as high as 
those for the 3,000-word level. This might be because learning at a university level 
required the participants to read and write various texts in an academic genre. 

Consequently, encountering words for multiple times is an important factor of 
vocabulary knowledge development. Pedagogically, teachers might need to expose 
their students to some useful words. They can be high-frequency words, academic 
words, register-based words, or specialised words for their fields of study. If being 
exposed and practiced much enough, any words will become part of learners’ mental 
lexicon and will be used receptively and productively with fluency and confidence. 
Therefore, it is recommended that teachers select the group of words that might be 
beneficial for the learners in such fields and let them drill those words.  

EFL contexts, however, do not provide much chance for English learners to use the 
English language and a few hours of English class also one obstacle for acquiring 
and practicing English words. Using English as a medium in English class is then 
ideal because this supports the exposure to English.  

For high-school teachers, teaching a lot of academic words might be able to prepare 
high-school students for learning at a university level. This specially benefits the 
students who would like to major in English or to enter any programmes or faculties 
where English is used as a medium in class. Using English as a medium still allows 
focusing on content, implicit vocabulary learning, as well as explicitly teaching useful 
words.  

For high-school students who do not aim for an English major or for English-
programme university, teachers can still use English as a medium in class for the 
learners’ exposure. Interesting and authentic texts might help maintain their interests 
and make them understand more about the necessity of using the English language. 
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In this way, they can have goals for learning the language and will then learn more 
words as a result.   

Because the scores of the three tests showed similar findings to those of previous 
studies, both cross-sectional and longitudinal studies, the three tests can be used as 
a diagnostic test to examine which group of vocabulary needs more attention and 
practice. It can also be used as a quick placement test to roughly divide students into 
groups based on their vocabulary knowledge so that vocabulary or language tasks 
can be best selected to suit learners’ levels.  

Also, teachers who aim to track their learners’ knowledge development of some 
target words can also use the receptive and the controlled productive test used in the 
present study because the tests can tap onto small shifts from one stage to another. 
These shifts roughly show at which stage (form, meaning, or use) the learners and 
the teachers should improve so that the learners’ knowledge of such words can be 
pushed towards the productive end of the continuum.  

 

11.6 Limitations of the present study 

This section concludes the limitations of the present research study. This study 
aimed to explore the English major students’ receptive and productive vocabulary 
knowledge at different frequency levels and at different years of study. As collecting 
the data for four years was not impossible for this study, the research design was 
then a cross-sectional study. As a cross-sectional study, it is recommended by 
Cohen et al. (2017) that there be at least 30 participants per variable. In this study, 
variables were the four year cohorts. However, there were not enough participants 
from some year groups: 34 first-year students, 24 second-year students, 29 third-
year students, and 24 fourth-year students. I then grouped the first- and the second-
year groups as the lower year group and the third- and the fourth-year groups as the 
higher year group for more reliable statistical results. When I compared the 
vocabulary scores of the four year groups, the effect sizes were not large, though. 

Moreover, as a cross-sectional study, the differences of the vocabulary scores 
cannot completely represent the vocabulary growth over the years of study. 
Likewise, the higher scores and the lower scores for the higher year group need to 
be carefully interpreted as the increase or decrease of vocabulary knowledge 
throughout their study at the university.  

Another limitation of the present study is using test items from old wordlists as used 
in the VLT (Schmitt et al., 2001). As these test items have been used by many 
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previous studies from various EFL contexts and the VLT has been proved to be valid 
and reliable, these test items were then used in this study for the comparability. 
However, this affected the participants’ vocabulary knowledge slightly as the 
knowledge of a few of the test words such as ‘lieutenant’ did not behave like the 
others at the same frequency level. 

In terms of the number of test words at each frequency level and the number of 
frequency levels included, the current study included only ten words or ten lemmas 
at each of the five lists (the 2,000-, the 3,000-, the 5,000-, the 10,000-word levels, 
and the academic word level). The vocabulary scores then cannot represent the 
vocabulary knowledge at the 4,000-, the 6,000-, or the 9,000-word levels. Only 
roughly estimation can be done. This was because the test battery was relatively 
demanding and ten words for each level were tested to avoid the participants’ fatigue 
effect.  

For test formats, despite many vocabulary knowledge aspects, the test formats used 
in this study cannot tap onto all the aspects at once. However, the tests can still 
cover all the three main categories: form, meaning, and use as suggested by Nation 
(2013). The receptive test assesses the knowledge of form and meaning, or the 
ability to recognise an L2 word form and to supply its meaning. The controlled 
productive test tests the ability to use a provided L2 form in a sentence level. The 
controlled productive vocabulary test in this study does not elicit the same ability as 
the PLVT, a controlled productive test with a cue-recall format, by Laufer and Nation 
(1999), though. The free productive test examines the ability to recall an appropriate 
word that matches the concept or the idea that a participant wants to express and 
the ability to use that word form with a correct meaning and a correct grammar in the 
form of an essay. The two productive vocabulary tests include the knowledge of 
form, meaning, and use. They were not able to explore specific aspects thoroughly.  

Additionally, while the scores from the first two tests can imply the participants’ 
receptive and controlled productive vocabulary sizes, the free productive test cannot 
serve as a measure of free productive vocabulary size. This is because the test 
cannot examine words that the participants knew but did not produce in their essays. 
Despite this, the three tests to some extent show the overall trends of the 
participants’ receptive, controlled productive, and free productive vocabulary 
knowledge in relation to word frequency levels and years of study. 

In the process of grading the participants’ answers, Paribakht and Wesche’s (1997) 
scoring scale was adopted in the present study. Once a participant supplied an 
incorrect meaning for a provided word, no point was given to that answer on the 
receptive test. However, when I qualitatively examined the answers from the 
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receptive test and the controlled productive test, I found in one example that the 
meaning used in the sentence was actually correct but the translation was incorrect. 
Therefore, only one verification for the receptive test might not be completely relied 
on and double checking with the sentence supplied by the participants needed to be 
checked for correctness. 

Furthermore, this study focused on comparing the scores of the three groups of 
vocabulary at different frequency levels and at different years of study. The study did 
not focus on reasons why the scores of one year group was lower than those of the 
other group. Some information from the questionnaire about their educational 
background and their exposure to English outside class can be used to explain some 
unexpected findings. Nevertheless, there might be some other factors involved and 
this study did not cover all those factors. 

 

11.7 Suggestions for future research  

This section presents some suggestions for future research in the field. Regarding 
the research design, if the research design needs to be a cross-sectional study, 
recruiting at least 30 participants per variable might provide more solid statistical 
results. If the aim of the research is to track the vocabulary knowledge over the four 
years of study and time is not constraint, then a longitudinal design is strongly 
recommended. It can track the vocabulary knowledge of the same participants and it 
can track the knowledge of the same tested words. In this way, the increase or the 
decrease of the vocabulary knowledge can definitely represent the learners’ 
vocabulary development and the vocabulary attrition. 

In vocabulary assessment, test items are also important. Sampling words from more 
recent wordlists might reflect the participants at the time better than those from old 
wordlist. Therefore, researchers might consider using recent wordlists like 
BNC/COCA (Nation, 2017) in their research in the future. Importantly, the 
innovations of using the same wordlists and the same scoring methods for all the 
three tests in this study are worth replicating for the consistency of the analysing 
methods. 

Also, to better represent the knowledge of vocabulary, testing more than ten test 
items and including more than these five frequency levels are recommended if the 
test battery is not demanding as this might help researchers to have a clearer picture 
of vocabulary as a whole. Devising vocabulary tests that are able to include more 
test items is also needed. 
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For checking the correctness of translations and word use, it is better to use a three-
scale scoring system or a multi-scale scoring system that allows partial knowledge. 
Knowing a word is not an all-or-nothing phenomenon (Henriksen, 1999). Partially 
correct answers should be considered as part of someone’s vocabulary knowledge.  

Regarding the test formats, as they cannot explore specific aspects of vocabulary 
knowledge, the test formats in this study might not be suitable for the study which 
aims to explore each aspect in detail. To examine vocabulary knowledge as a whole, 
it is inevitable to explore each aspect and to understand its smaller parts. Hence, 
there should also be more studies focussing on vocabulary aspects (multicomponent 
studies) and selecting test formats suitable for doing so is necessary. A free 
productive test that can serve as a free productive vocabulary size test is still 
needed.  

As to the use of terms, while the ‘controlled productive’ test in this study does not 
involve the ability to recall a word but does include the ability to use a word in a 
sentence, a ‘controlled productive’ test in Laufer and Nation’s (1999) study includes 
the ability to recall an L2 word that fit the meaning in the context and the form hinted. 
These are two different abilities but are called the same. Theoretically, I, therefore, 
suggest that a new term be coined for one of these two abilities to differentiate them 
and to avoid confusion.  

Concerning grading the receptive vocabulary test, researchers should not assume 
that participants did not know the meaning of a provided word from only one 
translation task. Double checking the meaning in the supplied sentence and the 
addition of one more verification are required for the receptive test.  

For grading the free productive test, the percentages of the lemmas used at each 
frequency level in this study were calculated from the number of all the lemmas the 
participants produced in one essay. Even though the length of the essays did not 
seem to affect the participants’ free productive vocabulary scores, future research 
might try assessing only the first 300 tokens of each essay for each of the 
participants in order to examine whether the scores between year groups would 
support the findings of the present study or behave differently. Also, when comparing 
the vocabulary scores between groups, the same test formats used for one group 
should be the same for the other groups for comparability.  

Moreover, this study did not focus on factors behind some unexpected findings such 
as that some higher year groups scored lower than the lower year group at some 
frequency levels and that few words were used incorrectly in the free productive test. 
For the sake of pedagogy, it is recommended that an interview or a more detailed 
questionnaire that can include more factors regarding vocabulary learning might help 
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explain these better and should be included in future research. The information can 
probably show ways of learning vocabulary that is best suitable for such group of 
learners and finally help improve English vocabulary teaching and learning. It might 
also reveal the underlying facts about learners’ receptive and productive vocabulary 
knowledge. 

Finally, as vocabulary are words and there are many words in a language. 
Examining vocabulary from a bigger view is important, so studies on vocabulary 
breadth is important. However, checking it from a smaller view is also needed as 
knowing a word involves knowing many vocabulary aspects. Hence, to understand 
more about vocabulary knowledge, studies on the depth of vocabulary or 
multicomponent studies are needed. We now know from previous research (e.g., 
González-Fernández and Schmitt, 2020; Schmitt, 1998; Webb, 2007b) that aspects 
are interrelated, but there is still so much more to explore. Moreover, a language 
consists of both single words and multiword units, it might be beneficial for future 
research to investigate the aspects of multiword units as well.   
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Appendix C: Consent form (participant – pilot study) 
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Appendix D: Information sheet (participant – main study) 
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Appendix E: Consent form (participant – main study) 
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Appendix G: Questionnaire 
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Appendix H: Receptive and controlled productive vocabulary tests 
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Appendix I: Free productive test 

 

 

 


