
 

i 

 

 

 

 

 

 

 

 

 

 

Hypoxia and Reactive Oxygen Species 

Modulate the Interaction Between Human 

Neutrophils and Staphylococcus aureus. 

 

Natalia Helena Hajdamowicz  

 

 

The University of Sheffield  

Department of Infection, Immunity and Cardiovascular 

Disease. The Florey Institute.  

 

Thesis submitted for the degree of  

Doctor of Philosophy  

 

July 2021  

  



ii 

 

 

Table of Contents 

Table of Contents ...................................................................................................... ii 

List of Figures ............................................................................................................. vi 

List of Tables .............................................................................................................. ix 

Abstract ...................................................................................................................... x 

Acknowledgements ................................................................................................... xii 

1 Introduction and Overview ................................................................................... 1 

1.1 Innate and Adaptive Immunity ....................................................................... 2 

1.2 Macrophages ................................................................................................ 3 

1.3 Neutrophils .................................................................................................... 3 

1.3.1 Neutrophil killing mechanisms ................................................................ 5 

1.3.2 Maturation of the phagosome ................................................................. 7 

1.3.3 Non- oxidative killing by PMNs ............................................................... 8 

1.3.4 Oxidative killing by PMNs ..................................................................... 10 

1.3.5 Neutrophil interactions with Staphylococcus aureus ............................. 16 

1.3.6 Neutrophil dysfunction and staphylococcal infection ............................ 20 

1.4 Hypoxia in health and disease .................................................................... 23 

1.4.1 Physiological hypoxia ........................................................................... 23 

1.4.2 Oxygen sensing at the molecular level ................................................. 23 

1.5 Pathological hypoxia ................................................................................... 26 

1.5.1 The impact of hypoxia on neutrophil accumulation ............................... 26 

1.5.2 The impact of hypoxia on interactions between neutrophils and 

pathogens .......................................................................................................... 27 

1.6 Hypoxia, neutrophils and staphylococcal infection ...................................... 29 

1.6.1 Spectrum of staphylococcal infections .................................................. 29 

1.6.2 Abscess formation ................................................................................ 29 

1.6.3 Infection of Prosthetic Material ............................................................. 30 

1.6.4 Disseminated staphylococcal infection ................................................. 32 

1.7 Hypothesis and aims ................................................................................... 33 

2 Materials and methods ...................................................................................... 34 

2.1 Cell and Bacterial Culture media ................................................................. 34 



iii 

 

2.1.1 BHI medium .......................................................................................... 34 

2.1.2 RPMI 1640 medium .............................................................................. 34 

2.2 Preparation of human neutrophils ............................................................... 35 

2.2.1 Ethical approval .................................................................................... 35 

2.2.2 Neutrophil isolation ............................................................................... 36 

2.3 Neutrophil incubation .................................................................................. 41 

2.3.1 Incubation in normoxia.......................................................................... 41 

2.3.2 Incubation in hypoxia ............................................................................ 41 

2.3.3 Cytospin preparations ........................................................................... 42 

2.3.4 Neutrophil purity obtained by plasma-Percoll® centrifugation and 

EasySepTM isolations ......................................................................................... 43 

2.4 Validation of the Hypoxic Chamber Environment ........................................ 46 

2.4.1 Morphological assessment of neutrophil apoptosis .............................. 46 

2.4.2 Polymerase Chain Reaction (PCR) ...................................................... 47 

2.5 Bacterial growth and quantification ............................................................. 49 

2.5.1 Staphylococcal strains and storage ...................................................... 50 

2.5.2 Bacterial quantification.......................................................................... 52 

2.5.3 Measurement of bacterial growth ......................................................... 52 

2.5.4 Preparation of frozen bacterial aliquots ................................................ 53 

2.6 Intracellular bacterial killing assay ............................................................... 54 

2.6.1 Antibiotic or enzymatic treatment to kill extracellular bacteria ............... 54 

2.6.2 Neutrophil co- culture with S. aureus to assess intracellular bacterial 

killing 54 

2.6.3 Use of inhibitors in bacterial killing assays............................................ 55 

2.7 Microscopy .................................................................................................. 56 

2.7.1 Dual staining of bacteria using pHrodo and fluorescein ........................ 56 

2.7.2 Spinning disk confocal microscopy ....................................................... 58 

2.7.3 Nitro-blue tetrazolium (NBT) staining of neutrophils for ROS detection 60 

2.8 Transmission electron microscopy (TEM) of neutrophils to assess 

phagosomal morphology ....................................................................................... 62 

2.8.1 Preparation of neutrophils for TEM ....................................................... 62 

2.8.2 TEM imaging and analysis .................................................................... 63 

2.9 Statistical analysis ....................................................................................... 65 

3 Characterisation of the effect of hypoxia on growth of S. aureus and their killing 

by human neutrophils ............................................................................................... 66 



iv 

 

3.1 Introduction ................................................................................................. 66 

2.1.3.1 Impact of hypoxia on neutrophil lifespan............................................... 74 

2.1.3.2 Regulation of neutrophil gene expression by hypoxia .......................... 78 

2.1.3.3 Effect of hypoxia on S. aureus growth in BHI medium .......................... 81 

2.1.3.4 Effect of hypoxia on growth of S. aureus in RPMI 1640 medium .......... 83 

2.1.3.5 Killing of S. aureus by lysostaphin ........................................................ 85 

2.1.3.6 Killing of S. aureus by gentamicin ......................................................... 87 

2.1.3.7 Optimised gentamicin protection assay reveals impaired killing of S. 

aureus Wood46 by hypoxic human neutrophils ................................................. 89 

2.1.3.8 Hypoxia impairs killing of S. aureus SH1000 by neutrophils ................. 92 

2.1.3.9 Killing of JE2 by normoxic and hypoxic neutrophils is equivalent ......... 94 

3.1.13 Effect of pharmacological HIF stabilisation and inhibition of protein 

synthesis on neutrophil- mediated killing of S. aureus SH1000 upon normoxia 

and hypoxia ....................................................................................................... 96 

3.1.14 Hypoxia limits intracellular ROS production in human neutrophils ...... 100 

3.2 Discussion ................................................................................................. 102 

4 Exploring the impact of neutrophil ROS production on the staphylococcal-

phagosomal environment using chemical inhibition of ROS and hypoxia .............. 112 

4.1 Introduction ............................................................................................... 112 

4.1.1 Diphenyleneiodonium chloride (DPI) inhibits ROS production and killing 

of SH1000 by human neutrophils..................................................................... 117 

4.1.2 Apocynin promotes ROS production in response to S. aureus in human 

neutrophils ....................................................................................................... 121 

4.1.3 Inhibition of ROS production by DPI alters neutrophil phagosomal 

morphology ...................................................................................................... 123 

4.1.4 Hypoxia induces similar changes to DPI in neutrophil phagosomal 

morphology in response to S. aureus SH1000 ................................................ 127 

4.1.5 DPI modulates neutrophil phagosomal pH following ingestion of S. 

aureus 133 

4.1.6 Bafilomycin does not modulate ROS production or phagosomal 

morphology/acidification .................................................................................. 136 

4.1.7 Bafilomycin alters the phagosomal pH experienced by ingested S. 

aureus in DPI treated neutrophils .................................................................... 140 

4.1.8 Bafilomycin does not alter phagosomal morphology of DPI- treated 

neutrophils following ingestion of S. aureus ..................................................... 142 

4.1.9 Effect of bafilomycin on killing of S. aureus SH1000 by DPI-treated 

neutrophils ....................................................................................................... 144 



v 

 

4.1.10 Class I Phosphoinositide 3- kinase (PI3K) inhibitors constrain neutrophil 

ROS production in response to S. aureus ....................................................... 146 

4.1.11 PI3K inhibitors alter phagosomal morphology following staphylococcal 

infection ........................................................................................................... 148 

4.1.12 Class I PI3K inhibitors do not impact the pH of ingested S. aureus 

SH1000 150 

4.1.13 VPS34 inhibition modulates neutrophil ROS production in response to S. 

aureus ingestion .............................................................................................. 152 

4.1.14 VPS34 inhibition modulates neutrophil phagosomal morphology ....... 154 

4.1.15 VPS34 inhibition does not modify the pH of intra-phagosomal S. aureus 

SH1000 156 

4.1.16 Inhibition of VPS34 enhances killing of S. aureus .............................. 158 

4.2 Discussion ................................................................................................. 160 

5 Exploring the role of staphylococcal virulence factors that combat oxidative 

stress in oxidative killing by human neutrophils ...................................................... 168 

5.1 Introduction ............................................................................................... 168 

5.1.1 Alkyl hydrogen peroxide, catalase and superoxide dismutase mutants of 

S. aureus SH1000 exhibit impaired control of host ROS generation ............... 172 

5.1.2 Alkyl hydrogen peroxide, catalase and superoxide dismutase mutants of 

S. aureus SH1000 have differential effects on intraphagosomal acidification 

when ROS production is inhibited .................................................................... 174 

5.1.3 Phagosomal morphology is not influenced by alkyl hydrogen peroxide, 

catalase and superoxide dismutase mutations in S. aureus SH1000 .............. 176 

5.1.4 Increased killing of sodA sodM SH1000 by neutrophils in normoxia but 

not hypoxia ...................................................................................................... 178 

5.1.5 SH1000 katA ahpC mutant is not more susceptible to killing by 

neutrophils ....................................................................................................... 180 

5.2 Discussion ................................................................................................. 182 

6 General discussion and future directions ......................................................... 185 

References ............................................................................................................. 201 

 

 

  



vi 

 

 

List of Figures  

Figure 1.1 Granulopoiesis .......................................................................................... 4 

Figure 1.2 Bacterial killing mechanisms of an activated neutrophil ............................ 6 

Figure 1.3 Intra- and extracellular degranulation in the human neutrophil in response 

to S. aureus infection.................................................................................................. 9 

Figure 1.4 Schematic of the NADPH oxidase assembly and its inhibition ................ 14 

Figure 1.5 S. aureus avoids engulfment and killing by neutrophils. .......................... 19 

Figure 1.6 Sensing molecular oxygen levels and responses by human cells. .......... 25 

Figure 2.1 Discontinuous Plasma- Percoll® gradient centrifugation ......................... 38 

Figure 2.2 Magnetic cells isolation ........................................................................... 40 

Figure 2.3 SCI-tive Ruskinn Hypoxic Workstation .................................................... 42 

Figure 2.4 Purity of neutrophils prepared by Percoll® gradient centrifugation.......... 45 

Figure 2.5 Purity of neutrophils prepared by EasySepTM immunomagnetic negative 

selection. .................................................................................................................. 45 

Figure 2.6 Normal and apoptotic nuclear morphology of neutrophils ....................... 47 

Figure 2.7 Determination of bacterial concentration using Miles and Misra method 52 

Figure 2.8 Growth kinetics of staphylococcal strains ................................................ 53 

Figure 2.9 Optimisation of pHrodo red- stained S. aureus. ...................................... 57 

Figure 2.10 Analysis of ROS production using macro written in Fiji software ........... 60 

Figure 2.11 NBT assay for ROS detection. .............................................................. 61 

Figure 2.12 Area measurement of the bacterium and phagosome using ImageJ 

2.0.0. ........................................................................................................................ 64 

Figure 3.1 Schematic representation of killing assay to assess neutrophil- mediated 

killing of S. aureus .................................................................................................... 69 

Figure 3.2 Hypoxia delays neutrophil apoptosis ....................................................... 75 



vii 

 

Figure 3.3 Supplementing RPMI 1640 with HEPES restores enhanced neutrophil 

longevity in hypoxia .................................................................................................. 76 

Figure 3.4 Upregulation of BNIP3 and GLUT1 genes in neutrophil response to 

hypoxia ..................................................................................................................... 79 

Figure 3.5 Hypoxia inhibits the growth of S. aureus in BHI medium ......................... 82 

Figure 3.6 Hypoxia does not impact the growth of S. aureus strains in RPMI medium

 ................................................................................................................................. 84 

Figure 3.7 Lysostaphin kills Wood46 and SH1000 strains incompletely and does not 

effectively kill JE2 ..................................................................................................... 86 

Figure 3.8 Gentamicin kills all tested staphylococcal strains .................................... 88 

Figure 3.9 Hypoxia impairs neutrophil killing of S. aureus Wood46 ......................... 91 

Figure 3.10 Short-term and long-term hypoxia impairs killing of SH1000 ................. 93 

Figure 3.11 Short-term hypoxia has a little impact on killing JE2 ............................. 95 

Figure 3.12 Stabilisation of Hif1-alpha and inhibition of protein synthesis do not 

change neutrophil-mediated killing of SH1000 ......................................................... 98 

Figure 3.13 Hypoxia reduces ROS production by neutrophils ................................ 101 

Figure 4.1 DPI inhibits Neutrophil ROS production and killing of S. aureus SH1000

 ............................................................................................................................... 119 

Figure 4.2 Apocynin promotes S. aureus SH1000-induced neutrophil ROS 

production .............................................................................................................. 122 

Figure 4.3 Effect of DPI on neutrophil phagosomal morphology ............................ 125 

Figure 4.4 Hypoxia and DPI modify neutrophil phagosomal morphology in response 

to S. aureus SH1000 at 30 min .............................................................................. 129 

Figure 4.5 Hypoxia and DPI modify neutrophil phagosomal morphology in response 

to S. aureus SH1000 at 1 h .................................................................................... 131 

Figure 4.6 Effect of DPI on neutrophil phagosomal pH following ingestion of S. 

aureus SH1000 ...................................................................................................... 134 



viii 

 

Figure 4.7 Lack of effect of bafilomycin in neutrophil ROS production or phagosomal 

environment ........................................................................................................... 138 

Figure 4.8 Effect of DPI and bafilomycin on neutrophil phagosomal acidification 

following ingestion of S. aureus SH1000 ................................................................ 141 

Figure 4.9 Effect of DPI and bafilomycin on phagosomal morphology ................... 143 

Figure 4.10 Effect of bafilomycin on killing SH1000 by DPI-treated neutrophils ..... 145 

Figure 4.11 Class I PI3K inhibitors reduce S. aureus SH1000-induced neutrophil 

ROS production ...................................................................................................... 147 

Figure 4.12 Effect of Class I PI3K inhibitors on phagosomal morphology of 

neutrophils-containing S. aureus SH1000 .............................................................. 149 

Figure 4.13 Effect of Class I PI3K inhibitors on phagosomal pH of S. aureus ........ 151 

Figure 4.14 Impact of VPS34 inhibitor on ROS production by neutrophils in response 

to S. aureus SH1000 .............................................................................................. 153 

Figure 4.15 Effect of VPS34 inhibitor on phagosomal morphology of neutrophils 

containing S. aureus SH1000 ................................................................................. 155 

Figure 4.16 Lack of effect of VPS34 on intraphagosomal pH of neutrophils .......... 157 

Figure 4.17 Effect of VPS34 Inhibition on killing of S. aureus by neutrophils ......... 159 

Figure 5.1 Staphylococcal defence against neutrophil oxidative burst ................... 170 

Figure 5.2 ROS levels in neutrophils in response to alkyl hydrogen peroxide, 

catalase and superoxide dismutase mutants of S. aureus ..................................... 173 

Figure 5.3 Effect of DPI on phagosomal acidification of SH1000 alkyl hydrogen 

peroxide, catalase and superoxide dismutase mutants .......................................... 175 

Figure 5.4 Impact of alkyl hydrogen peroxide, catalase and superoxide dismutase 

SH1000 mutations on phagosomal morphology ..................................................... 177 

Figure 5.5 Neutrophil-mediated killing of SH1000 and SH1000 sodA sodM mutant

 ............................................................................................................................... 179 

Figure 5.6 Neutrophil-mediated killing of SH1000 and its katA ahpC mutant ......... 181 

Figure 6.1 Summary and Model of neutrophil-S. aureus interactions ..................... 199 



ix 

 

 

List of Tables 

Table 1.1 Clinical Features of Neutrophil Disorders ................................................. 22 

Table 2.1 Commercial (Quiagen) primers (Gene globe Quantitect primer assay 

products) used in this work. ...................................................................................... 49 

Table 2.2 Staphylococcal strains used in this study. ................................................ 51 

Table 2.3 Araldite resin components. ....................................................................... 63 

Table 2.4 Classification of phagosomes by shape. .................................................. 64 

Table 6.1 The impact of oxygen availability, NADPH oxidase inhibition and Class I or 

Class III Pi3K inhibition on neutrophil phagosomal environment and killing of S. 

aureus. ................................................................................................................... 186  



x 

 

Abstract  

Hypoxia and Reactive Oxygen Species Modulate the Interaction Between Human 

Neutrophils and Staphylococcus aureus. 

 

Neutrophils are crucial to host defence, and when their function is impaired, the result 

is increased susceptibility to infection with a range of pathogens; Staphylococcus 

aureus (S. aureus) is a leading and sometimes life-threatening problem in this setting. 

Sites of infection are characterised by low oxygen availability, caused by consumption 

of oxygen by both bacteria and infiltrating immune cells, contributing to profound tissue 

hypoxia, which may alter the bactericidal capacity of neutrophils. Limited evidence 

suggests the resulting lack of oxygen to fuel the óoxidative burstô may contribute to 

failure to control staphylococcal infection. We hypothesised that hypoxia modulates 

the host-pathogen interaction by influencing the generation of reactive oxygen species 

(ROS) by the NADPH oxidase in human neutrophils. The main aim of this study is to 

determine the impact of physiological hypoxia and pharmaceutical inhibition of ROS 

generation on neutrophil function, in particular the phagosomal environment and killing 

of ingested S. aureus.  

In the work reported in this thesis, I demonstrated that in hypoxia, neutrophil apoptosis 

was diminished, and hypoxia-regulated genes (BCL2 interacting protein 3-BNIP3 and 

glucose transporter 1- GLUT1) are up-regulated, results that confirmed establishment 

of a hypoxic environment. Hypoxia limited the growth of S. aureus in nutrient-limited 

brain heart infusion (BHI), but bacteria grew slowly in nutrient-limited Roswell Park 

Memorial Institute (RPMI) cell culture medium, irrespective of oxygen tension. 

Importantly, levels of hypoxia typical of sites of infection markedly reduced the ability 

of neutrophils to kill S. aureus (Wood 46 and SH1000 strains) in a HIF-independent 

fashion, reduced the generation of ROS at the phagosomal membrane, and led to 

changes in phagosomal morphology (the formation of smaller ótightô phagosomes), 

confirmed by transmission electron microscopy. Treatment with the NADPH oxidase 

inhibitor diphenyleneiodonium iodide (DPI) also impaired neutrophil-mediated killing 

of S. aureus and had a similar effect on phagosomal morphology, also modifying 

phagosomal pH (enhancing acidification). Using bafilomycin on DPI-treated 

neutrophils normalised the pH experienced by intracellular bacteria to a level observed 
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in control cells but did not restore normal phagosomal morphology or killing of S. 

aureus.  

Modulation of intracellular transport processes, including recruitment of cytoplasmic 

oxidase components to the phagosome by inhibition of Class III PI3 kinases, led to 

reduced ROS production and changes in phagosomal morphology of phagosomes 

containing S. aureus. Use of vacuolar protein sorting 34 (VPS34) inhibitor restrained 

ROS production, changed the phagosomal morphology and very surprisingly, 

increased killing of S. aureus by human neutrophils, an effect that is not at present 

understood.  

These findings shed light on an important host-pathogen interaction, highlighting the 

importance of ROS in combating staphylococcal infection. I have shown that 

physiological/pathological (hypoxia) and pharmacological (DPI) inhibition of ROS 

generation impairs killing of S. aureus by reducing ROS generation at the phagosome, 

associated with changes in phagosomal morphology and intraphagosomal pH. 

Manipulation of these processes by selected inhibitors may enable enhanced killing of 

this pathogen in hypoxic environments and could help treatment of deep-seated 

staphylococcal infections.  
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1 Introduction and Overview 

Staphylococcus aureus (S. aureus) is a Gram-positive coccal bacterium, which 

colonizes around 30% of the population worldwide (Thammavongsa et al., 2015). It 

causes frequent infections of the skin, but also can act as an opportunistic pathogen 

causing severe and even life- threatening human infections if mucosal surfaces are 

breached. S. aureus possesses numerous virulence factors which help it to cross the 

skin barrier and access deeper tissues, thereby causing a spectrum of diseases from 

local skin and soft tissue infections (including superficial abscesses, furuncles, and 

cellulitis) to more severe metastatic conditions with high mortality, such as 

osteomyelitis, endocarditis and septicaemia (Tong et al., 2015). The importance of S. 

aureus as a human pathogen is enhanced by its multidrug resistance profile. In the 

pre-antibiotic era S. aureus bloodstream infection was fatal in about 80% of cases, but 

this outlook was dramatically improved by the introduction of penicillin. However, S. 

aureus rapidly acquired penicillinase to destroy this antibiotic. Although further 

antibiotics have been developed, resistance has again evolved. There are now 

different strains resistant to most available antibiotics e.g., methicillin-resistant S. 

aureus (MRSA) and vancomycin-resistant S. aureus (VRSA) (Gardete and Tomasz, 

2014). MRSA/VRSA are listed as Priority 2 pathogens (requiring urgent research and 

drug development) by the World Health Organisation 

(https://www.who.int/medicines/publications/WHO-PPL-Short_Summary_25Feb-

ET_NM_WHO.pdf); only 3 pathogens are listed in the more critical Priority 1 category. 

They are also classed as a óSerious Threatô by the Centre for Disease Control 

(https://www.cdc.gov/drugresistance/biggest-threats.html; only 5 pathogens are on 

the óCritical Threatô list above this). Thus S. aureus is a major worldwide healthcare 

problem and research is needed to understand it and design new ways of treating it. 

In addition to its ability to respond to evolutionary pressures from antibiotics, S. aureus 

has also evolved to combat the antimicrobial mechanisms of professional phagocytic 

cells such as polymorphonuclear leukocytes (PMNs or neutrophils) and macrophages. 

Neutrophils are crucial for human defence against staphylococcal infections, as 

highlighted when neutrophil function is defective (see Section 1.3.6). Of importance, 

S. aureus may persist inside the neutrophil despite the high-grade bactericidal 
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functions these cells command, such as production of reactive oxygen species (ROS), 

and discharge of granule proteases and antimicrobial peptides (Lu et al., 2014; 

Leliefeld et al., 2018). Many factors contribute to the resistance of S. aureus to host-

mediated killing, including the propensity of this pathogen to infect areas of relative 

tissue hypoxia. Whilst in healthy tissues the oxygen tension is commonly 20-70 mm 

Hg (2.5-9% O2), infection sites show much lower oxygen levels, often <10 mm Hg 

(<1% oxygen), measurements of fluids from patients clinically documented with 

abdominal or anorectal infection (Simmen and Blaser, 1993). The efficacy of innate 

immune cells to handle this pathogen is thus at least partly dependent on their ability 

to operate in low-oxygen environments. Of note, under low oxygen tension S. aureus 

is still highly successful as a pathogen in causing infections.  

There is incomplete understanding of interactions between innate immune cells and 

S. aureus, and how these interactions may result in pathogen death, containment, or 

dissemination. It is essential to study host-pathogen interaction under conditions that 

resemble those present in humans during bacterial invasion, such as hypoxia.  

1.1 Innate and Adaptive Immunity 

Immunity is divided into two main ócompartmentsô, determined by the speed and 

specificity of the response to infection. They are called the innate and adaptive 

systems, although there is some interaction and cross-over between these two 

components. Innate immunity consists of physical (e.g., skin barrier), chemical (e.g., 

secretion of antimicrobial peptides) and cellular (e.g., macrophages and neutrophils) 

barriers. The innate immune response is rapid (constitutively present to several hours) 

and non-specific, in comparison to the adaptive immune responses which take longer 

to develop (several days to weeks), are highly specific, evolve with the pathogen, and 

establish a memory component. Although not antigen- specific, the innate immune 

system is able to distinguish between foreign (óônon-selfôô) particles and the bodyôs own 

molecules (óôselfôô). This is achieved by phagocytic cells (macrophages and 

neutrophils) possessing pattern recognition receptors (PRRs), which recognise 

structures that are present on microbes (but not on host cells) and are called pathogen-

associated molecular patterns (PAMPS), for example Toll-like receptors (TLRs). 

Engagement of PRRs by PAMPs activates the innate immune cells, initiating 
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antimicrobial responses. Adaptive immunity utilizes antigen- specific receptors present 

on T and B lymphocytes to direct targeted effector reactions against pathogens. It 

takes time to develop this type of immunity, but the mechanisms, once activated, fight 

pathogens effectively and specifically by antibody production and cytotoxic T cell 

responses (Parkin and Cohen, 2001). 

1.2 Macrophages 

Macrophages (Mű) are highly plastic innate immune cells, which can develop 

phenotypic and functional characteristics on a spectrum between pro-inflammatory 

(M1) and anti- inflammatory (M2). Resident macrophages patrol tissues such as the 

lung and constitute an immediate defensive platform. In the setting of infection, 

circulating monocytes are recruited to tissues and differentiate into macrophages, 

which adopt a phenotype on the M1-M2 spectrum according to local conditions 

(Accarias et al., 2016). These professional phagocytes are long-lived, mobile cells, 

often named (and developing specialised features) according to their residence in 

different organs, for instance liver macrophages are known as Kupffer cells, whilst 

brain-resident macrophages are known as microglia.  

Macrophages recognise foreign particles, interact with, and ingest (phagocytose) 

them, killing them where possible and presenting processed antigens to other immune 

cells to initiate adaptive immunity (antigen presentation). However, staphylococci have 

been found to persist within macrophages (Kubica et al., 2008), particularly in the 

setting of certain diseases such as cystic fibrosis (Li et al., 2017) where their function 

is compromised. Whilst macrophages have undoubted significance in anti-

staphylococcal immunity, the focus of this thesis is on neutrophils, since impaired 

neutrophil functions are associated with enhanced occurrence of, and severe 

outcomes from, staphylococcal infections (Section 1.3.6). Hence, these cells will be 

further described, with reference to their interactions with S. aureus, in the following 

sections.  

1.3 Neutrophils 

Neutrophils or PMNs are one of three types of granulocytic white blood cells (the 

others being eosinophils and basophils) which are part of the innate immune system. 
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They are produced from hematopoietic stem cells in the bone marrow (Fig 1.1), where 

they undergo several transformations before becoming mature cells ready to be 

released to the blood circulation (Görgens et al., 2013). More than 1011 cells are 

produced every day (Dancey et al., 1976). The process of generation of neutrophils is 

known as granulopoiesis. Hematopoietic stem cells differentiate into multipotent 

progenitors which then transform into lymphoid-primed multipotent progenitors. These 

latter cells differentiate into granulocyte-monocyte progenitors which, under the control 

of granulocyte colony-stimulating factor (GCF), then transform into myeloblasts. From 

this point they mature through the stages of promyelocyte, myelocyte, metamyelocyte, 

band cell and finally become a mature neutrophil (von Vietinghoff and Ley, 2008); see 

Fig. 1.1). Throughout differentiation, the developing neutrophil nucleus changes from 

a round shape into a banded and then a lobulated morphology (which may enhance 

its ability to navigate through narrow capillaries) as well as the expression of several 

receptors. Mature neutrophils contain antimicrobial granules and secretory vesicles 

that are formed as differentiation proceeds. There are three types of granules namely 

primary (azurophil), secondary (specific) and tertiary (gelatinase) granules. They store 

an arsenal of antimicrobial enzymes such as myeloperoxidase, defensins, elastase 

and matrix metalloproteinases that are used to destroy pathogens (Häger et al., 2010).  

Figure 1.1 Granulopoiesis 

Neutrophils are generated in the bone marrow from the hematopoietic stem cells (HSC). From 

HSC a multipotent progenitor (MPP) cell is formed. Next, MPPs develop into lymphoid-primed 

multipotent progenitors (LPMP) which differentiate to granulocyte-monocyte progenitors 

(GMP). Under the control of granulocyte colony-stimulating factor (G-CSF) GMPs leads to 

neutrophil generation by transforming to myeloblasts which then undergo a maturation 

process through the stages of promyelocyte, myelocyte, metamyelocyte, band cell and finally, 

mature neutrophil (adapted from Rosales, 2018). 
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Neutrophils from the bone marrow enter the bloodstream and are the most plentiful 

circulating leukocytes (around 70% of total white blood cells). Thanks to the fine 

balance between production and elimination, known as neutrophil homeostasis, the 

number of those cells in circulation stays relatively steady except in infection, when 

increased neutrophil production and release from the bone marrow occurs. Once 

neutrophils reach the end of their lifespan they are either removed from the blood by 

the spleen, or in tissues they are cleared by resident macrophages and dendritic cells 

through phagocytosis of apoptotic cells  ('efferocytosis'; (Bratton and Henson, 2011).  

Neutrophils are not classically tissue-resident cells but transmigrate on demand to the 

site of an infection or inflammation, exiting the circulation by the process known as the 

leukocyte adhesion cascade (Vogt et al., 2019). Neutrophils are rapidly responsive, 

are the fastest moving cells in the body, but are also short-lived (although their lifespan 

may be prolonged by inflammatory mediators and by hypoxia in the setting of 

infection). Their role is to recognise the invading pathogens, transmigrate to the site 

of an infection, phagocytose and kill bacteria (by deployment of pre-formed 

antimicrobial granules and de novo generation of reactive oxygen species (ROS) by 

the NADPH oxidase complex).   

 

Host cells including PMNs recognise multiple pathogen-associated molecules such as 

peptidoglycan, lipoproteins, lipoteichoic acids, lipopolysaccharide or flagellin, whether 

integral to, or secreted by bacteria. These molecules represent pathogen-associated 

molecular patterns (PAMPs) and are recognised by receptors, e.g., toll-like receptors 

(TLRs), which are present on the surface of immune cells including neutrophils 

(Sabroe et al., 2003). Amongst the TLRs, only TLR3 seems not be expressed by 

human neutrophils as indicated by lack of responses when its agonist Poly I:C was 

applied (Hayashi et al., 2003). 

Receptor ligation to PAMPs triggers a range of host cells to produce various 

proinflammatory cytokines and chemokines, such as interleukin (IL)-8, IL-1alpha and 

beta, CXCL1, CXCL2, CXCL5, tumour necrosis factor (TNF), and granulocyte-

macrophage colony stimulating factor (G-MCSF) (Adams et al., 2021). These 

molecules act as chemoattractants, recruiting neutrophils to the infected tissues 
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(reviewed by (Kobayashi et al., 2018). Recognition of PAMPs (or of host factors that 

bind them) by recruited neutrophils is essential for subsequent phagocytosis. 

Phagocytosis is a complex process linking cell surface receptors such as TLRs, 

scavenger receptors ans C-type lectin to microbial PAMPs or host-derived antibodies. 

Pathogens may also be coated by opsonins (such as complement components and 

antibodies produced by the adaptive response), which engage opsonic receptors such 

as CR1 and CR3 for C3b and FcɔRII and FcɔRIII for IgG. These interactions lead to 

alterations in neutrophil membrane conformation, changes in phospholipid metabolism 

and actin cytoskeleton rearrangement, culminating in the formation of pseudopodia 

around the pathogen (reviewed by (van Kessel et al., 2014). This eventually leads to 

the formation of a membrane-bound phagosome within which pathogens become 

enclosed and where most microorganisms are effectively killed (Fig. 1.2). 

Figure 1.2 Bacterial killing mechanisms of an activated neutrophil 

The neutrophil, activated by phagocytosis, engages multiple (oxidative and non-oxidative) 

mechanisms to kill engulfed bacteria. At the phagosomal membrane, the components of the 

NADPH oxidase are assembled to form an active complex producing ROS. Neutrophils also 

contain many granule populations, which fuse with the phagosome to release antimicrobial 

peptides such as lactoferrin, myeloperoxidase (MPO) or elastase. When the target 

microorganism is too large to be internalised, neutrophils release neutrophil extracellular traps 

(NETs) to kill bacteria extracellularly (adapted from Ulfig and Leichert, 2021)  



7 

 

 

Immediately after formation, the phagosome does not have bactericidal ability, rather 

its membrane resembles the plasma membrane, and its fluid contents are a sample 

of the extracellular medium. However, not long after (or even prior to) sealing, the 

vacuole undergoes massive changes in its composition as a progressive maturation 

process occurs. Unlike macrophage phagosomes, neutrophil phagosomes do not 

acidify, as V-ATPases do not accumulate efficiently on phagosomes when the NADPH 

oxidase is active (El Chemaly et al., 2014). This may reflect the fact that neutrophil 

phagosomal maturation is less dependent on endosomal/lysosomal fusion events. 

Studies on neutrophils reveal that their phagosomal pH is in fact somewhat alkaline at 

8.5-9 for the first 30 minutes (mins) following phagocytosis (Levine et al., 2015; Segal 

et al., 1981). This alkalisation together with the influx of potassium ions (Reeves et al., 

2002) leads to activation of the neutral proteases that are released into the phagosome 

from the cytoplasmic granules, which are mobilised by calcium fluxes and microtubule 

dynamics to fuse with the phagosomal membrane (Nordenfelt and Tapper, 2011). This 

early alkalisation is maintained by the activity of NADPH oxidase, with electron transfer 

and consumption of protons in the phagosomal space (Segal et al., 1981; Foote et al., 

2019). Proton channels such as Hv1 (also called HVCN1) prevent neutrophil 

phagosomal acidification by sustaining the high-level ROS production that inhibits V-

ATPase accumulation on phagosomes until later time points (El Chemaly et al., 2014). 

Foote et al. also reported the increase in alkalinity of the phagosome milieu correlated 

with increased oxidase activity (Foote et al., 2019).  

The NADPH oxidase is activated and regulated by the combined action of intracellular 

signalling pathways, including phosphoinositide 3-kinase (PI3K), protein kinase C 

(PKC) and phospholipase D (PLD) (Condliffe et al., 2005). Neutrophils express all 

PI3K classes (I, II, III). It has been shown that class I PI3Ks are responsible for 

generation of PtdIns(3,4,5)P3 (PIP3) that has a major effect on regulation of the 

oxidase in human neutrophils by stimulation with N-formylmethionine-leucyl-

phenylalanine (FMLP) (van Kessel et al., 2014; Yasui and Komiyama, 2001). The role 

of PI3Ks in the oxidative burst is described in more detail in Section 1.3.4. 

Another intracellular antimicrobial pathway called LC3-associated phagocytosis (LAP) 

has been shown to play a role in maturation of phagosomes in some settings. LAP 
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incorporates certain features of autophagy (lipidation of LC3, but not generation of a 

double-membrane structure) into the phagocytic pathway. The hallmark of LAP is 

decoration of the single membrane phagosome (containing internalised bacteria) with 

lipidated LC3; this is in contrast to canonical autophagy which is characterised by 

double membrane LC3-decorated autophagosome formation. Most studies on LAP 

have been done on macrophages, with microorganisms such as Aspergillus 

fumigatus, Listeria monocytogenes and Mycobacterium tuberculosis; collectively, 

these studies have suggested an important role for LAP at the early stages of infection 

with certain pathogens (Lam et al., 2013; Lerena and Colombo, 2011; Huang et al., 

2009). LAP seems to occur at the earlier timepoints in vivo than autophagy and has 

been suggested to provide an intracellular niche for staphylococci within neutrophils 

in a zebrafish model (Prajsnar et al., 2021). It was demonstrated by Prajsnar et al. that 

ingested Staphylococci were present (as early as 1 hour post-infection - hpi) within 

LC3-positive, spacious óLAPosomesô in zebrafish neutrophils. Importantly, bacteria 

were able to proliferate and escape from these structures to the cytoplasm, where they 

could trigger canonical autophagy with microbicidal effect (Gibson et al., 2020).  

 

Neutrophils are granulocytes, containing abundant granules that can be termed 

peroxidase positive (azurophil or primary) and negative (specific or secondary and 

gelatinase or tertiary) granules, based on their enzymatic content (Bainton and 

Farquhar, 1968; Bainton et al., 1971). They are formed by the process known as 

granulopoiesis, which begins between the myeloblast and promyelocyte stages and 

proceeds over 4 to 6 days (Summers et al., 2010; Bainton et al., 1971). Granulopoiesis 

begins with the genesis of primary (azurophilic) granules, followed by production of 

specific granules with gelatinase granules formed during the transition into band 

neutrophils. Neutrophil granulopoiesis is completed with the development of ficolin-1-

positive granules and secretory vesicles, at the stage when the neutrophil nucleus 

acquires its characteristic multi-lobed phenotype (Kennedy and DeLeo, 2009; 

Faurschou and Borregaard, 2003). The granulesô contents can be released by either 

intracellular or extracellular degranulation (Fig. 1.3).   
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Fusion of granules with the phagosome is critical for the killing of many pathogens and 

hence is tightly regulated. Extracellular degranulation is hierarchical, with progressive 

release of tertiary, secondary and finally primary granules depending on the degree of 

elevation of intracellular calcium levels, but granule fusion with the phagosomal 

membrane is less well understood. Electron micrographs of both events are shown 

below (Fig. 1.3.). The early granule-phagosome fusion events are dependent on 

calcium but this does not seem to be the case for the fusion of azurophilic granules 

with phagosomes at later stages (Nordenfelt and Tapper, 2010). Rab proteins (e.g., 

Rab5, 7 and 11) are important regulators of phagosome fusion events, promoting 

recognition of membranes that are destined to fuse, with SNARE proteins (e.g., 

syntaxins 7, 8 and 13 and VAMPs 3, 7 and 8) helping to enact fusion at a molecular 

level (reviewed by (Haas, 2007).  

 

Figure 1.3 Intra- and extracellular degranulation in the human neutrophil in 
response to S. aureus infection  

Electron microscopic images acquired in this study (see Materials and Methods Section 2.8). 

Briefly, neutrophils were infected with S. aureus at MOI 10 and fixed at 0.5 h post infection prior 

to processing. (A) Intracellular degranulation showing the fusion of granules (denoted by the 

white arrow) with the phagosome which contains an ingested S. aureus particle, (B) 

Extracellular degranulation of the neutrophil denoted by the white arrow. Scale bars are 0.5 µm 

for A and 1 µm for B.  

Myeloperoxidase (MPO) is the protein that defines peroxidase-positive granules 

(Bainton and Farquhar, 1968). The large, dense azurophil or primary granules also 

contain digestive enzymes such as the serine proteases, namely proteinase 3, 

cathepsin G, neutrophil elastase (NE) and the more recently described neutrophil 
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serine protease 4 (NSP4) (Pereira et al., 1990; Perera et al., 2013). These enzymes 

and other granule contents are released into the phagosomes. Granule proteins 

contribute to the toxic bactericidal environment in a manner which is likely both 

synergistic and pathogen specific. For example, cathepsin G is known to target S. 

aureus (Reeves et al., 2002), and mice lacking both elastase and cathepsin G but not 

either alone are susceptible to fungal infection (Tkalcevic et al., 2000). Alpha-

defensins (peptides abundant in azurophil granules) display broad antimicrobial 

activity against bacteria, enveloped viruses, and protozoa by creating transmembrane 

pores in the microbial outer membrane (Faurschou and Borregaard, 2003; Ganz et al., 

1985; Wimley et al., 1994). In contrast to the azurophil granules, specific and 

gelatinase granules are more readily mobilised to the plasma membrane for 

extracellular release (Bainton and Farquhar, 1968; Leffell and Spitznagel, 1974), but 

nonetheless their contents are also released in abundance into the phagosome and 

contribute to the  phagosomal environment. Specific (secondary) granules are rich in 

lactoferrin, which has direct bacteriostatic and bactericidal effect against many 

pathogens, including Gram-positive bacteria, largely by its iron-chelating effect 

(Valenti and Antonini, 2005). Specific granules also convey membrane components of 

the NADPH oxidase to the phagosome. Gelatinase (tertiary) granules contain matrix-

degrading enzymes such as gelatinase (also known as matrix metalloproteinase-9 - 

MMP-9) and also membrane receptors namely CD11b/CD18, CD67, fMLF-R, SCAMP 

and VAMP2, which play an important role in the earliest phases of the neutrophil 

inflammatory responses when mobilized to the cell surface (Cowland and Borregaard, 

2016; Faurschou and Borregaard, 2003). Overall, infection as exemplified by presence 

of pathogens within a phagosome is a strong degranulation stimulus, resulting in rapid 

granule mobilisation (Lodge et al., 2017; Lodge et al., 2020) to the intracellular or 

extracellular milieu.  

 

Stimulated PMNs exhibit an abrupt and dramatic increase in oxygen consumption, the 

so-called neutrophil respiratory or oxidative burst (Reiss and Roos, 1978). The 

enzyme responsible for the respiratory burst is a multicomponent complex with 

subunits organised into distinct compartments in the resting neutrophil. Two subunits, 

p22phox and gp91phox (known as NOX2) form a heterodimer, which comprises the 
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membrane-localized part of the enzyme, referred to as cytochrome b558. The 

cytochrome b558 is present in the plasma membrane of neutrophils, however the 

majority of it is expressed in the membrane of specific granules (Borregaard et al., 

1983). The cytoplasmic subunits include p40phox, p47phox (also called neutrophil 

cytosolic factor 1, NCF1), p67phox and Rac2 (Groemping and Rittinger, 2005; El-Benna 

et al., 2008). Mutations in p22phox, gp91phox, p47phox and  p67phox have long been known 

to cause the primary immune deficiency disease chronic granulomatous disease 

(CGD) which is characterised by a failure of the phagocyte respiratory burst and 

extreme susceptibility to infections with S. aureus and fungi such as Aspergillus spp 

(Winkelstein et al., 2000). Whilst the importance of p40phox to the oxidative burst was 

previously uncertain, neutrophils from p40phox-/- mice were shown to exhibit severe 

defects in the NADPH oxidase-dependent ROS production in response to S. aureus, 

suggesting that p40phox is an essential component in bacterial killing (Ellson et al., 

2006). More recently, p40phox loss-of-function mutations in patients with a mild version 

of CGD have been shown to impair phagocytosis-induced ROS generation (but not 

the PMA-induced oxidative burst) and to impair the killing of S. aureus but not fungi 

(Geer et al., 2018). This may reflect the critical importance of phagosomal ROS in 

killing S. aureus, or an alternative pathogen-specific function of p40phox.  Study of Hsu 

P. A et al. (2019), has shown that dominant activating mutation in Ras-related C3 

botulinum toxin substrate 2 (RAC2), the small GTPase, in patients leads to lymphoid 

and myeloid defects. Mice with a gain-of-function of Rac2 (E62K) display similar to the 

T- and B- cell lymphopenia, leading to activation of neutrophil superoxide production 

by its interactions with reduced NADPH-oxidase component p67phox, demonstrating 

the important role of Rac2 in hematopoietic cells (Hsu et al., 2019).   

ROS are harmful to the host cell and tissues; hence NADPH oxidase activation must 

be strictly regulated in time and space to limit ROS production. NADPH oxidase 

assembly and activation (see Figure 1.4) is regulated by processes such as binding of 

p47phox and p40phox to phospholipids, phosphorylation of its components, and 

activation of the GTPase Rac2. Binding of the membrane phospholipid 

phosphadylinositol-3-phosphate (PI3P) to the PX (Phox homology) domain of p40phox 

was found to be important for oxidase assembly and activation at the phagosome in 

response to both S. aureus and E coli.; the phagosomal PI3P responsible for this 

binding was found to be synthesised predominantly by the Class III PI3K known as 
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VPS34 (Anderson et al., 2008), although PI3P is also produced by sequential 

dephosphorylation of PIP3 (produced in abundance at the phagosomal membrane by 

the activation of Class 1 PI3Ks). The PX domain of p47phox binds to 

phosphatidylinositol 3,4 bisphosphate (PI(3,4)P2) (Kanai et al., 2001), which is 

generated at the phagosome either by dephosphorylation of PIP3 (produced by the 

activation of Class 1 PI3Ks) or de novo by Class II PI3Ks. However, use of R90A 

mutations in the p47phox PX domain that result in loss of phosphoinositide binding, 

resulted in marked impairment of ROS generation in response to soluble stimuli, but 

only a minor reduction in the response to a number of particulate stimuli including S. 

aureus (Li et al., 2010). This work was done in mouse neutrophils using opsonized 

prey but does suggest that at the S. aureus containing phagosome, the interaction 

between PI3P and p40phox is predominant in mediating recruitment and activation of 

the oxidase.  

The phox components of the oxidase all become phosphorylated on neutrophil 

activation, and many of these phosphorylation events are important for oxidase 

assembly and activation (for a recent review of this extensive literature, see (Belambri 

et al., 2018). It should be noted that the majority of studies have been performed on 

neutrophils stimulated by soluble stimuli, particularly PMA; since PMA activates 

protein kinase C (PKC), which is responsible for many of the phosphorylation events 

detected, it is possible that not all of the detected events are relevant to phagosomal 

oxidase assembly. Work by Garcia and Segal in 1988 compared protein 

phosphorylation in normal and flavocytochrome b558- deficient neutrophils from X-

linked CGD patients, demonstrating that gp91phox and p22phox are phosphorylated in 

PMA- and IgG opsonized latex particle stimulated neutrophils (Garcia and Segal, 

1988). In vitro studies revealed that phosphorylation of p47phox induces its interaction 

with p22phox (Fontayne et al., 2002; Groemping and Rittinger, 2005). gp91phox/NOX2 

and p22phox are phosphorylated by PKC in human neutrophils to promote the assembly 

and catalytic activity of the multimeric complex (Raad et al., 2009; Regier et al., 1999), 

whilst phosphorylation of  gp91phox by the ataxia telangiectasia-mutated (ATM) kinase 

seems to limit oxidase activation (Beaumel et al., 2017). A range of p47phox 

phosphorylation events regulate NADPH oxidase activation and are summarised by 

Belambri et al. (2018). Pro-inflammatory cytokines such as TNF-alpha and GM-CSF 

do not activate the NADPH oxidase directly, but they prime its activation in response 
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to a secondary stimulus as the bacterial tripeptide fMLF. These priming molecules 

induce the phosphorylation of p47phox specifically on Ser345 by p38MAPK, and this 

event plays a critical role in the priming of ROS production in neutrophils (Dang et al., 

1999; Dewas et al., 2003; Dang et al., 2006).  

During the activation of neutrophils, the cytoplasmic subunits of NADPH oxidase 

translocate to the membrane and assemble a functional electron transport machinery, 

regulated as noted above by phosphorylation event and lipid binding. Upon activation, 

electrons from cytoplasmic NADPH are transported across the membrane to the 

cytochrome via flavin adenine dinucleotide (FAD) to molecular oxygen, that is thereby 

reduced to superoxide (O2
-; one electron reduction), first of the formed ROS. 

Superoxide rapidly dismutates to form hydrogen peroxide (H2O2; two electron 

reduction). Starting with the production of superoxide and hydrogen peroxide, the 

oxidative burst of PMNs initiates the generation of a cascade of labile reactive oxygen 

species (ROS). Reaction of superoxide anion with nitric oxide (NO) leads to formation 

of strongly cytotoxic peroxynitrite. In the presence of ferrous ions (Fe2+), hydrogen 

peroxide is converted into strongly reactive hydroxyl radicals (OH ) by the óFenton 

reactionô. Hydroxyl radicals induce peroxidation of lipids in cell membranes, affecting 

their fluidity, and have been shown to kill S. aureus directly in culture in vitro (Repine 

et al., 1981). Released by degranulation, myeloperoxidase (MPO) from azurophil 

granules catalyses the reaction of hydrogen peroxide with halide molecules (Cl2, Br2 

and J2) leading to formation of highly toxic hypohalides (OCl-, OBr- and OJ-), and 

hypohalous acids. Whilst it is currently impossible to study the complex (and in some 

cases highly ephemeral) mixture of ROS and ascribe individual functions to the various 

species, hypochlorous acid has been incorporated into a wound irrigation system 

currently undergoing clinical trials in human patients requiring skin grafts (in whom S. 

aureus infection may be devastating and lead to graft failure), and was found to induce 

a 50% decrease in S. aureus growth in biofilms in vitro (Burian et al., 2021).  In vivo, 

all forms of ROS are likely to be critical components of the intracellular killing of 

ingested pathogens; if released into the extracellular milieu they can also be important 

mediators of the destruction of the healthy tissue (Hampton et al., 1996; Hampton et 

al., 1998; Weiss, 1989).  
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ROS production is inhibited by iodonium compounds such as diphenyleneiodonium 

iodide (DPI), which directly inhibits NADPH oxidase activity, hence leading to inhibition 

of ROS production in neutrophils. It inhibits the  reduction of FAD and cytochrome b558 

(Cross and Jones, 1986). However, DPI can inhibit other flavoproteins, hence it is not 

totally specific for the phagocytic NADPH oxidase. It was reported to affect other 

oxidases, including xanthine oxidase and components of the mitochondrial electron 

transport chain (Hirano et al., 2015; Holland and Sherratt, 1972). It has been 

suggested that other compounds may be more specific ROS production inhibitors, 

such as a small molecule termed GSK2795039 (Hirano et al., 2015), or apocynin 

which is an inhibitor of the intracellular translocation of two cytosolic subunits of the 

NADPH oxidase- p47 and p67 (Stolk et al., 1994; Vejrazka et al., 2005). However, 

apocynin also has off-target effects, for example inhibiting cytokine-mediated ERK1/2 

phosphorylation, independently from its action on ROS (Pintard et al., 2020).   

 

Figure 1.4 Schematic of the NADPH oxidase assembly and its inhibition  

NADPH oxidase subunits are divided to the cytosolic and membrane (largely of specific 

granules) by their localisation within the cell. To become active, all subunits- p40 (binds with 

PI3P), p47phox, p67phox, p22 phox, gp91 and Rac2 are recruited to membranes (dependent on 
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lipid binding and phosphorylation events). ROS can be produced extracellularly or 

intracellularly. Activation of the NADPH oxidase complex leads to production of O2
- and H2O2, 

subsequently converted to hypohalides in a reaction that is catalysed by MPO (azurophil 

granules). Modified from (Dahlgren et al., 2019).  
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Neutrophils extracellular traps (NETs) are reticulate formations of extracellular DNA 

release with associated antimicrobial molecules (mostly granule proteins and 

histones) and may play a role in innate immune defence (Ab et al., 2012; Goldmann 

and Medina, 2012). In humans, this process was first described in 2004 (Brinkmann 

et al., 2004). NETs release is induced by various host or pathogen derived molecular 

signals such as IL-8 (Keshari et al., 2012), TNF- alpha, LPS, and fMLP, as well as by 

the pharmacological agent PMA (Brinkmann et al., 2004; Gupta et al., 2005). 

Neutrophil ROS are an integral part of most reaction cascades leading to the release 

of NETs (Ab et al., 2012; Kirchner et al., 2012; Arazna et al., 2013). Most NETosis 

requires ROS formation by the NADPH oxidase complex (Guimarães-Costa et al., 

2012; Röhm et al., 2014; Aleyd et al., 2014; Fuchs et al., 2007) and is linked to the 

autophagy pathway (Mitroulis et al., 2011; Remijsen et al., 2011). NETosis was also 

shown to be activated when the internalisation of the pathogen is not feasible, 

therefore allowing the invading pathogens to be killed extracellularly (Rigby and 

DeLeo, 2012). There are conflicting findings with regards to the killing of pathogens 

by release of NETs. Brinkmann et al. demonstrated that inhibiting neutrophil 

phagocytosis with cytochalasin D still permitted NETs formation and the ability to kill 

S. aureus was preserved (Brinkmann et al., 2004). Opposite findings were reported by 

Menegazzi et al. where there was no microbicidal effect of NETs against S. aureus 

with release of live bacteria on the addition of DNAse (Menegazzi et al., 2012). Such 

differences might be related to the timing of DNAse addition to dismantle NETs, or 

incomplete inhibition of phagocytosis by cytochalasin D. NETs are likely to contribute 

to tissue damage and have been implicated in lung injury in COVID-19 (Godement et 

al., 2021). 

 

Pathogens have evolved multiple mechanisms to circumvent PMN microbicidal 

actions (see Fig. 1.5). Pathogen recognition is an important step in the host defence 

against bacteria, which is often avoided by pathogens. For example, the chemotaxis 

inhibitory protein of S. aureus (CHIPS) binds to C5a and formyl peptide receptors to 

mask receptor-ligand interactions and inhibit neutrophil activation and chemotaxis 

(Haas et al., 2004). Also, staphylococcal superantigen-like protein (SSL3) blocks 

TLR2, preventing recognition by this receptor. Moreover, SSL1 and SSL5 were 
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demonstrated to inhibit neutrophil matrix metalloproteinases (MMP8 and MMP9), 

leading to subsequent inhibition of MMP-dependent IL-8 cleavage, and hence 

inhibiting neutrophil recruitment (Koymans et al., 2016).  

Staphylococci are coated by a thick peptidoglycan layer, and in addition several clinical 

strains (particularly serotypes 5 and 8, Watts et al., 2005), produce slimy capsular 

polysaccharides. This capsule protects S. aureus from being phagocytosed and 

thereby contributes to its pathogenesis (Thammavongsa et al., 2015). If internalised, 

some strains of S. aureus have the capacity to survive intracellularly, which may 

facilitate dissemination (Gresham et al., 2000; Kubica et al., 2008). S. aureus has been 

found to remain viable and virulent inside murine PMNs, localised in the cytoplasm, 

and both within larger vacuoles called óôspacious phagosomesôô or inside small 

vacuoles termed óôtight phagosomesôô (Gresham et al., 2000). A single neutrophil was 

noted to contain bacteria in each of these 3 intracellular niches, suggesting it was not 

an effect specific to an individual neutrophil. Phagocytosis of organisms is not 

synchronous, and the possibility that this was a temporal effect, with one stage 

progressing to the next, was not explored. Bacteria within spacious phagosomes 

(suggested to have formed via macropinocytosis rather than true phagocytosis) were 

thought to be more likely to survive, perhaps due to failure to deploy the normal killing 

mechanisms in this setting.  

The NADPH oxidase (see Figure 1.4 and Section 1.3.3) is a key executioner of 

ingested staphylococci, and hence antioxidant defences are likely to be important in 

bacterial survival. S. aureus produces a number of antioxidants in an attempt to 

mitigate the effect of ROS (Figure 1.5). Staphyloxanthin, superoxide dismutase 

(SodA/SodM), catalase (KatA) and alkyl hydroperoxide reductase (AhpC) all possess 

antioxidant functions which can protect S. aureus from the oxidative stress induced  

by intraphagosomal ROS. S. aureus lacking the carotenoid staphyloxanthin were more 

susceptible to killing by exogenous ROS than were isogenic wild type bacteria 

(Clauditz et al., 2006) and blocking staphyloxanthin biosynthesis in vitro rendered S 

aureus more susceptible to killing by human blood (Liu et al., 2008). S. aureus 

produces two superoxide dismutases (SODs), SodA and SodM. Staphylococci 

isolated from the sputum of patients with cystic fibrosis (a highly inflammatory and 

oxidising environment) transcribed high levels of sodA and sodM, and both enzymes 
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promoted survival of S. aureus during PMN killing (Treffon et al., 2020). Although 

catalase has been regarded as a major virulence factor, clinical isolates of catalase 

positive and negative strains of S. aureus were equally virulent in a mouse model of 

CGD (Messina et al., 2002), perhaps due to residual catalase activity provided by 

AhpC. Interestingly, although mutation of both katA and ahpC impaired the ability of 

S. aureus to withstand oxidative stress in vitro, the double mutant was not attenuated 

in in vivo infection models, which the authors proposed was due to the low oxygen 

availability at in vivo sites of infection (Cosgrove et al., 2007). Together, this body of 

data is consistent with an ongoing óarms raceô with S. aureus attempting to overcome 

the oxidative stress within the phagosome or to escape from it.  

Within the phagosome, S. aureus are exposed to high concentrations of granule 

proteins, and in response have evolved secreted factors which neutralise granule 

proteases and antibacterial peptides (Figure 1.5). For example, peptidoglycan O-

acetylase A (OatA) protects S. aureus from degradation by lysozyme; in a septic 

arthritis model, mice infected with an OatA-deficient strain developed milder disease 

than those infected with wild type bacteria. To combat the ability of neutrophil serine 

proteases to cleave a range of staphylococcal virulence factors, S. aureus produces 

three serine protease inhibitors known as extracellular adherence proteins (EAPs) 

Eap, EapH1 and EapH2 (Stapels et al., 2014), which also protected the bacteria from 

NETs (Eisenbeis et al., 2018). Triple EAP mutants generated reduced bacterial loads 

compared to wild type pathogens in in vivo mouse models of infection but were not 

more susceptible to intracellular killing by neutrophils in vitro, suggesting the 

extracellular effects of these inhibitors are the main mechanism whereby they promote 

virulence. The huge array of antibacterial peptides and proteases in the phagosomal 

milieu is difficult to evade, hence the propensity of S. aureus to evolve multiple 

strategies of immune evasion.  

S. aureus can escape from neutrophil cytosol or phagosomes by producing phenol- 

soluble modulins (PSMs), regulated by the agr quorum-sensing system, again 

expressed when they are needed for staphylococcal pathogenesis. It was 

demonstrated that the main role of PSM (predominantly PSMŬ) but also leukotoxins 

and haemolysins, is to cause destruction of neutrophils (Rong et al., 2007). The 

mechanism of neutrophil death is currently unclear. 



19 

 

 

 

Figure 1.5 S. aureus avoids engulfment and killing by neutrophils. 

Neutrophil chemotaxis is inhibited by chemotaxis inhibitory protein of S. aureus (CHIPS), which 

prevents binding of chemoattractants to neutrophil C5a and formyl peptide receptors. The S. 

aureus capsule is poorly detected by PMNs, reducing internalisation. S. aureus inhibits killing 

of phagocytosed pathogens by secreting several inhibitors and enzymes. Granule-derived 

antimicrobial peptides such as lysozyme or MPO are cleaved by aureolysin (Aur). Additionally, 

DltA-D promotes D-alanyl esterification of teichoic acids and MprF modifies 

phosphatidylglycerol with alanine or lysine, detoxifying bactericidal peptides. Peptidoglycan O-

acetylase (OatA) protects S. aureus from degradation by lysozyme. Extracellular adherence 

proteins (Eaps) inhibit neutrophil serine proteases elastase, proteinase 3 and cathepsin G 

through blocking processing and activation of cellular receptors. The adenosine synthesising 

enzyme (AdsA) impedes degranulation via adenosine receptor (AdoR) signalling. 

Staphyloxanthin, superoxide dismutase (SodA/SodM), the catalase (KatA) and alkyl 

hydroperoxide reductase (AhpC) are all antioxidants which protect Staphylococcus from the 

oxidative stress induced by production of reactive oxygen species (ROS) inside of phagosome 

(adapted from Guerra et al., 2017). 
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In addition to surface-related virulence factors, S. aureus secretes a wide range of 

exoproteins, which are vital in the latter stages of infection. S. aureus controls the 

production of its abundant virulence factors through two distinctive interacting 

regulatory loci, namely the global regulation systems sar (Staphylococcal Accessory 

Regulator) (A. L. Cheung et al., 1992) and agr (Accessory Gene Regulator) (Recsei 

et al., 1986). The secretory phenotype depends on bacterial density, detected by 

quorum sensing mechanisms. At low densities (early infection), S. aureus adopts the 

ñadhesiveò phenotype, with upregulation of surface adhesion molecules to facilitate 

attachment and colonisation. Later in infection, staphylococci switch to an ñinvasiveò 

phenotype secreting toxins and proteases to promote bacterial dissemination to 

distant tissues (Dunman et al., 2001). Thus, S. aureus adjust their expression of 

virulence factors to environmental conditions. 

 

The main role of PMNs is to recognise and clear invading pathogens. When this ability 

is impaired, pathogen success is dramatically increased. Several inherited and 

acquired neutrophil disorders have been described, often leading to increased 

susceptibility to staphylococcal infection (Table 1.1). The most common example is 

neutropenia, where the number of neutrophils is markedly reduced, for example by 

cancer chemotherapy; because neutrophils are short-lived they must be rapidly 

replenished; chemotherapy targets rapidly dividing cells such as neutrophil precursors 

in the bone marrow (Jin et al., 2017). 

The importance of the neutrophil, and in particular the oxidative burst, in anti-

staphylococcal immunity was dramatically highlighted when chronic granulomatous 

disease (CGD) was first described, and its cause identified (for a recent review, see 

(Yu et al., 2021). Neutrophils from CGD patients are unable to produce ROS from 

molecular oxygen, because of inactivating mutations in the phox components 

(gp91phox, p22phox, p47phox p40phox or p67phox) of the NADPH oxidase enzyme. CGD 

patients are highly susceptible to infections caused by microorganisms such as 

Staphylococcus spp., Aspergillus spp., Salmonella spp., and Serratia spp. 

(Winkelstein et al., 2000) since the defective oxidative burst leads to a failure of 
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pathogen killing. CGD neutrophils also release 2- to 4- fold higher levels of interleukin-

8 (IL-8) than those isolated from healthy volunteers, contributing to enhanced and 

delayed resolution of inflammation (Lekstrom-Himes et al., 2005). Aberrant clearing of 

cellular debris further promotes granuloma formation in CGD patients (Kobayashi et 

al., 2004; Okura et al., 2015).  

In contrast, the neutrophil dysfunction in HyperIgE syndrome (HIES) is complex and 

poorly understood. These patients also have increased susceptibility to staphylococcal 

and fungal infections, but the main defect seems to relate to impaired Th17-mediated 

immunity (Park and Liu, 2020), with reduced neutrophil chemotaxis perhaps 

secondary to reduced generation of chemoattractants (Soderberg-Warner et al., 1983) 

but preserved intracellular killing of relevant pathogens. Surprisingly, myeloperoxidase 

deficiency confers only minor increased susceptibility to infection in only a few affected 

patients (Nauseef, 1988), although in vitro killing of S. aureus was reported to be 

somewhat compromised (Kitahara et al., 1981), again illustrating the redundancy of 

the extensive antibacterial protease arsenal of the neutrophil. In contrast, neutrophils 

lacking the entire specific granule population due to mutations in the transcription 

factor C/EBPŮ are profoundly susceptible to staphylococcal infection (Kyme et al., 

2012). This may relate to both impaired recruitment of the membrane phox 

components of the NADPH oxidase as well as the role of the specific granule proteins. 

Understanding rare diseases such as CGD and specific granules deficiency have thus 

shed light on normal immune cell function and identified possible pathways to target 

to improve host immunity. 
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Table 1.1 Clinical Features of Neutrophil Disorders   

Disease Defect  PMN Dysfunction Clinical outcomes 

Neutropenia Decreased PMN numbers, 
either congenital (e.g., 
elastase deficiency) or 
acquired (most commonly 
drug-induced such as 
cancer chemotherapy). 

Insufficient PMN numbers 
to respond to invading 
pathogens, life-threatening 
Gram-negative and Gram-
positive infections. 

Life-threatening 
infections during 
periods of 
neutropenia, 
susceptibility 
reduced when 
neutrophil count 
recovers. 

Chronic 
granulomatous 
disease (CGD) 

Mutations in NADPH 
oxidase components; 
reduced or absent ROS 
formation. 

Reduced killing of certain 
pathogens e.g., 
Staphylococcus aureus, 
Aspergillus fumigatus, 
Gram- negative bacilli. 

Life-threatening 
infections with 
Staphylococcus and 
Aspergillus; aberrant 
healing 
(granulomas). 

Hyper IgE 
Syndrome 

(formerly Job's 
syndrome) 

Mutations in STAT3 
(signal transducer and 
activator of transcription 
3) or DOCK 8 (Dedicator 
of cytokinesis 8). 

Reduced killing of certain 
pathogens e.g., 
Staphylococcus aureus, 
Aspergillus fumigatus. 

Staphylococcal and 
fungal skin 
infections, 
pulmonary and joint 
ƛƴŦŜŎǘƛƻƴǎΣ ΨŎƻƭŘΩ 
abscess formation 
(reduced cytokine 
release). 

Myeloperoxidas
e deficiency  

Decreased or lack of 
MPO/HOCl system. 

Increased chronic 
conditions mediated by 
adaptive immunity, 
decrease NET killing of 
microbes.  

Mild susceptibility to 
chronic infections 
caused by Candida 
albicans, S. aureus. 

SGD (Specific 
Granule 

Deficiency) 

Azurophil granule lack of 
defensins. Absence of 
specific granules, bilobed 
neutrophils nuclei. 

Impaired chemotaxis, 
disaggregation, reduced 
respiratory burst, and 
ŘŜŬŎƛŜƴǘ ōŀŎǘŜǊƛŎƛŘŀƭ 
activity (mainly to S. 
aureus). 

Severe 
staphylococcal 
infections, aberrant 
skin lesion healing.   

Leukocyte 
Adhesion 

Deficiency (LAD) 

Integrin or integrin-ligand 
defects. 

Failure of neutrophil 
recruitment to infection, 
increased circulating PMN 
numbers. 

Infection, aberrant 
wound healing, 
periodontitis. 
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1.4 Hypoxia in health and disease 

Hypoxia implies an imbalance between oxygen supply and demand rather than being 

defined by a specific oxygen tension. Physiological oxygen gradients exist within and 

across tissues, as shown by directly measured oxygen tensions; this óphysiological 

hypoxiaô is heightened by disease processes such as inflammation and infection 

leading to ópathological hypoxiaô.  

 

Local tissue óhypoxiaô is normal in the healthy organism. The oxygen level in tissue 

environments differs considerably from that of inspired air (pO2 about160 mm Hg). 

Circulating neutrophils repeatedly transit between a pO2 of approximately 100 mmHg 

in major arteries, 50 mmHg in arterioles and 20-30 mmHg in capillaries. Since oxygen 

must diffuse from capillaries to the surrounding environments, the oxygen tension in 

normal tissues can be even lower ï óphysiological hypoxiaô. The availability of oxygen 

in tissues is dependent on previous oxygen extraction and distance from the closest 

capillary (Sitkovsky and Lukashev, 2005). Tissue oxygenation can be measured using 

micro-electrodes or by staining with compounds such as pimonidazole, which binds to 

thiol groups at oxygen tensions below 10 mmHg. It has been reported in a mouse 

model, using the OxyLite PO2 system (which determines the O2-dependent fluorescent 

lifetime of ruthenium chloride) that the pO2 in the healthy thymus is approximately 

10mm Hg and around 16mm Hg in the spleen (Braun et al., 2001). This physiological 

tissue hypoxia is amplified in pathological settings (see Section 1.5). To enable 

appropriate responses to the challenges presented by low oxygen levels, a complex 

and accurate oxygen sensing system has evolved. 

 

The molecular response to hypoxia is controlled by the family of hypoxia-inducible 

factor (HIF) transcription factors (Jaakkola et al., 2001). There are two phases of 

regulation of the HIF-1Ŭ subunit (Fig. 1.6); hydroxylation and subsequent degradation 

when molecular oxygen is accessible (normoxia), and stabilisation and nuclear 

translocation in decreased oxygen settings (hypoxia).  
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Functional HIFs are heterodimers formed of one of 3 alpha subunits (although HIF-3Ŭ 

is restricted to neuronal tissue and is not further discussed) with a single beta subunit, 

aryl hydrocarbon receptor nuclear translocator (ARNT).  In vitro studies have shown 

that HIF-1Ŭ protein only accumulates after incubation in Ò3% oxygen, whilst HIF-1ɓ is 

constitutively expressed irrespective of oxygen status. Whilst HIF-1Ŭ protein is 

stabilised in hypoxia, levels drop rapidly following re-oxygenation (Huang et al., 1996). 

HIF-1/2 Ŭ stability is post-transcriptionally regulated by molecular oxygen, via oxygen-

sensitive Prolyl Hydroxylases (PHDs), which hydroxylate the oxygen- dependent 

domain (ODD) of HIF-Ŭ (McDonough et al., 2006). When dioxygen is available, PHDs 

are catalytically active and hydroxylate HIF-Ŭ, targeting it for ubiquitination and hence 

proteasomal degradation, a process facilitated by von Hippel-Lindau (VHL) tumour 

suppressor protein (Maxwell et al., 1999; McDonough et al., 2006). Another oxygen-

dependent enzyme, Factor Inhibiting HIF (FIH), hydroxylates critical asparagine 

residues to silence the HIF-Ŭ transactivation domains. This hydroxylation blocks the 

association of HIFs with transcriptional co-activators CBP/p300, and prevents 

transcriptional activation (Lando et al., 2002).  

When molecular oxygen in the cytoplasm is reduced, PHD and FIH activity are 

impaired, HIF-1Ŭ subunits accumulate in the cytoplasm, heterodimerise with HIF-1ɓ 

and recruit p300/CBP coactivator family proteins. This regulatory complex 

transmigrates to the nucleus and binds to hypoxia responsive elements (HREs) to 

control target genes (e.g., glucose transporter 1- GLUT1; vascular endothelial growth 

factor- VEGF).  

HIF-1 and HIF-2 play both overlapping and somewhat divergent roles in regulating 

responses to hypoxia by means of differential temporal regulation of stabilisation and 

overlapping and distinct gene targets. For example, angiogenesis (new vascular 

development to augment oxygen delivery) in hypoxic conditions is initially HIF-1-

dependent. In the middle stage of vasculogenesis both HIFs drive overlapping 

functions. With the rising oxygen concentrations, maturation of vasculature showed 

dependency on HIF-2, which is required to finalise the remodelling and stabilisation of 

the newly established vasculature (Koh and Powis, 2012). 
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HIF-1 and HIF-2 may have divergent effects on immune-related genes; for example, 

the balance between HIF-1-regulated inducible nitric oxide synthase (iNOS) and HIF-

2-regulated arginase control formation of nitric oxide (NO). Arginase competes with 

iNOS for a common substrate, L-arginine and therefore inhibits production of NO, a 

potent antimicrobial. Up-regulation of arginase by HIF2-driven macrophages to the M2 

(alternatively activated) anti-inflammatory phenotype (Takeda et al., 2010) and HIF-1 

regulates macrophage antibacterial activity via the increased expression of iNOS 

(Peyssonnaux et al., 2005).  

 

Figure 1.6 Sensing molecular oxygen levels and responses by human cells. 

Under normoxia, HIF1/2-Ŭ subunit abundance is diminished due to hydroxylation by PHDs, 

which target HIF-Ŭ for pVHL-facilitated proteasomal destruction, and by FIH which blocks 

interactions with p300/CBP. Under hypoxia HIF-Ŭ stabilised and dimerises with its cofactor HIF-

1ɓ. The newly formed heterodimer translocates to the nucleus, interacts with p300/CBP and 

binds to hypoxia-responsive elements (HRE) in promotor regions to regulate target genes e.g., 

GLUT1 or VEGF (adapted from Elks et al., 2015). 

In addition, in a larval zebrafish model of mycobacterial infection, either HIF-1Ŭ 

stabilisation or reduction of HIF-2Ŭ reduced bacterial burden via elevated production 

of NO by neutrophils (Elks et al., 2013). Thus, it appears that HIF-1Ŭ to HIF-2Ŭ ratio 

determines the iNOS/arginase production respectively and therefore the NO-

dependent bactericidal capacity of phagocytes. 
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Although HIFs are the canonical effectors of hypoxia signalling, in has more recently 

become apparent that hypoxia can lead to a range of HIF-independent effects. These 

may be mediated by PHDs or VHL directly (for example in cancer, reviewed by Nguyen 

and Durán, 2016; Zhang and Zhang, 2018 respectively), or by lack of molecular 

oxygen to fuel reactions such as the NADPH oxidase (Hoenderdos et al., 2016). These 

HIF-independent pathways allow rapid responses to hypoxia, often without the 

requirement for transcriptional activity.  

1.5 Pathological hypoxia 

Tissue oxygenation can be compromised by pathological processes, such as 

atherosclerosis (reduced delivery of oxygenated blood by narrowed vessels), tumour 

formation (abnormal blood vessels and increased diffusion distance), and infection. 

Using the trinitrobenzenesulfonic acid (TNBS) colitis model of murine acute colonic 

inflammation, it has been shown that neutrophil accumulation directly induces 

inflammatory hypoxia. Infiltration of PMNs depleted local molecular oxygen levels in 

adjacent intestinal epithelial cells by consuming oxygen to fuel the oxidative burst 

(Campbell et al., 2014; Monceaux et al., 2016). Bacteria may also contribute to tissue 

hypoxia, for example S. aureus depleted dissolved oxygen in a skin infection model 

(Lone et al., 2015). Thus, neutrophils must operate in hypoxic environments to control 

infection; hence it is critical to establish the impact of hypoxia on key neutrophil 

microbicidal functions. Of note, most data on neutrophil function have been collected 

by studying isolated cells cultured in atmospheric oxygen (160 mmHg). 

 

Neutrophils are key effector cells for the resolution of inflammation and/or infection 

(Palazon et al., 2014), and transmigrate to compromised microenvironments altered 

by pathogens. Over-accumulation or excessive activation of neutrophils in the disease 

setting can be harmful for the host and may lead to tissue injury and chronic 

inflammation. It is important that neutrophil influx and activation are appropriately 

regulated to allow their microbicidal function but limit their tissue-damaging properties. 

Of note, neutrophil functions that enable recruitment, such as sensing, polarisation 

and migration in the direction of chemotactic stimuli, are fully sustained at low-oxygen 
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levels (McGovern et al., 2011), suggesting that a hypoxic environment will not prevent 

the mobilisation of PMN from the circulation. 

Hypoxia prolongs the longevity of PMNs by delaying apoptosis (Hannah et al., 1995). 

Neutrophils cultured in vitro under hypoxic conditions stabilise HIF-1/2Ŭ with increased 

mRNA of HIF-targets such as BNIP3 and IKKɓ mRNA (Hannah et al., 1995; McGovern 

et al., 2011; Monceaux et al., 2016). Walmsley et al. explored the cause of the 

diminished neutrophil apoptosis under hypoxia, showing that it is mediated by HIF-1Ŭ-

dependent nuclear factor-kappa ɓ (NFəɓ) expression and activity (Walmsley et al., 

2005). Hypoxic neutrophils were also found to release the survival factor cytokine MIP-

1ɓ (macrophage inflammatory protein-1ɓ or CCL4), providing a further, indirect 

mechanism for increased PMN longevity (Walmsley et al., 2005).  

 

Neutrophils recognise, ingest and execute pathogens rapidly and efficiently by 

employing their extensive antimicrobial functions. Host- or pathogen-derived priming 

agents, for instance tumour necrosis factor (TNFŬ) or bacterial lipopolysaccharide 

(LPS), make neutrophils more responsive to recruitment and activation signals. 

Additionally, priming amplifies a range of pathogen internalisation and destruction 

functions, comprising chemotaxis, phagocytosis, degranulation, ROS generation and 

release of neutrophil extracellular traps (NETs) (Lu et al., 2014). McGovern et al. 

showed that recruitment-relevant responses to stimuli such as TNFŬ, the bacterial 

tripeptide fMLP and LPS are unaltered by hypoxia. Additionally, neutrophil expression 

of the ɓ2 integrin subunit CD11b, a key factor mediating transmigration, is conserved 

and even augmented in hypoxic conditions relative to normoxia (McGovern et al., 

2011).   

Interestingly, neutrophil phagocytosis has been reported to be either unchanged 

(McGovern et al., 2011) or increased (Fritzenwanger et al., 2011) by hypoxia. These 

opposing reports likely reflect the methodological differences in the two studies.  

Fritzenwanger et al. isolated blood samples from subjects exposed to hypoxia but then 

isolated the cells in atmospheric oxygen (which will have re-oxygenated them) and 

presented them with FITC-labelled zymosan (fungal particle) as prey. The volunteers 
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in this study were subjected to various oxygen concentrations in an air-conditioned 

hypoxia chamber that corresponds to oxygen availability at different heights (4000-

5500 m). After collecting blood, samples were subjected back to atmospheric oxygen 

levels (21%) and used for performing assays, using all chemicals without earlier pre-

conditioning to hypoxia. That could possibly lead to re-oxygenation, hence enhanced 

phagocytosis rates. In contrast, McGovern et al. isolated blood from volunteers and 

then incubated the isolated cells in a hypoxic chamber adjusted to 3% oxygen, adding 

S. aureus when the cells had óacclimatisedô to hypoxia. The relevant finding will 

depend on the situation that is being investigated hence in persistently hypoxic 

infective settings, phagocytosis may be preserved but not promoted as demonstrated 

by McGovern et al., whilst under conditions of intermittent hypoxia or hypoxia-

reperfusion it is likely to be enhanced in keeping with the findings of Fritzenwanger et 

al. 

The function of the NADPH oxidase is to generate ROS at the phagosome; with the 

discharge of granule protease, this generates an environment that is hostile to 

bacterial survival (Reeves et al., 2003). Molecular oxygen is required for ROS 

generation and is thus an important mediator of neutrophil microbicidal function 

(Babior et al., 2014) likely including the killing of S. aureus (McGovern et al., 2011). 

However, not all pathogens are equally susceptible, for example PMN killing of 

phagocytosed Escherichia coli (E. coli) is unaffected by hypoxia, suggesting that the 

neutrophil-mediated killing of this pathogen is largely mediated by non-oxidative 

mechanisms such as granule proteases or peptides (McGovern et al., 2011). Of note, 

hypoxia increases stimulated extracellular release of neutrophil microbicidal proteins 

and proteases, including MPO, lactoferrin, matrix metalloproteinase- 9 (MMP-9) and 

neutrophil elastase (Hoenderdos et al., 2016). This may impact on tissue destruction 

and be relevant to certain aspects of staphylococcal pathology, for example abscess 

formation (see Section 1.6.2).  

Neutrophil extracellular traps (NETs) consist of chromatin and granular proteins, which 

bind to, restrain and kill both Gram- positive and -negative bacteria as well as fungal 

organisms. NETosis is a form of neutrophil death which differs from apoptosis or 

necrosis and is predominantly ROS-dependent. CGD neutrophils form few NETs with 

aberrant morphology (Fuchs et al., 2007). Despite this, NET formation in response to 
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viable S. aureus (wild-type or nuclease-deficient strains) was retained under hypoxia 

(1% oxygen), suggesting that even trace levels of ROS suffice to signal NETs release 

(Branitzki-Heinemann et al., 2016). 

Prolonged hypoxia thus changes the ability of the host to clear invading pathogens, 

despite host immune adaptation. These maladaptive responses provide opportunities 

for researchers to further investigate the interplay between phagocytes and immune 

cells for therapeutic benefit in staphylococcal infection.  

1.6 Hypoxia, neutrophils and staphylococcal infection  

 

Although S. aureus is a commensal bacterium it also frequently causes disease.  In 

this section, I will describe how hypoxia and the host immune response interact with 

this organism to shape some of the typical clinical syndromes of staphylococcal 

infection, namely abscess formation, infection of prosthetic material, and systemic 

infection (septicaemia). 

 

Abscesses are the archetypal manifestation of S. aureus infection, with both host and 

pathogen factors contributing to their formation. Patients with impaired neutrophil 

function have increased risk of staphylococcal skin abscesses and infections; for 

example, patients with CGD and Hyper IgE syndrome (Table 1.1) are particularly 

prone to staphylococcal skin and lung abscesses (Hill et al., 1974). Bacterial virulence 

factors such as staphylococcal protein A (SpA) and coagulase (Coa) contribute to 

abscess formation. SpA blocks complement activation and bacterial opsonization, 

therefore protecting S. aureus from recognition and enabling abscess initiation (Hong 

et al., 2016). The staphylococcal coagulase interacts with the host coagulation 

cascade protein prothrombin to form staphylothrombin, leading to conversion of 

fibrinogen to fibrin, resulting in activation of clotting and coating the staphylococcal 

surface with fibrin. This protects the bacteria from being phagocytosed, and also from 

other immune defence mechanisms, for example mitigating ROS effects (Guo et al., 

2017). Neutrophils are recruited to combat infection, but as noted above (Section 

1.3.2.), S. aureus secretes a number of leukocidins and haemolysins to lyse 
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neutrophils. As infection progresses, the abscess consists of a large mass of pathogen 

which is replicating at the central part of the lesion, then separated by layer of necrotic 

PMNs killed by staphylococcal virulence determinants, and surrounded by a fibrin 

capsule (Cheng et al., 2009). This is a hypoxic environment (Werth et al., 2010), and 

hypoxia in this setting impairs the capacity to mount a neutrophil respiratory burst, 

compromising the killing of ingested S. aureus (McGovern et al., 2011). This allows 

bacterial persistence and will further increase the likelihood of pathogen-induced 

neutrophil death, hence contributing to abscess enlargement. Furthermore, 

augmented secretion of proteases by hypoxic neutrophils will contribute to host tissue 

breakdown (Hoenderdos et al., 2016). Ultimately, mature abscess cavities reach an 

equilibrium, which is usually resolved by either spontaneous discharge to release the 

infectious material, or surgical drainage. 

 

S. aureus is notorious for causing infections on the surface of indwelling prosthetic 

materials, for example intravenous cannulae, joint replacements and artificial heart 

valves. Most such infections are thought to result from skin flora contamination during 

implantation, or by tracking of infection from the subcutaneous portion of the device to 

deeper sites. To facilitate these processes, S. aureus is equipped with binding surface 

proteins- microbial-surface components recognising adhesive matrix molecules 

(MSCRAMMs). MSCRAMMs such as elastin-binding protein (Ebp), fibronectin-binding 

protein (FnBP), clumping factor (Clf) or collagen adhesin (Cna) allow adherence to 

different host tissues (Foster and Höök, 1998). The ability of S. aureus to form biofilms 

is key to its ability to colonise and cause persistent infection of indwelling devices. 

Whilst biofilm formation has been reported to impair host responses, in vitro studies 

suggest PMNs are able to traverse S. aureus biofilms, ingesting and killing bacteria as 

they do so (Günther et al., 2009); however more established biofilms are resistant to 

phagocytic attack (Guenther et al., 2009). S. aureus increased biofilm formation 4-30 

fold in response to hypoxia (Mashruwala et al., 2017). Interestingly, hyperbaric oxygen 

therapy has recently been shown to enhance antibiotic efficiency in a rat model of 

infective endocarditis (infection of a heart valve, a life-threatening situation that is 

difficult to detect and to treat, Lerche et al., 2017), but not in a mouse model of implant-

associated bone infection - osteomyelitis (Nis Pedersen et al., 2017). These conflicting 
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results may reflect differences in the models and access of oxygen to the tissues, 

alternate antibiotic regimens and species differences, but underscore the need to 

explore hypoxia and hypoxia-signalling in staphylococcal infections. 
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A substantial proportion of invasive staphylococcal infections are associated with 

spread from indwelling prosthetic material such as intravenous cannulae, and have a 

high mortality rate (Malanoski et al., 1995). Termed as peripheral intravenous 

catheters (PIVs) or intravascular devices (IVDs) as one of the main sources 

accountable for staphylococcal infections, are ongoing life-threatening complications 

associated with the hospitalisation. More recent study (2010- 2011) by Austin D.E. 

et.al., (2016) showed that PIV-related staphylococcal bacteraemia was longer in 

duration and thrombophlebitis at old sites than current PIVs (Austin et al., 2016). The 

availability of epidemiological data is poor and there are the greatest number of 

suffering patients available from study done in particular states in the USA. Overall, 

the percentage of such infections are decreasing with more care in medical care taken 

over the patients e.g., the material of which the indwelling devices are made of. In The 

capacity for intracellular survival within phagocytes is a key factor facilitating the 

dissemination of S. aureus from the original site of established infection to other sites 

in the host. In animal models, a small number of S.לaureus-infected neutrophils are 

thought to function as óTrojan horsesô, which can be distributed around the body and 

release pathogens to disseminated infection with widespread abscess formation 

(Prajsnar et al., 2012).  

An important recent insight was garnered from studying a S. aureus murine skin 

infection in different oxygen environments; remarkably, hypoxia converted a minor 

superficial process to near-universal and rapid fatality. Although enhanced bacterial 

replication was not found to be responsible, preconditioning animals, in 10 % O2 

defined hypoxia for 12 hours, improved survival. The phenotype was largely due to 

neutrophilôs response to hypoxia, with HIF-1Ŭ activation leading to elevated neutrophil 

glucose requirements, which led to worse outcome in hypoxemic animals including 

cardiac failure and hypoglycaemia (Thompson et al., 2017). This study encapsulates 

how relationships between host, pathogen and hypoxia/hypoxic signalling determine 

the outcome of infection and have pointed research to promising therapeutic targets 

in the ongoing fight against invading pathogens. 
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1.7 Hypothesis and aims  

Neutrophils are key players determining infection outcomes and are adapted to 

operate in hypoxic environments. During successful staphylococcal invasion, the 

innate immune system fails to combat this pathogen and resulting ópathological 

hypoxiaô may compound this failure, with potentially fatal outcomes. Hence, I 

hypothesised that hypoxia affects the interaction between Staphylococcus 

aureus and neutrophils, permitting intracellular survival by changes in the 

phagosomal environment due to lack of molecular oxygen to yield the 

óôoxidative burstôô. I further hypothesised that the impact of hypoxia on 

neutrophil-staphylococcal interactions could be recapitulated by inhibiting the 

NADPH oxidase. 

The aims of the work presented in this thesis are as follow:  

1. To determine the effect of hypoxia on staphylococcal growth and susceptibility 

to killing by human neutrophils. 

2. To explore the effects of inhibition of ROS production on the intraphagosomal 

environment experienced by S. aureus, and how this impacts the neutrophil- S. 

aureus interaction  

3.  To investigate the impact of S. aureus antioxidant virulence factors on the 

phagosomal environment and on neutrophil microbicidal function 
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2   Materials and methods  

2.1 Cell and Bacterial Culture media  

Brain Heart Infusion (BHI; NutriSelect is a trademark of Merck KGaA, Darmstadt, 

Germany) is a nutrient- rich and a standard medium for bacterial growth, while GibcoTM 

Roswell Park Memorial Institute (RPMI) 1640 (Life Technologies Europe BV, Bleiswijk, 

The Netherlands) medium is optimal for incubating neutrophils but contains fewer 

nutrients than BHI medium. RPMI used in this study: without HEPES (Catalogue# 

12633012), and with HEPES (Catalogue# 72400047). 

 

Ingredients      g/L 

Brain extract      7.8 

Heart extract     9.7  

Proteose peptone     10.0  

Sodium chloride     5.0  

D-Glucose      2.0  

Disodium hydrogen phosphate   2.5  

Final pH 7.4 +/- 0.2 at 25°C 

 

Ingredients     g/L  

Wide range of amino acids 

Vitamins 

Inorganic salts:      

Calcium nitrate    0.1 

Magnesium sulfate    0.04884 

Potassium Chloride     0.4 
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Sodium Bicarbonate    2.0 

Sodium chloride     6.0 

Sodium phosphate dibasic   0.8 

Other Components: 

D-Glucose (Dextrose)    2.0 

Glutathione (reduced)    0.001 

Phenol Red      0.005 

pH 7.4 +/- 0.2 at 37°C, 5% CO2 

RPMI 1640 additional supplementation details: 

RPMI/FBS  supplemented with 10% FBS 

 

RPMI1%P/S supplemented with 1% penicillin/streptomycin 

 

RPMI/HEPES  

 

supplemented with 25 mM HEPES 

 

 

2.2 Preparation of human neutrophils 

 

Primary neutrophils were isolated from the peripheral blood of human healthy 

volunteers after obtaining fully informed written consent, in accordance with a protocol 

approved by South Yorkshire Local Research Ethics Committee (REC reference: 

05/Q2305/4). 
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2.2.2.1 Plasma-Percoll® density gradient centrifugation  

Human neutrophils were isolated from healthy volunteer venous blood by Plasma-

Percoll® density gradient centrifugation. To avoid neutrophil activation or 

contamination the procedure was performed with rigorous care, inside a microflow 

class II microbiology safety cabinet. First, 45 mL of freshly drawn blood was added 

promptly but gently to 5 mL of sterile 3.8% (w/v) tri-sodium citrate (Martindale 

Pharmaceuticals, Romford, UK) in a 50 mL polypropylene universal tube, with slow 

and gentle inverting of a tube to prevent blood from clotting. Blood was spun at 270 g 

for 20 min at room temperature (RT), and the upper phase - platelet rich plasma (PRP) 

- was aspirated to a clean 50 mL universal tube. To make platelet poor plasma (PPP), 

the PRP was spun at 910 g at RT to remove platelets; PPP was transferred to a new 

universal tube and the pelleted platelets were discarded. The remaining lower phase 

of cells containing erythrocytes and leukocytes was gently mixed with 6 mL of 6% (w/v) 

dextran (product # 52194, molecular weight 500,000; Sigma- Aldrich, Poole, UK) and 

topped up to 50 mL with 0.9% (w/v) sterile sodium chloride solution (Baxter, Newbury, 

UK; both pre-warmed in 37ºC water bath) with gentle mixing. This step allows the high 

molecular weight dextran to bind to and sediment red blood cells (RBCs), by leaving 

the solution to stand at RT for 30 min. After this time, the upper phase containing white 

blood cells (WBCs) was transferred using a sterile, plastic Pasteur pipette into a clean 

universal tube and spun at 270 g for 6 min at RT. After centrifugation, the resulting 

ósoftô pellet of WBCs was gently resuspended in 2 mL of the previously prepared PPP. 

WBCs were further separated according to cell density by a discontinuous Percoll®+ 

(catalogue # 17544501, Cytiva, GE Healthcare, Chicago, IL) gradient centrifugation in 

a 15 mL polypropylene universal tube. The gradient was prepared using accurate 

measurements of 90% Percoll® stock solution (9 mL of 100% Percoll®+ was made up 

with 1 mL of 0.9% saline) and PPP. First, two gradient layers of Percoll®+ mixed with 

PPP solution were prepared; the upper phase at 42% (v/v) Percoll®/ 58% (v/v) PPP 

(0.84 mL Percoll®+ mixed with 1.16 mL PPP) and the lower phase at 51% (v/v) 

Percoll®+/ 49% (v/v) PPP (1.02 mL Percoll®+ mixed with 0.98 mL PPP) in separate 

tubes. The lower density phase of Percoll®+ was slowly overlaid with a sterile, plastic 

Pasteur pipette onto the higher density Percoll®+ to generate the discontinuous 
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gradient (Fig. 2.1.A). Following this step, the resuspended pellet of WBCs was 

transferred carefully onto the upper layer of Percoll®+, avoiding mixing of the layers. 

The gradient was then spun at 225 g for 11 min at RT with no brake applied on 

deceleration. This step yields three separate layers of cells (Fig. 2.1.B); the top 

peripheral blood mononuclear cells (PBMCs) layer comprised of monocytes and 

lymphocytes, the middle layer contained neutrophils, eosinophils and basophils and 

the bottom consisted of the remaining un-sedimented red blood cells. If the layers did 

not separate correctly the cells were discarded; the most common issue encountered 

was RBC retention in the neutrophil layer, the presence of which suggests the 

neutrophils were activated and hence had upregulated adhesion molecules.  
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Figure 2.1 Discontinuous Plasma- Percoll® gradient centrifugation 

The left-hand panel (A) shows the gradient layers (cellular layer overlying 42% and 51% 

Percoll®+) prior to centrifugation. The right-hand panel (B) shows three distinct layers of blood 

cells peripheral blood mononuclear cells (PBMCs), granulocytes and red blood cells (RBCs) 

formed after spinning the gradient at 225 g for 11 min at RT with no brake. The arrows indicate 

different cells populations with middle layer (granulocytes) containing neutrophils.  

The PBMC layer was removed first using a 2 mL plastic Pasteur pipette and either 

discarded or used for separate experiments minimising waste. The granulocyte layer 

was then carefully aspirated with 2 mL plastic Pasteur pipette to a fresh 50 mL Falcon 

tube with the addition of 10 mL of PPP and was topped up to 40 mL with 1x Hanksô 

Balanced Salt Solution (HBSS; GibcoÊ) without Mg2+ and Ca2+ (to avoid activation of 

clotting proteins and inadvertent activation of neutrophils). 10 µL of the suspension 

was removed to count neutrophils under the light microscope using a 

haemocytometer, before a final centrifugation at 420 g for 6 min. Cells were counted 

manually in one set of 16 squares on the grid lines of a haemocytometer and the 

concentration (cells/mL) was calculated by multiplying counted cells by 10,000 (104). 

Neutrophils were resuspended in RPMI/FBS medium supplemented with L- glutamine 

and 10% (v/v),10% heat inactivated Fetal Bovine Serum (FBS) and (for prolonged 

incubations) 1% (v/v) penicillin/streptomycin (P/S) at the desired cell concentration. 

When neutrophils were used for co-incubation with bacteria, RPMI without P/S was 

used (to avoid the antibiotics killing the bacteria).   
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2.2.2.2 Immunomagnetic negative selection 

During the COVID pandemic, the pool of available donors was restricted, and more 

frequent blood draws from the reduced pool of available volunteers necessitated a 

reduction in the blood volume taken at each donation. To enable a higher yield of cells 

from the available blood, a negative selection immunomagnetic separation method 

was used.  

The EasySepÊ Direct Human Neutrophil Isolation Kit (StemCell) consists of two 

reagents: Isolation Cocktail which is a combination of monoclonal antibodies including 

Fc receptor blocking antibody in PBS, and RapidSpheresÊ, a cocktail of magnetically 

labelled particles with monoclonal antibodies that bind óunwantedô cell types such as 

lymphocytes and monocytes, which can thus be removed from whole blood with use 

of a magnet.  

First, 10 mL of freshly drawn venous blood from a healthy volunteer was placed in a 

50 mL universal tube containing 122 µL of UltraPure 0.5 M ethylenediaminetetraacetic 

acid (EDTA; Life Technologies Europe BV, Bleiswijk, The Netherlands) to bind calcium 

in the blood and prevent it from clotting. The tube was gently inverted to mix blood with 

the EDTA. Next, 500 µL of Isolation Cocktail from the EasySepÊ Direct Human 

Neutrophil Isolation Kit was added to the whole blood followed by the addition of 500 

ÕL of vortexed RapidSpheresÊ. The tube was then gently inverted three times to mix 

cells and incubated for 5 minutes at room temperature. After this time, freshly prepared 

DPBS/1 mM EDTA (100 µL of EDTA per 50 mL of DPBS) was used to top up the blood 

sample to 50 mL and the tube was gently inverted three times to mix evenly. Then, the 

universal tube (with lid loosened) was inserted into the EasySepÊ magnet and 

incubated for 10 minutes at RT to allow magnetic separation of unwanted (non-

neutrophil) blood cells from the neutrophil-enriched fraction (Fig. 2.2). The whitish 

layer of cells separated from other blood cells by virtue of sticking to the wall of the 

universal tube on the side of contact with the magnet, was then transferred to a fresh 

50 mL universal tube without disturbing the bottom blood layer. Again, 500 µL of 

vortexed RapidSpheresÊ was added to the newly transferred cells suspension 

followed by gentle inversion of the tube for three times to mix and incubate for a further 

5 minutes at RT. Next, the tube was placed into the magnet for 5 more minutes of 

incubation. The neutrophil-enriched fraction was then transferred to the new universal 

tube and a further 500 ÕL of RapidSpheresÊ was added, following a 5 minutes RT 
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incubation a third and final separation was performed for 10 minutes in the magnet. 

This extra step is required to yield very pure neutrophils without any contamination 

from non-bound cells to beads and clear beads from the suspension by additional use 

of magnet.  

  

 

 

 

 

 

 

 

 

 

 

Figure 2.2 Magnetic cells isolation 

First incubation in the Magnet of freshly withdrawn blood mixed with the Isolation cocktail and 

RapidSpheres and freshly prepared DPBS with EDTA (A). Universal tubes with separated 

blood and other blood cells (B) from whitish neutrophil- enriched layer (C).  

Finally, the neutrophils were removed to a fresh falcon tube with 10 µL used for cell 

counting using a haemocytometer. After isolation cells were centrifuged at 300 g for 6 

minutes at acceleration setting 7 and break 7 (MSE MISTRAL 3000i centrifuge). Cells 

were washed in 10 mL of DPBS and pelleted again by centrifugation. Finally, cells 

were resuspended in the calculated volume of RPMI/FBS at the desired cell density.  
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2.3 Neutrophil incubation 

 

óNormoxiaô is used to refer to the atmospheric oxygen tension, which is approximately 

21% (19.6 kPa). Neutrophils resuspended in RPMI (+10% FBS, +/- 1% P/S) at 5x106 

cells/mL concentration (unless otherwise stated) were transferred to polystyrene, 96-

well plates (# 650180, Greiner CELLSTAR®) and cultured for 0-24 hours at 37ºC, 5% 

CO2 humidified incubator, comprising normoxic incubation.  

 

A SCI-tive Hypoxia Workstation from Baker Ruskinn (Fig. 2.3) was used to deliver and 

maintain hypoxic environment. This chamber has three glove ports (to allow the 

operator to manipulate the experimental components within the chamber) and an 

interlock (allowing items to be placed within the hood); both glove ports and interlock 

are flushed with nitrogen to prevent re- oxygenation when adding or removing items. 

The chamber is equipped with three electrical power sockets, which allow the use of 

devices such as an 1.5 mL centrifuge tube ThermoMixer and a vortex mixer inside.  
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Figure 2.3 SCI-tive Ruskinn Hypoxic Workstation 

Image depicts a hypoxic workstation; arrows show an interlock and glove ports 

(https://www.bakerco.com/sites/default/files/product_files/SCI-tive/sci-tive-front-

stand_C9C0006.jpg; Accessed on 17/10/2017). 

During bacterial infections, the sites of infection can show considerably lower oxygen 

levels than surrounding tissues (<1%) (Simmen and Blaser, 1993), thus the hypoxic 

chamber was set to maintain 0.8% oxygen tension, 5% CO2 and ~70% humidity to 

mimic infected tissue hypoxia. These settings were previously shown to be optimal for 

maintaining media at a pH of approximately 7.4 and oxygen tensions of approximately 

3 kPa (McGovern et al., 2011). Before commencing experiments in the chamber, all 

media were pre-equilibrated in hypoxic conditions overnight to ensure they were at the 

designated oxygen tension. Incubation conditions were otherwise precisely as for the 

normoxic incubations.  

 

Freshly isolated neutrophils prepared as described in Section 2.1.2 were routinely 

checked after isolation for cell purity and viability (see Section 2.4.1.) using a light 

microscope. Cytospins also allowed visualisation of cell morphology and bacterial 
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ingestion. To transfer the cells onto glass slides, 70 µL samples of neutrophils (at 

5x106 cells/mL) were inserted into the funnel of the Cytospin centrifuge (Shandon 

Cytospin4, Thermo, Waltham, MA) in duplicate and spun at 400 g for 3 min. Thereafter, 

slides were air-dried and fixed with 1 drop of 100% methanol. Once dry, slides were 

submerged sequentially into Quick-Diff Red (Reagena, Toivala, Finland) and Kwik Diff 

Solution 3 (Blue) (Thermo, Waltham, MA) dyes for 3 min each to stain cells. After 

staining, slides were rinsed with water to remove the excess stain and allowed to dry 

completely. Then, in a fume hood, a small drop of distrene-80 plasticiser xylene (DPX) 

(Fisher Scientific, Loughborough, UK) was added onto each slide and a glass coverslip 

was gently lowered, excluding air bubbles. Left in the fume hood overnight, slides were 

ready for light microscopy observation using a Nikon Eclipse TE 300 Inverted 

Microscope at x100 oil immersion objective. For purity assessment, 300 cells were 

counted manually from each slide.      

 

Several neutrophil isolation methods have been described, such as Ficoll-Hypaque, 

and plasma-Percoll® density gradient centrifugation and negative selection  (Haslett 

et al., 1985; Kuhns et al., 2015; Roth et al., 2020). Several previously published studies 

indicate that plasma-PercollÈ density gradient centrifugation yields å95% pure 

neutrophils which are not pre-activated (óprimedô) (e.g., Haslett et al., 1985; Parker et 

al., 2009), and this methodology was therefore initially adopted. Before performing 

experiments using freshly ex vivo isolated human neutrophils it was important to 

confirm the purity of the plasma-Percoll®-isolated cells to be used in my experiments. 

If the purity is substantially less than expected it might confound calculations of killing 

efficiency. Of note, the plasma-Percoll® gradients should separate granulocytes 

(neutrophils plus eosinophils and basophils) from mononuclear cells (lymphocytes and 

monocytes) but cannot further separate populations of granulocytes (as their densities 

are too similar).  

Returning to the lab after COVID-19 pandemic restrictions were eased presented a 

number of challenges with the preparation of neutrophils by Percoll®-density 

centrifugation including restricted access and hence a greatly reduced donor pool 

requiring frequent lower volume blood draws, and in many cases the neutrophils we 
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obtained appeared to be somewhat activated (sticking to the red cells in the gradient). 

For some experiments we therefore needed to change the method of preparation of 

neutrophils and adopted a negative selection approach (described in the Section 

2.2.2.2 of Materials and Methods). This method allows isolation of highly pure 

neutrophils using considerably low amount of blood (30 million neutrophils from 10 mL 

of whole blood) which does not require exposure to a gradient and reduce number of 

centrifugation steps to just one.   

From 6 consecutive independent neutrophil isolations from single healthy donors (see 

Section 2.2.2.1 for Plasma-Percoll and 2.2.2.2 Immunomagnetic negative selection), 

neutrophils were transferred onto glass slides, Quick-Diff stained and observed under 

a light microscope (Section 2.3.3.). The number of neutrophils (characterised by the 

presence of multi-lobed nuclei) was manually quantified together with that of other 

contaminating blood cells. As can be seen in Figure 2.4.A, 89.1% ± 2.8% (SEM) of 

isolated cells were neutrophils with 10.83% ± 2.8% (SEM) contamination of 

eosinophils and less than 1% ± 0.05% (SEM) peripheral blood mononuclear cells 

(PBMCs). The purity of isolated cells (from 6 independent experiments) using 

EasySep immunomagnetic negative selection, by the cytospin preparation. The only 

contaminating cells using this method were monocytes which comprised 6.25 % ± 1.51 

% (SEM). The overall % of neutrophils obtained by this method represent 93.75% ± 

1.52 % (SEM) (Fig. 2.5.A).  

These results show that I have separated mononuclear cells effectively, but I obtained 

a somewhat higher proportion of eosinophils than expected. This could be due to fact 

that eosinophil counts are higher during the spring (when these samples were 

obtained), and/or to some of our donors being atopic. In all subsequent experiments 

using this methodology I excluded any cell isolations with more than 10% eosinophils 

to avoid confounding results. For the majority of subsequent experiments eosinophil 

contamination was <5%.  
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Figure 2.4 Purity of neutrophils prepared by Percoll® gradient centrifugation  

(A). Neutrophils isolated by plasma-Percoll® gradient centrifugation were analysed for purity. 

Diff-Quick stained cytospins were observed using light microscopy and ~300 cells were 

counted from two slides in each experiment to calculate percentage of neutrophils, eosinophils, 

and peripheral blood mononuclear cells (PBMCs). (B). Micrograph of single counting area. (C). 

Viable neutrophils with multi-lobed nuclei. (D). Eosinophils with pink granular cytoplasm and bi-

lobed nuclei. (E). Monocyte with blue cytoplasm and horseshoe-like nucleus. Scale bars 

represent approximately 100 µm for micrograph B, 10 µm for C-E and 5 µm for F. Error bars 

represent SEM, n=6.  

 

Figure 2.5 Purity of neutrophils prepared by EasySepTM immunomagnetic 
negative selection.  

(A). Neutrophils isolated by EasySepÊ immunomagnetic negative selection were analysed for 

purity. Diff-Quick stained cytospins were observed using light microscopy and ~300 cells were 
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counted from two slides in each experiment to calculate percentage of neutrophils and 

monocytes. (B, C). Micrographs of single counting areas with white arrows indicating 

monocytes containing round and big nuclei. Scale bars represent approximately 10 µm for 

micrographs. Error bars represent SEM, n=6.  

2.4 Validation of the Hypoxic Chamber Environment  

The hypoxic chamber was newly installed, and therefore validation that an appropriate 

hypoxic environment was established and maintained was required. To this end, 

neutrophil apoptosis and the transcription of hypoxia-regulated genes were assessed 

to confirm the impact of hypoxia on those functions of neutrophils with previous 

literature (McGovern et al., 2011; Walmsley et al., 2005).  

 

Neutrophils isolated by Plasma-Percoll® gradient centrifugation (see Section 2.1.2) 

were incubated at 5x106 cells/mL either in normoxia (37ºC, 5% CO2, 21% O2) or 

hypoxia (37ºC, 5% CO2, 0.8% O2) in 96-flexiwell vinyl plates for 6 h and 24 h. At these 

time points, samples were cytocentrifuged, fixed and stained as described in Section 

2.3.3, then morphologically examined for apoptosis using oil immersion light 

microscopy. Based on the characteristic phenotype of apoptotic neutrophils, cells 

containing darkly stained condensed nuclei (pyknotic) were counted as apoptotic (Fig. 

2.4.) with the researcher blinded to the experimental conditions (Murray et al., 1997; 

Savill et al., 1989). Cytocentrifuge preparations were made in duplicate and 

approximately 300 cells were counted from each slide.  
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Figure 2.6 Normal and apoptotic nuclear morphology of neutrophils 

Quick-Diff-stained fresh viable neutrophils (left) have a multi-lobed nucleus whereas apoptotic 

neutrophils contain darkly stained condensed (pyknotic) nuclei (right), which may be 

fragmented. 

 

2.4.2.1 RNA extraction  

Neutrophils freshly isolated by Plasma-Percoll® gradient centrifugation (Section 

2.2.2.1) were re-suspended at 5 x 106 cells/mL in RPMI/FBS medium and cultured in 

normoxia and hypoxia (exactly as described in Sections 2.3.1 and 2.3.2).  At 0, 6, 24 

hours post incubation, 1 mL aliquots of neutrophil suspension from both normoxia and 

hypoxia were transferred to 1.5 mL centrifuge tubes and spun at 300 g for 2 min. The 

neutrophil pellets were resuspended by vigorous pipetting in 1mL TRI Reagent (a 

single step total RNA isolation reagent: Sigma- Aldrich, Poole, UK) to lyse cells. 200 

µL of chloroform was added, followed by shaking samples vigorously for 15 s and 

leaving to stand for 10 min at room temperature (RT). Next, samples were spun at 

15,294 g for 15 min at 4ºC. After this step, three distinctive phases were formed: the 

top aqueous layer containing RNA, the middle white interphase containing DNA, and 

the lower pink organic phase containing protein. The top RNA phase was carefully 

aspirated, avoiding disturbance of the interphase, and transferred to a clean 1.5 mL 

centrifuge tube with 500 µL of isopropanol to precipitate the RNA, shaken vigorously 

for 15 s and left for 10 min at RT. Then, samples were spun at 15,294 g for 10 min at 



48 

 

4ºC, supernatants were removed leaving a small, clear RNA pellet. After washing in 

750 µL of 70% v/v ethanol and centrifugation at 5974 g for 5 min at 4ºC, the RNA pellet 

was left for 5-10 min to dry and was finally dissolved in 20 µL of sterile water.  

2.4.2.2 DNase Treatment  

The Ambion DNA-free TM Kit (Invitrogen Waltham, MA) was used to purify RNA from 

any genomic DNA contamination. 2 µL of 10x DNase I Buffer and 1 µL of recombinant 

DNase I (rDNase I) were added to the RNA and mixed gently. Following incubation at 

37ºC in a heat block for 30 min, samples were mixed with 2.3 µL of DNase Inactivation 

Reagent and incubated for 2 min at RT, mixing 2-3 times during the incubation period. 

Finally, samples were centrifuged at 10,000 g for 1.5 min, and the supernatant (RNA) 

was transferred to a fresh tube and stored in a -80ºC freezer. 

2.4.2.3 cDNA Synthesis 

The concentration of purified RNA (prepared as described above) was measured 

using a NanoDrop ND-1000 Spectrophotometer (Labtech International, 

Heathfield, UK). cDNA was generated from 1 µg of total RNA (with added RNase-free 

water to make the volume up to 20 µL) by using a High-Capacity cDNA Reverse 

Transcription Kit (Applied Biosystems, Thermo Fisher Scientific). A control (no RNA) 

sample was prepared by adding 20 µL of MasterMix into 20 µL of water. 20 µL of 

MasterMix was added to each sample and the resulting mixtures were placed in a 

Peltier Thermal Cycler ï 200 DNA Engine Cycler (BioRad, Hercules, California) for 

incubation. The samples were repeatedly incubated for 10 min at 25ºC for annealing, 

10 min at 37ºC for synthesis, and finally for 5 min at 85ºC for heat inactivation of 

reverse transcriptase.  

2.4.2.4 Quantitative polymerase chain reaction (qPCR) 

Relative quantitative PCR (qPCR) was performed using a QuantiTect SYBR Green 

PCR Kit (Qiagen) and standard QuantiTect Primer Assay primers (Qiagen) (Table. 

2.1). The exact primer sequences were not provided by the supplier. Reactions were 

set up in a 384 well plate. In individual wells, 1 µL of cDNA (prepared as in Section 

2.4.2.3) was added to 19 µL of QuantiTect SYBR Green PCR Master Mix (Qiagen) 

with 2 µL of the appropriate pairs of primers. This was performed twice per sample as 
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technical duplicates. Primers for 2 óhousekeepingô genes Beta-2-Microglobulin (B2M) 

and 18s ribosomal RNA (RRN18s) which were reported not to change with the hypoxic 

incubation (Baddela et al., 2014; Foldager et al., 2009), and two experimental hypoxia-

regulated target genes BCL2 interacting protein 3 (BNIP3) and Glucose Transporter 1 

(SLC2A1) were used (see table 2.1). Subsequently, the plate was placed in a 7900HT 

Fast Real-Time PCR instrument to repeatedly cycle the reactions initially at 50°C for 

2 min and 95°C for 10 min (HotStarTaq DNA Polymerase activation), followed by 40 

cycles of 95°C for 15 s (DNA denaturation) and 60°C for 1 min (annealing and 

extension).   

The SDSv2.4 software program was used to analyse data obtained from the qPCR 

reaction. The relative gene expression was calculated by correcting cycle threshold 

(CT, number of cycles required for the fluorescence signal to exceed the background 

level and reach the óthresholdô significantly above background) for the target gene 

against that of the reference gene RRN18s (ȹCT). Then using the ȹCT values for 

each timepoint of experimental condition, the difference between the timepoint 0 h and 

all other timepoints in each condition was determined (ȹȹCT). Relative gene 

expression (fold change) was expressed as 2-ȹȹCT. 

Gene Catalogue number 

Beta-2-Microglobulin (B2M) QT00088935 

18s ribosomal RNA (RRN18S) QT00199367 

BCL2 interacting protein 3 (BNIP3) QT00024178 

Glucose Transporter 1 (SLC2A1) QT00068957 

Table 2.1 Commercial (Quiagen) primers (Gene globe Quantitect primer assay 
products) used in this work. 

 

2.5 Bacterial growth and quantification  

Bacteria were streaked with a sterile inoculation loop onto BHI agar plates from stocks 

kept in cryovials at -80°C and incubated overnight at 37°C. 10 mL aliquots of liquid 

media (BHI; Sigma- Aldrich, Poole, UK; or RPMI; GibcoÊ Lonza, UK) in 50 mL sterile 

universal tubes were inoculated with a single bacterial colony, and subsequently 
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placed in a rack into a humidified atmosphere incubator at 37°C with 5% CO2 on a 1.5 

mL centrifuge tube ThermoMixer (Stevenage, UK) shaking at 350 rpm for overnight 

incubation. The following day, bacterial optical density at 600 nm (OD600) was 

determined by spectrophotometry (Jenway 6100, Stone, UK) and a subculture was 

made by adding an appropriate volume of the overnight culture to fresh medium to 

achieve an OD600 of 0.05-0.1 to avoid a lag phase (time necessary to recover shock 

caused by transfer) of bacterial growth. 

 

 

S. aureus strains (Table 2.2) were kept at -80°C in Microbank (Pro-lab Diagnostics, 

Bromborough, UK) cryovials and were inoculated onto BHI agar (Sigma-Aldrich, 

Poole, UK) plates. For short-term storage (approx. 2 weeks) agar plates were kept at 

4°C. For long-term storage, a single colony was transferred from the BHI agar plate 

using a sterile inoculation loop into Microbank cryovials containing chemically treated 

beads providing bacterial adhesion, mixed to allow coating of beads with bacteria, and 

stored at -80°C.  
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Strain Description Reference 

SH4276  
JE2 (MRSA), USA300 
LAC strain cured of 
plasmids p01 and p03. 

(Fey et al., 2013)  

Obtained from Prof. 
Simon Foster  

SH1000 Functional rsbU+ 
derivative of 8325-4 

(Horsburgh et al., 2002)  

Obtained from  
Prof. Simon Foster 

SH4622 Transduction from parent 
strain RN4220 to 
SH1000; expressing 
mCherry under Pma1M 
(Pma1M-mCherry cloned 
from pMV158 mCherry).
    

(Pollitt et al., 2018)  

Obtained from  
Prof. Simon Foster 

Wood 46 Protein A deficient ATCCÈ 10832D5Ê 

MHK10AM sodA sodM mutant in 
SH1000 parental strain  

Needham et al., 2004; 
Obtained from Prof. 
Simon Foster 

KC043 katA ahpC mutant in 
SH1000 parental strain 

(Cosgrove et al., 2007) 

Obtained from  
Prof. Simon Foster 

Table 2.2 Staphylococcal strains used in this study. 

The staphylococcal strain JE2 (SH4276) is derived from the methicillin clinical USA300 strain 

by removal of two plasmids- p01 (cryptic plasmid) and p03 (conferring resistance to 

erythromycin). The JE2 strain is the parental strain of a sequence-defined transposon library - 

the Nebraska Transposon Mutant Library (Fey et al., 2013). SH1000 is methicillin sensitive with 

a functional rsbU derivative of 8325-4 lineage, the mutation that is known to dramatically reduce 

sigmaB activity (Horsburgh et al., 2002). The mCherry expressing SH1000 (SH4622) was 

generated by the phage  z 11 transduction using pKASBARmCherry plasmid supplemented by 

EryR (Pollitt et al., 2018). Wood46 was sourced from the American Type Culture Collection 

(ATCC 10832) and is protein A deficient and spA negative (Balachandran et al., 2017). Double 

mutant of SH1000 for superoxide dismutase A and M (MHKAM) was constructed by 

electroporation of plasmids pMK1A and pMK1A into RN4220 then transduced into recipient 

SH1000 using the 1z1 (Karavolos et al., 2003). Catalase (KatA) and alkyl hydroperoxide 

reductase (AhpC) double mutant in SH1000 background (KC043, ahpC katA) was made by 

transformation of the pSK5630 and pKC2 plasmids into electrocompetent S. aureus RN4220 

and then transferred to SH1000 by phage transduction using the z 11 (Cosgrove et al., 2007).  
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To determine the exact number of viable bacteria, the colony forming unit (CFU) 

counts were determined using the Miles and Misra method (Miles et al, 1938). Briefly, 

the bacterial culture was serially diluted (1:10) with sterile PBS up to 106- 108- fold. 

Three 10 µL drops from each dilution were spotted onto a BHI agar plate and left in 

the laminar flow hood to dry before overnight incubation at 37°C. On the following day, 

the colonies from a dilution containing about 20-70 separate colonies (see Figure 2.5) 

were counted, and the CFUs were determined by the following formula: CFU/mL = 

(total number of counted colonies per dilution/3) x 100 x dilution factor. 

 

Figure 2.7 Determination of bacterial concentration using Miles and Misra 
method 

Examples of 106-fold serial dilutions for SH1000, Wood46 and JE2 staphylococcal strains. Blue 

numbers represent counted colonies from informative 103 dilutions. Sample concentration 

(CFU/mL) calculation for SH1000: (71+70+63)/3 *100 *103 = 6.8 x 106 CFU/mL. 

 

To determine the effect of culture media and conditions, bacteria were grown as 

described in Section 2.5. The subculture was grown for 3 h and used to inoculate fresh 

10 mL of media at a starting OD600 of 0.05 for incubation at 37°C with shaking at 350 

rpm, either in normoxia as standard, or in the hypoxic incubator (see Section 2.3). The 

OD600 and CFU were measured at set timepoints in different experiments. To check 

the growth rate of staphylococcal strains used in this study, OD600 was measured 
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every hour up to 6 h with subsequent Miles and Misra quantification (see Section 2.6). 

An additional OD600 reading was performed at 24 h (Fig. 2.6).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.8 Growth kinetics of staphylococcal strains 

S. aureus JE2 (A), SH1000 (B) and Wood46 (C) strains were grown aerobically in 10 mL of 

BHI medium for 24 hours, with OD and bacterial enumeration (Miles and Misra) every hour for 

6 hours. The red line represents CFU/mL and the black OD value, n=1.  

 

Bacteria were grown to an exponential phase in 10 mL of RPMI/FBS at 37°C with 

shaking, as described in Section 2.5. The bacterial culture was then aliquoted (500 

µL) into 1.5 mL centrifuge tubes and frozen at -80°C. CFU counting (Section 2.5.2) 

was performed to determine the exact number of bacteria at each time new stocks 

were prepared. 

 

A B 

C 
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2.6 Intracellular bacterial killing assay 

 

To quantitate intracellular bacterial killing, it is important to be able to kill non-

phagocytosed bacteria quickly and efficiently, to enable enumeration of those bacteria 

that have been ingested (uneaten bacteria may lead to a high óbackgroundô of un-killed 

organisms that reflect incomplete phagocytosis rather than failure to kill). Lysostaphin 

(a metalloendopeptidase that cleaves the crosslinking pentaglycine bridges abundant 

in the cell wall peptidoglycan of Staphylococci; Sigma-Aldrich, Poole, UK) and 

gentamicin (an aminoglycoside antibiotic that inhibits bacterial protein synthesis by 

irreversibly binding the 30S subunit of the bacterial ribosome; Sanofi, Guildford, UK) 

were tested for effective bactericidal activity against the JE2, SH1000 and Wood46 

strains. Frozen aliquots of bacteria (Section 2.5.8), were thawed, spun at 5,400 g for 

6 min in a microfuge and resuspended in appropriate volume of fresh RPMI/FBS to 

give a concentration of 1x108 CFU/mL. 10 µL of bacterial suspension was added to 

lysostaphin or gentamicin (concentrations 5- 40 µg/mL, final volume 200 µL) prepared 

in RPMI/FBS medium and incubated at 37°C in humidified 5% CO2 incubator. At the 

desired timepoints (0- 40 min) the samples were spun at 6,600 g for 2 min, washed 

once with 1 mL sterile PBS and resuspended in 200 µL of PBS. Following this step, 

100 µL was transferred to 900 µL of PBS for serial dilutions up to 103 -fold in 96 well 

plate using a multichannel pipette, and 5 µL was spotted onto BHI agar plate and the 

CFU was determined using the Miles Misra method (Section 2.5.2). 

 

Frozen aliquots of S. aureus strains in RPMI/FBS (see Section 2.5.4) were thawed 

before experiments. The volume containing the correct number of bacteria to achieve 

the desired multiplicity of infection (MOI) was calculated from the CFU determined 

prior to freezing. Once thawed, the bacterial suspension was spun at 6,000 g for 7 min 

and resuspended in the calculated volume of fresh RPMI/FBS (pre- incubated 

overnight in normoxic and hypoxic conditions) to give the desired MOI. Neutrophils, 

obtained as described in Sections 2.2.1 or 2.2.2, re-suspended in RPMI/FBS at 2.8 x 

106 cells/mL were placed (90 µL) into 96 well plate and pre- incubated in normoxia or 

https://en.wikipedia.org/w/index.php?title=Pentaglycine&action=edit&redlink=1
https://en.wikipedia.org/wiki/Peptidoglycan
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hypoxia for 1 h prior to addition of bacteria (10 µL; in normoxic or hypoxic media as 

appropriate) to give the desired MOI. Bacteria were also incubated in RPMI/FBS 

without neutrophils (control) so that the exact number of CFU at the beginning and the 

end of each experiment could be determined. After 30 min of co-incubation, 40 µg/mL 

of gentamicin was added to kill extracellular bacteria, allowing subsequent intracellular 

killing to be quantified. At chosen timepoints (15 min- 24 h), samples were centrifuged 

at 400 g for 3 min to pellet neutrophils and any intracellular bacteria, and neutrophils 

were then lysed by re-suspension in 1 mL of alkaline water (pH 11) with vigorous 

pipetting and vortexing. Lysis in alkaline water resulted in more efficient cells lysis than 

other methods such as 0.1% saponin in PBS, tested by using both methods on 

recovered CFU of bacteria from cells (data not shown) (Decleva et al., 2006). After 10 

min incubation at RT, samples were serially diluted and spotted onto agar plates as 

described in Section 2.6, allowing the quantification of live intracellular bacteria at each 

timepoint. The number of internalised bacteria was determined the following day by 

counting bacterial colonies recovered from lysed neutrophils and calculating the CFUs 

(see Section 2.5.2). An additional well of the co-culture was prepared in each 

experiment for the cytospin preparation (Section 2.2.3) and light microscopy.  

 

Bafilomycin, Dimethyloxallyl Glycine (DMOG; Sigma-Aldrich, Darmstadt, Germany) a 

cell permeable prolyl-4-hydroxylase inhibitor, which stabilises HIF (hypoxia-inducible 

factor) was dissolved in DMSO at 100 mM working concentration and used in assays 

at 100 nM. Cycloheximide (CHX, 100 mg/mL in DMSO ready solution; Sigma-Aldrich, 

Darmstadt, Germany), a controlled protein synthesis inhibitor which was used in killing 

assays at 1 µg/mL (concentration previously optimised for use in neutrophils in the 

laboratory, data not shown). 2 µM DPI, 1,5 and 10 µM VPS34N1 with appropriate 

DMSO vehicle controls were also used. Bafilomycin, DMOG, CHX or vehicle controls 

were added to neutrophils immediately after isolation and kept till the end of the 

experiment. DPI, VPS43N1 were added at 50 min of pre-incubation and kept till the 

end of experiment. Freshly isolated neutrophils at 2.5 x 106 cells/mL were placed (90 

µL) into 96 well plate and pre- incubated in normoxia (bafilomycin, DMOG, CHX) or 

hypoxia (CHX only) for 1 h prior to addition of S. aureus SH1000 (10 µL) at MOI 5. 

After 30 min of co-incubation 40 µg/mL of gentamicin was added to kill extracellular 
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bacteria. At chosen timepoints from the addition of gentamicin (designated t=0 min), 

namely 180 and 240 min bacterial quantification to determine intracellular killing was 

undertaken exactly as described in Section 2.6.2.  

2.7 Microscopy  

These assays were used to image cells and bacteria to obtain information about the 

host- pathogen interactions, phagosomal maturation, phagosomal acidification, and 

ROS production by human neutrophils. 

  

 

In order to measure intracellular pH, bacteria they were stained with pH-sensitive dyes 

pHrodo Red and Fluorescein-5-EX Succinimidyl-ester dyes (Life Technologies, 

Paisley, UK). Dyes were re-suspended in DMSO to final concentrations of 2.5 mM for 

pHrodo Red and 16.95 mM for Fluorescein (previously optimised in our group). 

S. aureus strains were grown overnight in 10 mL of BHI, with inoculation of fresh BHI 

to the OD600 0.05-0.1 on the following day. Bacteria were then grown for about 2 h to 

achieve exponential growth (OD600 of 1). Ten mL of culture was then spun down at 

6000 g for 10 minutes. After spinning, the pellet was resuspended in 3.2 mL of PBS 

pH 9. Two hundred µL of the resulting bacterial suspension was then added to 0.5 µL 

of pHrodo Red S-ester and 1.5 µL of Fluorescein S-ester (concentrations as above) 

and pipetted/gently vortexed to mix thoroughly. The bacterial suspension was 

incubated for 30 min at 37ęC on a rotator protected from the light (the dyes are light-

sensitive). To remove unincorporated dye, bacteria were washed sequentially in 1mL 

PBS pH 8, 1mL 50mM Tris-HCl pH 8.5, 1 mL PBS pH 8, (with centrifugation at 12000 

g for 2 min to pellet and aspiration of supernatant after each wash). Finally, the dual-

stained bacteria were resuspended in 100 ɛL of PBS pH 7.4 and stored aliquoted at -

80 ęC until use for the co-incubation with freshly isolated neutrophils. Before each 

experiment, microscope settings such as exposure time, laser power and sensitivity 

were optimised by imaging alive, and heat killed bacteria alone resuspended in acidic 

(pH of 3) or alkali (pH of 8) pH (Fig. 2.7.). 
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Figure 2.9 Optimisation of pHrodo red- stained S. aureus. 

Bacteria were stained with pHrodo red, heat-killed for 20 minutes at 80ęC or live and suspended 

in media at pH 3 and pH8 to measure mean fluorescence intensity (MFI) at 532 nm wavelength 

using spinning disk microscopy at 60x oil immersion magnification; Data represent mean +/- 

SEM, n=3; ns p >0.05, *** p=0.0008, ** p=0.0058 tested by one-way ANOVA with Sidakôs 

Multiple Comparison Test (A). Representative images of bacteria at pH 3 (B) and pH 8 (C) 

media. Before each experiment heat-killed bacteria were confirmed to be dead by Miles and 

Misra method (D). Mean fluorescence intensity of pHrodo red stained S. aureus suspended in 

RPMI/FBS and RPMI/FBS with addition of 2 µM DPI; Data represent mean +/- SEM, n=1 

performed in triplicate (E). 

This procedure allowed changes in pHrodo and fluorescein fluorescence intensity to 

be measured at different pHs and to adjust settings for the laser power to use for 

imaging bacteria with neutrophils. In some cases, pHrodo staining was undertaken 

without the fluorescein, with an otherwise identical protocol (Fig. 2.7). Single stained 

bacteria were stored exactly as above.  
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2.7.2.1 Dichlorofluorescin (DCF) assay to measure reactive 

oxygen species (ROS) 

Freshly isolated neutrophils at 2.25 x 105 cells/180 µL were placed in an 8-well glass 

bottom Ibidi chamber (Thistle Scientific LTD, Uddingston, Glasgow) to incubate for 1 

h prior to the addition of bacteria. After 30 min 5 µM of 2',7' ïdichlorofluorescin 

diacetate (DCFDA) (Sigma Aldrich, Pool, UK), which is oxidised to a fluorescent dye 

2', 7' ïdichlorofluorescein (DCF) resulting in the development of a green signal when 

ROS are present. Samples were protected from light as the signal is light-sensitive 

and fades in ambient light conditions. After 1 h total incubation, S. aureus SH1000 

mCherry-expressing 1.12 x 106 CFU/20 µL) or pHrodo stained strains were added to 

inhibitor or DMSO (controls) treated neutrophils. Imaging was performed using Perkin 

Elmer spinning disk confocal microscope (Wolfson Light Microscopy Facility) at 60 x 

oil immersion magnification. 

 

2.7.2.2 Use of ROS- production inhibitors  

To inhibit neutrophil ROS production, the NADPH oxidase inhibitors 

diphenyleneiodonium chloride (DPI, Sigma Aldrich, Gillingham, UK) or apocynin 

(Sigma Aldrich, Gillingham, UK) were used. After 50 min pre- incubation (10 min prior 

to adding bacteria) either DPI (final concentration 2 µM) or apocynin (final 

concentration 300 µM) or DMSO vehicle control were added to neutrophils. In other 

experiments, Class I PI3-kinase inhibitors were added, again after 50 min incubation 

and using appropriate vehicle controls: IC87114 (PI3Kŭ inhibitor; BioVision, Milpitas, 

CA; final concentration 10 ÕM), AS605240 (PI3KẲ inhibitor; LKT Laboratories, Inc., St. 

Paul, USA; final concentration 5 µM), and LY294002 (pan-PI3K inhibitor; 

Calbiochem®; final concentration 20 µM). These inhibitor concentrations have 

previously been optimised in the laboratory for inhibition of neutrophil functions with 

minimal off-target effects. Finally, the Vacuolar Protein Sorting 34 (VPS34) inhibitor 

VPS34-IN1 (Merck KGaA, Darmstadt, Germany; dissolved in DMSO at 10 mM) was 

used at concentrations 10, 5 and 1 µM, added at the outset of the experiments. 

Imaging of DCF and ingested bacteria was carried out exactly as above. 



59 

 

 

2.7.2.3 Imaging dually stained bacteria with pH sensitive dyes 

to assess phagosomal acidification  

Freshly isolated neutrophils (2.25 x 105 cells/180 µL) were placed in 8-well glass 

bottom Ibidi chamber to incubate for 1 h before addition of bacteria with or without 0.1 

µM bafilomycin (Sigma-Aldrich, St. Louis, USA) or vehicle control. DPI 2 µM or vehicle 

control or other inhibitors (PI3Ks, VPS34N1) were added at t=50 min, and dually 

stained with fluorescein and/or pHrodo-stained (Section 2.7.1.) S. aureus SH1000 

(1.12 x 106 CFU/20 µL) were added at 60 min. After this time samples were incubated 

for further 1h before live imaging using spinning disk confocal microscope at 60 x oil 

immersion magnification (numerical aperture 1.35). Detection of colours green for 

fluorescein excitation wavelength of 488 nm and red excitation wavelength of 532 nm 

channel for pHrodo.  

 

2.7.2.4 Analysis of ROS production and acidification in ImageJ 

Oxidised DCF green signal or green for fluorescein and red for pHrodo were quantified 

using a Macro Analysis script written by Dr Nick Van Hateren in ImageJ 2.0.0-rc-

69/1.52; Java 1.8.0_172 [64-bit] designed to read mean fluorescent intensity signals 

from each neutrophil with red bacteria inside, defined by size in pixels. Each parameter 

was measured from two fields per each experiment.  
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Figure 2.10 Analysis of ROS production using macro written in Fiji software 

The macro script was written in Fiji software to analyse intensity of different channels in defined 

region of interest (ROI). Software was trained to analyse particles of defined pixel size to 

exclude artefacts (A). After each completed analysis drawings of analysed cells were 

generated to navigate from which cells each reading has been performed (B). Data acquired 

from running the macro include the area of each cell (µm2), mean of fluorescence intensity, 

standard deviation, and minimum and maximum intensity (C). In each experiment readings of 

mean fluorescent intensity (MFI) of different channels were acquired to plot figures.  

 

To enable the assessment of ROS generation in hypoxia (the DCF methodology 

required unfixed cells and cannot be undertaken in the hypoxic hood, and removal of 

cells from the hood results in rapid re-oxygenation which nullifies the experiment), the 

nitro-blue tetrazolium (NBT) method was used. Nitro-blue tetrazolium chloride (Sigma 

Aldrich, St. Louis, USA) was dissolved in sterile water at 1 % concentration and stored 
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in aliquots at -20 ęC. Freshly isolated neutrophils were resuspended in normoxic or 

hypoxic RPMI/FBS/HEPES at 2.5 x 106 cells/mL and placed (180 µL) in wells of  8-

well glass bottom Ibidi chamber to pre-incubate for 1 h in normoxia and hypoxia in 

parallel. After 50 min, DPI at 2 µM was added to normoxic neutrophils (negative 

control). Phorbol 12-myristate 13-acetate (PMA; Sigma P1585-1MG, dissolved in 

DMSO at 10 µM) at 50 nM was used as a positive control. S. aureus SH1000 mCherry-

expressing at 1.12 x 106 CFU were added (20 µL) at 1 h and a further 1 h of co-

incubation was used to enable phagocytosis and ROS production. Next, RPMI was 

aspirated from each well and replaced with 200 µL of 0.1 % NBT for 15 min. The NBT 

was removed, and samples were washed with 1x DPBS and fixed with 100% methanol 

for 3 min, which was then replaced by 1x DPBS. Samples were then observed under 

the Perkin Elmer spinning disk microscope at 40x oil immersion magnification under 

brightfield illumination, with the observer blinded as to the experimental conditions. 

Cells that had developed grey staining due to the oxidation of NBT to formazan (see 

Figure 2.8) were designated ROS positive. and counted to get the % of ROS positive 

cells in different treatments. Approximately 30 cells from the field of view were counted 

from two different fields per experiment.   

 

 

 

 

 

 

 

 

 

Figure 2.11 NBT assay for ROS detection. 

Human neutrophils after 1 h of incubation in normoxia stained with 0.1% NBT. (A) Unstimulated 

(DMSO vehicle control) cells, (B) PMA- treated cells (positive control) White arrowheads 

indicate cells containing formazan precipitates formed upon reduction of NBT by ROS. Scale 

bars represent 10 µm.  

 

A B 
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2.8  Transmission electron microscopy (TEM) of neutrophils to 

assess phagosomal morphology  

 

Freshly isolated neutrophils were co-incubated for 30 or 60 min with S. aureus SH1000 

at a MOI of 10, with gentamicin added after 30 min at 40 µg/mL to kill extracellular 

bacteria. Specimens (1.12x106 neutrophils with 1.12x107 bacteria) were spun down 

and the pellet was fixed in fresh 3% GlutaradehydeNB in 0.1 M Phosphate buffer and 

left overnight at 40C. From this stage, samples were processed by Mr Christopher Hill 

(Electron Microscopy Officer, University of Sheffield). The specimens were washed in 

0.1 M phosphate buffer twice at 15 min intervals at 40C. Secondary fixation was carried 

out in 2% aqueous osmium tetroxide for 1-2 hour at RT, washed in 0.1 M phosphate 

buffer.  The samples then underwent dehydration through a graded series of ethanol 

incubations at room temperature as follows: 

1) 75% ethanol for 15 min 

2) 95% ethanol for 15 min 

3) 100% ethanol for 15 min 

4) 100% ethanol for 15 min 

5) 100% twice ethanol dried over anhydrous Copper sulphate for 15 mins. 

The specimens were then placed in an intermediate solvent, propylene oxide, for two 

incubations each of 15 mins duration. Infiltration was accomplished by placing the 

specimens in a 50/50 mixture of propylene oxide/Araldite resin (see table 2.4). The 

specimens were left in this 50/50 mixture overnight at room temperature on a rotating 

mixer. The specimens were incubated in full strength Araldite resin for 6-8 hours at 

room temperature on a rotating mixer after which they were embedded in fresh Araldite 

resin for 48-72 hours at 60 ęC. 
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Araldite resin mL per mixture  

CY212 resin                10 mL 

DDSA hardener          10 mL 

BDMA accelerator      1 drop per 1 mL of resin mixture 

Table 2.3 Araldite resin components.            

 

Semi-thin Sections approximately 0.5 µm thick were cut on a Reichert Ultracut E 

ultramicrotome and stained with 1% Toluidine blue in 1% Borax. Ultrathin Sections, 

approximately 70-90 nm thick, were cut on a Reichert Ultracut E ultramicrotome and 

stained for 25 min with 3% aq Uranyl Acetate followed by staining with Reynoldôs Lead 

Citrate for 5 min prior to imaging.  

All the mentioned chemicals above (apart from ethanol-SLS scientific Lab Supplies) 

were purchased from Agar Scientific Ltd, Parsonage Lane, Stansted, Essex.  

 

 

The sections were examined by myself following training from Mr Chris Hill, using a 

FEI Tecnai Transmission Electron Microscope at an accelerating voltage of 80 Kv. 

Electron micrographs were taken using a Gatan digital camera under several 

magnifications. Analysis of imaging has been performed using ImageJ 2.0.0-rc-

69/1.52; Java 1.8.0_172 [64-bit] software, manually measuring the area of bacteria 

(µm2) inside of the vacuoles (phagosomes) and area of phagosomes (µm2) then ratios 

were made: (area of bacterium/area of phagosome) x 100%= percentage of 

phagosome area occupied by bacterium (Fig. 2.10).  
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Figure 2.12 Area measurement of the bacterium and phagosome using ImageJ 
2.0.0.  

TEM of neutrophil containing bacteria, with manually pointed area of bacterium (A), and 

phagosomes in which bacterium is entrapped with its manually pointed area (B). 

Measurements analysed using ImageJ software with area number 1 being bacterium area and 

area number 2 being phagosomal area (C). Calculation for ratio is bacterium area/phagosome 

area x 100% to get percentage of bacteria of phagosome size. Example: 0.275/2.323 x 100%= 

11.83 %.  

Classification of phagosomes in terms of their size in ratio with bacteria occupying 

their space is shown in Table 2.4: 

Phagosome shape:  % of bacteria area (µm2)  

to phagosome area (µm2): 

Spacious* <50% 

Tight*  >50% 

Table 2.4 Classification of phagosomes by shape.  

*Spacious phagosome -bacteria occupy less than 50% of area of the phagosome. 

*Tight phagosome - bacteria occupy more than 50% of area of the phagosome. 
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2.9  Statistical analysis 

Presented data are expressed as mean ± SEM (standard error of the mean) of the 

number (n) of independent experiments. Statistical significance for normally 

distributed data was tested by one-way ANOVA (Analysis of Variance) with a Holm-

Sidakôs multiple comparison post-test or two-way ANOVA with Tukeyôs post-test, using 

the Prism 7.0 statistics software (GraphPad Software, Inc, US) for 2 or more groups. 

If only 2 groups were compared the Student t-test was used for normally distributed 

data (Shapiro Wilk test) and a Mann-Whitney U test was employed when data were 

not normally distributed (Prism 7.0 software). Values of p<0.05 were considered 

significant and are indicated in figure legends. 
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3 Characterisation of the effect of hypoxia on growth of S. aureus and their killing by 
human neutrophils  

3.1 Introduction 

A total of 12,784 S. aureus bacteraemia cases were reported to Public Health England 

in 2017/18; whilst methicillin-resistant infections are decreasing due to infection control 

and public health initiatives they remain difficult to treat, and serious infections due to 

methicillin-sensitive organisms continue to increase (Public Health England, 

https://assets.publishing.service.gov.uk/). Neutrophils are important in combating 

staphylococcal infections, as evidenced by host susceptibility to this pathogen when 

neutrophil function is defective, for example in chronic granulomatous disease 

(Winkelstein et al., 2000). To further explore this clinically important host-pathogen 

interaction, I chose to purify peripheral blood neutrophils rather than use a whole blood 

killing assay (such as that described by Lu et al., 2014), to eliminate the possible 

confounding effect of other immune cell types such as monocytes, and of antibacterial 

proteins present in the blood including antibodies and complement. However, 

neutrophils are sensitive cells whose activation state can be profoundly altered by 

mechanical and chemical stress during isolation procedures (Watson et al., 1992), for 

example activation by LPS contamination of Ficoll supplies, was reported by Jahr et 

al., 1999; hence care must be taken during the preparative process. Our group has 

extensive experience in neutrophil preparative methods and along with others have 

characterised and validated the function of density gradient centrifugation-derived 

neutrophils (e.g., Hoenderdos et al., 2016; Parker et al., 2009; Decleva et al., 2006; 

Dri et al., 2002). The use of antibody-coated magnetic bead protocols allow negative 

selection of very pure neutrophils with fewer centrifugation steps, but is expensive and 

only suitable for low blood volumes (Thomas et al., 2015).   

When studying host-pathogen interaction it is important to use conditions that match 

those in vivo as closely as possible. Hypoxia is a physiological state in certain parts of 

the human body such as the gut, the basal layers of skin, and muscle, and the degree 

of hypoxia can be enhanced by infection and inflammation (0-3 kPa), hence both 

bacteria and neutrophils must adapt to operate within such harsh environments 

(Simmen and Blaser, 1993; Campbell et al., 2014; Monceaux et al., 2016). Many S. 

aureus-infected sites are profoundly hypoxic or even anoxic e.g., abscesses and 

infections in deep tissues such as osteomyelitis (Wilde et al., 2015). In contrast, most 
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scientific data on neutrophil function has been obtained by studying isolated cells 

cultured in ónormalô atmospheric oxygen (approx. 21.33 kPa). This does not reflect the 

pathological situations encountered in vivo by both bacteria and immune cells, 

particularly in deep tissue infections. Therefore, during my work I have employed a 

hypoxic workstation, which allows cell incubation at controlled levels of hypoxia, and 

compared neutrophils incubated under these conditions in parallel to those that remain 

in óstandardô culture conditions in atmospheric oxygen. However, the workstation has 

limited internal space and the capacity to run only single small items of electrical 

equipment; it is accessed via óportal glovesô which limit dexterity, and it is prone to 

malfunction. Using the hypoxic chamber therefore poses significant challenges and 

limits the range and magnitude of experiments that can be undertaken. 

Hypoxic conditions have an impact on neutrophils but may also affect bacterial growth 

and function (Hajdamowicz et al., 2019). I have chosen three strains of S. aureus to 

study: two methicillin-sensitive MSSA strains, namely SH1000 (Horsburgh et al., 2002) 

and Wood46 (ATCCÈ 10832D5Ê) and for comparison JE2 (a clinical methicillin-

resistant MRSA strain, USA300; Fey et al., 2013). The JE2 strain is a highly 

characterised community- acquired MRSA (CA-MRSA) which contains three small 

plasmids that encode resistance to tetracycline, erythromycin and one of them being 

cryptic. It carries a type IV staphylococcal chromosomal cassette mec (SCCmec IV), 

which encodes resistance to methicillin and other ɓ- lactam antibiotics (Diep et al., 

2006), and by expression of encoded by pvl genes in a lysogenic bacteriophage of 

PVL (Narita et al., 2001). Although methicillin-sensitive strains such as SH1000 are 

easier to treat and often less virulent than MRSA, they are far better characterised, 

and widely used to study staphylococcal physiology and infection in vitro and in vivo. 

There are animal models of SH1000- infection such as murine (McVicker et al., 2014) 

and zebrafish embryo models (Prajsnar et al., 2008). This strain is the derivative of S. 

aureus 8325 lineage (OôNeill, 2010). First, strain 8325 was modified by curing its three 

prophages (ū 11, ū 12 and ū 13) to yield strain 8325-4 (Novick, 1967) and 

reinstatement of an intact rsbU gene encoding a regulator of sigma factor B to yield 

strain SH1000 (Horsburgh et al., 2002).  

A previous study (McGovern et al., 2011) suggested that hypoxia may impair 

neutrophil microbicidal function against S. aureus Wood46, but only very limited 
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observations were made. The main aim of the work in this chapter is to confirm and 

extend this important observation, hence the inclusion of the laboratory- adapted 

Wood46 strain.  In view of the clinical link between chronic granulomatous disease 

and recurrent staphylococcal infection and the observation that hypoxia limits the 

oxidative burst, I hypothesised that hypoxia would significantly impair the killing 

of S. aureus by isolated human neutrophils. 

A key requirement was to develop a robust killing assay to study intracellular killing of 

the above S. aureus strains over time, which could be undertaken in normoxia and 

hypoxia in parallel.  This necessitated several parameters to be tested and optimised: 

  Hypoxic incubation conditions  

 Growth kinetics of bacteria in the relevant environments.  

 The killing of extracellular (non-phagyocytosed) bacteria (to avoid non-ingested 

bacteria being counted as óeaten but not killedô).  

 The appropriate ratio of bacteria to neutrophils (MOI - multiplicity of infection), 

as some strains at higher MOIs might induce neutrophil lysis or apoptosis 

(Yamamoto et al, 2002).  

 Quantification of surviving intracellular bacteria was accurate and reproducible.  

A schematic of the devised methodology is shown in Fig 3.1.  
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Figure 3.1 Schematic representation of killing assay to assess neutrophil- 
mediated killing of S. aureus 

Graphical representation of the optimised methodology used to measure intracellular killing of 

S. aureus by freshly isolated human neutrophils re-suspended in RPMI/FBS/HEPES medium 

(pre-equilibrated in normoxia and hypoxia for 24 h). Once isolated, neutrophils were re-

suspended in pre-equilibrated RPMI for 1 h in 96 well plates in parallel in normoxia (21% O2, 

5% CO2) and hypoxia (0.8% O2, 5% CO2 ) prior to the addition of bacteria (MOIå2). Following 

30 min of co-incubation of neutrophils with bacteria to allow phagocytosis (designated as 

timepoint t=0 on all subsequent graphs using this method), 40 µg/mL of gentamicin was added 

to kill extracellular bacteria (including those adherent to cells but not internalised).  At each 

indicated timepoint samples were transferred to Eppendorf tubes and spun at 400 g for 3 min. 

PMN pellets were lysed (alkaline water) extracts plated onto agar plates. The number of CFUs 

represent the number of surviving intracellular bacteria).   
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The specific aims of the work described in this chapter, and the methodology used 

to address them, are as follows:  
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In addition to establishing neutrophil purity, I wished to align the functionality of my 

isolated neutrophils to that reported in the literature. Hypoxia has been previously 

reported to delay neutrophil apoptosis (Hannah et al., 1995; Walmsley et al., 2005). I 

aimed to confirm that hypoxic conditions were maintained inside the hypoxic chamber, 

and to benchmark the magnitude of the hypoxic survival signal imparted in our newly 

installed hypoxic chamber with that reported in the literature. The above studies have 

shown that 0.8% environmental oxygen leads to an oxygen tension of 3 kPa in the 

culture media that bathes the cells and that this is sufficient to stabilise the transcription 

factor HIF. Neutrophils isolated as above were incubated at 37ºC in normoxia (21% 

O2, 5% CO2) or hypoxia (0.8% O2, 5% CO2) as described in Methods (see Sections 

2.3.1. and 2.3.2.) for 6 h and 24 h in RPMI/FBS/1% P/S. At these timepoints, aliquots 

of cells were removed and immediately subjected to cytospin and Quick-Diff staining. 

The slides were coded so that the assessor was blinded to the experimental 

conditions. Around 300 cells from each condition were morphologically assessed and 

quantified for apoptotic phenotype (condensed, pyknotic nuclei, see Methods, Section 

2.4.1) using a light microscope. The fields of quantification were selected randomly, 

excluding areas where the nuclear morphology could not be assessed due to clumping 

of cells. Data shown in Figure 3.4 were collected from three independent experiments 

using cells isolated from individual donors. A similar percentage of apoptotic 

neutrophils was seen following 6 h incubation in normoxia and hypoxia (9.87 ± 1.91% 

and 10.21 ± 4.76% SEM, respectively). However, after 24 h significantly fewer 

apoptotic cells were observed following hypoxic incubation (23.03 ± 1.862% SEM) 

than normoxic incubation (55.04 ± 8.08% SEM).  

These initial results (the basal apoptosis rate in normoxia and the magnitude of the 

survival effect in hypoxia) are in agreement with previously published data and support 

the supposition that hypoxia is delivered at the appropriate level in a sustained fashion 

by the hypoxic chamber. However, in subsequent experiments using a new batch of 

RPMI/FBS, I noted that on prolonged incubation (24 h) in the hypoxic but not the 

normoxic environment, the media changed from pink to orange indicating a marked 

shift to a more acid pH (phenol red is incorporated as an indicator of pH) (Fig. 3.5.A). 
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Figure 3.2 Hypoxia delays neutrophil apoptosis  

(A). Neutrophils were isolated by plasma-PercollÊ gradient centrifugation and incubated in 

RPMI 1640 supplemented with 10% FBS at 37ºC in normoxia (21% O2, 5% CO2) or hypoxia 

(0.8% O2, 5% CO2) for the indicated times prior to making cytospin preparations. Duplicate 

cytospins were Quick-Diff stained and approximately 300 neutrophils were counted for each 

condition and designated as having either apoptotic or non-apoptotic morphology. Data 

represent mean +/- SEM, n=3; ns p >0.05, **** p <0.0001 tested by one-way ANOVA with 

Sidakôs Multiple Comparison Test. (B, C). Representative (of n=3 experiments) micrographs of 

neutrophils at 24 h in normoxia (B) and hypoxia (C) with white arrows indicating apoptotic cells. 

Scale bars, approximately 100 µm. 
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Figure 3.3 Supplementing RPMI 1640 with HEPES restores enhanced 
neutrophil longevity in hypoxia 

RPMI 1640 medium incubated alone at 37ºC in normoxia (21% O2, 5% CO2) or hypoxia (0.8 

% O2, 5% CO2) for 24 hours (A). CO2 measurement inside the hypoxic workstation using 

Galaxy CO2 Analyzer with accuracy ± 1% measuring range +2% of reading at reference points 

(B). Neutrophils were resuspended in RPMI 1640 without (RPMI/FBS; C) and with 25 mM 

HEPES (RPMI/FBS/HEPES; D) and incubated at 37ºC in normoxia or hypoxia for the indicated 

times prior to making cytospin preparations. Cytospins were Quick-Diff stained and 

approximately 300 neutrophils were counted for each condition and assigned to either 

apoptotic or non-apoptotic morphology. Number of apoptotic PMNs presented as the % of all 

counted cells.  Data represent mean +/- SEM, n=3; ns p >0.05, **** p <0.0001 normoxia vs. 

hypoxia at 24 h timepoint tested by unpaired t- test.  
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A higher than anticipated CO2 concentration would acidify the media. I confirmed that 

the embedded monitors within the hypoxic chamber which indicated satisfactory 

oxygen and carbon dioxide levels (Fig 3.5.B) were giving accurate readings using 

additional devices placed within the hood to measure the percentages of carbon 

dioxide and oxygen (not shown). Bacterial contamination of the hypoxic chamber that 

might induce media acidification and compromise the killing assay results was also 

excluded as a possible cause of by using sentinel agar plates left in the chamber for 

24 h (no bacterial growth observed: not shown).  

I then checked whether hypoxia still prolonged neutrophil longevity by repeating the 

apoptosis assays (Fig. 3.5.C). In direct contrast to my earlier results, when standard 

RPMI/FBS was used, no significant difference was observed in the percentage of 

apoptotic neutrophils isolated from three different donors at 24 h in normoxia 

compared with hypoxia. This likely related to the failure to maintain neutral pH in the 

hypoxic setting.  Media containing HEPES (4-(2-hydroxyethyl)-1-piperazine-

ethanesulfonic acid) provide better maintenance of physiological pH in cell culture, 

even if there are changes in carbon dioxide concentration (Baicu and Taylor, 2002). 

In the same study it was reported that hypoxia can lead to difficulty in preserving a 

stable pH in basic cell culture medium. Therefore, I investigated whether 

supplementing RPMI/FBS with 25 mM HEPES maintained the pH better; using this 

supplemented media, hypoxia again significantly reduced the percentage of apoptotic 

neutrophils in comparison to normoxia (Figure 3.5.D) as well as maintaining the pH as 

judged by the phenol red indicator (the media remained pink overnight in hypoxia and 

normoxia). These experiments suggested that some batches of standard RPMI1640 

do not buffer hypoxic neutrophils sufficiently over 24 h and that batch variation may 

occur; future experiments were hence performed with RPMI/FBS with addition of 25 

mM of HEPES (henceforth referred to as RPMI/FBS/HEPES). 

These results demonstrate the importance of close monitoring of the relevant tissue 

culture media in the setting of hypoxia. Having developed a stable incubation system 

to maintain milieu that is identical except for the oxygen tension, I proceeded to further 

explore the impact of hypoxic incubation on neutrophils. To further confirm that I was 

indeed inducing stable and sustained hypoxia in the hypoxic chamber, I additionally 

investigated the ability of hypoxic incubation to induce the transcription of genes that 

are known to be targets of HIF.  
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BCL2/adenovirus E1B 19 kDa- interacting protein 3 (BNIP3) gene is a member of the 

Bcl-2-family with pro-apoptotic/survival activity and has been shown to be significantly 

induced by hypoxia in several cell types (Guo et al., 2001), including human peripheral 

neutrophils (McGovern et al., 2011). Glucose transporter type 1 (GLUT1) also known 

as solute carrier family 2, facilitated glucose transporter member 1 (SLC2A1) was also 

reported to be upregulated upon hypoxic conditions in phagocytes (Cramer et al., 

2003). Stabilisation of HIF and induction of HIF-dependent transcripts is often used as 

a surrogate readout of hypoxic exposure. To confirm that hypoxic incubation 

conditions were sufficient to stabilise HIF-1Ŭ and hence upregulate HIF-dependent 

transcripts in neutrophils, the abundance of BNIP3 and GLUT1 mRNA was examined 

by qPCR of RNA isolated from cells cultured under normoxic and hypoxic incubation 

conditions. Neutrophils are terminally differentiated but remain transcriptionally active, 

although their RNA abundance is relatively low, and hence a substantial number of 

cells was required for RNA preparation.  

qPCR was performed using RNA extracted from 5 x 106
 of neutrophils incubated at 

37ºC in parallel in normoxia (21% O2, 5% CO2) and hypoxia (0.8% O2, 5% CO2) for 6 

and 24 h (Fig. 3.6). The cycle threshold of BNIP3 and GLUT1 was corrected to 18s 

ribosomal RNA reference gene (for details see Section 2.4.2). The expression of this 

housekeeping gene was constant over time and the different incubation conditions 

(data not shown). The relative gene expression obtained in hypoxia was compared to 

that in normoxia (Fig. 3.6.). Both genes were upregulated by hypoxia with substantially 

higher fold changes of BNIP3 (214.7 ± 83.9 SEM fold increase at 6 h; 81.6 ± 26.0 SEM 

fold increase at 24 h) in comparison to GLUT 1 (4.7 ± 1.9 SEM fold increase at 6 h; 

4.2 ± 1.3 SEM fold increase at 24 h). Both genes showed a significant upregulation at 

6 h; at 24 h the upregulation of BNIP3 was somewhat variable and hence did not reach 

statistical significance.  
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Figure 3.4 Upregulation of BNIP3 and GLUT1 genes in neutrophil response to 
hypoxia 

RNA was extracted from neutrophils (5 x 106) incubated in parallel in normoxia (21% O2, 5% 

CO2,) and hypoxia (0.8% O2, 5% CO2, 37ºC) in RPMI/FBS for 6 and 24 h. The RNA was then 

converted to cDNA and the genes of interest quantified by qPCR. The relative gene expression 

(fold change) of GLUT1 (A) and BNIP3 (B) is expressed as 2-ȹȹCT. Data represent mean +/- 

SEM, n=3; *p<0.05, **p<0.01 ns p= 0.41 normoxia versus hypoxia, one-way ANOVA with 

Sidakôs multiple comparison test.  
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The data presented above (reduced neutrophil apoptosis under conditions of hypoxia 

plus transcriptional up-regulation of hypoxic targets (Figs. 3.5. and 3.6.), together 

demonstrate that the hypoxic chamber delivers and maintains a level of hypoxia 

sufficient to lead to a sustained functional effect (prolongation of lifespan) and implies 

stabilisation of the transcription factor HIF-1Ŭ has occurred by 6 hours, in keeping with 

previously reported outcomes. My experiments aimed to explore the impact of a 

relatively brief hypoxic incubation on a functional effect previously shown likely to be 

HIF-independent (McGovern et al., 2011). As I planned to examine the impact of 

hypoxia on host-pathogen interactions (and in particular on bacterial killing), it was 

also important to undertake an evaluation of the impact of hypoxia on bacterial growth 

kinetics; for example, if hypoxia attenuates staphylococcal replication rates, this might 

be interpreted as an increased ability to ingest or kill bacteria. In addition, this is an 

important biological effect relevant to the course of infection in a hypoxic setting. The 

impact of hypoxia on the growth kinetics of the selected bacterial strains was not 

known, and I therefore set out to quantify these parameters. 
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S. aureus is a facultative anaerobe and is able to adapt to low oxygen tensions, a 

response that is vital for its pathogenesis (Hajdamowicz et al., 2019). BHI medium is 

a standard bacterial growth broth, which is nutrient-rich and optimised to support 

bacterial replication. Therefore, the three selected target staphylococcal strains 

(SH1000, JE2, Wood46) were grown in 10 mL of BHI, in normoxic and hypoxic 

incubation conditions for 24 h and the growth kinetics were assessed by serial 

readings of the culture optical density at 600nm (OD600) of 900 µL of bacterial 

suspension. 

From a starting OD600 ~ 0.05 at 0 h, in normoxia all strains grew rapidly, attaining the 

following ODs at 5 h: 7.0 ± 0.3 for SH1000, 6.4 ± 0.38 for JE2 and 5.3 ± 0.19 for 

Wood46 (±SEM). In contrast, the same strains cultured in parallel in the hypoxic 

chamber achieved statistically significant lower OD600 values in the same timeframe: 

3.8 ± 0.29 SEM for SH1000, *p= 0.01 in comparison with 5 h at normoxia, and 2.7 ± 

0.19 SEM for both JE2 (*p=0.01 compared to normoxia) and Wood46, *p=0.02 in 

comparison with normoxia (Fig. 3.7). At 24 h, the differences in OD600 between 

normoxia and hypoxia were maintained or increased and were again statistically 

significant for all strains (***p=0.0003 for JE2, ***p=0.0007 for SH1000 and **p= 

0.0014 for Wood46). It was therefore concluded that hypoxia inhibits growth of all 

tested staphylococcal strains in BHI media, a setting where nutrient supply is not 

limiting (it contains brain-heart infusion extract which includes essential amino acids 

and other growth factors). However, neutrophils are standardly cultured in precise 

chemical media such as RPMI that are LPS free, do not include nutrient-rich biological 

extracts, and are buffered in an attempt to avoid changes in pH. As I anticipated 

performing bacterial killing assays in RPMI/FBS rather than BHI, I therefore next 

studied the impact of hypoxia on bacterial growth in RPMI/FBS. 
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Figure 3.5 Hypoxia inhibits the growth of S. aureus in BHI medium 

Strains of S. aureus JE2 (A), SH1000 (B) and Wood46 (C) were grown for 24 h in 10 mL BHI 

media at 37ºC, in a humidified 5% CO2 environment with shaking in normoxia (21% O2) or 

hypoxia (0.8% O2) and OD600 was measured at 1, 2, 3, 4, 5 and 24 hours as indicated. Data 

represent mean +/- SEM, n=3. ns p >0.05, JE2: * p=0.03 for 3 h, *p=0.04 for 4 h, *p=0.01 for 5 

h and ***p=0.0003 for 24 h; SH1000: *p=0.04 for 3 h, * p=0.02 for 4 h, * p=0.01 for 5 h and 

***p=0.007 for 24 h; Wood46: **p=0.007 for 4 h, *p=0.02 for 5 h and **p=0.0014 for 24 h; tested 

by two-way ANOVA with Sidakôs multiple comparison test. 
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The aim of performing these experiments was to test the kinetics of staphylococcal 

growth in a eukaryotic cell culture medium, namely RPMI/FBS which is a standard 

media used to assess neutrophil function, for up to 3 hours (the timeframe planned for 

bacterial killing assays). The RPMI/FBS/HEPES medium supports cell culture, but the 

lack of additional nutrients may make it unlikely to be optimal for robust bacterial 

growth and hence it may impose limitations on bacterial growth.  

SH1000, JE2 and Wood46 were grown in 10 mL of RPMI/FBS in normoxia and 

hypoxia. After 1, 2, and 3 h the OD600 for each sample was measured. Bacteria grew 

slowly to an OD600 < 1 after 3 h with no significant differences between hypoxia and 

normoxia (Fig. 3.8). Of note, all bacterial strains grew far more slowly in RPMI/FBS 

than in BHI broth. Although I did not assess later timepoints in this experiment, this 

has been undertaken by Rebecca Hull (PhD student, Condliffe group), who showed 

no difference in staphylococcal growth in RPMI between normoxia and hypoxia up to 

and including 24 h (personal communication, Rebecca Hull and Professor Alison 

Condliffe). 

These results show that in assays involving a short-term incubation in RPMI/FBS, 

bacteria will not increase in number differentially under normoxia versus hypoxia 

sufficient to affect the experiment outcome. Additionally, it appears that nutrient lack 

restricts growth such that hypoxia is no longer a limiting factor; this likely replicates 

conditions at sites of infection and hence these conditions were adopted to further 

assess the host-pathogen interaction. In addition, it allowed me to compare normoxia 

and hypoxia without otherwise possible changes in number of bacteria. Frozen 

aliquots were prepared from bacteria grown in RPMI media at approximate OD600 of 

0.7 for all of strains. These aliquots were tested for CFUs before freezing and when 

thawed and gave similar number of colonies on BHI agar, showing that freezing 

process does not kill bacteria (data not shown). In the following experiments frozen 

aliquots were used to ensure consistency with regards to bacterial preparation and 

numbers. 
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Figure 3.6 Hypoxia does not impact the growth of S. aureus strains in RPMI 
medium  

Strains of S. aureus JE2 (A), Wood46 (B) and SH1000 (C) were grown in 10 mL RPMI/FBS 

media at 37º, in a humidified 5% CO2 environment with shaking and OD600 was determined at 

1, 2 and 3 hours in normoxia (21% O2) and hypoxia (0.8% O2). Error bars represent SEM; 

n=3, ns p>0.05 OD normoxia versus hypoxia tested by one-way ANOVA with Sidakôs multiple 

comparison test. 
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To quantify bacterial intracellular killing rather than phagocytosis or adherence of 

bacteria to cells, and in order to remove extracellular (non-adherent) and cell-adherent 

but non-ingested bacteria after co- incubation with neutrophils, an efficient 

antimicrobial agent has to be used. In addition to killing the majority of extracellular 

bacteria, the chosen agent should ideally not be incorporated into phagocytes, as this 

might allow ongoing microbicidal action against ingested organisms and hence 

confound results.  

Lysostaphin, a bacteriolytic enzyme secreted by Staphylococcus simulans, has been 

shown to kill staphylococci by cleaving the pentaglycine bridges of its cell-wall 

(Schindler and Schuhardt, 1964). It has been also reported that lysostaphin is not toxic 

to phagocytes and does not enter those cells when used at low concentrations during 

short incubation period, and it has therefore been used in neutrophil killing assays 

previously (Easmon et al., 1978). Frozen aliquots of bacteria that had been prepared 

in RPMI/FBS (see Section 2.5.4) were resuspended in fresh RPMI/FBS at 1 x 108 

CFU/mL and 10 µL was added to 190 µL of 20 µg/mL of lysostaphin. This 

concentration has used by other researchers in our laboratory and elsewhere (e.g., 

Easmon et al., 1978) and shown to be sufficient to kill extracellular staphylococci. The 

killing of staphylococci was determined after 20 and 40 min of incubation at 37°C by 

colony counting (Miles and Misra method, Section 2.5.2 in Materials and Methods). As 

can be seen in Figure 3.9, lysostaphin significantly reduced the number of Wood46 

and SH1000 (about a thousand-fold) after 40 min, however approximately 104 viable 

bacteria could still be detected. Importantly, lysostaphin had no significant effect on 

the numbers of viable JE2 S. aureus detected (Fig.3.9.A), indicating that it was unable 

to kill this strain. There was no significant difference in bacterial killing for any strain 

between 20 and 40 min, suggesting that increasing the exposure time would not 

improve the microbicidal activity. A similar pattern was observed using higher 

concentration (40 µg/mL) of lysostaphin for the same times (data not shown). It was 

felt to be important to use the same antimicrobial compound able to effectively kill all 

strains to avoid a potential confounding variable when performing killing assays. I 

therefore tested an alternative antimicrobial agent, the antibiotic gentamicin, which is 

used in clinical practice to treat infections caused by S. aureus.   
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Figure 3.7 Lysostaphin kills Wood46 and SH1000 strains incompletely and 
does not effectively kill JE2  

106 CFU of (A) JE2 (B) SH1000 and (C) Wood46 were incubated with 20 µg/mL lysostaphin 

or vehicle control in RPMI/FBS medium for 0 min (black bars), 20 min (red bars) and 40 min 

(blue bars) to assess the ability of lysostaphin to kill bacteria, quantified by the Miles and Misra 

method. Data represent mean +/- SEM, n=3. ****p<0.0001, ***p<0.001, ns p>0.05 treated (20 

µg/mL) versus vehicle control groups, one-way ANOVA with Sidakôs multiple comparison test.  
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Gentamicin is an aminoglycoside antibiotic which irreversibly binds the 30S subunit of 

the bacterial ribosome, and hence inhibits synthesis of bacterial proteins. It has been 

used in so-called óprotectionô assays to kill non-phagocytosed bacteria during 

incubation with cells. Concerns have been raised that gentamicin may penetrate 

eukaryotic cells, and thereby influence intracellular bacterial survival, as reported in 

macrophages (Hamrick et al., 2003). However, investigations have been undertaken 

as to whether gentamicin can enter PMNs and affect internalised bacteria, with 

compelling evidence that S. aureus internalised by neutrophils were not killed by 

gentamicin, even when the antibiotic was used at a very high external concentration 

(100 µg/mL) (Vaudaux and Waldvogel, 1979). 

Using aliquots of Wood46, SH1000 and JE2 prepared in RPMI/FBS, bacteria were 

resuspended in fresh RPMI/FBS at 1 x 108 CFU/mL and 10 µL of bacteria was added 

to   gentamicin (final concentration 40 µg/mL). Viable bacterial numbers were again 

quantified by using the Miles and Misra method after 20 and 40 min of incubation at 

37°C. As shown in Figure 3.10, the number of bacteria of all strains including JE2 

significantly decreased (to 103 or below) after 20 min of gentamicin treatment with a 

trend towards a further reduction in detected CFUs obtained after 40 min.  

I next moved on to incorporate the use of gentamicin to kill extracellular but not 

intracellular bacteria in a killing assay. 
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Figure 3.8 Gentamicin kills all tested staphylococcal strains  

(A) JE2 (B) SH1000 and (C) Wood46 were added to 40 µg/mL gentamicin or vehicle control 

in RPMI/FBS medium and incubated for 0 min (black bars), 20 min (red bars) and 40 min (blue 

bars) to assess the ability to kill bacteria using the Miles and Misra method. Data represent 

mean +/- SEM, n=3. *p<0.05, **p<0.01 compared with non-treated groups (0 µg/mL), tested 

by one-way ANOVA with Sidakôs multiple comparison test.  
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My initial attempts to undertake a gentamicin protection killing assay in normoxic 

versus hypoxic conditions yielded somewhat variable results (not shown), hence I had 

to make several changes to fully optimise the experimental protocol. Firstly, I extended 

an initial 1 h pre-equilibration period of media in the hypoxic chamber to 24 h to ensure 

the media (volumes of 100 ɛl placed in a 96 well plate) was fully hypoxic. As noted 

previously (see Fig. 3.5), some batches of standard RPMI did not preserve a neutral 

pH over longer incubation periods. Since this represented a potential experimental 

confounder, I adopted the use of RPMI supplemented with HEPES as noted above to 

remove this as a potential source of error. 

Finally, I ensured that cells were not inadvertently re-oxygenated during processing. 

Initially I had removed neutrophils from the hypoxic chamber after co-incubation with 

bacteria to spin down the cells prior to lysis. Samples were thus exposed to normoxia 

for five to ten minutes before lysing with alkali water, a procedure also performed in 

normoxic environment. This could potentially lead to re-oxygenation of hypoxic cells, 

which might allow accelerated intracellular killing of bacteria. It has been shown that 

transferring hypoxic neutrophils to normoxia for 30 min restored bacterial killing, 

(McGovern et al, 2011), although shorter durations of re-oxygenation were not 

reported. A micro-centrifuge was therefore installed inside the hypoxic incubator so 

that all steps of the optimised assay up to plating on agar could be completed in the 

hypoxic conditions. Together these steps were felt to have ensured a more resilient 

and reliable assay. 

I studied the kinetics of phagocytosis, aiming to identify a time at which sufficient 

bacteria had been ingested (but not killed), and to ensure that phagocytosis did not 

differ significantly between normoxia and hypoxia. Of note, I was unable to centrifuge 

the bacteria onto the neutrophils to expedite contact as the hypoxic chamber is not 

large enough to incorporate a plate spinner. I incubated Wood46 (4.5 x 105 CFU in 10 

µL RPMI/FBS/HEPES) with freshly isolated neutrophils (2.25 x 105 /90 µL 

RPMI/FBS/HEPES), corresponding to MOI ~ 2 as described by McGovern et al (2011), 

for 15, 30, 45 and 60 min at 37ęC in normoxia (21% O2, 5% CO2) (Fig. 3.11.A). 

Neutrophils had ingested large numbers of added bacteria after 30 min, presented as 
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the log10 of intracellular bacterial CFU (3.76 log10 ± 0.003 log10 CFUs ± SEM), with little 

further ingestion apparent after this time (Fig.3.11.A), therefore 30 min was 

subsequently adopted to allow phagocytosis before the addition of gentamicin to kill 

any uningested organisms. The number of intracellular bacteria at this time 

(henceforth designated as time t=0) is an indication of the efficiency of phagocytosis. 

(Fritzenwanger et al., 2011), previously noted increased neutrophil phagocytosis in the 

setting of hypoxia, but although I observed a trend towards increased phagocytosis in 

hypoxia compared to normoxia at time t=0 (i.e., after 30 min of neutrophil-bacterial 

interaction), this did not reach statistical significance, in agreement with McGovern 

(2011). Importantly, my results demonstrated that following 120 min of co-incubation 

neutrophils with Wood46, significantly more bacteria survived within hypoxic than 

normoxic neutrophils (224.7 ± 137 CFUs versus 3175 ± 1514 of CFUs; n=4, 

Fig.3.11.B), indicating a significant killing deficit in hypoxia. Light microscopy of 

cytospin preparations at 60 min of co-incubation under normoxia (Fig. 3.11.C) and 

hypoxia (Fig. 3.11.D) confirmed that neutrophils had indeed ingested staphylococci, 

and phagocytes containing bacteria appeared fully intact with normal morphology. 
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Figure 3.9 Hypoxia impairs neutrophil killing of S. aureus Wood46  

(A). Phagocytosis of S. aureus Wood46. Bacteria (MOI~2) were co-incubated with freshly 

isolated neutrophils (2.25 x 105 cells/90 µL) in normoxia (21% O2). Samples were centrifuged 

to remove free bacteria. Neutrophils were lysed with alkali water after 15, 30, 45 and 60 min of 

co-incubation. Data represent mean ± SEM of n=2 for log10 of phagocytosed bacteria analysed 

by Miles and Misra CFUs of intracellularly surviving bacteria (B). Neutrophils (2.25 x 105 /90 µL) 

freshly isolated by Percoll gradient centrifugation were re-suspended in medium pre-

equilibrated in normoxia (21% O2) or hypoxia (0.8 % O2). Then neutrophils were pre-incubated 

for 1 h before addition of Wood46 (MOI ~ 2).  Gentamicin at 40 µg/mL was used after 30 min 

to kill extracellular bacteria and intracellular killing was measured after 120 mins of co-

incubation using the Miles and Misra method. Samples were spun down at the given 

environments and lysed with alkali water. Data represent mean ± SEM of n=4 experiments. 

*p=0.029 normoxia vs. hypoxia for 120 min, Mann-Whitney test. (B, C). Representative 

micrographs of cytospin preparations of neutrophils and Wood46 after 60 min of infection in 

normoxia (C) and hypoxia (D), white arrows indicating intracellular bacteria within neutrophils. 

Scale bars represent approx. 100 µm. 
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I next employed the optimised gentamicin protection killing assay to assess 

intracellular killing of strains of S. aureus other than Wood46. For the first time, killing 

of the MSSA- SH1000 strain by hypoxic PMNs was explored. Freshly isolated 

neutrophils were suspended in pre-equilibrated normoxic and hypoxic 

RPMI/FBS/HEPES and were pre-incubated in normoxia (21% O2, 5% CO2) and 

hypoxia (0.8 % O2, 5% CO2) for 1 h prior to addition of SH1000 at MOI 5 (based on 

our laboratoriesô previous experience with this organism). In addition to assessing 

killing at 180 min (SH1000 are more robust that Wood46), killing was also assessed 

at a much later (24 h) timepoint, to explore whether the impact of hypoxia might be to 

enable longer-term survival of intracellular bacteria. I also assessed the morphology 

of neutrophils by cytospin to ensure that intact cells were present and to assess if 

surviving bacteria were retained within the neutrophil.  

As for Wood46, there was a non-significant trend towards increased phagocytosis of 

SH1000 by PMNs in hypoxia compared to normoxia, inferred from the values at time 

t=0, Figure 3.12.A. As for the Wood46 strain, at 180 min there was a significant 

increase of S. aureus SH1000 surviving inside hypoxic neutrophils compared to viable 

bacteria within normoxic cells (1271 ± 197.8 versus 1316407 ± 554625 CFUs ± SEM 

respectively; n=6). At 24 h, no viable bacteria were detected in normoxic neutrophil-

bacterial co-cultures, but large numbers were present in the equivalent hypoxic co-

incubations as shown in Figure 3.12.D; (16.50 ± 5.05 versus 3800000 ± 967000 CFUs 

± SEM respectively; n=5). Numbers of bacteria detected at 180 min and 24 h in 

hypoxia were near identical, perhaps suggesting no further killing had occurred over 

this extended time course. Cytospin preparations performed after 180 min and 24 h 

co-incubation of neutrophils and SH1000 are presented (Fig.3.12.B, E for normoxia 

and Fig.3.12.C, F for hypoxia). Viable neutrophils were seen in each condition with 

internalised bacteria; some neutrophils had ingested large numbers. There appeared 

to be more viable neutrophils at 24 h following hypoxic incubation, as anticipated. 
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Figure 3.10 Short-term and long-term hypoxia impairs killing of SH1000  

(A). Gentamicin protection assay of S. aureus SH1000. Freshly isolated neutrophils (2.25 x 105 

cells/90 µL) were incubated simultaneously in normoxia (21% O2) and hypoxia (0.8 % O2) for 

1 h prior to addition of SH1000 (MOI 5) with gentamicin added after 30 min of co-incubation (0 

min timepoint in panel A). Samples were spun down in indicated environments and lysed with 

alkaline water. Bacteria were quantified by Miles Misra method.  Data represent mean ± SEM 

of n=6 experiments, presented as CFUs of intracellular bacteria; * p=0.0260 tested by Mann-

Whitney test normoxia vs. hypoxia for 180 min (B, C). Representative cytospin preparations of 

neutrophils after 180 min of infection in normoxia (B) and hypoxia (C) white arrows indicate 

neutrophils with intracellular bacteria. Scale bars representing approx. 100 µM. (D). 24 h 

gentamicin protection killing assay. Freshly isolated neutrophils (2.25 x 105 cells/90 µL) were 

incubated simultaneously in normoxia (21% O2) and hypoxia (0.8 % O2) for 1 h prior to addition 

of SH1000 (MOI 2-4) with gentamicin added after 30 min of co-incubation. Samples were spun 

down in indicated environments at 24h and lysed with alkaline water. Bacteria were quantified 

by Miles Misra. Data represent mean ± SEM of n=5 experiments, presented as CFUs of 

intracellular bacteria; *** p=0.0006 tested by Mann-Whitney test normoxia vs. hypoxia for 24 h. 

(E, F). Representative cytospin preparations of neutrophils after 24 h of infection in normoxia 

(E) and hypoxia (F) with white arrows indicating neutrophils with ingested bacteria.  
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The next aim was to test the effect of hypoxia on neutrophil- mediated killing of  

S. aureus JE2, as an example of an MRSA strain. 

Briefly, freshly isolated neutrophils at 2.25 x 105 cells in 90 µL of RPMI/FBS/HEPES 

per well were pre-incubated for 1 h prior to the addition of JE2 at ~1.35 x 106 CFU/10 

µL (~5 MOI, based on previous work conducted in the Foster laboratory) in normoxia 

(21% O2, 5% CO2) and hypoxia (0.8 % O2, 5% CO2). An optimised gentamicin 

protection/killing assay was undertaken as previously described to measure 

intracellular killing of bacterial cells at 60 and 180 min. 

The majority of bacteria were phagocytosed by both normoxic and hypoxic neutrophils, 

with significantly fewer staphylococci recovered at time t=0 in hypoxia 290000 ± 55076 

CFUs ± SEM than in normoxia 892335 ± 99540 CFUs ± SEM **p= 0.0012. (Fig.3.13.). 

This indicates that JE2 was killed in greater number by 30 min (t=0) by hypoxic than 

normoxic neutrophils. Unexpectedly, the killing of internalised JE2 was similar 

between normoxic and hypoxic environments at 180 min. Thus overall, the killing of 

JE2 by hypoxic neutrophils is if anything slightly accelerated but reaches a similar level 

to that achieved by normoxic neutrophils after 180 min. 
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Figure 3.11 Short-term hypoxia has a little impact on killing JE2 

Gentamicin protection killing assay of ingested S. aureus JE2.  Human neutrophils (2.25 x 105 

cells/ 90 µL) were incubated simultaneously in normoxia (21% O2) and hypoxia (0.8 % O2), 

prior to the addition of S. aureus JE2 (MOI~5). Gentamicin was added after 30 min of co-

incubation (0 min timepoint). Samples were spun down at the indicated times in normoxia or 

hypoxia and lysed with alkaline water. Bacteria were quantified by Miles Misra.  Data represent 

mean ± SEM of n=3 experiments, presented as CFUs of intracellular bacteria; **p= 0.0012 0 

min normoxia vs hypoxia, ***p= 0.0005 60 min normoxia vs hypoxia; ns p= 0.5 180 min 

normoxia vs hypoxia.  
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Hypoxia may influence cells directly by limited oxygen availability, but most of its 

effects are mediated by the HIF transcription factors and hence require HIF 

stabilisation and subsequent downstream transcriptional/protein synthetic events. 

Although killing assays are performed over a relatively brief time course, HIF-

dependent transcription is readily apparent at 6h of hypoxic incubation (Figure 3.5). I 

therefore probed the HIF-dependency of the impaired hypoxic killing of S. aureus by 

pharmacological stabilisation of HIF (with Dimethyloxallyl Glycine (DMOG), a cell 

permeable, competitive inhibitor of prolyl hydroxylase) and the protein synthesis 

inhibitor cycloheximide (CHX). These experiments were performed after the COVID-

19 pandemic lockdown and due to limitations accessing sufficient donors we used 

negative magnetic bead selection to isolate neutrophils from low volume blood draws. 

Neutrophils isolated by EasySepTM negative selection (Materials and Methods Section 

2.2.2) were re-suspended in normoxic or hypoxic RPMI/FBS/HEPES media at 2.5 x 

106 /90 µL into 96 well plates with 100 nM DMOG or 1 µg/mL cycloheximide (CHX) or 

appropriate vehicle controls for 1 h preincubation before adding bacteria S. aureus 

SH1000 at MOI 5. After 30 min (timepoint 0), 40 µg/mL gentamicin was added to kill 

extracellular bacteria. Intracellular killing was measured at 180 min for DMOG in 

normoxia and 180/240 min for CHX in normoxia and hypoxia. DMOG did not affect 

phagocytosis (intracellular bacteria detected at 30 min prior to addition of gentamicin) 

with 1520458 ± 136266 CFUs ± SEM for vehicle control cells in normoxia compared 

to 1446833 ± 187084 CFUs ± SEM normoxia in the presence of DMOG. Importantly, 

no significant differences were found in intracellular bacteria recovery at 180 min 

between normoxic and DMOG treated cells (26205 ± 13739 CFUs ± SEM versus 

27496 ± 6597 CFUs ± SEM), however as expected there were significantly fewer 

bacteria at 180 min for both groups in comparison with the number of bacteria at 30 

min (Fig.3.14. A).  

Likewise, the protein synthesis inhibitor CHX, used at concentrations previously 

optimised for neutrophils in our laboratory, had no impact on the phagocytosis process 

or killing at any tested timepoints between normoxia and hypoxia (Fig 3.14. B). 
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The results presented above suggest that stabilisation of the transcription factor HIFŬ 

using DMOG (a óhypoxia mimeticô which stabilises HIF but does not restrict oxygen 

availability), or inhibition of protein synthesis by CHX (which would block events 

mediated by HIF-dependent transcription) does not impact on killing of S. aureus. 

Hence, impairment of killing of S. aureus is likely HIF-independent and due to the lack 

of molecular oxygen available to fuel the oxidative burst.  
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Figure 3.12 Stabilisation of Hif1-alpha and inhibition of protein synthesis do 
not change neutrophil-mediated killing of SH1000  

(A) Human neutrophils (2.25 x 105 cells/ 90 µL) were pre-incubated for 1 hour with 100 µM 

dimethyloxalylglycine (DMOG) before addition of SH1000 at MOI 5 under normoxic conditions 

(B) Human neutrophils (2.25 x 105 cells/ 90 µL) were resuspended in hypoxic or normoxic 
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media and pre-incubated for 1 hour in normoxia or hypoxia with 1 µg/mL cycloheximide (CHX) 

before adding SH1000 at MOI 5. For all conditions, gentamicin at 40 µg/mL was then added 

after 30 minutes of co-incubation, and intracellular killing was determined at 180 and (for CHX) 

240 minutes by lysing neutrophils, serially diluting lysates, and plating for Miles and Misra 

analysis. Data represent mean ± SEM of n=3 (A) and n=4 (B) experiments, presented as CFUs 

of intracellular bacteria. Analysis by One-way ANOVA with Sidakôs multiple comparisons test 

ns p> 0.05, ****p< 0.0001 (A) and by Two-way ANOVA with Tukeyôs multiple comparisons test 

ns p>0.05, ***p=0.0001 Normoxia CTRL and Normoxia 1 µg/mL CHX vs Hypoxia CTRL and 

Hypoxia 1 µg/mL CHX (B).   
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It is challenging to measure intracellular ROS production in the hypoxic workstation as 

it cannot easily accommodate devices such as microscopes or a flow cytometer to 

measure ROS in live cells using fluorescent indicators, therefore I used a compound 

called nitro-blue tetrazolium chloride (NBT) to detect reactive oxygen species. NBT is 

reduced to diformazan, a dark blue insoluble precipitate, visible under a microscope 

(see Section 2.7.3. in Materials and Methods). This reaction detects predominantly 

superoxide radical formation by neutrophils. 

Freshly isolated neutrophils were resuspended in normoxic or hypoxic 

RPMI/FBS/HEPES media and placed onto  8-well glass bottom Ibidi chamber to pre-

incubate for 1 h in normoxia and hypoxia in parallel. After this time, bacteria (mCherry-

SH1000, 1.12 x 106 CFU (MOI 5)) were added and co-incubated for a further 1 h. 

Afterwards cells were subjected to 0.1 % NBT for 15 min, washed in 1x DPBS and 

fixed (100 % methanol); all of these steps were undertaken in the hypoxic hood in 

parallel with standard oxygen conditions. Samples were subsequently imaged using a 

spinning disk confocal microscope at 60 x oil immersion magnification with the 

observer blinded to the experimental condition. Formazan precipitates were 

illuminated by transmission of white light (bright-field channel), therefore contrast in 

the sample is caused by attenuation of the light by the dense formazan (Fig. 3.15.B, 

C). Cells containing dark stained areas were classed as ROS positive and were 

expressed as the percentage of overall number of cells present in the field of view in 

normoxia and hypoxia. Changes in percentage of positive cells counted in normoxia 

were compared with those cells in hypoxia from three independent experiments and 

presented in the Fig.3.15.A. There were significantly fewer NBT positive cells in 

hypoxia in comparison with normoxia (29.37% to 69.62%, respectively).   
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Figure 3.13 Hypoxia reduces ROS production by neutrophils  

(A) 2.25x10^6/180 L˃ neutrophils where incubated 1 hour in IBIDI plates in normoxia and 

hypoxia, before addition of mCherry-SH1000 at MOI 5. After 1 hour of co-incubation, the 0.1% 

of NBT was used to stain ROS for 15 min to quantify the percentage of positive cells, which 

were fixed in methanol. Representative images of cells co-incubated in normoxia (B) and 

hypoxia (C) with darkly stained areas within neutrophils (reduced NBT to formazan 

precipitates). Data represent mean ± SEM of n=3 experiments, presented as % of all cells 

present in the field of view; *p= 0.018 normoxia vs hypoxia. Scale bars represent 10 µM.  
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3.1 Discussion  

The wide range of infections attributable to S. aureus cause substantial morbidity and 

mortality. Their treatment has become more challenging with the emergence of 

multidrug resistant strains, such as methicillin resistant S. aureus (MRSA), which 

remains a major cause of hospital-acquired infection globally. Due to the evolution of 

antibiotic resistance driven by antibiotic use in healthcare and the agricultural industry, 

there is a global need for the development of alternative therapeutic strategies. 

Consequently, a deeper understanding of the host-pathogen interface is essential. 

Exploring the mechanisms underlying host killing of microbes or its failure may inform 

new treatment strategies for recalcitrant infections, by targeting host cell functions 

supporting bacterial growth or permitting/augmenting bactericidal functions.  

The overarching aim of the work described in this chapter was to explore the 

interactions between S. aureus and human neutrophils under hypoxic conditions, 

optimising the methodology to assess the ability of neutrophils to kill various strains of 

S. aureus in a hypoxic environment that more accurately mimics in vivo infection. Most 

studies on phagocytic and bactericidal function of human neutrophils have been 

undertaken in ambient oxygen (Hampton et al., 1994; Lu et al., 2014), whereas 

analysis of oxygen tensions during infection have shown such areas to be hypoxic, in 

some situations profoundly hypoxic and even anoxic (Simmen and Blaser, 1993; Wilde 

et al., 2015). Both neutrophils and bacteria are known to adapt to hypoxia, but little is 

known about how this affects the outcome of their interactions and in particular 

whether bacteria can be effectively killed by hypoxic neutrophils. I have shown here 

that hypoxia significantly reduces the intracellular production of ROS by human 

neutrophils that have ingested prey, which could explain impairment in killing of S. 

aureus by those cells. This process seems to be HIF-independent, as evidenced by 

failure to recapitulate by pharmacological stabilisation of HIF (Fig.3.14.A) or by failure 

to reverse by inhibiting protein synthesis (Fig.3.14.B).  

My project relies on the isolation of human neutrophils from healthy donors. In the 

initial experiments I performed, the plasma/Percoll® density isolation method yielded 

initially approximately 90% pure neutrophils (Fig. 2.4) which is slightly less pure than 

published literature (e.g., Haslett et al., 1985), although most subsequent experiments 

had yields of 95% purity or greater. The contaminating cells observed in the PMN 

preparation were predominantly eosinophils with a low percentage of monocytes 
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(<1%), as expected. Monocytes should be separated from neutrophils by Percoll® 

gradients as their lack of granularity imparts a lower density, but eosinophils are of a 

similar granularity and hence not separated from neutrophils in this way and the 

percentage contamination reflects their abundance in the donorôs blood. The higher 

number of eosinophils could be due to seasonal variations - more of these cells were 

present in blood during spring and summer months, but also reflect differences 

between donors (Kuhns et al., 2015; Liu and Taioli, 2015), for example atopic 

individuals have higher circulating eosinophil counts. To reduce eosinophil 

contamination, positive selection by anti CD16-coupled magnetic beads can be used 

(CD16 is highly expressed on neutrophils but not on eosinophils, (Parker et al., 2009); 

however, such methods are expensive, time-consuming (undesirable given the short 

neutrophil lifespan) and binding to the beads might affect neutrophil function or cause 

their unwanted activation. Eosinophils can ingest and kill bacteria, but they respond 

differently in hypoxia compared to neutrophils (Porter et al., 2017). On pragmatic 

grounds, PMN preparations with eosinophil contamination Ó 10% were discarded and 

not used in my assays. 

Negative selection methods e.g., EasySepÊ Direct Human Neutrophil Isolation Kit 

that employs antibody/magnetic bead depletion of all other white cell populations avoid 

many of mentioned above technical problems, but the associated cost and inability to 

operate on a large scale was initially felt to preclude their routine use. We changed to 

this method following the COVID pandemic as we had a very restricted pool of donors 

able to attend the laboratory, requiring us to make frequent low volume bleeds to 

perform enough experiments. We also noted that post-pandemic, neutrophils obtained 

by Percoll® density gradient often yielded activated neutrophils; we did change all of 

our preparative reagents including citrate, Percoll® and dextran, with no improvement. 

Several of our donors had previously experienced SarsCoV2 infection, and that even 

though there were clinically well, we speculate their neutrophils were susceptible to 

activation by the repeated centrifugation steps or a reagent in the isolation procedure. 

These issues were circumvented using the EasySepÊ negative selection method. 

Prepared neutrophils are at approximately 95% with a small number of monocytes 

(~5%) as the only other contaminating blood cells (Fig.2.5). All preparations made 

using this method yielded fully functional, healthy, responsive and basal neutrophils. 

Of note, the PMNs obtained using this method would include so-called ólow densityô 
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neutrophils (LDNs), which would be absent from populations isolated by density 

gradient centrifugation. Whilst some authors have suggested that such LDNs are 

immature or activated in the setting of diseases such as COVID19 (e.g., Morrissey et 

al., 2021), others have found that LDNs are very similar in functionality to normal 

density neutrophils (Hardisty et al., 2021) and that differences detected by other 

authors are specific to the diseases they were investigating. Since if anything the 

neutrophils obtained by negative selection were more quiescent than those from 

density gradients, we incline to the latter view. Of note, the results obtained in the 

killing assays aligned precisely to those I had previously obtained with the Percoll® 

methodology, with equivalent killing of S. aureus in the same timeframe. 

The widespread use of fetal bovine serum for cell-culture has often raised concerns. 

One concern is that FBS serum in culture media causes exposure of cells of none-

bovine origin to xenogeneic proteins which could affect several functions of the cells 

(Bahar Bilgen et al., 2008). Moreover, the variability in composition of FBS from batch 

to batch may cause not reproducible results (Baker, 2016). In the study of Alipour et 

al., it has been shown that replacing the 10% FBS with equivalent of autologous 

plasma (which may also contain a wider range individually different mediators) has led 

to prolongation of neutrophil lifespan after several hours of incubation (>12 h) (Alipour 

et al., 2020). The use of the same batch of FBS throughout studies avoided this source 

of variation. In the majority of assays, neutrophils were not incubated for longer than 

4 hours (microscopy and gentamicin-protection assays), however I did confirm that the 

lifespan of neutrophils in normoxia and hypoxia, measured by myself are in line to 

those in the literature to that similar percentage of normoxic and hypoxic neutrophils 

survivals with use of same percentage of added FBS (McGovern et al., 2011), but also 

studies that have used autologous plasma (Hannah et al., 1995).   

Using a hypoxic chamber has enabled me to study the impact of reduced oxygen 

tensions on neutrophils and bacteria separately and on bacterial-neutrophil 

interactions, recapitulating conditions relevant to infected tissues (McGovern et al., 

2011; Thompson et al., 2017). The Ruskinn Sci-tive hypoxic workstation measures the 

gas composition (pO2 and pCO2) maintained inside the air in the chamber, not in the 

media which are incubated in these conditions. Equilibration of the media with the 

hypoxic environment will take time depending on the liquid volume and surface area. 

Our laboratory does not possess a blood gas analyser and attempts to transport 
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samples to distant blood gas analysers in the Sheffield Teaching Hospitals NHS Trust 

were unsuccessful, due to re-oxygenation of media samples during transport (Dr Ben 

Durham, Research Technician, Department of Infection, Immunity and Cardiovascular 

Disease, personal communication). Media parameters from samples incubated in a 

Ruskinn incubator using identical settings to those in this study have previously been 

measured using a blood gas analyser to ensure that media are at an appropriate level 

of hypoxia (McGovern et al., 2011). However, the hypoxic workstation was newly 

installed in our laboratory, and I therefore wished to validate that it delivers the desired 

and effective level of hypoxia. Neutrophils undergo constitutive apoptosis limiting their 

lifespan, which is a vital process in homeostasis (Atallah et al., 2012) and in the 

resolution of inflammation in vivo (Elks et al., 2011). Previous in vitro studies have 

shown that hypoxia (an oxygen tension of 3 kPa in the media, achieved by equilibration 

in 0.8% atmospheric oxygen) substantially delays neutrophil apoptosis at 20 hours 

(Hannah et al., 1995; Walmsley et al., 2005). I therefore quantified neutrophil 

apoptosis under these conditions. My data (Fig. 3.4) are in full agreement with those 

published in the literature, showing a significantly decreased number of apoptotic 

neutrophils at 24 h upon hypoxic incubation. I also showed upregulation of the HIF-

target genes BNIP3 and GLUT1(Guo et al., 2001; Cramer et al., 2003; McGovern et 

al., 2011). Hypoxic transcriptional responses (largely mediated via the HIF pathway, 

with hypoxia stabilising HIF to enable it to exert transcriptional activity) induced 

chemically or genetically have been shown to delay the resolution of inflammation by 

prolongation of neutrophil lifespan and increased neutrophil retention at the inflamed 

site in zebrafish (Elks et al., 2011). However, transcriptional responses take time to 

evolve, and hypoxia has more rapid, HIF-independent effects on neutrophil function.  

For example, hypoxia limits the neutrophil oxidative burst (McGovern et al., 2011) and 

promotes degranulation (Hoenderdos et al., 2016) in a HIF-independent fashion. I 

have also shown that there is significantly reduced ROS production by hypoxic 

neutrophils, the effect that can be mimicked by use of chemical inhibitors (explored in 

the next Chapter). These changes in neutrophil function occur rapidly in response to 

oxygen deprivation, as they do not require transcription and translation of new 

proteins. Neutrophils newly arriving at a hypoxic infection site will not have stabilised 

HIF for sufficient time to enact changes dependent on HIF-mediated transcriptional 

activity, and I wanted to explore the impact of short-term hypoxia on bacterial killing. 
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The relatively short timeframe of the pre-incubation (60 min) and assay time (a further 

180-240 min) makes it likely the defect in killing is independent of HIF, which must be 

stabilised and initiate transcription/translation to exert its effects. This approach also 

helps to mitigate the potential confounding issues of increased neutrophil survival in 

hypoxia and the risk that staphylococcal virulence factors might lyse neutrophils. The 

exception to this is the effect of more prolonged (24 h) hypoxia, which resulted in 

substantial intracellular survival of S. aureus SH1000 (Fig. 3.12.B), further discussed 

below.  

Hypoxia may also affect bacterial properties (Hajdamowicz et al., 2019). Although 

some previous studies have examined the effect of hypoxia on neutrophils, relatively 

little is known about how hypoxia might affect staphylococcal growth, virulence factor 

production and other properties relevant to pathogenicity. S. aureus is a facultative 

anaerobe, and gene expression in response to the switch from aerobic to completely 

anaerobic conditions has been broadly investigated. Under depleted oxygen 

conditions, higher expression of genes belonging to the functional categories of 

glycolysis, fermentation and anaerobic respiration have been observed (Fuchs et al., 

2007). The expression of virulence factors by S. aureus has been demonstrated to be 

regulated by the staphylococcal respiratory response AB (SrrAB) two-component 

system, which in low oxygen tension down-regulates production of agr RNAIII, protein 

A and toxic shock syndrome toxin 1 (TSST-1) (Yarwood et al., 2001). These findings 

indicate that anoxia (rather than hypoxia) has a negative impact on bacterial 

metabolism and pathogenicity. The slower growth of staphylococci in hypoxic culture 

in nutrient-rich medium (Fig. 3.7) that I observed is consistent with this work and that 

of Ferreira et al., 2013, but the latter examined only a single bacterial strain in a 

chemically defined medium that is not widely used. Hence it was important for me to 

establish the impact of the levels of hypoxia that I would routinely use on 

staphylococcal growth. I therefore assessed bacterial growth in this medium under 

conditions of normoxia and hypoxia; growth was much slower than in BHI but was 

equivalent in the different oxygen tension environments (Fig.3.8). RPMI is a synthetic 

medium commonly used to culture cells and provides a relatively pH-controlled 

environment in stable CO2 conditions by bicarbonate buffering. Although as noted in 

Figure 3.5, the buffering in standard RPMI may not be sufficient at least in longer-term 

experiments and so I used additional HEPES supplementation to ensure stable pH. It 
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has a fixed chemical composition and is far less nutrient-rich than conventional BHI 

medium (see Section 2.1.1 for full composition of media). My results therefore suggest 

that when growth is not limited by nutrient availability, hypoxia is a restraining factor, 

however when nutrients are limiting, hypoxia does not further compromise growth. 

Hence differential bacterial growth should not have confounded comparisons of killing 

in the different oxygen environments.  

The growth restriction suggests that switching to RPMI might re-programme 

staphylococcal gene expression and functional responses, hence I grew bacteria in 

RPMI prior to freezing stocks for future sub-culture in RPMI. Using RPMI for bacterial 

pre-cultivation before adding to cell suspension should avoid the need for rapid 

bacterial adaptations to a drastically changed nutritional supply, and hence minimise 

the induction of bacterial stress response. It has previously been demonstrated that 

growth of S. aureus is reproducible in RPMI and that this medium is suitable for 

laboratory growth experiments to study metabolic pathways (Dorries and Lalk, 2013) 

or iron acquisition (Sheldon et al., 2014). The level of growth of S. aureus in RPMI 

medium that I observed in my experiments is similar to that reported by Dorries and 

Lalk and Sheldon et al. Of note, my observations that hypoxia impaired bacterial 

growth in this way underpinned a further PhD studentship currently being undertaken 

by Ms Rebecca Hull to study the ability of hypoxia to promote the evolution of 

staphylococcal resistance to innate immune killing.  

Whilst the timeframe of my experiment and the MOIs chosen mean that the majority 

of added bacteria are internalised, minor differences in phagocytic capacity have been 

reported between normoxic and hypoxic neutrophils, and this was consistent with my 

observation of a trend to hypoxia-enhanced phagocytosis, although I did not find it to 

be a significant effect. However, differential rates of ongoing phagocytosis and/or 

extracellular killing might confound results. In order to determine the intracellular 

neutrophil killing capacity, in vitro, it is thus important to eliminate extracellular bacteria 

in the suspension to distinguish intracellular killing from ongoing active phagocytosis. 

This can be done by using an effective antimicrobial agent, ideally one which does not 

penetrate the eukaryotic cells and can effectively all the strains used in this study. 

Lysostaphin, the anti-staphylococcal endopeptidase, has been widely used in PMN 

killing assays in order to remove cell-adherent and extracellular bacteria and shown 

not to enter these cells (Easmon et al., 1978). I found that lysostaphin applied directly 
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against bacteria in the absence of neutrophils significantly reduced the number of 

Wood46 and SH1000 but had no bactericidal effect on the JE2 strain (Fig. 3.9). 

Resistance of MRSA to this enzyme has in fact been previously reported  (Kusuma et 

al., 2007). Even with Wood46 and SH1000, killing of S. aureus was incomplete, 

despite increasing the lysostaphin concentration, increasing the exposure time and 

sourcing from different manufacturers. A more effective antimicrobial was therefore 

felt to be required. Gentamicin killed all strains of S. aureus effectively, although there 

were a small number of residual CFUs (Fig. 3.10). It has been previously 

demonstrated that gentamicin does not accumulate to a significant degree within 

human neutrophils (Prokesch and Hand, 1982). The aminoglycosides exhibit limited 

passive diffusion through the eukaryotic cell membrane due to their large size and 

negative charge. Their uptake by eukaryotic cells is largely by active pinocytosis, 

which results in accumulation only after quite prolonged drug exposure (Tulkens, 

1990). Thus, gentamicin should not kill intracellular bacteria or affect neutrophil-

mediated killing, hence this antibiotic was adopted for use in a gentamicin protection 

assay.  

Using the optimised gentamicin-protection assay protocol I have confirmed short-term 

hypoxia relevant to infected sites does indeed compromise the ability of neutrophils to 

kill the MSSA strains Wood46 and SH1000. Importantly, for the first time I have also 

shown that after a more prolonged (24 h) of co-incubation neutrophils with SH1000 

abundant viable bacteria were recovered from hypoxic neutrophils, in comparison to 

completely eradicated bacteria in normoxia. Cytospins demonstrated the presence of 

bacteria within largely non-apoptotic neutrophils in hypoxic culture, whilst neutrophils 

cultured in standard normoxic conditions were mostly apoptotic and contained few 

visible bacteria which most likely were dead based on culture results. This suggests 

that hypoxia permits long term intracellular staphylococcal survival. This may be highly 

clinically relevant; in a zebrafish model of staphylococcal infection, single bacteria 

were carried to distant sites and were able to establish new foci of infection (Prajsnar 

et al., 2012). Hypoxic neutrophils are more prone to degranulate (Hoenderdos et al., 

2016), which may favour such dissemination and promote the local tissue destruction 

that is characteristic of the classic staphylococcal abscess.  

Although hypoxia impaired the killing of 2 MSSA strains, my results suggest that killing 

of the MRSA strain is not affected by hypoxia at 180 min, although longer time points 
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were not examined. I used time t=30 min as the start point of all gentamicin-protection 

assays as a time-course of phagocytosis suggested that maximal phagocytosis was 

always achieved (and was equivalent in normoxia and hypoxia). Earlier timepoints as 

short as 15 min did give similar phagocytosis rates although I cannot exclude 

differential effects between conditions, it was necessary to introduce this additional 

delay to allow the processing of normoxic and hypoxic samples in parallel. Whilst the 

neutrophils might be in a different state in the different incubation conditions, this part 

of what we were trying to document. Over the timeframe of the assay, there were more 

surviving intracellular JE2 present than SH1000 or Wood46 in the normoxic 

neutrophils. This may reflect the increased virulence of this strain and its resistance to 

killing processes by human cells. It has been demonstrated that MRSA strains of S. 

aureus are rapidly phagocytosed and are able to survive within human neutrophils for 

many hours. The killing occurs only at early time-points but within the time of further 

co-incubation, number of surviving staphylococci increases (Gresham et al., 2000). Of 

note, S. aureus actively produces factors to evade killing by human neutrophils and at 

higher MOIs may kill the phagocytic cells (Voyich et al., 2005). It would be of interest 

to look at lower MOIs of JE2 and to prolong the incubation periods in the setting of 

normoxia and hypoxia. It is likely that delayed apoptosis in hypoxia has evolved to 

allow neutrophils additional time to deal with pathogens in these conditions. Whilst 

neutrophil-mediated killing of S. aureus is almost completely dependent on the 

generation of ROS (which requires oxygen), many other bacteria such as E. coli are 

killed normally in hypoxia by non-oxidative-dependent mechanisms such as granule-

derived proteases and anti-microbial peptides, and perhaps autophagy. Since it is just 

the ROS-dependent killing mechanisms that have been compromised by hypoxia, the 

host will still benefit from prolonged neutrophil lifespan in these settings.   

Although I employed only a short-term hypoxic pre-incubation, I looked to HIF 

stabilisation as the mediator of impaired neutrophil-mediated killing in short-term 

hypoxia as modulation of HIF/hypoxia responses is being explored in the field of 

cancer biology (reviewed in (Jahanban-Esfahlan et al., 2018; Francis et al., 2018), and 

hence a HIF-mediated effect might be amenable to pharmacological agents. Perhaps 

unsurprisingly, the chemical stabilisation of HIF or inhibition of protein synthesis did 

not alter neutrophil- mediated killing of staphylococci (Fig. 3.14 A, B), suggesting that 

observed impairment of killing by hypoxic neutrophils is HIF-independent. I wished to 
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further elucidate the mechanism of impaired killing and hence looked at the impact of 

hypoxia on intracellular ROS production in response to bacterial ingestion. 

The generation of ROS by the neutrophil oxidative burst requires a dramatic oxygen 

consumption (Reiss and Roos, 1978) and hence this response could be impaired if 

oxygen availability is limited. Standard methods of measuring intracellular ROS such 

as the cell-permeable fluorogenic probe 2',7'-dichlorofluorescein diacetate are not 

feasible in hypoxia, as unfixed cells must be run through the flow cytometer, and this 

would result in re-oxygenation of neutrophils. Therefore, an older method, the NBT 

assay, was employed to assess percentage of positive cells for ROS production in 

normoxia and hypoxia. This method has been used in the past as a test for diagnosing 

CGD patients in medical laboratories (Roos and Boer, 2014; Gifford and Malawista, 

1970), or bacterial and viral infections (Gordon et al., 1973). Using this method, I 

showed that hypoxia significantly reduced intracellular ROS production of neutrophils 

in response to staphylococcal ingestion, as predicted (Fig.3.15.). This result supports 

findings of McGovern et al., (2011) who found that hypoxia inhibits extracellular 

release of ROS, and re-oxygenation restored both ROS release and the killing of S. 

aureus to the level observed in normoxia.  

My findings have relevance for in vivo infections that are detrimental to human health. 

Previous publications have shown that infiltrating neutrophils responding to pro-

inflammatory signals consume oxygen, thereby enhancing local tissue hypoxia 

(Campbell et al., 2014). In the setting of infection, S. aureus also worsens tissue 

hypoxia, consuming oxygen and stabilising HIF1Ŭ in a skin infection model (Lone et 

al., 2015; Werth et al., 2010). Low oxygen tensions modify the host-pathogen 

interaction to promote infection patterns typical of staphylococcal infection, such as 

abscess formation. Hypoxia influences several steps involved in the formation of a 

staphylococcal abscess (Hajdamowicz et al., 2019) by affecting both the neutrophil 

and the microbe. Hypoxia favouring intracellular persistence may lead to neutrophils 

disseminating staphylococcal infection in a óTrojan horseô fashion (Prajsnar et al., 

2012). As the abscess matures, hypoxia also promotes the secretion of proteases by 

neutrophils (Hoenderdos and Condliffe, 2013) to liquefy the centre, and staphylococcal 

virulence factors such as coagulases induce neutrophils necrosis to further contribute 

to this process (Cheng et al., 2010). Hypoxia may further shape the maturation of an 

abscess by inducing the production of lysyl-oxidase to promote the formation of a 
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capsule, sealing off the infection but also preventing resolution of infection (Beerlage 

et al., 2013). All of these factors perpetuate the hypoxic environment in the centre of 

the abscess, and this will impair bacterial killing as I have shown.  

 

I therefore wished to further investigate the mechanism of how hypoxia impairs 

staphylococcal killing. However, the practical challenges of undertaking these complex 

assays in the hypoxic hood led me to consider other ways of undertaking these 

experiments. Since I found that the impaired killing of S. aureus in hypoxia might be 

related to the reduction in the oxidative burst imposed by lack of molecular oxygen. I 

therefore decided to explore this further using chemical inhibition of the oxidative burst 

to complement my studies in the hypoxic chamber, which is the subject of my next 

Results Chapter. 
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4  Exploring the impact of neutrophil ROS production on the staphylococcal-
phagosomal environment using chemical inhibition of ROS and hypoxia  

4.1 Introduction  

Neutrophils recruited to deep-seated tissue infections such as those caused by S. 

aureus must operate within a hypoxic environment to be successful at bacterial 

clearance. As hypoxia prolongs neutrophil survival and modulates other neutrophil 

functions, this may influence the outcome of the host-pathogen interaction. I have 

shown in Chapter 3 that hypoxia impairs the intracellular killing of S. aureus, although 

the impact of hypoxia is dependent on the precise bacterial strain under investigation. 

Whilst phagocytosis was not impaired, intracellular killing of S. aureus SH1000 at both 

early (90 min) and late (24 h) (Fig.3.12) time points was substantially reduced in the 

setting of hypoxia comparable to that measured in relevant infections in vivo (Simmen 

and Blaser, 1993; Wilde et al., 2015). These studies reflect the outcome of the 

interaction at a population level, and do not offer mechanistic insights into the nature 

of the killing defect. Such insights are challenging to investigate in human neutrophils, 

whose limited lifespan constrains our ability to manipulate them genetically; hence our 

understanding of how bacteria are killed within the neutrophil phagosome remains 

incomplete. 

Once phagocytosis has occurred the bacteria resides within an early phagosome, 

which must mature to generate a bactericidal environment. In macrophages, this 

process depends on a series of choreographed endosomal fusion events, (Vieira et 

al., 2002) however, neutrophils do not have such a well-orchestrated endosomal 

pathway, and phagosomal maturation seems to be mediated, at least in part, by fusion 

of neutrophil granules with the phagosome. This has two major consequences for 

bactericidal activity; firstly, the granule contents contain an array of antimicrobial 

proteases, enzymes and peptides that may exhibit direct or indirect antibacterial 

effects; and secondly, delivery of components of the NADPH oxidase to the 

phagosomal membrane (together with recruitment of the cytoplasmic oxidase 

components) facilitates the oxidative (respiratory) burst, with reduction of molecular 

oxygen to superoxide anions (Fig.1.4.). A range of other ROS are generated by the 

action of enzymes including superoxide dismutase (SOD) and interaction with granule 

proteins such as MPO. Due to small volume and circumscribed nature of phagosomes, 

high levels of oxidants and granule proteins can be achieved (Winterbourn and Kettle, 
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2013), and there is synergy between oxidative and non-oxidative bactericidal 

mechanisms, with the precise contribution of these mechanisms to bacterial execution 

varying between bacterial species. The susceptibility of CGD patients to S. aureus 

suggests that the majority of killing of this organism is oxidase-dependent, a 

supposition supported by the work of Hampton et al. (Hampton et al., 1996); these 

investigators used IgG-linked superoxide dismutase to estimate that at least three 

quarters of neutrophil-mediated killing of S. aureus was oxidase-dependent. 

Whilst the endosomal-mediated delivery of vacuolar ATPase (v-ATPase) renders the 

macrophage phagosomal environment acidic, the phagosome in human neutrophils 

initially either undergoes a slight alkalinisation and subsequently returns to neutral 

(Foote et al., 2019) or a very mildly acidic pH (Dri et al., 2002). This is due to the 

granular composition of neutrophils which in part influences the intracellular pH in 

those cells (Nanda et al., 1992). This is despite the rapid electron transfer mediated 

by the NADPH oxidase and is at least partially due to the action of a voltage gated 

proton channel, which compensates for the charge imbalance (Okochi et al., 2009). 

The action of the NADPH oxidase thus influences phagosomal pH, and neutrophils 

from CGD patients do not display the initial alkalinisation seen in healthy cells (Dri et 

al., 2002). 

Although hypoxia has been shown to curtail the generation of reactive oxygen species, 

it is challenging to image host-pathogen interaction directly and in a dynamic fashion 

in the setting of hypoxia, due to the constraints imposed by the hypoxic chamber. Since 

hypoxia limits the generation of ROS at the phagosomal membrane (McGovern et al., 

2011) and since the generation of ROS is a key bactericidal effector for this pathogen, 

I used inhibition of ROS generation to further study this interaction. 

 

I hypothesised that hypoxia modifies phagosomal development and function via 

suppression of ROS formation and that this can be modelled by the use of inhibitors 

of the NADPH oxidase. 
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Specific aims of this chapter:  
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To explore the impact of ROS on intracellular killing, I wished to quantify intracellular 

ROS production. Flow cytometry has frequently been used for this purpose (e.g., Bass 

et al., 1983); however it does not allow continuous monitoring in real time, and 

interactions with bacteria or phagosomal morphology are difficult to explore in parallel. 

I therefore adapted the standard flow cytometric method using 2',7' ï

dichlorofluorescein diacetate (DCFDA), which is oxidized by ROS to fluorescent dye 

2', 7' ïdichlorofluorescein (DCF) seen as a green signal, using live imaging of unfixed 

cells to capture images and visualise intracellular events in response to bacterial 

ingestion. Neutrophils (2.25 x 105 cells/180 µL) were resuspended in 

RPMI/FBS/HEPES medium in IBIDI chamber plate and allowed to settle for 30 min, 

prior to the addition of 5 µM DCFDA. After a further 20 min, diphenyleneiodonium 

chloride (DPI) at 2 µM (or DMSO 0.01% as vehicle control) was added to inhibit ROS 

production in neutrophils. Finally, after a further 10 min live or heat-killed bacteria 

(mCherry-labelled S. aureus SH1000 (Pollitt et al., 2018), at MOI 5 were added to 

DMSO or DPI treated neutrophils. Then, after 1 h of further co-incubation, samples 

were transferred to a spinning disk confocal microscope to visualise samples at 60 x 

oil immersion magnification. ROS signals were detected as green (DCF) fluorescence, 

seen predominantly in close proximity to red labelled bacteria in DMSO controls. In 

contrast, very limited DCF signal was detected in DPI-treated cells. Images were 

quantified (Section 2.7.2.) using ImageJ macro (MFI in control cells 2501 ± 379.8 

versus 1000 ± 0.16 in DPI-treated cells, p=0.0029 for live bacteria, Fig. 4.1.A and 1844 

± 163 DMSO HK vs 793.8 ± 49.9 DPI HK, Fig.4.1.E). Representative images show 

strong DCF signal in DMSO controls (Fig. 4.1.B for live bacteria and Fig.4.1.F for HK), 

in comparison to DPI-treated cells where this signal was barely detected (Fig. 4.1.C 

for live bacteria and Fig.4.1.F for HK).  

After confirming the inhibition of ROS production by DPI, the impact on killing of 

SH1000 was measured as previously. Briefly, after 50 min of pre-incubation of 

neutrophils (2.25 x 105 cells/90 µL) with DPI 2 µM or DMSO, bacteria (MOI 5) were 

added. After 30 min of co-incubation, gentamicin was added at 40 µg/mL to kill 

extracellular bacteria, and following lysis, intracellularly surviving bacteria were 

quantified by the Miles and Misra method. There was no significant difference at t=0 
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min, suggesting DPI does not impact phagocytosis (1253633 ± 151940 CFUs for 

DMSO to 1006600 ± 245832 CFUs for DPI treated cells). However, after 180 min there 

were significantly more bacteria surviving within DPI treated cells than in DMSO 

controls (33333 ± 1764 CFUs and 565 ± 75.92 CFUs respectively, Fig. 4.1.D). These 

data show that DPI not only inhibits ROS production but also impairs killing of SH1000. 

However, in addition to its effects on the NADPH oxidase, DPI may also inhibit other 

ROS generation, for example it inhibits nitric oxide synthase and hence the generation 

of reactive nitrogen species. I therefore decided to explore the impact of apocynin, 

also reported to inhibit the NADPH oxidase, to see if it had similar effects. 
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Figure 4.1 DPI inhibits Neutrophil ROS production and killing of S. aureus 
SH1000  

(A,E). Neutrophils isolated by Percoll® gradient centrifugation (2.25 x 105 cells/180 µL) were 

placed in  8-well glass bottom Ibidi chamberand allowed to adhere. DCFDA 5 µM (or vehicle 

control- 0.01% DMSO) was added after 30 min and DPI 2 µM or vehicle control at 50 min, and 

finally mCherry S. aureus SH1000 (MOI 5), live or heat-killed, were added at 60 min. Following 

a further 1 h co-incubation, live imaging was undertaken using a spinning disk confocal 

microscope at 60 x oil immersion magnification. Images were quantified using an Image J 

Macro. Data represent mean fluorescence intensity (MFI) from n=3 independent experiments 
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with measurement from 2 randomly chosen fields of view per experiment, **p=0.0029, unpaired 

t-test. (B, C). Representative images of DMSO control (B) and DPI treated (C) neutrophils 

containing phagocytosed red (mCherry) live bacteria; the green signal (oxidised DCF i.e., 2ǋ7ǋ-

dichlorofluorescein) represents ROS production within neutrophils. Scale bars are 10 µm. (D). 

Gentamicin protection killing assay. Neutrophils (2. 25 x 105 cells/90 µL) were incubated for in 

normoxia (21% O2) prior to the addition of DPI 2 µM or vehicle control at 50 min of S. aureus 

SH1000 (1.12 x 10 6 CFU/10 µL). After 30 min of co-incubation, gentamicin at 40 µg/mL was 

added to kill extracellular bacteria. At 0 min and 180 min, samples were lysed with alkali water, 

and CFU were quantified by the Miles and Misra method. Data represent n=3 experiments 

performed in duplicate, ns p=0.9684 for 0 min DMSO control vs DPI and **p=0.0012 for 180 

min for DMSO vs DPI, one-way ANOVA with Sidakôs multiple comparison test. (F) 

Representative images of DCF signal in neutrophils controls and DPI- treated, containing heat-

killed SH1000. Scale bars are 10 µm.   
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Apocynin has been reported to inhibit the generation of ROS by preventing the 

translocation of NADPH oxidase cytosolic subunits to the membrane (Barbieri et al., 

2004), although it may have other activities including scavenging free radicals (Savla 

et al., 2021). Freshly isolated neutrophils (Percoll® gradient centrifugation, 2.25 x 105 

cells/180 µL) were placed onto  8-well glass bottom Ibidi chamber and incubated to 

allow neutrophils to settle at the bottom of the wells. After 30 min, DCFDA (5 µM) was 

added to cells. At 50 minutes of pre-incubation, DPI (2 µM) or apocynin (300 µM) or 

DMSO control (0.01%) were added to neutrophils. At 1 h bacteria (mCherry SH1000) 

were added at MOI 5 and incubated for a further 1 h with neutrophils before imaging 

on the spinning disk confocal microscope. Samples were imaged at 60 x oil immersion 

magnification with the red signal channel to detect bacteria and the green channel to 

visualise DCF. Quantification (ImageJ macro) of the fluorescein (oxidised DCF) signal 

was undertaken to determine ROS production. Unexpectedly, as shown in Fig. 4.2.A, 

there was significantly more oxidised DCF signal seen in apocynin- treated neutrophils 

than DPI- or DMSO-treated cells (MFI 3253 ± 33.65 compared to 813.4 ± 13 and 1372 

± 9.26 mean fluorescence intensity, respectively). Representative images (Fig. 4.2.B-

D) show visually the intense green signal observed in cells treated with apocynin (Fig. 

4.2.D). Those data show that apocynin doe not inhibit ROS production/DCFDA 

oxidation under the experimental conditions required, hence it was not used for future 

experiments. I therefore returned to using DPI and explored the impact of this 

compound on phagosomal morphology and acidification. 
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Figure 4.2 Apocynin promotes S. aureus SH1000-induced neutrophil ROS 
production  

(A). Neutrophils (2.25 x 105 cells/180 µL) isolated by Percoll® gradient centrifugation were 

placed onto  8-well glass bottom Ibidi chamber and allowed to adhere. DCFDA 5 µM (or vehicle 

control 0.01% DMSO) was added after 30 min and DPI 2 µM or vehicle control or apocynin at 

300 µM at 50 min, and finally mCherry S. aureus SH1000 at MOI 5 were added at 60 min. 

Following a further 1 h co-incubation, live imaging was undertaken using spinning disk confocal 

microscope at 60 x oil immersion magnification. Images were quantified using an Image J 

Macro, and data represent fluorescein mean fluorescence intensity (MFI) from n=3 

independent experiments with measurement from 2 randomly chosen fields of view per 

experiment, ****p<0.0001 DMSO vs DPI, DMSO vs APO, DPI vs APO, one-way ANOVA with 

Sidakôs multiple comparison test. (B, C). Representative images of DMSO control (B) DPI 

treated cells (C) and apocynin treated cells (D) green signal represents oxidised DCF and red 

mCherry bacteria. Scale bars are 10 µm.  
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Neutrophils isolated by Percoll® gradient centrifugation (2.25 x 105 cells/180 µL) were 

placed onto  8-well glass bottom Ibidi chamber for 50 min before the addition of DPI 

(2 µM) or vehicle control (0.01% DMSO). pHrodo red stained SH1000 at MOI 5 were 

added at 1 h, and following a further 1 h, samples were imaged using the spinning disk 

confocal microscope at 60 x oil immersion magnification. The imaging was performed 

using live bacteria and heat-killed (see Section 2.7.1). It was not possible to fix cells 

as the fixation process had impact on neutrophils shape, hence live imaging has been 

performed. This unbaled imaging of cells incubated in hypoxia. Randomly chosen 

fields of view were imaged and the morphology of phagosomes with ingested bacteria 

was studied with the observer blinded to experimental conditions. A clear difference in 

phagosomal morphology was observed, with some bacteria within very large 

phagosomes and some sitting within phagosomes only slightly larger than the bacteria 

themselves. Phagosomes which tightly surrounded bacteria were designated as 

óôtightôô phagosomesô and those were far larger than the enclosed bacteria were defined 

as óôspaciousôô phagosomes. A neutrophil containing at least one spacious phagosome 

was counted as a ñspacious phagosome-containing neutrophilò. Calculations were 

done manually in ImageJ for the percentage of spacious phagosome/s containing 

neutrophils. Counting was performed from three randomly chosen fields of view from 

three independent experiments. As noted previously (Fig. 4.1.D), DPI did not reduce 

phagocytosis, however DPI significantly (p<0.0001) reduced the number of tight 

phagosomes seen compared to those observed in DMSO controls; 47 ± 3.4% of 

control neutrophils contained spacious phagosomes in comparison to only 6 ± 1.29 % 

when DPI was used (Fig. 4.3.A). Using heat-killed bacteria led to the same results 

(Fig. 4.3.D), DPI significantly reduced spacious phagosome formation in comparison 

to DPI treated neutrophils with live bacteria (1.86 ± 0.94 % to 1.12 ± 0.64%, 

respectively). Dead bacteria led to also spacious phagosome formation, with similar 

percentage as when live bacteria were used (Fig.4.3.D). Spacious phagosomes are 

visible on the image in Fig. 4.3.B and E of DMSO control neutrophils. In contrast there 

are none of these compartments detected in DPI treated cells (Fig. 4.3.C,F). 

Continuous live imaging suggested that these differences were stable over time (not 

shown). These data suggest that inhibiting ROS generation affects phagosomal 
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development, and I wished to relate this to my initial experiments employing hypoxic 

incubation.  
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Figure 4.3 Effect of DPI on neutrophil phagosomal morphology  

(A, D). Bacteria were stained with pHrodo red pH-sensitive dye to assess intraphagosomal pH 

following phagocytosis of S. aureus SH1000 or heat-killed after staining. Neutrophils isolated 
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by Percoll® gradient centrifugation (2.25 x 105 cells/180 µL) were placed onto  8-well glass 

bottom Ibidi chamber and allowed to adhere. DPI 2 µM or DMSO 0.01% vehicle control was 

added at 50 min, and dually stained S. aureus SH1000 (MOI 5) were added at 60 min. Samples 

were incubated for a further 30 min before real time imaging by spinning disk confocal 

microscope at 60 x oil immersion magnification. After 1 h of co-incubation, the number of 

neutrophils containing spacious phagosomes was manually quantified from n=3 independent 

experiments from 3 random fields of view per sample. Data represent percentage of neutrophils 

with spacious SH1000-containing vesicles at 1 h post infection, unpaired Mann- Whitney test 

**** p<0.0001 DPI vs DMSO. (B, C). Representative images of DMSO control neutrophils 

containing spacious phagosomes (B,E) and DPI treated cells without those vesicles (C,F). 

Scale bars are 10 µm.    
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As previously noted, microscopy of live hypoxic cells is not easily accomplished as the 

hypoxic chamber is not set up to allow access for a microscope (in particular the glass 

front prevents access to the eye piece) and the humidity within the chamber would 

preclude incorporating the majority of such devices. Light microscopy of fixed cells did 

not provide sufficient resolution to quantify the abundance of tight and spacious 

phagosomes (not shown). I therefore used electron microscopy to evaluate 

phagosomal morphology in the setting of hypoxia and DPI treatment compared to 

control neutrophils following ingestion of S. aureus SH1000. Freshly isolated 

neutrophils by Percoll® were resuspended in normoxic or hypoxic RPMI/FBS/HEPES 

and placed in a 96 well plate (2.25 x 105 cells/90 µL) for 1 hour of pre- incubation in 

normoxia and hypoxia. After 50 min of this incubation, DPI at 2 µM or vehicle control 

(0.01% DMSO) were added to samples in normoxia. At 1 h, S. aureus SH1000 at MOI 

10 (2.25 x 106 CFU/10 µL) were added to neutrophils for further 30 min or 1 h of co-

incubation; the higher MOI was used as electron microscopy will only image one plane 

through each neutrophil and hence the likelihood of ócapturingô a phagosome is 

reduced. After these times, samples were collected from several wells and combined 

to give approximately 106 neutrophils from each treatment, to obtain a large enough 

pellet to process for electron microscopy. Pellets of samples from normoxic control, 

normoxic DPI-treated and hypoxic cells were then fixed (2.5% Glutaldehyde/0.1M 

Sodium Cacodylate overnight) and postfixed in 2% aqueous Osmium Tetroxide. From 

this step sample processing was continued by the Electron Microscopy Officer at the 

University of Sheffield, Dr Christopher Hill (see Section 2.8.). In brief, ultrathin (85 nm) 

Sections were cut and stained with saturated aqueous Uranyl Acetate followed by 

Reynoldôs Lead Citrate. Sections were examined using an FEI Tecnai Transmission 

Electron Microscope at an accelerating voltage of 80 Kv. Electron micrographs were 

recorded using Gatan Orius 1000 digital camera and Gatan Digital Micrograph 

software by myself. 

Quantification was performed manually from randomly chosen bacteria within 

phagosomes using ImageJ software. The observer was blinded to the experimental 

condition when undertaking the quantification. Since the whole neutrophil was not 

imaged, I could not use the same quantification method as previously (% of neutrophils 
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containing at least one spacious phagosome). Instead, the area of the phagosome 

and of the ingested bacteria (µm2) was measured and expressed as a ratio to give the 

percentage of phagosome occupied by the bacterium in the 2-d image (see Section 

2.8.2.). Results obtained from transmission electron microscopy agreed with previous 

observations that DPI altered phagosomal morphology - in DPI-treated neutrophils 

bacteria occupied a significantly (p<0.0001) greater volume of the phagosome (55.49 

± 1.77% at 30 min; 63.12 ± 2.03% and 60 min) compared to bacteria within 

phagosomes in control neutrophils (29.70 ± 2.47% at 30 min; 32.67 ± 2.18% at 60 

min) (Fig. 4.4.A and Fig. 4.5.A). Importantly, the morphology of phagosomes in the 

hypoxic neutrophils could not be distinguished from the normoxic DPI-treated 

comparators, and the volume of the phagosome occupied by the bacteria under 

hypoxic conditions was also near-identical to DPI-treated cells (56.85 ± 2.7% at 30 

min, p= 0.96; 64.35 ± 2.74% at 1 h, p= 0.97), again significantly different (p<0.0001) 

compared with the normoxic control cells (Fig. 4.4.A and Fig.4.5.A). Representative 

images highlight the clear differences in the volume of phagosomes in each treatment 

(Fig. 4.4.B-D and Fig.4.5.B-D). These experiments confirmed my light microscopy 

findings and extended them to hypoxic neutrophils, demonstrating that inhibition of the 

oxidase by DPI and incubation of neutrophils in hypoxia (which also inhibits the 

oxidative burst, see Figure 3.15) leads to a reduction in phagosomal volume following 

ingestion of S. aureus. In view of this change in phagosomal morphology, I next wished 

to determine whether inhibition of the neutrophil oxidative burst would also affect 

phagosomal pH. 
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Figure 4.4 Hypoxia and DPI modify neutrophil phagosomal morphology in 
response to S. aureus SH1000 at 30 min  

Neutrophils isolated by Percoll® gradient centrifugation (1.12 x 106 cells/450 µL) were 

resuspended in pre-equilibrated normoxic or hypoxic RPMI/FBS/HEPES and pre-incubated for 

1 h in normoxia (21 % O2) or hypoxia (0.8 % O2) before addition of S. aureus SH1000 (MOI 

10); DPI 2 µM or vehicle control (0.01% DMSO) was added to samples incubated in normoxia. 

After a further 30 min pelleted samples were fixed (2.5 % Glutaldehyde/0.1 M Sodium 

Cacodylate) and postfixed (2% aqueous Osmium Tetroxide), dehydrated with ethanol, cleared 

in epoxypropane (EPP) and infiltrated in 50/50 Araldite resin: EPP mixture before being 

embedded and cured at 60°C for 72 hours. Ultrathin Sections (H 85nm) were cut onto 200 

mesh copper grids. These were stained for 10 min with saturated aqueous Uranyl Acetate 

followed by Reynoldôs Lead Citrate for 5 min. Sections were examined using a FEI Tecnai 

Transmission Electron Microscope at an accelerating voltage of 80 Kv. Electron micrographs 

were recorded using Gatan Orius 1000 digital camera and Gatan Digital Micrograph software. 

(A). Data represent n=2 separate experiments, measurements performed on 21 

bacteria/phagosomes analysed using ImageJ software, % area of phagosomes **** p<0.0001 

for DMSO vs DPI treated neutrophils and DMSO vs hypoxia. tested by One-way ANOVA with 

Sidakôs multiple comparison.  (B-D). Representative electron micrographs of DMSO control 
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(normoxia) (B), DPI (normoxia) treated neutrophils (C) and hypoxic neutrophils (D) with white 

arrows indicating bacteria in the phagosomes. Scale bars as written on the micrographs.  
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Figure 4.5 Hypoxia and DPI modify neutrophil phagosomal morphology in 
response to S. aureus SH1000 at 1 h  

Neutrophils isolated by Percoll® gradient centrifugation (1.12 x 106 cells/450 µL) were 

resuspended in pre-equilibrated normoxic or hypoxic RPMI/FBS/HEPES and pre-incubated for 

1 h in normoxia (21 % O2) or hypoxia (0.8 % O2) before addition of S. aureus SH1000 (MOI 

10); DPI 2 µM or vehicle control (0.01% DMSO) was added to samples incubated in normoxia. 

After a further 1 h pelleted samples were fixed (2.5 % Glutaldehyde/0.1 M Sodium Cacodylate) 

and postfixed (2% aqueous Osmium Tetroxide), dehydrated with ethanol, and cleared in 

epoxypropane (EPP) and then infiltrated in 50/50 Araldite resin: EPP mixture before being 

embedded and cured at 60°C for 72 hours. Ultrathin Sections (H85nm) were cut onto 200 mesh 

copper grids. These were stained for 10 min with saturated aqueous Uranyl Acetate followed 

by Reynoldôs Lead Citrate for 5 min. Sections were examined using a FEI Tecnai Transmission 

Electron Microscope at an accelerating voltage of 80 Kv. Electron micrographs were recorded 

using Gatan Orius 1000 digital camera and Gatan Digital Micrograph software. (A). Data 

represent n=2 independent experiments, measurement performed on 21 

bacteria/phagosomes and analysed in ImageJ software, % area of phagosomes **** p<0.0001 

for DMSO vs DPI treated neutrophils and DMSO vs hypoxia, tested by One-way ANOVA with 
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Sidakôs multiple comparison. (B-D). Representative electron micrographs of DMSO control 

(normoxia) (B), DPI treated neutrophils (C) and hypoxic neutrophils (D) with white arrows 

indicating bacteria in the phagosomes. Scale bars as written on the micrographs.   
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S. aureus SH1000 was dually stained with 2 pH sensitive dyes, pHrodo Red and 

Fluorescein-5-EX S- ester. If the pH drops below the neutral (pH=7), bacteria become 

redder, indicating acidic environments, whilst if the pH is neutral or above (pHÓ7) 

bacteria are green (Section 2.7.1). Neutrophils (2.25 x 10 5 cells/180 µL) were placed 

onto  8-well glass bottom Ibidi chamber to sediment at the bottom of the wells. After 

t=50 min, DPI (2 µM) or vehicle control (0.01% DMSO) were added to cells followed 

by addition of dually stained bacteria at t=1 h for 1 h more of co-incubation. Samples 

were imaged on a spinning disk confocal microscope following the further 1 hour of 

co-incubation. Cells were imaged under 60 x oil immersion magnification for red (532 

nm) and green (488 nm) signals from bacteria, and mean fluorescence intensity was 

quantified from both channels using an ImageJ macro. Bacteria outside the cells 

remained green, indicating (as expected) the neutral pH of the medium (Fig. 4.6.B-C, 

white arrows). Intraphagosomal bacteria ingested by neutrophils from DPI treated cells 

exhibited more intense red signal visually (Fig. 4.6.C) compared with those ingested 

by DMSO control neutrophils (Fig. 4.6.B). Quantification confirmed greater 

acidification of bacteria following DPI treatment, as measured from the red and green 

signals pHrodo and fluorescein, respectively (Fig 4.6.A). There was significantly 

(p=0.0003) less green (pHÓ7) signal from bacteria within phagosomes of DPI treated 

cells (1114 ± 118.3 MFI) in comparison to those ingested by DMSO controls cell (1919 

± 121.6 MFI). Similarly, a stronger red signal was detected from intraphagosomal 

bacteria in DPI treated than DMSO treated 1448 ± 186 MFI to 1015 ± 33.5 MFI for 

DMSO controls (p=0.04). These data suggest DPI treatment leads to enhanced 

acidification of bacteria within the phagosome in addition to its impact on ROS 

generation and on phagosomal morphology. To try to unpick these varied effects I 

decided to next inhibit the vacuolar H+ ATPase (v-ATPase) which modifies the 

phagosomal pH.  
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Figure 4.6 Effect of DPI on neutrophil phagosomal pH following ingestion of S. 
aureus SH1000  

Bacteria were dually stained with fluorescein (green) and pHrodo Red to assess 

intraphagosomal pH following phagocytosis of S. aureus SH1000. (A). Neutrophils isolated by 

Percoll® gradient centrifugation neutrophils (2.25 x 105 cells/180 µL) were placed onto  8-well 

glass bottom Ibidi chamber and allowed to adhere. DPI 2 µM or vehicle control (0.01% DMSO) 

was added at 50 min, and dually stained S. aureus SH1000 (MOI 5) were added at 60 min. 

Samples were incubated for a further 1 h before imaging in real by spinning disk confocal 

microscope at 60 x oil immersion magnification. Images were quantified using an Image J 

Macro, and data represent the indicated mean fluorescence intensity (MFI) from n=3 

independent experiments with measurement from 2 randomly chosen fields of view per 

experiment, ***p=0.0003 for fluorescein DMSO control vs DPI treated cells, *p=0.0473 for 

pHrodo Red DMSO control vs DPI treated cells, tested by One-way ANOVA with Sidakôs 

multiple comparison test. (B, C). Representative images of DMSO control (B) and DPI treated 

(C) neutrophils containing phagocytosed pHrodo with red bacteria indicating increased 

acidification (lower pH, black arrowheads); the green signal (fluorescein) represents bacteria at 
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neutral pH within neutrophils (black arrows) or extracellular (white arrows). Scale bars are 10 

µm.    
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Bafilomycin, a macrolide antibiotic isolated from Streptomyces species, is an inhibitor 

of V-ATPase (Bowman et al., 1988). This compound binds to the V0 sector subunit c 

of the V-ATPase complex and inhibits H+ translocation which causes its accumulation 

in the cytoplasm (Bowman et al., 2004). The V-ATPase was found to be absent from 

the resting neutrophil plasma membrane but to be abundant in particular in tertiary 

granules (Nanda et al., 1992), hence it is likely that delivery of the V-ATPase will occur 

during phagosomal maturation with the potential to affect the phagosomal environment 

and in particular the phagosomal pH. Initially, I used bafilomycin alone at a 

concentration previously reported to modulate the V-ATPase in human neutrophils 

(GilmanȤSachs et al., 2015). To explore the impact of bafilomycin on ROS production, 

neutrophils isolated using EasySepTM negative selection were resuspended in 

RPMI/FBS/HEPES medium with the addition of 0.1 µM bafilomycin, for 1 h of pre- 

incubation.  

To analyse ROS production, DCF 5 µM (or vehicle control 0.01% DMSO) was added 

after 30 min and pHrodo Red stained S. aureus SH1000 (MOI 5) were added at 60 

min. Following a further 1 h co-incubation, live imaging was undertaken using spinning 

disk confocal microscope as previously. As can be seen in Fig. 4.7.A-C, there was no 

significant difference (ns p=0.32) in ROS production between DMSO control (2326 ± 

37.1 MFI SEM) and bafilomycin- treated (2590 ± 172.6 MFI SEM) neutrophils.  

To determine the impact of bafilomycin on phagosomal morphology, neutrophils were 

treated with bafilomycin and fed pHrodo Red-stained S. aureus as above and imaged 

using the spinning disk microscope with manual counting of spacious and tight 

phagosome-containing neutrophils (Fig. 4.7.D-F). There was a trend to increased 

spacious phagosomes in bafilomycin treated (58.70 ± 2.94%) compared DMSO 

control (51.43 ± 1.9%) neutrophils, however it did not reach significance (ns p=0.12).  

To assess phagosomal pH in response to bafilomycin, neutrophils were isolated and 

treated with 0.1 µM bafilomycin or DMSO vehicle control and incubated with pHrodo 

red S. aureus SH1000 exactly as above and imaged using the spinning disk 

microscope. The MFI of pHrodo red signal of intracellular bacteria was measured with 

red excitation wavelength of 532 nm. Bafilomycin did not affect the pH of 

phagocytosed bacteria, with no significant difference (ns p=0.09) between MFI of 




































































































































