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ABSTRACT

Despite recent extensive research in the field of dyslexia, the causal links between
various behavioural symptoms and underlying neural mechanisms of this
developmental disorder proposed by different theories are still hotly debated. In this
project I aimed to combine behavioural and neurophysiological tests of global
coherent motion (magnocellular), visual word from recognition and lexical decision
(phonological), as well as attention deficits in English speaking dyslexic
adolescents. :

Three studies are described in this thesis. In the first study 10 dyslexic participants
(ages 15.5-17.4) and 10 control participants (ages 14.4-18.3) were tested during the
Continuous Performance Task (CPT), an established test of attentional
performance. In the second study the 9 dyslexic and 10 control participants (from
the same set as in the first study) were tested for the magnocellular deficit
hypothesis, with low contrast and low coherence level random dot kinematograms
(RDK) presented in a coherent motion detection test. In the final study the
participants (9 dyslexics, 9 controls) had to decide whether they saw a word or a
pseudoword (lexical decision task). In all three studies the event related potentials
(ERPs) were recorded simultaneously with the behavioural measures, such as
reaction time (RT) and error rate. '

According to the results of the first study, no between-group differences in
behavioural performance on CPT were found, whereas the late ERP components
were delayed, attenuated and atypically symmetrical in the dyslexic group. The
results of the second study showed magnocellular impairment only in one dyslexic
participant, according to both ERP and behavioural data. Thus, the latency of the
N1 and P2 ERP components was delayed and sensitivity of the performance was
poorer in this participant when compared to the rest of the group average. In the
third study, the lexical decision task, dyslexics performed significantly worse than
controls in terms of accuracy and response latency. The early ERPs related to the
pre-lexical visual word form recognition were atypically symmetrical, and the later
ERP peaks were significantly delayed and attenuated for the dyslexic group.

The behavioural and electrophysiological results of these studies suggest that
abnormal attentional performance is not a ‘core’ feature of dyslexia, as well as
confirm previous findings of impaired magnocellular function in a small subset of
dyslexic population. The atypically symmetrical early and later ERP components
highlight the potential explanatory value of altered interhemispheric function in
dyslexia, whereas the attenuated and delayed later ERP components highlight the
deficits at later, cognitive stages of processing among dyslexics. Brain-behaviour
cross-study correlational analysis showed that speed and amplitude of the early and
late ERP components consistently associated across the tasks, the poor literacy
scores and larger error rates associated with attenuated and delayed ERPs, whereas
individual participant effect sizes showed that magnocellular impairment associated
with larger error rate and delayed ERPs in the CPT and lexical decision tasks.
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1. INTRODUCTION

1.1. Background to Developmental Dyslexia

Traditionally developmental dyslexia is defined as ‘a disorder in children
who, despite conventionalv classroom experience, fail to attain the language skills of
reading, writing and spelling commensurate with their intellectual abilities’ (1968).
It is a specific and significant impairment in reading abilities that cannot be
explained by any kind of deficits in general intelligence, socioeconomic
disadvantage, general motivation or sensory acuity (World Health Organisation,
1993). These definitions are based on a criterion of discrepancy between the reading
performance as expected from measures of IQ and the reading performance actually
observed. This learning disorder has lifelong persistence with reading deficits being
just one of its manifestations. It is estimated to occur in approximately 5-10% of
school age children (Shaywitz et al, 1992). Developmental dyslexia, hereafter
referred to as dyslexia, should be distinguished from acquired dyslexia, which is
usually caused by pathological or accidental focal brain damage (Price and
Mechelli, 2005). Given the large numbers involved, dyslexia has major
implications, both financial and political, as well as social significance with the
need for the extra support for dyslexic children, adults and their families. It causes
particular concern in English-speaking countries that may have more dyslexic
population due to the deep and irregular orthography of the English lﬁnguage
(Lindgren et al., 1985; Paules.u, 2001). One notable aspect of dyslexia that puzzles
theorists is the variety of symptoms that are consistently associated with it and are
not specifically related to reading per se. These include visual and auditory sensory
skills, visuo-motor control and more (Nicolson and Fawcett, 1990; Tallal et al.,
1993; Stein and Walsh, 1997). As a consequence, whatever aspect of function and
behaviour is investigated — be it reading, writing, spelling, hearing, vision or

learning skills — dyslexic children always show interesting deviations. Another great
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challenge in theoretical research of dyslexia is that children with this condition
often have associated deficits in related domains and show comorbidity with other
developmental disorders such as Specific Language Impairment (SLI) (e.g.,
McArthur et al., 2000), Attention Deficit Hyperactivity Disorder (ADHD)
(Shaywitz et al., 1994; Willcutt and Pennington, 2000; Kadesjo and Gillberg, 2001)
or dyspraxia (Kadesjo and Gillberg, 1999).

- It is well established now that dyslexia is a disorder of a neurobiological
origin. This notion was initially and independently mentioned by British physician
Pringle Morgan and Scottish ophthalmologist James Hinshelwood in the end of the
19th century. They both emphasized the similarity of symptoms in dyslexic children
with a neurological syndrome of ‘visual word blindness’ (Hinshelwood, 1895;
Morgan, 1896). As first reported by French neurologist Jules Dejerine (1891), in
adults a damage to left inferior parietal-occipital area causes significant impairment
in reading and writing, suggesting that this region may play an important role in
processing of the ‘optic images of letters’ (Dejerine, 1891). Therefore, Hinshelwood
and Morgan reasoned that impaired writing and reading in dyslexic children could
be due to impairment in the same region as in adult alexic patients (Hinshelwood,
1917). About 20 years later American neurologist Samuel Orton (1937) advocated
the use of the term ‘strephosymbolia’ that indicates the problem was not one of
word blindness per se but of ‘symbol twisting’. Orton’s work with over 1000
children inspired many, including the neurologist Norman Geschwind, and
eventually led to the foundation of the Orton Dyslexia Society (now the
International Dyslexia Association). |

In the early 1960’s a Word Blind Centre was established in the UK in order
to study the diagnosis and teaching of dyslexic children. The first researcher in this
centre to publish quantified differences between dyslexic boys and controls was
Sandhya Naidoo. He identified a specific pattern within a group characterised by
‘exclusionary’ criteria, i.e., a ‘difficulty in learning to read and spell in physically
normal intelligent children’ (Naidoo, 1972). A decade later similar theoretical work

was carried out by a group of researchers at Aston University who developed the
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‘Aston Index’, a compfehensive diagnostic battery for dyslexia (Newton et al.,
1976). Another decade later Tim Miles published a similar research derived from
his clinical case studies of 223 children in the early 1970’s that formed the basis of
the Bangor Dyslexia Test (Miles, 1983). According to a large scale study by Rutter
and Yule (1975), around 4% in the normal distribution of low achievers showed
specific retardation in reading despite adequate intelligence. This general incidence
level of 4% still provides a representative estimate of the prevalence of dyslexia in
general population.

At present the major aims for dyslexia research are to identify the full
range of symptoms (whether or not they are related to reading) and to consider the
possible neural mechanisms that might underlie these symptoms. And despite many
decades of intensive research, the underlying neurobiological and cognitive causes
of dyslexia are still hotly debated. The plurality of symptoms in dyslexia and its
heterogeneous nature has led to no less than four major theories trying to explain
the underlying causes of this developmental disorder. Among currently most
influential are the phonological deficit hypothesis, the automatisation deficit
hypothesis, the cerebellar deficit hypothesis and the magnocellular deﬁcit
hypothesis, which are briefly outlined below. "

12



1.2. The major theories of developmental dyslexia

1.2.1. The phonological deficit hypothesis

The phonological deﬁcif hypothesis (Vellutino, 1979; Snowling,
1987; Stanovich, 1988) is currently the dominant explanatory framework for
dyslexia. It postulates that difficulties experienced by dyslexics are caused by
specific impairments in the representation, storage and/or retrieval of sf)eech
sounds. It explains dyslexics’ reading impairment by appealing to the fact that
learning to read requires learning of the grapheme-phoneme correspondence, i.e.,
the correspondence between letters and constituent sounds of speech. If these
sounds are poorly represented, stored or retrieved, the phonological awareness skills
would be affected accordingly (Bradley and Bryant, 1978).

Usually skilled reading depends on two component processes: word
identification and language comprehension (Gough and Tunmer, 1986). Word
identification involves visual recognition of an array of letters as a familiar word
and implicit (or explicit) retrieval of the meaning of that word from memory
(Vellutino et al.,, 2004). Language comprehension requires uﬁderstanding of the
meaning of spoken or written words and their integration within a sentence and a
text. According to the phonological deficit hypothesis, the reading difficulties
experienced by dyslexic children are manifested in inadequate printed word
recognition and phonological (leﬁer-somd) decoding that may or may not be
accompanied by deficient language comprehension (Velluﬁno, 1979; Snowling,
2000). There is much evidence showing that children who have difficulties in
mapping the alphabetic symbols to sounds also have difficulties in learning to read
and spell (Snowling, 1980; Stanovich and Siegel, 1994). This ability in learning
alphabetic symbol mapping, in turn, depends on acquisition of phonological

awareness, defined as conceptual grasp and explicit awareness that spoken words
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are comprised of individual speech sounds (phonemes) and combinations of speech
sounds (syllables, onset-rimes) (Vellutino et al., 2004). According to many
researchers, the difficulties that dyslexic children experience in phonological
awareness tasks contribute to their deficient word recognition skills (e.g., Bruck,
1993a; Snowling, 1995).

According to Goswami and Bryant (1990), phonological awareness is
awarenéss of the sounds that m'ake up words. There are three ways of breaking up a
word into constituent sounds and therefore three types of phonological awareness.
Firstly, words can be divided up into syllables. Most children have little difficulty in
separating words ‘daddy’, ‘bungalow’ and ‘magnificent’ into two, three and four
syllables respectively (Liberman et al.,, 1974) At this simpler, syllabic, level
awareness is measured by a variety of tasks, including tapping out the number of
syllables, counting syllables, and deleting syllables. Usually awareness of this type
is well developed by the time children start learning to read. The second type of
phonological awareness is by phonemes, that is the smallest units of sound in
words. The development of awareness at the phonemic level (e.g., that cat is /c/ /a/ -
It/) is far more difficult to acquire (Adams, 1990), and is measured by counting
phonemes, dividing words up into a series of phonemes, deleting phonemes, and
substituting phonemes. Young children are not usually aware of these sound units.
The third type of phonological awareness looks at units larger than phonemes but
smaller than syllables. Each syllable can be divided into opening and closing
sections. These units are referred to as the onset and the rime. Thus, the ability to
divide words into onsets and rimes (e.g., that cat may be broken down into /c/, the
onset, and /at/, the rime) falls midway in difficulty between syllabic and phoneme
awareness. The use of the term ‘rime’ for the end units makes obvious reference to
the fact that words that finish with similar rimes do rhyme. Young children's
sensitivity of and exp.erience with rhymes seems to be closely related to their
fluency in reading in later years (Bryant et al, 1990). The ability to count the
phonemes in a word develops around first grade for normal readers, but the ability

to manipulate these phonemes is developing up to secondary school level (Adams,
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1990). A typical progression would be, first, syllable recognition at around three or
four years; then an intermediate stage based on recognition of onsets and rimes; and
finally recognition of individual phonemes after the age of 6 (Goswami & Bryant,
1990). It is no coincidence that these skills develop at this time, in that early
phonological awareness skills provide the foundations for the acquisition of higher
levels of metaphonological skill.

Thus, most chi1dan are able to perform tasks requiring segmenting words in
smaller units, i.e., syllables and (partly) phonemes well before reading age. For
dyslexic children, however, these skills are not achievable even after several months
of reading and writing (Bradley and Bryant, 1983). Subsequent training and
intervention designed to improve phonological awareness and letter-sound mapping
provided consistent evidence of improvement in word identiﬁcatioﬁ, spelling and
reading ability in general (Lundberg et al., 1988; Foorman et al., 1998).

In addition to phonological awareness another component that plays an
important role in acquiring reading ability is orthographic awareness, i.e., the
child’s sensitivity to constraints of how thé letters in written words are organised
(Vellutino et al., 2004). It is argued that orthographic knowledge is acquired only
after the initial phoneme-letter encoding phase and that it is primarily derived from
developing reading skill and experience with print (Ehri, 1995); that is, much of the
learning will occur implicitly, over and above any explicit instructions about
spelling rules. It was found that children’s exposure to literacy at home, e.g., shared
reading, magnetic letters, was more significantly related to phonological sensitivity
than passive literacy exposure, such as parental leisure reading (e.g., Burgess et al.,
2002). Further studies have shown that exposure to alphabet books is more efficient
in the development of phonological sensitivity than exposure to picture books (e.g.,
Murray et al., 1996). These findings support the central role of letter knowledge in
phonological awareness development. In a year longitudinal study of 4- and 5-year-
olds Burgess et al. (2002) found that early print letter knowledge and home shared
reading were significant predictors of phonological sensitivity growth, whereas

speech perception and age were not significant predictors. It was reported by
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Treiman et al. (1998) that children as young as 4 years old can benefit from print
letter exposure in development of their phonological sensitivity.

However, in languages with many inconsistent letter-sound relations, suqh
as English and French, children become sensitive to certain statistical properties of
the orthography, such as positional constraints and word frequency, even when their
own spelling production is only partially phonologically correct (Caravolas et al.,
2005). According to these authors, the development of orthographic representations
in spelling is shaped from the earliest stages by a complex combination of
information about the properties of the lexical and orthographic input, acquired to
some extent through implicit learning. There is ﬁuch evidence that dyslexic
children and adults who have limitations in phonological awareness and
élphabetical mapping skills would also have limitations in orthographic awareness
and orthographic knowledge (e.g., Bruck, 1992; Snowling, 2000). In transparent
orthographies, children’s reading speed and accuracy are usually equivalent for
nonsense words with familiar and unfamiliar rimes, whereas in non-transparent
orthographies (e.g., English or French) children show reduced speed and accuracy
while reading ‘ur;familiar’ (zoin) as compared to ‘familiar’ (dake) nonsense words
(Goswami, 2000). This supports the notion that children who are learning to read
transparent orthographies rapidly develop orthographic representations that the
present phoneme-level information, whereas children learning less transparent
orthographies take longer to represent phoneme-level information (Wimmer and
Goswami, 1994). There is a considerable evidence of limited knowledge of print in
children with early reading difficulties that can contribute to early reading and
language problems. However, limitations in such knowledge are probably not the
main cause of specific reading difficulties and are usually caused ‘by experiential
and instructional deficits rather than biologically based cognitive deficits’
(Vellutino et al., 2004). It has been shown, .for example, that sometimes children
with extreme reading difficulties have reasonable knowledge of print concepts and

conventions (Vellutino et al., 1996).

16



Dyslexics are known to perform poorly on other phonological awareness
tasks, particularly on nonword repetition tasks (Snowling, 1981) that provide a
measure of their ability to assemble articulatory instructions (Snowling et al., 1991).
A specific difficulty in finding and retrieving verbal labels in response to familiar
pictures was found in dyslexic children as well (e.g., Swan and Goswami, 1997). In
addition, the theorists also argue that there is evidence for poor short-térm verbal
memory that is possibly caused by a more basic phonological deficit in
representation of quality of phonological units, their access and retrieval (Snowling,
2000).
According to Lundberg and Hoien (2001) the following phonological
deficits are the characteristic symptoms of dyslexia across the lifespan:
e reading and writing even short nonwords
e repeating back long nonwords
e playing word-games where the point is to manipulate phonemes
e aslower rate of speech, sometimes with indistinct pronunciation
e segmenting words into phonemes
e keeping linguistic material (strings of sounds or letters) in short-
term memory
¢ slow naming of colours, numbers, letters and objects in pictures
An important argument of the phonological processing theory is that there is
a deficit at the level of phoneme representation itself. For example, it has been
shown that in the tasks that require processing and differentiation of phonemes that
are acoustically similar to each other, e.g., ‘ba’ or ‘da’, dyslexics performed worse
compared to their age-matched controls (Godfrey et al., 1981; Manis et al., 1997).
Hulme and Snowling ('1 991) suggested that two broad classes of processes should
be distinguished: input phonology (speech perception processes) and output
phonology (speech production processes). They have argued that particularly
impairments in output phonology may be crucial in dyslexia that involve inability to

sound-out novel words and errors in accurate portray of sound structure of the word.
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They have studied a dyslexic boy J.M. for 6 years (Snowling et al., 1986b;
Snowling and Hulme, 1989) and found a range of errors in output phonology in
addition to his reading problems. These included mispronunciations of polysullabic
words in his spontaneous speech and difficulties in repeating words and nonwords.
He also had naming difficulties and impaired verbal short-term memory. However,
he was similar to reading-age matched controls in his performance on input tasks
such as auditory discrimination of nonwords and auditory lexical decision. There is
evidence from other works that dyslexic children experience problems in speech
production processes such as word finding, nonsense word repetition and vowel
distinctiveness measures (Snowling et al.,, 1986a; Stackhouse and Wells, 1997,
Goswami, 2000). It was suggested by Goswami (2000) that it could be the process
of phonological representation itself that is compromised in dyslexia. However, the
author also mentioned that there is a possibility that current measures of input
phonology are not adequate and may fail to tap into main processing deficits that
cause the phonological representations of dyslexic children to be underspecified and
to lack segmental information. It is also possible, according to Goswami (2000),
that some compensation for early processing deficits has already taken place in
some children following remediation. According to Manis et al. (1997) speech
perception in dyslexic children is usually examined via two major paradigms:
categorical perception of stop consonants, such as /b/, /d/, /g/, and /p/, and repetition

of speech with\ and without noise. It was found that in categorical perception |
dyslexic children were less able to differentiate words that differed only in initial
phoneme compared to age-matched controls (e.g., Reed, 1989). Snowling et al.
(1986a) found differences in monosyllabic non word and low frequency real word
repetition tasks in noise. However, differences of speech perception deficits in the
dyslexic population tend to be small and not always statistically robust (Joanisse et
al., 2000). According to these authors, different behavioural patterns of dyslexia
may have different underlying causes. For example, phonological dyslexia may be
caused by deficits in both speech perception and other aspects of phonology,

whereas dyslexics with the delay pattern of development exhibited performance on
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the reading, phonology, morphology, and speech perception tasks that was like that
of younger norma} readers. They suggested that children who exhibit similar
patterns of impaired reading may not necessarily have the same underlying deficits
and that additional measures that assess other aspects of language and experience
are needed.

The phonological deficit hypothesis was established in the dyslexia
research community following a seminal analysis by Frank Vellutino (1979), who
argued that the deficit was mainly in processing of language. Following this work
the researchers refined the concept of a linguistic deficit, developing the
‘phonological deficit’ theory. The pre-eminent status of the phonological deficit
hypothesis derives from findings in the early 1980s that dyslexic children had
particular difficulty in hearing the individual sounds in words. For instance, at the
age of 5 years, children who would later turn out to be dyslexic had considerable
difficulty in hearing that, say, ‘cat’, ‘mat’ and ‘bat’ rhyme. In general, they seem to
have limited ‘phonological awareness’ (sensitivity to the sound structure in words).
This ‘phonological deficit’ leads to difficulties in learning to read and spell because
one of the early stages in learning to spell is to split a word into its component
sound chunks, each of which theh has to be spelled in order.

.By the late 1980s the prevailing view was that phonological deficits might
well ﬁrove a causal explanation of reading difficulties in dyslexia. In an influential
analysis, Stanovich (1988) argued that the cognitive problems characteristic to
dyslexia are usually specific to the reading task and do not involve other domains of
cognitive functioning. He also developed the argument that one key to fluent
reading is the development of an ‘autonomously functioning module at the word
recognition level’, and that failure to develop such a module might derive from
impairments in phonological processing. He proposed that children with dyslexia
suffered from a specific deficit in phonological skills, whereas when moving down
the IQ continuum towards ‘garden variety poor readers’, deficits in phonological
processing will remain, but the specificity will diminish, with deficits showing up in

more and more skills, even those not related to reading. Stanovich discounted any
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deficits in non-phonological skills and suggested that the mechanism by which the
deficits have their effect on reading and spelling is via an early lack of phonological
awareness. This phonological-core variable-difference model was the first causal
explanation for dyslexia. As suggested by Sally Shaywitz (1996), the key
assumption of the phonological deficit hypothesis is that a deficit in the language
areas of the brain leads to specific problems in learning to read (and in remembering
linguistic information), without otherwise affecting higher level reasoning. She
illustrated the fundamental paradox of dyslexia — the discrepancy between reading
ability and other skills - via the example of Gregory, a dyslexic medical student
who “excelled in those areas requiring reasoning skills. More problematic for him
was the simple act of pronouncing long words ... perhaps his least well-developed
skill was rote memorization” and went on to outline an impressive range of
multidisciplinary evidence consistent with the phonological deficit hypothesis. She
concluded (p.84) “The phonological model crystallizes exactly what we mean by
dyslexia: an encapsulated deficit often surrounded by significant strengths in
reasoning, problem solving, concept formation, critical thinking and vocabulary.”
However, this assumption of specificity has been somewhat threatened by the
diverse difficulties established for children with dyslexia. As noted by Nicolson
(1996), the mode of scientific progress is in terms of increasing rather than
decreasing specificity.

There is also a debate over whether problemé repeating nonsense words
should be seen as a phonological problem or a memory problem (Gathercole, 1995).
A similar issue arises for Pig Latin and spoonerisms. Slow performance on rapid
naming tasks is in fact now considered a different dimension from phonology,
reflecting fluency. Not all researchers accept the view that name retrieval deficits
are due to phonological deficits and phonological memory problems. Thus, in the
earliest demonstrations using the ‘Rapid Automatized Naming’ (RAN) technique
(Denckla and Rudel, 1976), the child has to say the name of each picture in turn on
a page full of simple pictures (or colours). Dyslexic children usually show robust

deficits in speed of their performance on these tasks. It was also reported that
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dyslexic children needed a longer exposure time to read a known word than their
reading age matched controls (van der Leij and van Daal, 1999). In a synthesis of
phonological and speed problems, Wolf & Bowers (1999) proposed an alternative

| conceptualization of the developmental dyslexias, the double-deficit hypothesis.
According to this. hypothesis, phonological deficits and naming-speed deficits
represent two separable sources of reading dysfunction, and that developmental
dyslexia is characterized by both phonological and naming speed ‘core’ deficits.
Wolf identified three major subtypes of reading disability: one caused by
deficiencies in phonological skills such as phonological awareness and letter-sound
decoding; a second caused by slow naming speed; and a third caused by a
combination of both speed and phonological deficits. The latter group, with a
‘double deficit’, proved to be the most severely impaired and the most resistant to
remediation (Torgesen et al., 1994). The incidence of double deficit varies with the
characteristics of the language under examination. In a large samplé of severely
impaired English speaking poor readers, Lovett et al. (2000) reported that around
half were double-deficit, 25% naming speed deficit, and 25% phonological deficit,
whereas 96% of a similar sample of Hebrew children were double deficit and only
4% showed just a single phonological deficit (Wolf and O'Brien, 2002). The authors
suggested that it is necessary to consider the role of fluency in reading development,
an area that had been under-stressed in the 1990s. They also suggested an
alternative approach to phonological support in which the sub-skills of reading are
broken down further and practiced until fluent.

As concluded by Ramus (2003), ‘phonology does not reduce to awareness,
naming and memory; consequently many aspects of dyslexics’ phonology remain to
be investigated’. According to Nicolson and Fawcett (2007), the ‘phonological
deficit’ hypothesis has been extended to include both speed of processing and
verbal working memory, both of which are normally considered as fundamental
cognitive attributes rather than derivatives of phonology.

At a neurological level, the phonological deficit hypothesis is usually linked

with the findings of anatomical abnormalities in the language areas of the brain. The
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first attempts to link dyslexia to specific parts of the brain were undertaken by
Geschwind, who investigated a set of brains of 100 (dead) dyslexic and control
people (Geschwind, 1968). His examinations showed that planum temporale, a
small triangular part of the superior surface of the temporal lobe, was often larger in
the left than in the right hemisphere. Galaburda and his colleagues completed
Geschwind’s plan and undertook painstaking neuroanatomical studies of the
dyslexic and control brains in the Orton collection. They found “a uniform absence
of left-right asymmetry in the language area and focal dysgenesis referable to
midgestation ... possibly having widespread cytoarchitectonic and connectional
repercussions. ... Both types of changes in the male brains are associated with
increased numbers of neurons and connections and qualitatively different patterns
of cellular architecture and connections” (Gélaburda et al., 1989). Thus, the early
anatomical works by Galaburda and Geschwind involving post-mortem
examinations revealed differences in the structure of the brains of dyslexic
individuals from those of non-dyslexic individuals, particularly in the language
areas. They found specific cortical malformations including ectopias (small
neuronal congregations in an abnormal superficial layer locations), mostly in frontal
areas and in the left language brain regions of four dyslexic males (Galaburda et al.,
1985). They have reported an absence of the usual left > right asymmetry (as found
in earlier work by Geschwind) in dyslexic brains. Since this area in the left
hemisphere supports language functions, its unusual symmetry in dyslexic brains
was viewed as a partial cause of language deficiencies and, consequently, a cause of
reading problems. Although the developmental mechanisms leading to such atypical
symmetry are still under debate (e.g., Eéken, 2004), these findings could be
considered a good evidence of developmental deviancies in brain maturation being
at the source of learning difficulties experienced by dyslexics (Habib, 2000).

New technologies such as positron emission tomography (PET) and
magnetic resonance imaging (MRI) have enabled researchers to identify differences
in the brain structure and function of dyslexics from those of controls. In a recent

review of brain imaging studies, Eckert (2004) summarised that anomalies in the

22



parietal and inferior frontal regions are most frequently associated with dyslexia.
According to the majority of these studies, the disconnections between phonological
and orthographic representation centres in the left perisylvian brain areas (see Fig.
1.1) are at the basis of problems in dyslexia that was also called a ‘disconnection
syndrome’ (Shaywitz, 1998a; Pugh et al., 2000; Paulesu et al., 2001). According to
some authors, abnormalities in the left hemisphere language areas are compensated
by higher activation of right hemisphere and inferior frontal regions (e.g., Demonet

et al., 2004).

Figure 1.1. Disconnections in the language areas
Schematic diagram of disconnections between Wernicke’s and Broca’s areas

through Sylvian fissure.

In a recent study using diffusion tensor imaging (DST) Klingberg et al.
(2000) reported that the white matter in the left hemisphere was less developed in
the group with dyslexia suggesting reduced myelination of the neurons. Richards et
al. (2000) used magnetic resonance spectroscopy (MRS) to evaluate changes in
brain chemistry as part of three-week phonologically oriented intervention. Before
intervention MRC showed a higher metabolic rate of lactate in the left hemisphere
of dyslexic children during completion of a reading task. After intervention,
measures of lactate metabolism taken during reading were not different among
dyslexic and non-dyslexic children. According to Vellutino et al. (2004) these
results may suggest that instruction may be necessary for the neural networks that
take part in word recognition ability to establish in dyslexia and that environmental

factors may be important in establishing these networks.
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A schematic view of the causal connections at neurological and behavioural
levels in dyslexia according to phonological deficit hypothesis has been suggested

by Ramus (2003) and is shown in Fig. 1.2.

Figure 1.2. Phonological deficit hypothesis

A diagram representing the phonological hypothesis according to Ramus (2003). It
shows the proposed causal connections at neurological (upper), cognitive (middle)
and behavioural (lower) levels.

The phonological deficit hypothesis has made major contributions to
understanding of dyslexia. However, there are limitations in this explanatory
framework. The reliance on symptom rather than cause is unsatisfactory for an
approach to a ‘constitutional’ disability. Additionally, the approach to diagnosis and
support could be achieved more effectively if an earlier intervention, based on the
presumed precursors of the phonological deficits, were undertaken (e.g., Richardson
et al., 2000). The issue of phonology and reading is also related to the transparency
of the language in question. For example, in more transparent languages such as
German and Italian phonological and orthographic errors in reading are much less
frequent than in English, so diagnosis depends upon reading speed rather than
reading accuracy. The original phonological hypothesis suggested that there was a
‘phonological core’ deficit in dyslexia. It is currently known, that the phonological

deficits are not specific to dyslexia and the discrepancy criterion should be relaxed
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when diagnosing dyslexia. The phonological core domain needs to be enhanced by
inclusion of naming speed and perhaps even verbal working memory, neither of
which is unique to the phonological module.

The phonological hypothesis has been criticised on the grounds of its
ipability to explain the co-occurrence of sensory (for a review, see Stein, 2001) and
motor (for a review, see Nicolson et al.,, 2001) deficits in dyslexic individuals
(Ramus et al.,, 2003a). The supporters of the phonological hypothesis usually -
dismiss these deﬁcits'as not being part of the core features of dyslexia. They
consider their co-occurrence with phonological deficit as potential markers of
dyslexia that do not seem to be playing a causal role in the origins of reading
difﬁcultie§ (Snowling, 2000).

' 1.2.2. The automatisation and cerebellar deficits hypotheses

. An alternative exﬁlanatory framework of dyslexia is 'representedv by
automatisation deficit hypothesis (Nicolson and Fawcett, 1990; Nicolson et al.,
2001). It is generally known that dyslexic children and adults have a lack of reading
automaticity (e.g., Stanovich, 1980). In the early 90s Nicolson and Fawcett aimed to
investigate whether dyslexic children will show lack of automaticity in skills
unrelated to reading. They found a deficit for balance — a highly automatic skill
with no language component (Nicolson and Fawcett, 1990). The authors suggested
that dyslexic children have difficulty automatising skills, which means they need to
make more effort and concentrate harder, i.e., ‘consciously compensate’, to abhieve
normal levels of performance. They have also established that dyslexic children
have severe deficits in a range of skills, including balance, motor skills,
phonological skills and rapid processing (Nicolson and Fawcett, 1990, 1994a,
1994b). Although dyslexic children were able to normally balance compared to

their age and IQ matched controls, their performance significantly deteriorated
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when they had to undertake counting (Nicolson and Fawcett, 1990) or blindfolding
(Fawcett and Nicolson, 1992) as a secondary task, while trying to balance. Ability
to balance is a highly automatic skill that is unrelated to reading performance. These
studies provided a support that dyslexic children have deficits in automatising their
skills which may take up more of their concentration and efforts in order to perform
at the same levels with non-dyslexic children. Nicolson and Fawcett (1995)
concluded that ‘the dyslexic children showed deficits in most of the skills, with
fundamental deficits (worse performance than readingv age controls) on
phonological skill, naming speed, bead threading, and on som.e balance tasks.
Furthermore, there was no evidence of sub-types of dyslaxia, with all dyslexic
children showing deficits in at least two skill modalities.” The authors have also
used the analogy of driving in a foreign country — ‘one can do it, but it requires
continual effort and is stressful and tiring over long periods’. They made this
analogy to describe that life for a dyslexic child is like always livihg in a foreign
country. .

According to Nicolson and Fawcett (1990), impairments in automatised
naming and automatisation of phonological coding in dyslexics would cause severe
disruption to the development of fluency in word identification and comprehension,
as well as phonological awareness, all of which would severely affect the
development of reading skills. Lack of automaticity in basic skills such as literacy
and numeracy could mean that dyslexic people are more likely to experience
processing overload when they are required to carry out new and complex tasks.
They may need far more practice at any skill before they can achieve automaticity.
In a long-term training study Nicolson and Fawcett (2000) investigated the time
course of combining two separate simple reactions (hand and foot) into a choice
reaction to two stimuli (tone and flash). Participants were trained until their
performance, i.e., the speed and accuracy of the responses, stopped improving.
There were no initial between-group differences on simple reactions, whereas in
choice reaction tasks dyslexics were significantly worse compared to controls. The

final choice reaction performance was significantly worse among dyslexics both for
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hand and foot responses. Nicolson and Fawcett (2001) established a ‘square root
law’, according to which the amount of time needed for a dyslexic child to master a
skill increases with a square root of the time needed for a non-dyslexic child. For
example, if a non-dyslexic child needs 25 trials to learn a skill, it would take 5 times
more time for a dyslexic child, i.e.,, 125 trials, and so on. Thus, according to
automatisation deficit hypothésis the problems in reading and phonological skills of
dyslexic individuals are caused by their inability to automatise these skills. A weak
capacity to automatise would affect the learning of grapheme-phoneme
correspondence.

It may be seen that the automatisation deficit provides a cognitive level
(Morton and Frith, 1995) explanation of deficits in dyslexia, and may even be seen
to subsume the phonological deficit hypothesis. Nonetheless, it does not attempt to
explain why there are deficits in automaticity. Thus, at a neurological level, the lack
of automaticity is explained by abnormalities in cerebellum (Nicolson et al., 1995).
The cerebellar deficit theory predicts that the neurological substrate of the deficits
described in the automatisation deficit theory of dyslexia is the cerebellum.
Therefore, this theory may be seen as a ‘biolggical level’ explanation of the
automatisation deficit theoi'y.

The cerebellum is a densely packed and deeply folded subcortical brain
structure. In humans, it accounts for about 10-15% brain weight, 40% of brain
surface area and 50% of the brain' neurons. It was considered in the past as an
important regulator of reflex and voluntary movements only, it is now recognised
important in many aspects of sensorimotor functions and learning. Damage to
different parts of the cerebellum could cause various abnormalities like disturbances
in posture and balance, lack of coordination and impaired planning of automatic
movements. However, the cerebellar system has great plasticity which helps
recovery and almost normal performance after only a few months of damage
(Fawcett and Nicolson, 2001). There is extensive evidence that the cerebellum is
involved in motor control and coordination, acquisition of motor skills via its rich

connections with the motor cortex, the skeleton-muscular system and the sensory
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cortex (Ito, 1990). On the other hand, it has been recently established that the
cerebellum also plays an important role in a variety of cognitive skiils, including
abstract reasoning, working memory, verbal fluency, visuospatial memory' (e.g.,
Schmahmann and Sherman, 1998). Patients with lesions in cerebellum have
demonstrated impairments in the procedural learning of cognitive tasks leading to
an emergence of newly defined clinical entity, the ‘perebellar cognitive affective
syndrome’ (Schmahmann and Sherman, 1998). These clinical observations have
been reinforced in neuroimaging studies showing cerebellar activation in a variety
of non-motor skills (Allen et al., 1997)

Administering clinical tests of cerebellar function established marked
deficits among dyslexic children (Fawcett and Nicolson, 1999), as did Bchavioural
tests with eye blink conditioning (Nicolson et al., 2000) and adaptation to visually
displacing prisms (Brookes et al., 2007). As it was found in a PET study, when
performing a previously learned sequence and learning a new sequence, the
dyslexic group showed only 10% of increase in activation of the right cerebellar
hemisphere and vermis when compared to the controls (Nicolson et al., 1999). The
study showed a direct link between abnormal cerebellar function and behavioural
- deviations in performance of dyslexics on these cerebellar tasks. Thus, the results of
the brain regional cerebral blood flow (rCBF) activation showed significantly
greater increase in the right cerebellum for the controls compared to dyslexics
during both learning a new sequence and performing a pre-learned sequence. By
contrast, dyslexics showed greater CBF activation m large areas of the frontal lobes
when learning a new sequence. Nicolson and co-authors (éOOl) further elaborated
their causal hypothesis linking cerebellar problems, phonological difficulties and,
eventually, reading problems.

Anatomical studies also support the notion of involvement of the cerebellum
in dyslexia. In a recent post-mortem analysis of the cerebellum of brains of dyslexic
and control people, it was found, that dyslexics had larger mean cell areas in the
medial posterior cerebellar cortex, anterior lobe and inferior olive, and the'cell size

distribution showed larger numbers of large neurones and fewer number of smaller
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neurones (Finch et al., 2002). Rae et al. (2002) reported that dyslexic children failed
to exhibit rightward grey matter asymmetry, due in part to reduced volume of right
cerebellar grey matter, whereas a greater asymmetry (right > left) was found in the
control group. The authors interpreted this lack of asymmetry in the cerebellar
volumes of the dyslexic group as a reflection of their increased cerebral symmetry
(Rae et al., 2002). They concluded that people with developmental dyslexia show a
wide variety of differences in multifaceted systems of the brain including changes
in the cerebellum and particularly its right hemisphere. According to Rae et al.
(2002), such changes can he expected to occur in an evolutionarily highly complex
task that requires the integration offunctions of language and cognition, motor and
visual skills *. Other studies also establish direct independent evidence of functional
and anatomical abnormality of the cerebellum in dyslexia, such as smaller right
cerebellar anterior lobe (Leonard et al., 2001; Eckert et al., 2003), reduced amount
of grey matter in the left (Eckert et al., 2003) or both left and right semilunar

lobules (Browm et al., 2001).

Dyslexia: An ontogenetic causal chain. From Nicolson  Fawcett (2000)

Birth 5 years 8 years
/Ny A avx skill impairment” - » {'writing)
Cerebellar "
Impairment  Artjculatory Phonological Grrz]ipheme- READING
Conico dill___. awareness i DIFFICULTIES
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Vord recognition
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Problems in automatising
M skill and knowledge

Figure 1.3. Cerebellar deficit hypothesis
Diagram representing the causal chain and development of impairment of different
skills in dyslexia according to cerebellar deficit hypothesis by Nicolson and Fawcett

(2000).

29



Thus, the cerebellum has emerged as one of the most consistent anatomical
locations for differences between dyslexics and controls. There is now little doubt
that cerebellar function is mildly disturbed in substantial proportion of dyslexics,
and that this deficit is correlated with reading difficulties. The cerebellar problems
could be linked to reading via direct and indirect routes. Since the cerebellum plays
a role in motor control and speech articulation a dysfunction in articulation could
lead to deficient phonological processing. The importance of the cerebellum as an
‘inner speech’ mediator is als;o relevant to reading, as difficulty in ‘sounding out’
the letters in a word would also affect phonological processing. Ipefﬁcient
articulation could affect reading also indirectly, via taking up more of the conscious
resources and leaving fewer resources.for the perceptual processing during reading.
Another indirect influence of the reduced articulation in reading is that the reduced
speed of articulation could lead to inefficient workihg memory and defective
phonological loop, which in turn could lead to impaired lgmguage acquisition. The
causal chain and development of behavioural deficits in dyslexia according to the
cerebellar deficit hypothesis is represented in Fig. 1.3 on a diagram adapted from
Nicolson and Fawcett (2000).

In a recent neuroimaging study Kujala et al. (2007) investigated neural
corinectivity during reading without prior assumptions of specific areas’ or network
structures’ involvement using magnetoencephalography. (MEG). A left-hemisphere
cerebro-cerebellar network was identified at 8-13Hz ﬁeciuency that was sensitive to.
reading. The left inferior occipitotemporal cortex that is usually involved in early
letter-string or word specific processes, and the cerebellum, were found to be the
main driving nodes of the network. The authors suggested that the involvement of
the cerebellpm could be related to the accurate tracking of the stimulus timing in
this silent reading task. An increased synchronisation within a subset of nodes,
including left occipitotemporal, left superior temporal and orbitofrontal cortices was
observed with participants’ efforts to comprehend the text. The authors concluded
that, according to their data, the cerebellum is intimately involved in complex

cognitive tasks as part of a cognitive network. In another recent neuroimaging study
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(Kronbichler et al., 2008) the grey matter volume was studied in 13 dyslexic and 15
nonimpaired reading adolescents. It was reduced for dyslexic readers in the left and
right fusiform gyrus, the bilateral anterior cerebellum and in the right supramarginal
gyrus. The authors suggested that the extended areas of reduced gray matter volume
in dyslexic readers’ cerebellum indicate structural abnormalities strongly associated
with dyslexia and warrant further investigation.

Thus, as suggested in many recent neuroimaging studies, the cerebelium is
an integral part of the cognitive network involved in reading, and changes in
function or anatomical structure in any part of this network would result in
behavioural deficits displayed by dyslexic readers. For example, it was suggested
by Eckert (2004) that anatomical abnormalities in frontal-temporal-parietal and
cerebellar networks may be related to deficits in processing speech sounds
(phonology) and abnormalities in occipital-temporal-frontal-cerebellar networks
may account for deficits in processing word forms (orthography).

While it is widely accepted that speech articulati'on is important for the
development of the phonological processing, there is evidence that some dyslexics
have language problems that are not easily explained by such impairments. For
example, there have been cases of a normal development of phonological skills
despite severe dysarthria or apraxia of speech (Ramus et al., 2003b). The opponents
of this theory therefore consider it unlikely that such deficits alone could account
for the wide range of problems dyslexics have.

The cerebellar deficit hypothesis' was  criticised, similarly to the
phonological deﬁcité hypothesis, on the grounds of its inability to explain sensory
deficits (Ramus et al., 2003a), although Fawcett and Nicolson (2001) suggested the
existence of separate cerebellar and magnocellular subfypes in dyslexia. It is also
criticised on accounts of what proportion of dyslexics is affected by motor skills
compared to a considerably higher proportion of individuals with phonological
deficits. For example, some studies could not find motor difficulties (Wimmer et al.,
1998; Kronbichler et al., 2002) or found only in a subgroup of dyslexic participants
they tested (Yap and van der Leij, 1994; Wimmer et al., 1998; .Ramus et al., 2003b).
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It has also been suggested that abnormalities in cerebellum and motor dysfunction
were found in children with other developmental disorders, such as SLI (e.g,,

Bishop, 2001) and ADHD (Denckla et al., 1985; Wimmer et al., 1999).

1.2.3. The magnocellular deficit hypothesis

. Besides the influential theories of cognitive and neurobiological basis of
dyslexia described above, there is another majof theory that is baseda on the
evidence of sensory deficits, both visual and auditory. These deficits were found in
some dyslexic individuals and were linked to the abnormalities in magnocellular
pathways of the brain (Stein and Walsh, 1997). According to the magnocellular
' deficit hypothesis, literacy difficulties may be a consequence of impaired )
develbpment of large neurones in the brain (magnocells) that are responsible for
'timirig sensory and fnotof events (Stein, 2001). | :

Befofe discussing the reséarch studies that report ,_s'ensory_ deficits and
magnocellular pathway impairment in dyslexia it is mecessary to provide a
description of thé visual system and central visual pathWays. The visﬁal syétein has
the complex task of (re)constructing the three dimensional ‘world from a two
dimensional projection of that world on the retina. I will examine the rﬂow of .visual
information from retiné to midbrain and thaiamus, and then erm the thalamus to
~ the visual cortex.

- Theeye s a complex biological device and its working is often compared to
the functioning of a cafnera. Light entering the cornea is projected onto the b‘ack of .
the eye where it is converted intd an electrical signal by specialised retinal neurones

“called photoreceptors. Unlike other sensory structures such as the cochlea or the
somgtic receptors in the skin, the retina is ,ndt a peripheral organ but part of the |
central mnervous system (Kaﬁdél et al, 1995). It contains two types of

phbtoreceptors: rods and cones. Rods are found pﬁmarily in the periphery of the
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retina and are used to see at low levels of 1ight. Cones are found primarily in the
centre of the retina, the fovea, and are used to distinguish colour and other features
of the visual world at normal le{/els of light (e. g.; Kaplan et al., 1990). In the retina
the photoreceptors synapse direétly onto bipolar cells, which in turn synapse onto
ganglion cells. ,Unlike photorecéﬁtors, which i'espond to light with graded changes
mn membraﬁe potential, ganglion cells transmit information as trains of action
potentials. The bipolar cells together with horizontal and amacrine cells are
interneurones betweén the photoreceptors and t‘he ganglion cells that can also
combine signals from several photoreceptors (Tessier—Lévigne, 1995). Each
génglion cell has a receptive field, which is a spéciﬁc area of the retina where
stimulation of photoreceptors by light causes either an increase or decrease 1n the
firing rate of the gainglion cell. The receptive field of most ganglion cells is not
homogeneous and is divided into two parts: a circular zone at the centre, and a
- surround. A recent insight is that this centre-surround organisation of the receptive
fields in retinal ganglion cells is well-suited for efficient representation of the -
natural images and visual signals sent to the brain (Lennie, 2003). |

In primates generélly and in humans and macaques 'speciﬁcally, there are
two populations of ganglion cells that send visual information to the brain (Hendry
and Reid, 2000). These are the M cells With large centré—sﬁrround.receptive fields
that are sensitivé to motion and depth, indifferent to‘ colour and rapidly adapt to the
stimulus, and P cells with smaller centre-surround receptive ﬁélds that are sensitive
to colour and shape (Lennie, 1998). These are different from the X and Y type cells
in cat that were first studied By Enroth-Cugell and Robson (1966). According to
Lennie (1980), the important charac;teristic of Y-cells is the non-linear summation
of their response to- incoming stimulus, whereas the X-cells shoW a linear
summation of the response. However, this distinction may not be exhaustive in
“monkey’s retina where a linear summation is sometimes found in ganglion cells that
need not be X-cells (for a detailed review, see Lennie, 1980). It was also found that
the receptive fields of Y cells are about 2.5 times larger compared to X cells

(Lenﬁie,' 1980), the axons of Y ganglion cells in cat may conduct the action
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potentials 2-3 ms faster than X ganglion éells (for a review, see Troy and Lennie,
1987). These different time-courses of the response led Cleland et al. (1971) to
introduce the terms ‘transient’ and ‘sustained’ which corresponded to Y and X cells
of cat réspe;:tively. Lennie (1980) discusses some irﬁportant differences in the
properties of cells in the cat and monkey, and existence of ganglion cells in
macaque similar to X and Y cells of cat.

In particular, the larger M cells are kﬁown to respond to the gross features of
the object and its movement, and the smaller P cells are mostly wavelength-
selective and thought to be responsible for the analysis of fine detail of the in_lage,
although some M cells may also be involved in this function. According to
Callaway (1998), P cells in the macaque have more sustained visual responses than
M 66115, and their finer calibre axons provide slower conduction velocities
comﬁared with M cells, making them useless for the detection of rapid movément.
On the other hand, M cells with large recéptive fields respond tfansiently to visual
stimuli, prefer low spatial frequencies and are sensitive to luminance contrast (e.g.,
Shapley and Lennie, 1985). This makes them poorly'suited for the analysis of shape
and colour but exc.ellent for detecting subtle luminance changes or rapidly moving
stimuli (Callaway, 1998). There is also a third population éf ganglion cells in

| primates, the K cells, with very large éentre-only receptive fields that are sensitive
to colour and indifférent to shape or depth (Hendry and Reid, 2000).
 The axons of all ganglion cells stream towards the opfic nerve, where they
become myelinated and together form the optic nefve. The optic nérves from each
eye join at the optic chiasm. Each optic nerve carries a complete representation of
one half of the binocular zone in the visual field. Fibres from the nasal hemiretina of
each eye cross to the olpposité‘ side of optic chiasm, whereas fibres from the
temporal hemiretina do ﬁot Cross (Lénnie, 1980; Mason and Kandel, 1995). The
‘right and left halves of the ‘ﬁeld of view are sent to the right and left brain
hemispheres respectively to be processed. That is, the right side of primary visual
cortex deals with the left half of ‘the field of view from both eyes, and similarly for

the left side of the visual cortex (Nolte, 2002). Thus, information from the right
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visual field travels in the left optic tract, and information from the left visual field

travels in the right optic tract (see Fig. 1-4).

Binocular zone of
right hemiretina

Monocular
zonn

Optic
nerves - _
Optic \
.chiasrrv
Lateral geniculate
nucleus
Dorsal
Ventral
Magnocellular Parvocellui
pathway pathway
(M channel) (P channel]

Primary visual cortex
(area 17)

Figure 1.4. Projections of retinal ganglion cells to layers in LGN

Retinal fibres from both eyes that enter each optic tract project to three
subcortical regions. About 90% of these fibres go to the lateral geniculate nucleus
(LGN) in the thalamus. These axons originate from the M, P and K ganglion cells in
the retina. Only LGN processes the visual information that ultimately results in

visual perception. Another population of axons sends inputs to the pretectal area of
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the midbrain to produce papillary reflexes, whereas the superior colliculus uses its
input to control saccadic eye movements (Nolte, 2002).
| Ganglion cells in the retina project in an orderly rrianner to points in the
LGN, so that there is a visuotopic representation of the contralateral half of the
visual field in each LGN. The LGN of primates contains six layers of cell bodies
separated by intervening layers of axons and dendrites (e.g., Lennie et al., 1990;
Merigan and Maunsell, 1993). The layers are numbered from 1 to 6, ventral to
dorsal. Layers 1, 4 and 6 correspond to information from the contralateral (crossed)
.nasal visual field, Whereas;vlayérs 2, 3 and 5 correspond to information from the
ipsilateral (uncrossed) fibres of the temporal visual field. The two most “v.entral
layers of the nlicleus contain lafge M cells and are known as magnocellular iayers
(after the layers in which they terminate). Their main retinal input is from
corresponding M ganglion cells of thé retina. The four dorsal layers 3-6 are 1§nownv
as parvocellular layers and receive input from P ganglion cells in the retina (see Fig.
L.4). Thcée two types of cells, ‘magno’ (meaning large in Latin) and ‘parvo’
(meaniﬁg small in Latin) form the magnocellular and parvocellular pathways to the
visual cortex. Since the layers of the nucleus é,re stacked on top of one another, the
.si'i( -maps of contralateral hemifield are in precise vertical register. Hubel and |
ersel (1968) found receptive fields of LGN neurones have the same concentric
fields as those in the retina. However, unlike the M and P cells in the retina the M
and P pathways or channels of the LGN are segregated anatofrlically into different
cellular layers. The existence of these two pathways is an examplc of a parallel
processing which is important for reconstructing the visual world, where each type
of information will go through a different route G perception (Lennié, 1998).

The optic radiations carry information from the thalamic LGN to layers 4 of
the primary visual cortex or visual area 1 (V1). The human visual cortex is highly
‘complex and consists of 6 layers of cells. I will not go into detail of the cortical
structure here, however, some cietails are provided in the next chaptér when
describing EEG sources. Corticai layér 4, which is the principal layer of inputs from
LGN, has 4 sublayers: 4A, 4B, 4Co. and 4CB. As found by Lund (1988), 1':he M cells
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of the LGN relay to V1 layer 4Ca, the P cells of the LGN relay to V1 layer 4Cj,
and the K cells.

Thus, the magnocells are said to be determinants of ‘where’ in thebrain, and-
the parvocells the determinants of ‘what’ in the brain. In the.primary visual cortex,
V1, their paths separate. The magnocells project to the dorsal stream of parietal
cortex and medial-temporal (MT) area or V5, whereas parvocells follow the ventral
pathway to the area V4 in the inferior-temporal cortex (Lennie, 1998) A schematic
‘representation of magnocellular and parvocellular systems is shown i in F1g 1.5. As
can be seen in the diagram, the magnocellular pathway projects to V2, then to V3
and MT (V5), the area found by Dubner and Zek1 (1971) and Zeki (1973) to be
concemed with depth and motion. The pathway then continues to MST and other
areas in the parietal cortex concerned with visuospatial function. Neurons

throughout thls system urespond' rapidly but transiently, they are relatiyely
| insensitive to colour and respond poorly to contours or borders defined by colour
contrast. The parvocellular system projects from layers in V1 to V2,V4 andk finally
to inferior-temporal cortex. Neurons in th1s systen;r are sensitive to orientation of

- edges and perception of shape slowly adaptmg and capable of the hlgh resolutron
| ~1mportant for seeing statlonary objects in deta11

The theoretical framework of the magnocellular deficit hypothesrs of dyslexia
builds upon the existence of these two separate and parallel visual pathways -
magnocellular and parvocellular, The fast magnocellular system deals with high _
temporal and low spatial frequency stimuli,y whereas the parvocellular pathway
processes high spatial and low temporal frequency stimuli (e 8- Merigan and
Maunsell 1993). Visual perceptron is proposed to be affected in dyslex1a by an
1mpa1red magnocellular system in several Ways.‘Accordrng to some studies, it is
necessary for saccadic suppression (suppression of the flow of visual information
" during saccadic eye movements) and for the control of binocular vergence to occur
during fixating a word (Stein and Walsh, 1999). Some earlier accounts were
directed at a possible role ofM 1nputs in eye movements or in keeping the packet of

information processed by P system during each ﬁxatron separately from the next
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packet of information by the saccade-driven (possibly, M-cell) inhibition on
sustained (possibly, P-cell) channels (Pavlidis, 1981). 1 will discuss some of these

issues and related recent literature further below.

Dorsal
(parietal)
pathway

Figure 1.5. Magnocellular and parvocellular pathways
Diagram representing the pathways of magnocellular and parvocellular systems
from retina to higher cortical areas.

The early anatomical evidence of abnormalities and pathological
development of the magnocellular system among dyslexics was reported by
Livingstone and colleagues who compared the magnocells in the deeper levels of
LGN from the post-mortem brains of 5 dyslexics and 5 controls (Livingstone et al.,
1991). They discovered that the magnocells were more disorganised and up to 27%
smaller in dyslexics. There were no such group differences for the parvocells. They
suggested, that this anatomical evidence may be consistent with psychophysical and
physiological findings, since smaller cell bodies are likely to have thinner axons
and, consequently, slower transmission speed. An early demonstration of low level
visual impairment was reported in dyslexics in a psychophysical study by
Lovegrove and co-authors (1980; 1982). They reported that spatial contrast and
temporal flicker sensitivity were impaired in dyslexics compared with controls,

particularly at lower spatial frequencies and lower level luminance of the stimuli
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(favoured by magnocellular system), as well as at high temporal frequencies of the
flicker. At higher spatial freqﬁencies served by the parvocellular system, thei;
" contrast sensitivity was the same as in controls. It was suggested by these authors
that dyslexics had deficit in the inhibitory function of the M system producing a
visual trace from one fixation that causes masking effects during next fixation.
However, as suggested-by Hulme (1988), this would predict an impairment in
dyslexia during reading connected text and not when reading printed words one at a
time under ﬁxation. Yet, according to Vellutino et al. (2004), poor readers find it as
’ difﬁcult to identify printed words one at a time under fixation as to identify them
while reading connected text. It has been also suggested that the divergent eye
movement patterns of dyslexic children during reading can be explained in terms of
magnocelldlar deficits, e.g., a statement like “letters seem to move around and
merge” (Stein and Talcott, 1999) implieS that dyslexic readers would have to make
a greateri effort to perceive an unknown letter string and therefore would need to '
make more and longer fixations during reading. Thus, a deﬁcientmagnocellular
system could lead to errors in visual perception due fo'deﬁcits in binocular vergence
during the fixation of the word (Stein ‘and Walsh, 1999). Furthermore, a failure in
correct guidance of eye movements by the magnocellular system during targetihg
the location of next fixation could result in larger nuniber of correeﬁve saccades
during fixation, which, in turn, could lead to longer fixations on one word among
dyslexics (Stein, 2061). As suggested earlier by Cornelissen et al. (1994), the
balance between central and vperiphera’l fixations may be disturbed in dyslexic
children due to deficits in magnocellular pathway, which in tumm, could -causei
reduced efficiency in letter detection. It was shown in the subsequent studies
(Cornelissen and Hansen, 1998; Cornelissen et al., 1998a; Comelissen et al., 1998b)
that impaired magnocellular function may be the cause of degraded information
‘about positions of letters with resp‘e'ct to each other, Wthh could lead to errors when
reading words. ‘ _

The earlier reports by Martm and Lovegrove (1987) of lower flicker

sensitivity among dyslexics were hotly debated on the basis of the fact that it is a
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slight impairment that is found only in small numbers of dyslexics (for a discussion,
see ’Stein, 2001). It was suggested that much larger numbers are needed to conﬂrm‘
this peripheral deficit of magnocellular system and tha_t a more consistent way of
showing a magnocellular deficit in dyslexics would be testing their sensitivity to
- visual motion (Stein, 2001). This is so because motion engages not only peripheral
magnocells but also central processing stages up to at least area V5 (MT)'. In order
to explain these issues more clearly I will consider the earlier relevant research.
Thlis, ina psychoehysical study by Cormelissen et al. (1995) contrast sensitivity
anid coherent motion thresholds were measured in dyslexics and controls at photopie
levels, i.e., the luminance levels usually experienced during reading. One of the
aims of the study was to shew that if ‘contrast detection deficit’ could affect
childreh’s reading in mesopic (low) levels of luminance, then it would ai_so persist

at photopic (bright light) luminance levels that are more usual during reading. In -

the earlier work by Martin and Lovegrove (1984) it was reported that dyslexics and '

controls were better disﬁnguished on flicker sensitivity than on static contrast
sensitivity at mesopic levels of luminance. The auﬂldrs also reported a negligible
(possibly not sigrﬁﬁcant) differenee 'befween dyslexics and controls on sfatic
conrast sensitivity at photopic Juminance levels. Therefore Cornelissen. et al.
- (1995) suggested that 1f these measures are found deﬁc1ent in dyslexic readers at .
meseplc levels, they should also cause problems in bright light (photopic) levels of |
luminance that are mb\re usual during reading. They decided to replicated the earlier
work by Martin and Lovegrove (1984) and measure static contrast sensitivity and
~ flicker sensitivity in dyslexic and control participahts at photopic levels of
luminance. The other aim of the study was to test M pathway deﬁcit in dyslexics
more directly and compare their ability to detect coherent metion perception with
* that of controls by using random-dot kinematograms (RDK). As already shown
earlier (Cornelissen et al., 1994), around two-thirds of dyslexic children and adults
show 3-4% higher eoherence thresholds compared to non-dyslexic controls. The
results of the study by Comnelissen et al. (1995) did not show any 31gmﬁcant

dlfferences between dyslexics and controls in static contrast sensitivity or flicker
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sensitivity in photopic conditions. The authors concluded that based on the absence
of differences between the groups, defective luminance contrast detection could not
contribute directly to children’s reading problems. On the other hand, coherent‘
motion thresholds of dyslexics were about 3-4% higﬁer than in controls. Thué,
unlike flicker sensitivity, coherent motion sensitivify in dyslexics is worse than in
controls both in mesopic and photopic, more usual for reading, conditions.
According to the results of this study, poor motion sensitivity among dyslexics
could be related to their reading difficulties and it is a more reliable measure of the
M pathway deficit than - flicker sensitivity. Subsequent psychometric and
neuroimaging research 4(brieﬂy described below) also suggested that the primary
role of the visual magnocellular pathway is not so much in detection of fast moving
stimuli, as in flicker sensitivity exberimentg, but in detection of low contrast and
slowly moving stimuli. Thus, the electrophysiological recordings iﬁ m‘ohkeysm have .
shown that the most effective way of measuring the sensitivity of the magnocellular
system, including the V5/MT area in parietal cortex, is to measure the detection of
visual motion using random dot kinematograms (fof discussion, see Cornelissen et
~al., 1998b; Steiri, 2001). In these experiments, Some proportioh of randomly rhoving
dots is set to move coherently in one direction. The proportion of dots that is
heceséary for the cohérent motion to be perceived by the observer is called ‘motion
coherence threshéld’. It cah only be perceived if the motion sighals are integrated
over a wide area and not only in local areas around the point of fixation. Thus, this |
measure of ‘global coherent motion’ is Currently cdnsidered to be a more reliable .
"measure of the function of the magnocellular system as qompared to the flicker
fusion thresholds. Further evidence was Collected showing impaired performance of
dyslexics in motion perception tasks (Cornelissen. et al., 1995; Eden et al., 1996;
Cornelissen and Hansen, 1998).
As mentioned earlier, it Wgs suggested that this impairment of M pathway, -
i.e., coherent motion deﬁcif, directly contributes to an impaired letter position
encoding, which in turn, contn'.Butes to reading disability (e.g., Come_lissen and

Hansen, 1998). According to Stein (2003), whénever unstable fixation and
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unwanted eye movements occur, the images slip over retina and generate powerful
motion signals that, in turn, are fed back by the M-system to ocular motor centres m‘
order to bring the fixation back on target. It was suggested that this unstable eye
control leads to errors in letter positicn encoding and therefore, to-a failure in
acquiring adequate orthographic skills for reading. Cornelissen et al. (e.g., 1996;
1998a) also suggested that it is possible this could occur via either ‘bottom-up’ or
‘top-down’ mechanisms. According to the former, deficits in motion detection task
- could directly reflect abnormal magnocellular function, whereas, according to the
latter, these deficits could be caused by deficient attentional‘ processing via
magnocellular system. Vidyasagar ‘(1999; 2001») prcposed a neural model of how
early attentional selection could provide a neurological mechanism for early spatial
selection in visual word recognition and reading. According to this model, the
dorsal pathway could identify and select relevant positions in space, and this
information could be passed on to the ventral syétem for more detailed analysis.
This explanation of how M deﬁcit could affect reading disability in dyslexia is
described by Vidyasagar (2005) According to this ‘Vi&uo-spatial attention deficit’

s explanatlon of dyslexia, the large recept1vc fields of the ventral stream involved in

object recogmtlon do not code well for 1ocat10n and the feedback from the dorsal
stream could feed the letters of each word in a temporal sequence to the ventral
| stream. In a recent MEG study by Pammer et al. (2006) spat1a1 processing in word
recognition was studled by presentmg words Wlth mnormal ' spatial letter-
| configuration and with constituent letter spatially shlﬂed in relation to each other.
The results of the study showed posterior parietal activation consistent with dorsal
pathway involvement occurring between 100-300ms and then again at 200-400ms
after stimulus onset. Similar results were reported in a recent study by Kc?an and
Pammer (Kevan and Pammer, 2008). They used a paradigm combining frequency
‘doubled stimuli with endogenous Cueing in orde1: to study M deficits in dys_lexic‘
" readers both at (lower) retinal leyel and at higher-order level that required attention -
shifts locate the tafget. The results of this study shcwed deficits at both levels. The

aut'hors‘ Suggested that Jower level M deficits in sensitivity probably relate to
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‘reading accuracy and irregular word reading, whereas the higher order deficits
relate to reading speed and nonword reading in addition to reading accuracy and’ -
irregular word readiﬁg. _ _
According to Valdois et al. (1995), attentional deficits in one dyslexic
person were mirrored by those seen in a patient with acquired dyslexia after parietal |
cortex damage. It has been rcported that dyslexics with deficits in motion coherence
: perception also showed hnpainnént on‘\'/isual search tasks, while dyslexics with
normal motion perception are unimpaired, suggesting tﬁat dyslexics with visual
brobléfns related to magnocellular functions also have problems related to the‘
_function of posterior paﬁetal area (Iles et al., 2000). Some studies have also shown
that dysiexics’ performance is impaired on spatial cuing tasks using a ‘covert-
orienting’ paradigm, where attention is shifted ﬁém one place to the other without
any eye movements (Posner, 1980). The time interval required to identify one target
presented in close temporal succession (400-600ms) after recognising another
target, so' called ‘attenfionai blink’, has been repqrjed to be delayed i)y 30% in
dyslexics when compared to non-dyslexic readers (Han et al., 1999). Another
marker of parietél dysfuncﬁon’, known as ‘left neglect’, i.e., a right-sided bias in
seiecting and procéésing the visual information, was also reported to be presér;t
among dysiekics,(Hari et al., 1999). For example, dyslekic participants showed an
asyfmnétry in their attentional focus: greater resources were available in the right
' | visual hemifield rather than their left visuél hemifield (F acoetﬁ and Turatto, 2000).
' Varioﬁs studies have reporfed attention deﬁcgits in dyslexia, in both visual (for a
review, see Yidyasagar, 2004)» and auditory (Petkov et alg, 2005) modalities whether
| with or without accompanying ADHD (Kupietz, 1990; Richards. et al., 1990). Fast
attention shifts, both across spaée (for a-review, see Jaskowski and Rusiak, 2005)
and over time (e.g., Visser et al., 2004) are also affected in part of this population.
Recently Facoetti» et al. (2005) repyorted focused multimodal attention problems in
dysléxic‘ cl_1ildren Whén visual and auditory stimuli were used in the same sample of
participants. Whether the attentionél deficiencies m dyslexia are assdciated with

magnocellular deficits was recently questioned by Skottun and Skoyles (2006).
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They argue that the reduction in attention of dyslexio readers may oecur
independently of magnocellular deficits. -
Many researchers have also reported auditory deficits in dyslexic ‘
" population. An early study by Tallal and Piercy (1973j demonstrated that ch‘ild’reny
with SLI are poorer in an auditory task of processing stimuli that incorporate brief,
rapidly changing components, especially when these changes occur in tens of the
milliseconds time range that characterises the acoustics of ongoing speech. They
found that children with SLI were impaired in discriminating syllables ‘ba’ v‘ersus'
‘da’ that naturally in’corporafe 40 ms time intervals (Tallal aﬁd Piercy, 1974) but not
when tﬁe duration of tifne intervals was increased to 85 ms (Tallal and Piercy,
1975). Tallal and colleagues (Tallal et al., 1993) suggested that dyslexic children o
require‘ longer to process rapidly changing auditory stimuli. They ergued that
phonological and reading-related difficulties shown by dyslexic chiidren may be
caused by this deficit in rapid auditory processing. According to Galaburda et al.
(Galaburda et al., 1994) neuroanatomjcel abnormalities were discovered also m the
~ auditory magnocellular pathway to the thalamus. There is evidence that dyslexics
indeed may have poorer categoricalypercef)tioﬁ of certain contrasting phonemes and
ﬁon—speech sounds (Mody et al. 1997, Serniclaes et al 2001) as. weﬂ as deficits in
backward masking (Rosen and Manganan 2001; Ramus et al., 2003 a) |
'The magnocellular theory unified the visual and auditory deficit theones and
suggested that both sensory systems are affected in dyslexia (Stein and Walsh,
| 1997). The proponents of this theory suggest that pﬁonological problems are caused
by a basic deﬁoiency in heaﬁng sounds and that a visual deficit might
independenﬂy contribote 'to reading problems. Ramus (2003) estimated that
substantial minority of dys_lexic children (29%) show visual and auditory processing
- problems. The neuroanatomical works by Livingstone et al. (1993) and Galaburda
‘et al. (1994) showed problems amOng dyslexic children both in auditory and visual
paths of the magnocellular systems The post-mortem examlnatlon of five dyslexic
brains showed that magnocells of the v1sua1 magnocellula.r pathway were smaller

and fewer than norrnal in the lateral gemculate nucleus, whereas abnormalities were
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also shown in the auditory magnocellular pathway to the thalamus. In his
formulation of magnocellular theory, Stein (2001) unified sensory and motor
control deficits under fundamental sensorimotor cause of reading problems in
dyslexia. He further claimed that °‘since the cerebellum receives a heavy
magnocellular input and itself can be considered the ‘head’ ganglion of the
magnocellular systems, this is further evidence for the hypothesis that impaired
magnocellular development underlies dyslexies’ problems’. The cerebellar deficit
hypothesis authors, however, encompass the role of the cerebellum in central
processing mechanisms, such as development of the automaticity of skills, rather
than in sensory processing ones (Nicolson et al., 2001). They aknowledge that a
minority of dyslexic individuals may also (or alternatively) suffer from weakness in
the sensory processing cortico-cerebellar circuitry. The generalised version of the
magnocellular hypothesis with causal connections at neurological and behavioural
levels was proposed by Ramus (2003) in a diagram that is shown in Fig. 15. It
displays schematically how, according to Ramus, the auditory and visual sensory

and motor deficits may cause impairments in reading.

Figure 1.6. Magnocellular deficit hypothesis by Ramus (2003)

A diagram showing the generalised version of the magnocellular hypothesis of
dyslexia adapted from Ramus (2003). The causal links are represented at
neurological (upper), cognitive (middle) and behavioural (lower) levels.
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HoWever, as already discussed above, the magnocellular and visual attentional
deficits in dyslexia may cause deficits in orthographic processing independenﬂy of
phonological skills. As shown in some recent studies (e.g., Cornelissen and Stein,
1995; Talcott et al., 1998a), good readers had higher ﬁotion serisitivity; so that
coherent motion thresholds could accéunt for 25% of the ya.riance in reading ability.
The motion sensitivity measured in such Way could account for variance in indices
of visual/orthographic reading skills independently of any correlation with
phonological ability (Talcott et al., 2000; Stein, 2003).

Numerous studies havé reported differences between dyslexic and contrbl
readers in the ﬁmctionalify of the magnocellular systém. However, the question of
whether the magnocellular deficits found in dyslexia are a neurological marker (or
epipheno'menon). of the dyslexic brain or have a causal relaﬁonship to reading
difficulties is still hotly debated (e.g., Skottun and Skoyles, 2007, 2008). Skottun |
and Skoyles (2008) have criticised the studies on M pathway deficit in dyslexia
suggesting that cortical area MT receives not - only magnocellular but also
parvocellular and koniocellular inputs, so that coherent motion may be‘ also
obtained with isoluminant colour stimuli that do not activate the magnocellular
syétem. They have also argued that coherent motion deficits are not speciﬁcally
linked to dyslexia but are also reported in connection with autism,"Willia.ms’s
'syndrome and schizophrenia. Frith and Frith (1996) suggested that it is unlikely that-
magnocellular deficits are a direct cause of dyslexics’ reading cﬁfﬁculties but rather -
a biological marker. It was also suggested by Eden and Zeffiro (1998) that although
the sensory deficits and difficulties in learning to read may not be causally related -
- but they may sometimes co-occur in dyslexic children, and that dyslexic persons !
may have structural and functional abnormalities in adjacent regions of the brain |
supporting linguistic and visual processes. In a recent study by Hutzler et al. (2006)
no relationship between the functi'om'ng of the magnocellular system and visual
perception and oculomotor control during the string-processing task was found in
dyslexic readers. The authors arguéd that although numerous studies have found a

deficit in the magnocellular system of dyslexics, the coexistence of sensory deficits
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and reading difﬁculﬁes may have correlational rather than a causal relationship.
Accerding to a recent xhodei put forward by Ramus '(20_03; 2004) the phonological
deficit is the ‘core deficit of dyslexia, whereas the magnocellular and cerebellar |
deficits are comorbid markers without a causal relaﬁoﬁship to dyslexics’ reading
difficulties. However, Reid et al. (2006) argued that this model rhay be problematic
as in their study some of the dyslexic participants showed literacy difficulties
- without the phonological deficit, whereas the deficits in naming found in other
participants could be due to deficits in precise timing mechanism. I/n addition, the
authors also suggested that if a dyslexic person has both phonological deficit and
difficulties with swapping the order of letters in 'the word (like one of tfleir
pérticipants), it could be difficult to claim that only the phonological deficits are the
cause of reading problems in this case. The authors concluded that the wide variety
of dyslexic profiles and relatively low frequency of some types of deﬁmts in
dyslex1a make it dlfﬁcult to establish the causal links between theu' reading
problems and less frequently occurnng deficits. They also suggest that many
longitudinal studies of individuals with familial risk of dyslexia from birth to
adulthood, based on large and representetive samples, are neeesséry_ in order to
decide whether the magnocellular and cerebellar deficits have causal or

correlational links with different sub-types of dyslexia.'
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1.3. Background to- electroencephalography and event
related potentials (ERPs)

1.3.1. Electrophysiological basis of the EEG signal

In the late 19% century Richard Caton (1875) discovered that brain electrical
signals could be recorded directly from the surface of the ‘exposed cortex using a
reflecting galvanometer. Some years later Hans Befger (1929) was able to 'detecvt
these brain waves with electrodes placed on scalp. Since these early discoveries of
the ‘feeble currents of the mind’ the electroencephalogrém-(EEG) haé become a
powerful physiologic'al_ tool, which is now being investigated by many laboratories
, around the world. Our understanding of the basic mechanisms underly.ing its
expression and their significance to normal and abnormal brain functions is
therefore expanding rapidly.

The EEG records the activity -of many hundreds of thousands of neurons
through electrodes placed on the scalp. It is a record of the fluctuations of the
electrical activity of large ensembles of neurons in the brain. Specifically, it is a
" measure of fhe extracellular current flow associated with the summed activity of
many individual neurons. It is usually assumed, that surface recorded potentials
reflect predominantly the activity of cortical neurons within (at least)IGCm2 of the

cortical area underlying the EEG electrode (Néitanen, 1992). Furthermore, the EEG
recordings reflect postsynaptic potentials rather than action potentials for two
reasons. First, the postsynaptic potentials extend over a larger pQrtion of the celll
4 _menibrane and generate a field that corresponds rather to a dipole pérpendicular to
the membrane surface. Secondly, action j)otentials have very short duration (1-2ms)
and tend to overlap much less than the postsynaptic potentials, which last much
longer (10-250ms) (Lopes da Silva and Van Rotterdam, 1999). To appreciate the
physiological mechanisms underlying the EEG signal we need to briefly review the
cortical morphology.

_ The cerebral cortex contains two major classes of nerve cells: pyramidal and
nonpyramidal. Pyramidal cells are excitatory neurones that project their axons to
other areas of the brain and to the spinal cord. They are the major projection

neurons of the cerebral cortex. In addition, they can project locally, .i.e., have
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recurrent axon collaterals in a plane parallel to the cortical layer. These local
connections pléy an important role in the collective electrical activity of cortical
neuron ensembles. The dendrites of pyramidal cells often project across several
layers, and they are usually oriented perpendicular to the surface of the brain. In
addition, dendrites also contain local regions capable of generating action potentials
that amplify synaptic currents (Martin, 1995; Silberberg ‘et al., 2002). Nonpyramidal
cells have oval-shaped bodies. Their axons typically do not leave the cortex and
~ terminate on nearby neurons. Stellate cells form the main grodp of nonpyramidal
cells. These cells have axons that are oriented vertically in the plane of the cortical
columns. They usually receive information directly from thalamic neurones, which
they convey to interneurones or pyramidal cells in the same column. Other
nonpyramidal cells, such as basket cells, have their axons oriented horizonfally in
the plane of the cortical layers. They form dense synaptlc connections that envelope
the soma of the postsynaptic neuron, hence the name basket. The basket cell is
thought to produce surround or pericolumnar inhibition, which enables neurons in a
given cortical column to function in relative isolation from neighbouring columns
(Douglas and Martin, 2004). _

The summed activity of pyramidal cells (in the order of thousands of
rhillions) that fire in synchrony while processing information is the principal source
of EEG potentials (Peterson et al., 1995). Far field potentials can also be recorded, |
which reflect’ activity generated in subcortical structufes such as the brain stem
nuclei (Héri et al., 1982; Stern, 1982; Musiek, 2004). The EEG is an extracellular
recording obfained by using macroelectrodes. This fype of recording is similar to
electrocardiography. Recordings are made at sites distant from the source of v
electrical activity. Both the EEG and electrocardiogram (ECG) are based on the
theory of volume conduction, ‘which describes the flow of ionic current generated.-
by nerve cells or cardiac muscle through the extracellular space (Lopee da Silva and

~Van Rotterdam, 1999). . |

Thus, potential changes recorded from the scalp are generated by the
summed ionic currents of many thousands of neurons located under the recording
electrode The net ionic current is recorded as a voltage across resistance of the |
extracellular space. If we cons1der an individual neuron, the flow of current is
produced by an ekcitatory synaptic poterifial on the apical dendrite of the cortical

_pyramidal cell. The excitatory postsynaptic potenﬁal (EPSP) is produced by'a
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current flowing inward through the synaptic membrane and outward along the large
expanse of the extrasynaptic membrane (Buzsaki and Traub, 1997). The site of
inward current is called the sink becaﬁse this is where the current flows into the cell. -
The site of outward current is cailed the source. The sink is on the negative side of
the extracellular‘potential, and the source is on the positive side. At the site of the
geﬁeration of EPSP the extracellular recording has a negative sign if the tip of the
electrode is closer to the sink, and the potential has a positive sign if the tip of the
electrode is closer to the source (Pedley and Traub,‘ 1990; Holmes and Khazipov,
2007). The activity of a single neuron cannot be recorded from the séalp because
the amplitude of its potential is too small and the macroelectrodes are insufficiently
selective to distinguish this activity from that of its neighbours. Fortﬁnately, the
scalp recording is a summed activity of large numbers of neurones. Thalamic input
activates thousands of cortical neurones synchronously. The.initial cortical response
to thalamic ihput is a formulation of a sink in deeper layers (whefe the excitatory .
synapses are located) and a source in superficial layers (Steriade et al, 1993;
Nunez, 1995). A recording electrode on the surface of the scalp is therefore closer
to the source than to the sink. The sign of the electrical signal will depend on where
in the cbrtéx the excitatory synapses are located, i.e., in superficial or deeper layers.
As shown on a schematic diagram in Fig.1.7, if the éource is closer td the recording
site then the recording will have a downward deflection. If the sink is closer to the
recording electrode then the recording will have an upward deflection. Thus,

| additionai information e{Bout thé distribution of cortical synapses is necessary to

determine the direction of deflection of recorded potentials (Martin, 1995).
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Figure 1.7. ERP sources
Schematic representation of the orientation of the recorded potential depending on
the location of the synaptic potential according to Kandel et al. (1995).

As mentioned earlier, the reason why pyramidal cell activity contributes
more to the EEG signal than nonpyramidal cell activity is that pyramidal cells are
oriented perpendicular to the surface of the cortex (Karl, 1993). Because of the
latter the sources and sinks are also oriented perpendicular to the surface of the
cortex and synaptic potentials generated on their dendrites are recorded with little
attenuation at the surface of the scalp. The nonpyramidal cells are not oriented in
any particular fashion relative to one another or to pyramidal cells, thus, their
contribution to the EEG is probably insignificant. The synaptic potentials contribute
more to the EEG because they are slower than action potentials, and therefore can

summate (Naatanen, 1992).

1.3.2. Recording EEG

As described above, the EEG is a result of summed activity of hundreds of
thousands neurons in the area underlying the recording electrode, and postsynaptic
potentials rather than action potentials. To record the EEG at least two electrodes
should be used. An active electrode is placed over a site of neuronal activity, and an
indifferent electrode is placed at some distance from this site. Usually in EEG

recordings numerous active electrodes are placed over different parts of the head.
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The recordings, however, measure the potential difference between two electrodes,
either between the active and indifferent electrode or between two active electrodes.
The recording electrodes are usually placed over the frontal, parietal, occipital and
temporal lobes according to 10-20 International system of electrode placement with

19 electrode sites (Jasper, 1958), as shown in Fig. 1.8.

Front Vertex

Figure 1.8. 10-20 International System
The standard placement of EEG recording electrodes according to 10-20

International system at the top and sides of the head. Abbreviations to multiple
electrode placements are: A, auricle; C, central; Cz, vertex; F, frontal; FP, frontal
pole; O, occipital; P, parietal; T, temporal. The multiple electrodes placements

overlying a given area (e.g., frontal) are indicated by numerical subscripts.

More advanced recording techniques are used recently with a high density
recording electrode nets that may have up to 256 or more channels. An example of
such high density net that is used in the current work and provided by Electrical
Geogesic Inc. (EGI) is displayed in Fig. 1.8. These modern high density electrode
nets allow recording not only EEG data but also eye movement related activation.
For example, in the Geodesic Sensor Net (GSN) shown in Fig. 1.8, three pairs of
electrodes are used for recording the eyes movements. Thus, two pairs of vertically
arranged electrodes above and below the eyes record the horizontal eye movements,
whereas one pair of electrodes, i.e., one electrode at the side of each eye, records the
vertical eye movements. In the current work the central electrode at the vertex, Cz,

was used as a reference (see Fig. 1-8 for location of Cz on the scalp).
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Figure 1.9. Geodesic Sensor Net (GSN)
The 256 channels GSN of Electrical Geodesic Inc. (EGI) for the EEG, eye

movements and other muscular and electrical activation recording in human

participants.

1.3.3. Deriving ERPs from EEG

The EEG is usually recorded either when the participant is awake or asleep. It is
also recorded during specific sensory stimulation such as presentation of a flash of
light or a tone. The component of the EEG that is specifically related to a significant
stimulus is called sensory evoked potential or event related potential (ERP) (Picton
and Hillyard, 1988). The sensory evoked potential, e.g., visual evoked potential
(VEP), is a specific change in the ongoing EEG resulting from stimulation of a
sensory pathway. Sensory evoked potentials are distinguished from the ERP. Thus,
sensory evoked potentials reflect the processing of the physical characteristics of a
stimulus and are often useful in clinical assessment of the sensory system’s function
or in evaluating demyelinating diseases. They consist of multiple components that
are described below and displayed in Fig. 1.10. Event-related potentials, on the
other hand, are dependent on the context in which the stimulus is presented and
whether the stimulus is expected or is a surprise. According to Picton et al. (2000),
recently the term ‘event-related potentials’ is used for endogenous potentials in
order to differentiate them from the (exogenous) evoked potentials. Components
whose characteristics (amplitude, latency, scalp distribution) seem to depend on
physical attributes of the stimulus, such as their modality and intensity, are called

‘exogenous’ or ‘sensory’ potentials, sometimes also referred to as ‘evoked
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potentials’ (EP). The event related potentials are components whose characteristics
- are relatively independént of the physical properties of fhe stimulus and are more

dependant on mental set. These poténtials are called ‘endogenous’ or ‘cognitive’
(Rugg and Coles, 1995)." Usually, the ‘exogenous’ components or sensory EPs

occur within the first 100 ms after the stimulus presentatioh,- whereas the

‘endogenous’ ERP corhponents occur after the first 100 ms. The EPs can be both

endogenous and exogenous, however, the ERPs are always endogendus and can

only be recorded when a cognitive process occurs independently of any specific

evoking event such as a decision making or a response initiation (Picton et al.,
2000).

~ Both sensory evoked potentials and ERPs are extracted from ‘vchbe.EEG using'

computer averaging techniques. The EEG is recorded during repetitive stimulation,

such as visuai or auditory stimuli, that activate the sensory receptors and evoke
brain electrical activation. The computer samples EEG for a brief period before and .
. after the stimulus and the sampled data are averaged to enhance the signal-"co-noise

ratio. This is performed because the small ERP s1gna1 (~ 5-10 V) recorded in one

individual trial is obscured by the larger EEG s1gna1 (~ 50 puV) that is a result of

| many ongoing neural processes. The averaged ERPs reflect the relevant, repetitive
~ and time-locked neural activity, while the non-repetitive signals 't‘hat reflect random

activity fail to contribute systematically to these specific portions of the ERP

average. In order to improve further the signal-to-noise ratio additional processing
is used such as filtering that helps to remove the artefactual electrical activity from

sources other than brain. Usually the ampiiﬁers that are used to record ERP include

filter settings that eliminate any activity above and below selected frequencies. This

allows the attenuation of high frequency electrical activity, such as the activity that

is attn'butable_ to eye fnovéments ahd muscles, as wéll as the activity at the electrical
mains (50-60 Hz). v | '

' Evoked potentials consist of multiple components related to various aspects
of subcortical and cortical processing. Although the recor‘diﬁgs made from scalp
glectfodes reflect mostly cortical processing in the immediate environment of the
electrode, earlier components reflecting subcortical proceééing also can be
distinguished. The early componenté of evoked potentials reflect the processing of
the physical properties of the stimﬁlus, whereas t}le later components are more

related to higher bréin functions. An example of evoked potential’s component
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latencies recorded to an auditory stimulus is displayed in Fig. 1.9. The first set of
deflections (within 10 ms from stimulus onset) represents brain stem potentials that
are termed far-field potentials becaﬁse they originate from distant sites. The second
set of deflections (within 100 ms from stimulus onset) has longer latencies and is
believed to be generated from the thalamic auditory relay nucleus and neurons in
the auditory cortex. The ERPs (after 100 ms of stimulus onset) are generated in
higher-order cortical areas and have longer latencies than sensory evoked potentials.
The amplitude of the ERPs changes depending on the context in which the stimulus
is presented, and may or may not be invoked by the external event. Because the
temporal resolution of these measurements is in the order of milliseconds, ERPs can
accurately measure the timing of the cognitive processes that take placé in the brain.
According to Picton and co-authors (2000), the spatial resolution "of ERP
measurements is limited both by theory and by our present technology, but
multichannel recordings can allow us to estimate the intracerebral locations of these
cerebral processes. Both temporal and spatial information provided by the ERP data
can be used in different research studies ‘and help to understand how brain
implements various psychological tasks as well as establish the deviations in the
‘impaired brain from the function of the healthy brain in order to make specific

diagnoses in medicine or psychology.
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Figure 1.10. Auditory evoked potential

The components of the waveform according to Picton et al. (1974). Components I-
VI are generated in the auditory pathway, from cochlea to the medial geniculate
- nucleus. Sources for the later negative (No-N2) and positive (Po-P2) components are
thalamic nuclei, auditory cortex and association cortices.
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1.3.4. ERP components definition and measurement

We would like now to concentrate in more detail on the definition and
possible generators of the ERP components. For s1mp11c1ty, hereafter, I will refer to
the EP and ERP components as early and late ERP peaks respectwely A commonly
used procedure for measurement of ERP waveforms is to identify prominent peaks
and troughs and label them according to their amplitude, latency and polarity. ERP
~ waveforms can be plotted with upward deflections indicating positive or négative
potentials at thé active electrode relative to the reference. Both conventions are used
in the literature and there is no consensus as to which is preferable. This is often
indicated with a sign “+’ or ‘- at the upper end of the voltage calibration axis. In the
current project the positive sign is used for the upper deflections of thé ERP waves. '
There is no a priori reason to believe that interesting aspebts of cerebral processing
would be reflected in these positive and negatfve f)eaks. However, this traditional

approach worked surprisingly well for many research purposes. The goal .is to

understand the ERP waveforms both in terms of intracerebral sources ﬁnd e

experimental manipulations. A cohlponent of ERP would be a temporal' pattern of
acti&ity in a particular region of the brain that relates in a specific way tb how the
brain processes information, Th:oﬁgh systematic examination of the amplitude and
latency of numerous deflections in the electrical potentials that comprise the ERP, it
has been possible to link particular componehts of a response td specific
psychological procésses. The ekaminétion of these components can provide
information regarding the sequence of perceptual and cognitive dperations involved
in processing a stimulus or generating a response (Luck and Hiilyard, 1994).
| Currently, there are two hypotheses regarding the neural origins of ERP
components generation: evéked model and phase-resetting model (Makeig, 2002).
According to the former and more traditional view, the stimulus evokes a time-
locked, neural-ﬁopulation induced response in each trial, and this response is
enhanced aﬁd clarified by signal averaging to produce an ERP peak (e.g., Hillyard
‘and Picton, 1987). An alternative view for explaining the generation of the ERP
peaks was proposed by Sayers et al. (1974) and currently is supported by other
researchers (e.g., Basar et al., 1997; Polich, 1997). According to"this model, the
ERP components result from reofganisatidn of already existing ongoing EEG- :

activity. In other words, every component may contain oscillatory responses in

56



various frequency ranges of the EEG, depending on information processing
demands. For example, it was reported that most of the large amplitude componenfs
in human sensoi'y EP lie in the theta and/or alpha frequency range (Basar, 1998).
‘According to another study (Basar-Eroglu et al., 1992) the P300 response may be
predominantly within the theta and delta frequency range of the EEG. o

Thus, according to a traditional view, the ERP peaks emerge as summation
of response from neuronal populations triggered by stimulus properties or
psycholo gical processes. These responses recorded in individual EEG trials emerge
from the noise when many trials are averaged. Therefore, the ERP peaks reflect
some important electrical responses that can be exogenous or endogenous
(discussed earlier) and reflect various brain activation processes. Often the ERP
peaks are studied in order to investigate the normal and abnormal processes in the
brain, in healthy and clinical population. The amplitude and latency of these peaks
may vary between control and clinical pdpulations; even when the participants are -
not able to or have difficulties producing overt responses (Connolly, 2000; D'Arcy,
2003). The ERP components are an important tool to study the neural correlates of |
sensory, attentional and cogniﬁve processes. Their examination can provide
information regarding the sequence of perceptual and coghitive operations involved
~ in processing a stimulus or generating a response. For example, in processing an
auditory event, early components of the ERP (e.g., N1) represent activify in the first
cortical areés to receive sensory input (e.g., auditory ‘cortex) and subsequent
deflections sﬁch as P2 reflect early stimulus evaluation and feature detection (Luck b
and Hillyard, 1994) in temporal bortex. The' later vco‘mponents of the ERP (e.g.,-
P300 or P3) are thought to process information at more advanced cognitive levels,
e.g., during shifting attention or updating mental representations in working
memofy (Donchin et al., 1986). The P300 is thought to be generated by a-
~ distributed network with frontal and parietal contributions, possibly élso involving
hippocampus (Bashore and van der Molen, 1991; Polich and Criado, 2006). Still
later components can reflect responses to violations of semantic (N400) or syntactic
‘(PGOO) expectancy (Osterho:'ut et al., 1994).

The early components usually consist of sharp positive and negative peaks
that form the P1-N1 complex and demonstrate that neural synchrony occurs in
harrow time windows probably éltemating between inhibitory and excitory

processes (reflected by the P1 and N1 components respectively; Hillyard et al.,
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1994). During visual stimulation the P1 can be recorded with a latency of 90-120
ms, and the N1 can be recorded at the latencsr of 150-190 ms, which sﬁoWs that the
interpeak latency between these early'componcnts can be as little as 60 ms (Hillyard
et al., 1994). Numerous studies indicate that these early components reflect mostly
sensory and early attentional processes (e.g., Eason, 1981; Hillyard et al., 1994). It
was also reported that théy may have a frequency characteristic that corresponds to
~ an oscillation in the alpha frequency range, i.c., somewhere between 6 and 12 Hz-
(Basar et al., 1997). According to Mangun et al. (1993), briefly flashed visual
stimuli evoke positive and negative components over parietal regions that begin as
early as 35-40ms after stimulus onset, however, only the larger, more prominent
peaks (P1, N1, P2) can be readily observed. Early VEPs are usually the ‘la.rger over
the hemisphere contralateral to the visual field of the unilaterally presented stimulus
(Mangun et al., 1993). _It is reported that the P1 is génerated in the vetro-lateral
extrastriate cortex (Broadman’§ area 18 and/or -19), whereas the N1 may be of
maximal a‘mplitﬁde over parietal scalp locations (Mangun et él., 1993). In the
current studies I have planned to record these early components of evokéd ,
potentials as they may reflect the early processes in brain ’activation of dyéle;xic
readers that may be different from that of controls. The reports of .attention and
visual sensory d_eﬁcits among dyslexics may well be p'ossible'to investigate through
use of these early detectors of sensory deficits (if présent) in the dyslexic brain.
There are some previous reports that suggested these early components may b.é
deviaht in dyslexics when compared to céntrols. For example, recently Maurer et al.
(2007) reported an impaired tuning of a fast occipitd-tempofal response for print in
dyslexic children learning to read, reflected in atypically symmetrical and delayed
N1. Deviant early brain activation in dyslexic children'wés also found in response
to unexpected words (Braﬁdeis et al., 1995) and during spoken word recognition
(Bonte and Blomert, 2004). The ERP studies related to each individual task
présented in this thesis are discussed further m the corresponding chapters below.

| As already mentioned, the later brain potentials such as ERP component
'P300 (or P3), tend to be regarded a ‘cognitive’ neuroelectric phenomenc'ni'since it is
éenerated in psychological tasks that require the subject to attend to and’
discriminate the stimuli that differ from one another on some dimension (Polich and
Kok, 1995). These discrimination processes trigger a large positive going peak with
a latency of about 300-600ms. This component was first reported more than 40
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years ago by Sutton et al. (1965) and it was related to ‘basic informatien processing

mechanisms of attention allocation and immediate memory’. According to Polich

and Kok (1995) the studies of P300 have expanded drarﬁatically since, due to its

significance as a means to assess cognitive function in many research and applied

areas (for a review, see Polich and Kok, 1995). According to Donchin and Coles

(1988), the most significant interbretation of P300 is that it reflects updated mental

representations of the stimulus environment. After initial sensory processing, the

current stimulus in compared with the previous one in the working memory. If no

stimulus attribute is changed, the old ‘echema’ is maintained. Some researchers
consider the P300 latency as é measure of stimulus classification sf)eed, which is

not related to response initiation (e.g., Kutas et al., 1977; Polich and Cﬁado, 2006).

The latency of P300 is usually correlated with cognitive efficiency, and it can

increase with healthy ageing (e.g., Polich, 1996; Taroyan et al., 2004) as well as

with cbmp'romised mental capability (e.g., O'Donnell et al., 1992). This late ERP
cemponent has been also reported to be linked with Wdrd frequency effect, for

example, in a lexical decision task its latency was shorter for common compared to

uncommon words (Pohch and Donchm 1988). The authors suggested that the

uncommon words may require more processmg capacity for their evaluation

compared to more common words. Thus, the P300 .component is known for 1wts‘
relatioh to cognitive function of the brain and evaluation of the incomihg

infennatien. For the reasons mentioned above I was interested to investigate this

part of the ERP >response in the studies ides’eribed here, in addition to more early

sensory evoked potenﬁal components. Some previou‘s' studies reported a smaller and

delayed P300 in children with developmental dyslexia (e.g., Taylor and Keenan,

1990). My goal was to sée whether there will be differences in brain potentials of

dyslexics from controls in the attentienal and decisi'ori making performance, visual

magnocellular function and lexical decision task. Sdme previous ERP studies in

relation to these tasks among dyslexic population will be dlSCllSSCd in more detail

below when describing each study individually.

Another component within this late time window (300-600 ms) of ERP
lﬁeaks that is often reported in literature is the N400 — a negative deflection in the
ERP response about 400 ms after stimulus onset that was originally observed in thq
subjects reading sentences ending with sematically incongruous words (Kutas and
Hillyard, 1984). An anomalous N400 has been reperted in children with laniguage
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disorders (e.g., Neville and Mills, 1997) where the amplitude of this component was
enhanced, whereas other\studies reported reduced N400 amplitude among dyslexic
. children (e.g., Stelmack et al,, 1988). In the current work I was also interested to -
find similar bréir; activation in these later time windows beyond P300 and after
400ms from the stimulus onset, e.g., P600 reported in recent studies and mentioned
earlier in this section. In these similar time windows I found positive peaks with
latency of about 400 ms and 500 ms, that were labelled P4 and P5 (or P400 an
P500) that were only found in language related Study 3, i.e., the lexical decision
task. These findings confirmed that fhe deflections in time windows of 400-600 ms
may be related to reading and language processing. Similar ‘lexicality’ effects were
‘found in recent study by Hauk et al. (2006), where the amplitude of the ERP was
largér to pseudowords than to words. Some relevant details are discussed further
within the description of Study 3. A

As already briefly reflected on earlier in this‘ section, there are different ERP _
labelling systems that are currently in use, each has advantages and drawbacks. The
two mosf common approaches are to designate the observed peaks and troughs in
the waveform in terms of polarity And order of occurrence in the waveform (N1, P2,
etc.), as in the studies described in this thesis, or in terms of ,polarity and typical
peak latency (e.g., N125, P200, etc.). The latter version can be used to describe a
mean deflection over specific time window, e.g., N20-50, N300-500. Negative
latencies can be used to labél movement-related potentials that precede the response
onset. For example, N-90 indicates a negative deflection that peaks 90 ms prior to
the response. There are inherent problems with both the latency and ordinal
systems, because a waveforrﬁ feature that represents a particular psychological
procesé may vary in its timing or order of appearance dependi_ng on experimental
_ circumstances, age or clinical status. For these reasons, when describing the
" methods of peak definition, authors must provide the information about the latency
range and mean Vélue for each peak, as well as variations as a function of scalp site |
and experimental condition. For example, to emphasizé variations among
‘components at different scalp sites, the recording site could be incorporated in the
label (N175/02). | |

An important distinction needs to be made between the terminology that
uses the waveform features measured in a given data set and theoretical terminology

that represents particular psychological processes. For example, for some ERP
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components theoretical labels have been assigned that indicate the assumed
functional role of the components. These include ‘readiness potential’, ‘mismatch
negativity’, ‘processing negativity’. In other cases, polarity-latency labels such as
P300 or N400 are used in a theoretical sense, referring not to waveform feature but . -
to a psychological entity with specific functional properties. The growing use of the
ERP ﬁa'search methods has resulted in numerous component definitions, which
makes it difficult to understand whether the theoretical entities used in one study are
equivélent to those used in another study. This could be helped by keeping the
observational and theoretical termiholo gy separate. ‘ |
Peak amplitude measurements are uéually made relative to the prestimulus
baseline (baseline to peak) or with respect to adjacent peak (or troﬁgh) in the
- waveform (peak-to-peak). Baseline-to-peak measurements are preféréble to peak-
' to-peak measurements given the successive peaks might well reflect different
psychological processes. Although peaks are usually picked at the point of
. maximum amplitude (or minimum) voltage, this selection may be problematic if the
data are noisy or if the waveform is not symméfrical about the peék," or if the peak is
broad, or if thére are fWo peaks.vT,here are alzcemative ways of determim'hg the
amplitude and latency of ERP components. For example the latency of a maximal
peak, recorded at an electrode from a group of electrodes in the area, could be used
for defining the amplitude and latency of the same peak recorded at other channels
in the group. Or both the amplitude and latencies values of the peak in all channels
in the group .could be averaged. The latter method was used in the current study,
which also helped fo reduce further the signal-to-noise rafio in the ERP signal.
Usually the peaks in the individual subject data are measured in time windows of
peaks defined by group averaged data, especially for the clinical populations who
may have more noisy and variable data. The amplitude of the ERP peaks can also
be measured as a mean in a window centred on the peak, with a fixed latency
“measured at the peak from the stimulus onset, i.é., from the onset of the ERP till the

maximum point voltage of the peak.
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1.4. The aims of the project

My objectives were to develop combined  neurophysiological and
behavioural tests of the magnoéellular and phonological deficit hypothéses, as well
as of the attention deficits in dyslexic children with no overlapping symptoms of
ADHD, using the new high-density ERP methodology. The cognitive tests (outlined
briefly in the next section) were intended to be performéd in the same samples of
dyslexic and non-dyslexic participants, with simultaneous recdrding of the ERP and
behavioural measures, such as reaction times and error rate. I intended to find out
 whether these sensory, phonologicgl and attention deficits would be présent .in the
same group of dysléxic participants, in what proportions, and how this would be

correlated with the brain electrical activity.

1.4.1. Study 1: Investigatioh of the Continuous Performance Test -

The cued continuous vperformance test (CPT) is primarily a test for attention”
deficit. Single letters are presented sequentially every 2 s. The observer has {o
respond orfly to the stimulus afier an O, and only if the ‘stimulué is X. ADHD
children perform poorly on this test. A recent German ERP study (Zillessen et al.,
2001) éstablished robust differences between ADHD and drug-treated ADHD
groups. My aim was to use the same design and paradigin as in this and in previous
CPT studies (Fallgatter et al., 1997; Fallgatter and Strick, 1999) in dyslexic children
without comorbid ADHD symptoms and establish whether the attentional deficits
are present in ‘pure’ dyslexic adolescents as compared to their age and 1Q matched
vno‘ndyslexic controls. As in my first study outlined above, the aim was to record
simﬁltaneo’usly the electrophysiologiéal and behavioural indicators of the

perfbrmance in the same sample of participants.

62



1.4.2. Study 2: Investigation of magnocellular system performance

As discussed earlier in section 1.2.3, detection of coherent motion in random
dot kinematograms has been shown to be a reliable test of visual magnocellular
function (Cornelissen et al., 1995; Cornelissen et al., 1998a; Slaghuis and Ryan,
1999). In the behavioural studies threshold judgment tasks have been used, and they
are notoriously difficult for the observer. This method would not be possible to use
with the ERP paradiglh. Therefore, I replicated the paradigm used in previous ERP
studies (e-8- Scheuerpflug et al., 2004; Schulte-Korne et al., 2004) and used
different low levels of coherent motion in stimuli. As suggested earlier, for the
correct judgemeht of this event (e.g., Slaghuis and Ryan, 1999) a mlmmum extent
of coherence is needed which might be higher for dyslexics compared to controls.
The lowest level of coherénce in the current study was selected at 10%, as
previously the VEPs could not be reli'ably"elicited bélow the vaiﬁe of 7% coherence

~ of the moving dots (Niedeggen and Wist, 1999). I have also decided to use low
contrast of the $tirnulus (between the moving dots and the background, Michelson
5%) in order to avoid the activation of parvocellular system (detaiis are discussed
later in Study 2). I planned to replicate previous ERP studies (Scheuerpflug et al.,
2004; Schulte-Korne et al., 2004) in English speaking dyslexic and non-dys;lex@c
adolescents w1th concurrent recording of the ERP and behavioural measures of the

performance.

1.4.3. Study 3: Investigation of ERPs to words and pseudowords

- Itis well known that dyslexic chi'ldren are particularly irhpaired on reading' :
pseudowofds, an effect usually attributed to phonological deficits. Recent Austrian
and Hungarian ERP studies (Klimesch et al., 2001; Wimmer et ai., 2002; Csepe et
al., 2003) uﬁed three conditions - reading numbers, words and pseudowords.
Analysis of the ERPs identified a number of important differences between dyslexic
and control children, which the authors attributed variously to parietal lobe
dysfunction, abnormality in Broca’s area and the angular gyrus, and abnormality of

visual working memory. My aim was to replicate these studies and their paradigm
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in  English speaking adolescents with simultaneous recording of
electrophysiological and behavioural correlates of word recognition in this lexical
decision task (decide whether the stimulus is a word or a pseudowofd). I was
interested to study different stages of word/pseudoword processing, from the early,
i.e., pre-lexical, visual word form recognition to the later stages of decision making

and behavioural response choice.

' 1.4.4. The expected theoretical and practical outcomes of the
project |

* The studies outlined above were undertaken in dyslexic and non-dyslexic
English-speaking adolescents. To the best of my knowledge there have ni;t been
equivalent studies with English-speaking adolescents that investigated combined
neurophysiological and behavioural measures of various deﬁcits suggested by the -
- major theories of dyslexia. Conducting these tests 1n the ;ame groﬁp of ﬁarticipants
would allow us to comparé the brain and béhavioural mechanisms as well as
proportion of these deficits in this age group of English speaking dyslexic

individuals. These studies would provide an overview of brain-based processing in

dyslexia and further insights info suggestions of some of the major theories of
dyslexia that thc individual studies could not. The results of the first study described
in this thesis have been already published in Clinical Neurophysio'logy (Taroyan et
al., 2007), whereas the other two studies are also submitted for publication in other
peer-reviewed journals. The papers were derived from the lengthier descriptions
presented in this thesis. It is necessary to mention that idéally I had to have an extra
éontrol group of younger children matched for reading abilities with my group of
dyslexic participants, i.e.,f at the same reading age. It was argued by Bryant and
Bradley (1985) that it is necessary to question whether the differences between the
groups are not simply due to their different reading experienc‘eé. However, there is
an additional issue as the adolescence is known to be a very active period in terms
of brain maturation processes, both in its structure and funcﬁon (Whitford et al,,
2007). Therefore, it may be difficult to compare our participants and younger
children because of different stages in overall brain maturation they may be At,

which could also be reflected in the ERP activation and between-group differences.



I think this is an interesting issue and its consideration would be an aim in my future
research. | » i 4 |

In terms of applied outcomes .this project would also provide useful results.
There is a pressing need for non-invasive ‘brain-basedf diagnostic methods. The
ERP tests developed here may be helpful in various research applications, both in
developmental disorders and ageing studies. Additionally, these objective
electrophysiological correlates of deviation in brain activation of dyslexics that
could possibly be found in the current studies could also add to the knowledge of
theoretical issues of dyslexia. These electrophysiological indicators could be used to
provide bra.i_n—based ‘benchmarking’ of different interventions, as well as to

facilitate the development of interventions that are optimal for each individual child.
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2. STUDY 1. BEHAVIOURAL AND NEUROPHY-
SIOLOGICAL CORRELATES OF DYSLEXIA
IN THE CONTINUOUS PERFORMANCE |
TASK

2.1. Introduction

The multi-symptomatic and heterogeneous nature of dyslexia has led to a
ﬁumber of competing theories attempting to explain its cognitive and
neurobiological méchanisms. As already mentioned in the Introduction, among
currently influential theories are the phonologioa.l deficit hypothesis, the
magnocellular deficit hypothesis, and the cerebellar deficit hypothesis. To remind
the reader, I would like to briefly outline their statements below. Thus, according to -
the magnocellular deficit hypothesis the processing of fast incoming information is
impaired in dyslexia and is 'caﬁsed by abnormalities in magnocellular serisofy
pathways (Lovegrove et al., 1980; Stein and Walsh, 1997). According to the
phonological deficit hypothesis (Bradley‘ and Bryant, ‘1978; Vellutino, 1979) a
difﬁculty in identifying, sequencing and reproducihg sounds or syllables
(phonemes) within a word is at the core of dyslexia. This cognitive theory has been
reoently supported by biological findings of disconnections between language areas
th_rough the Sylvian ﬁssu‘re“(Paulesu et al., 1996; Horwitz et al., 1998). The
' autoinaticity deficit hypotﬁeSis (Nicolson and Fawcett, 1990) suggests reading
problems 1n dyslex1a arise from general lack of ability to automatlse any skills,
including, readmg and phonology The cerebellar deﬁc1t hypothesis (N1colson et al., .
1995) proposes that the automatlc1ty problems and a range of other problems in"
dyslexia (e.g., Nicolson and Fawcett, 1994b; Fawcett and Nicolson, 1999; Nicolson'
~ etal., 2001) are caused by abhor;hallties in the cerebellum. Additionally, it has also
~been suggested that development of interhemispheric functional asyminetry may be

disregulated in dyslexics (Galaburda et al., 1985) and the transfer of motor and
sensory information between hémispheres degraded due to ohangeS‘ in lhe corpus -
callosum of dyslexic brains (Gladstone and Best, 1983; Gross-Glenn and
Rothenbefg,- 1984; Robichon and Habil), 1998; von Plessen et al., 2002). All these

ﬁncl:lngs show that ‘s_ubtlex developmental changes in a network of many brain



-structures may be at the basis of sensory and cognitive problems in dyslexia
(Galaburda, 1999; Eckert, 2004). ‘

Dyslexia is frequently accompanied by other, non-linguistic problems, such
as visuo-motor coordination, attention, and early sensory processing. There is a high
rate of comorbidity with other developmental syndromes including ADHD, Specific
Language Impairment, and Developmental Coordination Disorder (Fletcher et al.,
1999; Bishop, 2002). Kaplan et al. (2001) established that among 179 children in
Calgary receiving special support, the incidence of ADHD was 69%, the incidence
of dyslexia was 64%, the incidence of developmental coordination disorder was
17%. |

Many studies of perception in children with dyslexia do not take into
account the potential presence of ADHD in a systematic fashion (Breier ‘et al.,
2003). The estimates of comorbidity of dyslexia with ADHD vary widely, ranging
from 10% to 45% (Purvis and Tannock, 2000). Th1s means that only (slightly more
than) half of children diagnosed with dyslexia have “pure’ dyslexia, i.e., impairment
related only to the reading process. Thus, it is still not clear whether the attentional
deficits in dyslexia are speciﬁcallyrelated to this developmental disorder or are a
result of co-occurring ADHD symptoms. |

| .The Continuous Performance Test (CPT) is a well-recognised and reliable
measure of sustained attention (Rosvold et al., 1956; Cornblatt et al., 1988; Halperiﬁ
et al, 1991) that consistently discriminates ADHD from control groups by.
conventional performance indices such as reaction time (RT), number of correct
hits, misses and false alarms (e.g., Barkley et al,, 1991 Losier et al., 1996; van
Leeuwen et al.,, 1998). Interestingly, chlldren with dyslexia were reported to
perform poorly on CPT (Tarnowski et al., 1986; Eliason and Richman, 1987). But it
still remeins' a question whether children with dyslexia show attentional deficits in
CPT in absence of ADHD symptoms. A maj or issue addressed by the current study
was therefore whether participants with ‘pure’ dyslexia (that i 1s, without comorbid
ADHD) would show an abnormal CPT performance.

. Itis likely that, even if behavioural differences are not marked in children
Wlth developmental disorders, there still may be underlying neurophysmloglcal‘
differences — reflecting their atypical brain organisation (e.g., Baving et al., 2006).
Indeed, the automaticity deficit theory claims that under conditions of low cognitive

load dyslexic participants may well perform at flonnal levels, by ‘consciously
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compensating’ fo;thqir incomplete automatisation of the underlying skills. It is only
when tﬁe cognitive ioad is made heavier, for instance via a dualr task, that the
underlying differences are revealed. I addressed this issue by the use of event
related brain potentials (ERP). This electrophysiological technique is non-invasive
and it provides an insight into rapid changes of brain electrical aétivity with high
: time resolution. The subtle nature of developmental dyslexia makes this method

more informative because it can provide obj ectiv¢ markers in evaluation, say, of the
 different stages of cognitive processing required for reading.

ERPs have been used to study attention in dyslexia and were frequently
reported to be attenuated and sometimes delayed in dyslexic children (Lovrich and
Stamm, 1983; Taylor and Keenan, 1990; Fawcett et al,, 1'993', Schulte-Korne et al.,
19992), which may be associated with poor attention and insufficient proceséing of
task-relevant stimuli (Habib, 2000). S'everal ERP studie’s in dyslexia hz{ve found not
only aftenuafced P300 amplitudes in the dyslexic grbup but also reversed or absent
hemispheric lateralisation compared to controls on a low level vision task (Schulte-
Korne et al., 1999b), with authory stimuli (Pmkerton et al., 1989) and on a spatial
attention slufung task (leers et al., 2005) These results show once more that
developmental dyslexia is not just a language-related difficulty but it also concerns

-other cognitive domains involved in learning to read. |

ERPs have been used to study brain activity in CPT i in normals and chmcal
groups (e.g., Frank et al, 1998, Brandeis et al, 2002; Fallgatter et al., 2003;
Herrmann et al., 2003). In the extended version of the CPT, OX-CPT, participants
are presented with a rapid succession of lettérs and have to respond to the target
letterl X only if it was preceded by the letter O (e.g., Fallgatter et al,, 1997 ;
Fallgatter and Strick, 1999). This paradigm was ‘used to record ERPs to task
relevant stiinul_i and irrelevant distractors, in response activation (Go) and .response
inhibition (NoGo) conditions of the CPT. Whether this association with response |
inhibitiop is valid is still under debate in the current literature (see Dien et al., 2004;
Salisbury et al., 2004). I briefly retﬁrn to this issue in the Discussion. It has
‘ﬁeqﬁently been reported ‘that hyperactive children had 'abnonnally smail P3
amplitiides of ERPs (as well as abnormal RTs and error rates) compared to healthy‘
controls both in Go and NoGo conditions, (e.g., Jonkman et al., 1997; Seifert et al.,
2003 Banaschewski et al., 2004) L
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I applied this paradigm to our dysiexic and control groups. An assessment of
dyslexic participants was carried out by a diagnosing psychologist to make sure t@at
| . none of them had ADHD symptomé. The key issue addressed in this study was
whether dyslexics would show a decrease in behavioural performance of CPT in the
absence of ADHD symptoms. A further key issue was whether the uhderlying brain

electrical activity would show systematic differences between dyslexic and control

groups.’

2.2. Methods

2.2.1. Participants

I.studied 10 adolescqnts with developmental dyslexia (3 females) and 10 control —
partiéipahts (3 females) with no reading or writing impairment. All participaﬂts
were right-handed, the handedness was tested on Edinburgh Handedness Inventory
(Oldfield, 1971). All participants had normal or corrected to normal vision, and no
history of brain injuries or neurolo gical problems. They were not under any medical
~ ftreatment. The pafticipants with d&slexia were diagnosed previously by qualified

. psychologists. Meé.n data of age, full scale IQ (Wechsler, 1991), reading age (RA)
and spelling age (SA) (Wechsler, 1993) for both groups are displayed_ in Table 2.1.
C_ritéria for inclusion in the dyslexic group were a diécrepancy of at least 18 inonths
between their ége and RA/SA and an IQ > 90'. The main criterion was the RA,
however, we have also used the SA as an additional criterion for inclusion in the
dys’leXié group, as it is typically more resistant to remediation. One facfor ANOVAs
did not show significant differences between the dyslexic and confrol groups on IQ
scores [F(i,18) = 3.7, p>.07], however, as expected the dyslexics had significantly
.lower RA [F(1,18) = 394, p<.0001] and SA [F(1,18) = 37.6, p<.0001] scores

compared to controls. None of the participants showed any evidence of ADHD as

! One dyslexic subject improved his RA and SA scores since the time of diagnosis, one dyslexic
- participant’s IQ decreased to 87, and one control subject dropped his SA score. However, both
behavioural and ERP data of each of these subjects were very characteristic for their respective
group averages. The statistical analysis performed without these subjects did not change the
significance values of neither ERP, nor behavioural results or the Group effect size.
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measured on the DSM-IIIR scales (American Psychiatric Association, 1'987) by the
échool ‘teacher’s and vthe\ diaglﬁbsing psycholégist. We do not hé.f/e the individual
scores from teachers, however, none of the participants scored higher than 1 (the
cut-off for ADHD is usually 7). All participants were paid for their participation.
The study was approved by the local ethics committee (Psychology Department,
Sheffield University). The information about the EEG reco‘rding was provided in
advance and thevwritten research consent forms were obtained. These forms are

attached in the Appendiées 7.1 and 7.2 respectively.

Table 2.1 Psychometric data of participants
Mean values for each group of participants (ranges in parentheses)

- Controls (N=10) Dyslexic (N=10)
Age (vears) 16.1 (14.4 -18.3) 163 (15.5 — 17.4)
IQ (standardised IQ score) 117.6 (99 - 135) 105.8 (87-124)
Reading age (years) ~ 17.1 C 121(93-17.1)
Spelling age (years) ~ 16.4 (12.6—17.1) 10.6 (7.6 - 17.1)

2.2.2. Design/Paradigm

| A modified version (Strik et al., 1998) of the classical CPT (Rosvbld et al.,
1956) was used in this experiment. It was designed and run on a Dell DIMENSION
8360 microcomputer (version 2002) PC using E-prime V1.0 (Psychological
Software Toéls, 2002).. A sequence of 440 letters programmed in‘quasi‘ random
order from 12 different letters (A-H, J, L, O & X) were displayed one at a time, i.e.,
~one letter within each trial (440 in total) on the computer screen. Each trial started
with a fixation period of 1350 ms, prompting the subject to fixate two thin vertical
lines in the centre of the screen. Then one of the 440 letters appeared in between
fixation lines and was displayed for 500ms. The fixation period in the beginning of
the next and all consecutive trials served also as an inter-stimulus intefval (ISD)
between the letter presentations. Thus, in the beginning of each trial the observer
saw two fixation lines on a blank screen for 1350 ms, next a letter was displayed

within the fixation lines for 500 ms. Thus, each trial lasted for 1850 ms. The letters



on the screen were 12 mm high and 11 mm wide obtaining a visual angle of 1.15°
vertically and 1.05° horizontally at a viewing distance of 60 cm.

Participants were instructed to press the response button with the index
finger of their right hand as quickly as possible each time the letter ‘O’ was
followed directly by letter ‘X’ (Go condition). Thus, if one trial (censistiﬁg of
fixation period and letter presentation) had letter ‘O’ in it, and the next trial (also
having a fixation period followed by a letter presentation) had letter ‘X’ in it, then
participant had to press the response button. The other 10 letters (A-H, J & L) or
trials with these letters required response inhibition if they immediately followed
the trials with letter ‘O’ (NoGo condition) and served as meaningless distractors
when presented next to any other letter -than ‘O’." Thus, there was ‘.always an
interstimulous interval between the letters, i.e., a fixation period of 1350 ms v(rithoﬁt
letters that was followed by the stimulus displayed for 500 ms, so that each trial
lasted for 1850 ms. We had 440 trials (and 440 lettefs within them) lasting 1850 ms
each. ' ‘ |

A session lasted about 14 min and included 80 presentations of the letter O,
[40 times followed by an X (Go condition) and 40 times followed by another letter
except OorX (NoGo condition))]. There were also 40 letters X without precedmg O
and 240 other distractor-letters (A- H,J & L).

Participants were seated in a comfortable chair in an acoustlcally shmlded
dimly lit room. They were asked to fixate two thin vertical lines in the centre of the
monitor at eye level, and to refrain from eye movements, head or other body
movements dunng stimulus presentatlon Each part101pant had a short training
session in order to farmhanse them with the task. Both speed and accuracy were
equally emphasized during explanation of the test. The written instructions were |
provided as well (see attached in Appendix 7.3). The recording was monitored and -

controlled by the experimenter in the adjacent room.

2.2.3. Data acquisition

The EEG was recorded from 128 electrode sites plus a Cz reference at the
vertex using the Geodesic Sensor Net (GSN) (Tucker, 1993) of Electrical
Geodesics, Inc. (EGI). The GSN is a network of elastic bands holding an array of
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small plastic tubes that contain sponges with Ag/AgCl sensors. In order to monitor
eye movements, the horizontal and vertical electrooculogram (EOG) was recorded
by 6 most anterior electrodes in the Net. The GSN was connected to the EGI high-
input impedance amplifier (200 MOhm, Net Amps). The bandpass-filter of the
recording system was set at 0.1 to 100 Hz. Individual sensors were adjusted until
impedances.were below 50 KOhm. All channel signals were amplified by a factor
of x1000 and digitised with a 12-bit A/D converter at a sampling frequency of 250
Hz. The data were collected by a Power Macintosh OS X' (10.2.8) and stored for
off-line analysis. Simultaneously with the EEG, trial speciﬁc information, such as )
condition type (Go, NoGo, other distractor), accuracy of response and mean
reaction times (RTs) of correct fesponses were collected through E-prime on the PC

and stored on the Macintosh for further analysis.

2.2.4. Data analysis

~ Further processing and analysis was performed off-line using Eprime for the
RTs and using NetStation 4.0 EGI software for the EEG data. Mean RTs from the
whole experiment, the number of omission errors (misses) and cdmmission EITors
(false alarms) were determined for each participant. Mean RTs for the first and
second halves of the experiment were calculated as well in order to test and
compare dyslexic and control groups for the ability to sustain attention towards the
end of the test. h
. The EEG data were digitally bandpass filtered in the range of 1- 40 Hz. The
* highpass-filter was set at 1Hz in order to exclude the slow direct current shift from
trials, and a lowpass-filter was chosen at 40 Hz to remove any rr'xa.ins‘ interference.
Segmentatioh of the continuous EEG into epochs starting 200ms before stimulus -
onset and lasting 1000ms after was performed next for each category (experimental -
condition), recording site, and participant. Artefacts wefe removed first
automatically, based on an average (200 uV) and transit (100 uV) amplitude
threshblds, as well as the EOG (70 uV) threshold. Additionally all segments were
inspected _ViSually for remaining muscle or other artefacts n(_)t reaching the threshold
values. Individual bad channels were replaced witﬁ a spherical spline algorithm

(Srinivasan et al., 1996). Trials with more than 20 bad channels were discarded
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from further analysis. On average, 90% of the trials (epochs) were refained. The
| ERPS were computed by averaging all‘ remaining trialls, time-locked to stimuli,
lasting 1200ms including 200 ms présﬁmulus baseline. The onset of ERPs in Go -
condition was locked to the onset of target letter ‘X’ (presented after O), and the
onset of ERPs in NoGo condition was locked to the onset of nontarget letters (any
letter from A-J, H & L without preceding O). The Go ERPs were obtained -only
from EEG epochs accompanied with the correct response, and the NoGo ERPs were
~ obtained only from trials with correct inhibition (no button press) of the response.
The Go and NoGo ERPs were analysed further and are reported in this study. A
baseline-correction of all potentlals was performed by subtracting the averaged 200
ms of prestimulus recording from the entire wave. These individual participant
'ERPs were re-referenced to an averaged value across all electrodes, and corrected
for polar average reference effect (Junghdfer et al,, 1999) .
| The group average ERPs were computed separately for the dyslexic and ,
control participants in the Go and NoGo conditions. The mam ERP component of
1nterest in this study was P300. It was identified by visual inspection of group
average and individual data in a time window of 300-400 ms. This late ERP peak
was most dlstmct and of largest amplitude in panetal region but it was not clearly .
observed in occipital areas (see Figs. 2.1 & 2.2). 1 also identified early ERP
components, P1 (~100 ms from stimulus onset) and N1 (~150 ms), that were best
deﬁned and with a maximal amplitude in occipital areas but they were not well
defined in parietal regions (see Figs. 2.1 & 2.2). P1 and N1 from occipital areas and
P3 from parietal regions were submitted to further analysis'. A P2/N2 (~200-250
n_]s) complex was not analysed further because although present in some individual
ERPs it was smeared with the large P3 in most of the individual data and in group

' average ERPs.

- 2.2.5. Statistical analysis |

The mean RTs to correct hits for each participant across the whole
experiment were submitted to statistical analysis as one factor (Group) ANOVAs.
The mean RTs for the first and second halves of the experiment 'separately were
also analysed in a 1 within (1% half/2"™ half) x 1 between (Group) factors ANOVA
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in order to assess the level of sustained attention or vigilance in each group and
between the gfoups at the beginning and towards the end of the eXperimerﬁ.
The amplitude and latency of the earIy (P1 and N1) and late (P3) ERP components—‘ ’
from the occipital and parietal regions reépectively weré submitted for statistical
analysis separately for the left, right and central areas. In order to improvi: the signal
to noise ratio and give more statistical power to the data (Oken and Chiappa, 1986)
. a group of channels in selected regions was averaged. Similar channel grouping has
- been used elsewhere (e.g., O'Connor et al., 2007). Thus, the upper three channel
groups (circled as shown in Fig. 2.3) correspond to the left, centfal and right parietal
regions (P3, Pz, P4), the lower three g@ups correspond to the left, central and right -
occipital areas (O1, 02, Oz). The amplitude of the peaks in individual subject ERPs
were found in the time windows defined by the peaks in group average ERPs and
automatically measured relative to the pre-stimulus baseline. The latency of the
peaks was computed relative to the stimulus onset. T he peak amplitude and latency
values frdrﬁ all electrodes in a group were averaged. Although the number of
channels in lateral and central groups was not the same, I wished to include the
midline channels in the a}nalysis. 'I-'Iowever, this difference in number of channeis
used for averaging between the lateral and central sites did not affect differently the
variance within each participant group. As. can be seen in Tables 2.2 and 2.3, the
standard deviations withii_l each group of participants were very similar between
these areas both for the afnplitude and la_téncy of ERP peaks and Both in Control
‘and Dyslexic groups. Usually the latency‘was locked t"b the peak with a maximal
amplitude found in parietal channels P3 and P4 (shown in Fig. 2.3) for the P3
component, and in occipital channels O1 and 02 for 'Pl and N1 components. If
there were two large peaks in the search window, thé one that had the same latency
as the majority of channels was taken as a guideline. A éimila; apprdach has been -
used elsewhere (e.g., Wimmer et al., 2002; Rossidh et al., 2003), and averaging a:
sét of neighboﬁring channels is a standard'ERP analysis (Picfon et al., -2000). It is’
known to improve further the signal-to-noise ratio and providé more reliable ERPs
(Curran et al., 2001). | -

| The average amplitude and the latency values of ERP components from each |
group of electrodes and for each participant were sﬁbjectéd to repeated measures

analysis of variance (ANOVA) with 1 between-subjects factor Group '(dysléxics
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versus controls) and 2 within-subjects factors Condition (Go versus NoGo) and
Area (left, central and right).
The criterion for statistical significance was p < 0.05. The statistical analysis

was performed using StatView (SAS Institute, 1998).

75



Figure 2.1. Control group average ERPs in CPT
The waveforms are shown for the Go (----) and NoGo (-----) conditions at ail electrode sites. The larger scale waveforms in the left top and

bottom comers of Figs. 21 & 2.2 show the representative ERPs and characteristic peaks from parietal and occipital sites. The vertical lines on
the waveforms (arrows on larger scale ERPS) indicate the stimulus onset at 0 ms.

76



Dyslexies (N = 10)

Go
NoGo

10/71
1000 ms

Figure 2.2. Dyslexie group average ERPs iu CPT
The waveforms are shown in Go (----) and NoGo (----) conditions at all electrode sites. Graphical format same as in Fig. 2.1
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Figure 2.3. Channel groups selected for averaging ERPs
A representation of electrode sites in the left, right and central parietal (upper

circled channel groups) and occipital (lower circled channel groups) regions. The
approximate sites corresponding to International 10-20 System (Jasper, 1958)
(mapped on 128 channel EGI Net) are shown directly above the electrodes, e.g.,

electrode 62 corresponds to Pz, etc.
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2.3. Results
2.3.1. Behavioural data

~ The error rate was low in both groups. On average, dyslexics made 1.0 (0-3) (mean,
range in parentheses) omission (misses) and 0.2 (0-1) commission (falée alarms)
errofs, whereas controls made 0.2 (0-1) omission and 0.1 (0-1) commission errors.
Reaction times to correct responses (mean = SD) were 421.8 + 89.5 ms in the
~dyslexic group and 418.2 + 38.2 ms in the control group. This difference was not
~ significant [F(1,18) = 0.01]. The next issuo was whether the dyslexic participants
had difficulty sustaining their performance across the whole of the experiment. The
very few errors in both groups (see above) were made randomly throughout the
duration of the experiment. The RTs calculated separately for the first and second
halves of the experiment were 418.4 + 95.9 ms and 425.2 + 89.6 ms in the dyslexic
group, and 438.4 + 62.1 ms and 398.1 + 37.8 ms in the control group. As the
behavioural data show, sustained attention was at similar levels throughout' the
expenment in both groups although the mean RT values shghtly improved in the
controls towards the end. The variability (SD) was generally larger and decreased
less in the second half of the experiment in dyslexics compared to controls.
However, the two factors (Group, 1% half/2™ half) ANOVA did not reveal any
significant differences [1argest F(ll 18) = 2.9]. Thus, there were no : significant
differences or any con31stent differences between two groups in behavioural indices

of the performance.
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~Table 2.2. The amphtude values of the main ERP peaks in CPT study

The values shown in pV (mean +/- SD)

Group Go NoGo
ERPpeak  Left  Central . Right Left | cen&al Right
: Contfols 7 ‘
Pl 2.7&1.5 : 1712 24x13 34x16 26+1.1 3.0%11
N1 -5.65—_-2.5 6126 -6.412.8. 47+24 -44%24 -50+28
P3 14947 157453 147447 96429 111437 - 120+ 4.1
Dyslexics ' | |
Pl 34421 35825 45423 30421 33£20 38%17
Nli 33+£23 -4.0:1:3.4 4134 3.7£29 37£36 . -40%33
P3 109428 114432 111428 . 58£29 63+23 6.6+ 14
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Table 2.3. The latency values of the main ERP. peaks in CPT study
The values shown in ms (mean +/- SD)

350 + 38.7

348 +£25.3

Group - Go~ NoGo
ERP peak— : Lgﬁ Céntral , Right Left | “Central Right
‘Controls 7 ‘
Pl 106+87 102452 106485  113£79  115£140  110£77
N1 163 :I:723.4 | 161+264 165 :I: 22.1 172+ 24.5 ' 169 +20.1 174 £16.5
| P3 ‘ 333 +18.8 321 + 18.7 329+ 15.6 | 360# 359 | 348 +39.1 - 375+33.9
D_ySlexics A | | | |
VPI : 115+ 19.0 109 + 16?71 113+ 16;9 : ilG’:I: 19.2 ‘1116:1: 19.7 117:£ 15.8
N1 171+ 193 165+22.0 169 + 25.6 o 175+£20.8 l76ﬂ:i: 26.6 176 + 26.5
P3 3474257 3704277 366+415

373 + 44.9
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2.3.2. ERP data

The group average ERP waveforms in the Go and NoGo conditions at all
recbrdiﬁg sites for the control and the dyslexic participanté are shown in Figs. 2.1 &
2.2 respectively. The larger scale waveforms in the left top and bottom corners of
Figs. 2.1 & 2.2 show representative ERPs with characteristic peaks in parietal and
occipitai areas. The mean values of ERP peaks in each group are displayed -
separately for the amplitude (Table 2.2) and the latency (Table 2.3) measured in
both conditions at the locations selected for the statistical analysis. These data are

also displayed in graph in Appendix 7.6.

2.3.2.1. P3

The ampli'tude" and latency of the main ERP componeht of interest in this study, P3,
were selectéd for statistical analysis as described earlier (see Methods). "The
repeated measures ANOVA with 3 factors (Group, Condition, Area) revealed a
~ range of significant differences in all main factors. For the P3 amplitude, there were
 significant main effects of Group and Condition but nbt Area [F(1,18) = 11.0,
p<-01; F(1,18) = 40.1, p<.0001; F(2,36) = 2;1, NS respectively]. As can be observed
in ;copographic maps of Fig. 2.4 as well as in Table 2.3 the P3 amplitude was larger
. in Controls cdmpared to Dyslexics, and it was larger in Go than NoGo condition
across both grdlips. The 6n1y signiﬁc_ént interaction was between Coﬁdition' and
Area [F(2,36) = 7.6, p<.01]. |

For the P3 latency there was no significant main effect of Group, but there
were significant main effects for Condition (shorter 1n the Go than the NoGo
condition) and Areé [F(1,18)=2.2,NS; F(1,18) = 11.8, p<.01; F(2,36) = 4.7, p<.05
respectively]. The P3 amplitude was largef and its 1afency longer in the right area |
(see Tables 2.2 & 2.3); A detailed description of hemispheric differences is
provided in subsequent analyses reported below. No Ainteraction' approached

significance.
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Controls Dyslexies

Figure 2.4. Topographic ERP maps for P3 peak in CPT
Activation recorded at the time point of maximum P3 amplitude for both groups in Go and NoGo conditions. The black spots indicate the

channels nearest to 10-20 system locations. The accompanying ERP waveforms below show the representative channels with maximal P3

amplitude selected from parietal area of left (LH) and right (RH) hemispheres according to 10-20 system.
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. Inview of the marked differences — in terms both of possible interpretation
and P3 latency and amplitude - betweeﬁ the Go vand NoGo conditions, two factor
analyses were conducted for each condition separately. In terms of P3 amplitude, in
the NoGo condition there were significant main effects of both group (larger in the
Controls compared to the Dyslexics) and area (larger in the right hemisphere)
[F(1,18) = 14.3, p<.01; F(2,36) = 5.8, p<.0l respectively] whereas in the Go
condition group was significant (largér in the Controls compared to the Dyslexics)
but area was not [F(1,18) = 5.5, p<.05; F(2,36) = 0.9, NS respectively]. In terms of
P3 latency, in the NoGo condition the main effect of group was not significant, and
that 6f aréa was (longer in the right hemisphere) [F(1,18) = 0.3, NS; F(2,36) = 3.8,
p<.05 respectively], whereas in the Go condition grouﬁ was signiﬁcant.(shorter in
the Controls compared to the Dyslexics) but area was not [F(1,18)=4.4, i)=.05;

F(2,36)=1.5, NS respectively]. No interactions approached significance in any of
- the above two factor analyses.

In terms of the significant Condition x Area interaction effect for P3
amplitude, éubsequent analysis showed that the P3 amplitude was signiﬁcé.ntly
largér in the Right than the Left parietal area in the NoGo condition for the antréls
[F(1,9)=89,p= 0.015]. This effect can be observed in the topographic maps and
aébompanying ERP waveforms shown in the Fig. 2.4. The interpolated voltage
maps taken over the scalp surface are captured at a time point of P3 -peak in the
group average data. It ban be seen that the peak amplitude was located maximally
over occipito-parietal sites in both Jg'roups. However, it can also be seeﬁ on the maps

| and accompan_ying ERP waveforms that the amplitude of P3 in the NoGo condition
in the Control group was larger in the right périetal area than the left, whereas in the
Dyslexic group it was symmetrical in both conditidns. Additional analysis of the
significant Area effect revealed that the latency of this component was significantly -
asymmetrical in Contfo_ls; it was shorter in the left compared to the right parietal -
area [F(1,9) = 6.5, pl < .01]. Such differences were absent in the Dyslexic group.
These results can be seen in the waveforms in Fig. 2.4 and Table 2.3.

In summary, P3 analyses revealed distinct differences in the brain
waveforms for all main factors, i.e.; Group, Condltlon Area. The P3 was larger and

' appeared‘ earlier in the controls than the .dyslex1cs. The Go condition led to

significantly larger and earlier P3 compared to the NoGo condition. A lateralisation
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cf.fe“c‘t_jn amplitude and_latency of P3 was found in the Control group but _nbt the
Dyslexic group.

23.2.2. PUN1

Similar statistical analysis of the early ERP components, P1 and N1, did not
reveal significant amphtude differences for any of the mam factors: Group,
Condition, Area. However there were group d1fferences at a tendency level (See
Tables 2.2 & 2.3). ANOVA revealed significant dlfferences in the latency of the
eaﬂy ERP components for Condition effect. It was shorter in thev» Go than NoGo
condition as a main effect both for P1 [F(1,18) = 8.1, p=10.01] and N1 [F(l 18) =
5.4, p<.05],i.e., inboth part101pant groups.

2.4. Discussion

To summarise the ﬁndings: a) there were neither significant differences nor _
even any consiétent ‘between-group trends in the behavioural indices of CPT’ :
performance between the control and dyslexic groups; b) ERPs were larger and W1th
shorter latencies in the cbntro_ls, which was highly significant for the late ERP
component P3; c) across both grdups" the early and late ERP components were
significantly largerl and With shorter latehcies in the target Go compared to the
NoGo cbndition; d) Idid not find any hemispheric differences for the early ERP
components but the late P3 peak was signiﬁcémtly lateralised in the controls,
where‘as in the dyslexics it was symmetrical.- | |

 The absence ‘of consistent differences between the control and dyslexjc»
. groups on the behavioural measures is partly in agreement with some previous -
psychophysical studies already mentioned (e.g., Schulte-Korne et al., 1991; e.g.,
Moores et al., 2003), in that, I too did not find sustained éttention differences
" between the two groups. The perfonnance level did not deteriorate throughout the
duration of the session. The RTs to correct hits were similar in both groups with
only a few mdre omission and cofnm'ission errors among the dyslexics ;Hwhereas in
- some other studles these behav1oural indices were found to be s1gn1ﬁcantly worse in

: dyslex1cs (e.g. Rlchards et al., 1990; Visser et al., 2004) Such dlscrepancy in the
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results may be due to the fact that group differences on the behavioural level
-be;vcoiné more a};parent with the incréaéing level of task difﬁéulty when, for
instance, multiple objects must be aftended (Richards et al., 1990; Visser et al.,
2004) orin muitimodal attention tasks (Facoetti et al., 2005). Nicolson and Fawcett
(1994b) established that dyslexic children had normal simple RTs but not so when
two simple reactions (foot and hand) were blended into choice reaction to two
stimuli (tone and flash). Thus, the increased task complexity could account for the
differences in performance between their control and dyslexic subjects. In my task
the level of difficulty was intermediate between simple reaction and choice,
omission reaction, where either execution or inhibition of the response was
required, with a Go response unnecessary unless an O had just beenvpresented.
Although the RT variability was slightly larger for the dyslexics, the mean values
‘were similar in both groups and no significant differences were found for either of
the main factors. The task demands in the preseht study were probably not as
intensive on attentional resources énd processing speed than in the other studies,
which may be why the dyslexic group performed as well as the controls. It may also
be that the dyslexics showed attentional problems in other studies owing to
inclusion of dyslexic participants with overlapping ADHD symptoms.

The differences between the groups became manifest at the brain 1evel, in
my ERP ﬁndings. Although only as a trend in the early ERP component‘s, the largér
amplitude and earlier latency in controls group were highly significant for the later

P3 peal;. My results shoW once more that these correlates of the brain electrical
activity are highly sensitive, they reveal subtle betWeen—group differences in
cognitive function that are not always distinguishable at the behavioural level. Such
dissociation between béhavioural and ERP correlatés was found and interpreted
similarly in other studies (Baving et al., 2006; Fallgatter et al., 2006). There were no -
_'signiﬁcant group effects in the early ERP peaks in my study. However, a number of .
studies have shown significant differences befween control and dyslexic groups in
early components of brain activity, e.g., for auditory evoked pofentials (Pinkerton et
al., 1989), visual word and pséudoword ERPs (Wimmer et al., 2002), and in MEG
éfudies of speech and non-speech sounds processing (Heim et al., 2003; Parviainen
et al., 20‘05'). The CPT task used in this study involved attention processes and
response choice, either execution or inhibition. It was well suiteg to ‘evok_e the late

P3 ERP component that is known to be related to stimulus conscious processing and
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ey‘aluation_ (Duncan-Johnson, 1981). In the recent ERP studies that used this
paradigm the P3 component recorded to target and nontarget stimuli was variously
attributed to attentional, response preparatlon and response selection processes (e.g., |
Reinvang, 1998; Banaschewski et al., 2004; Shucard et al., 2004; e. 8 Jonkman,
2006). The attenuated P3 amplitude in the dyslexic group replicates s1m11ar findings
in other modalities and different tasks (e.g., Erez and Pratt, 1992), and indicates a
deviant ‘activation for the CPT related hrain processing as well in this group. The
‘/ delayed latencies of the ERP peaks for the dyslexics are possibly associated with an
increased cognitive processing time (Silva-Pereyra et al., 2001).

The larger and earlier ERP peaks in the Go than the NoGo condition were
present in both groups and highly s1gmﬁcant for both P3 amplitude and latency and
the latency of the early P1 and N1 components. In my expenment the Go cond1t1on '
was the target, ta_sk relevant stimulus that possibly required more attentional
resources compared to the NoGo stimuli regardless of whether or not a motor -
reéponse is required (e.g., Shucard et al., 2004). The shorter: latency of the ERP
peaks in the target Go condition 1nd10ates faster processmg of this stimulus (Kutas
et al 1977) charactenst1c to both groups However, the NoGo P3 has been
_ frequently reported to be larger and its latency longer compared to Go P3 in frontal -
areas, especially in the right hemisphere (e g Fallgatter and Strick, 1999) The
authors suggested that th1s “NoGo-anteriorization’ could possibly be explained by
mhlb1t10n processes bemg more demandmg compared to executive ones - thoughv
| see Verl_eger et al. (2006) and Salisbury et a1_. (2004) for counter views. It has also
been suggested that while the NoGo P3 has a frontocentral dlstribution, the Go P3
may be maximal in the parietal region (J onkman et al., 2006, Bokura et al., 2001).
| - The ‘Go/No(‘}'o condition ' effects ‘were lateralised in controls both for
amplitude and latency values. NoGo P3 was larger and its latency longer in the right -
- hemisphere. Thus, the amplitude and latency hemispheric effects in the control -
- group indicate a lateralisation of the NoGo ERPs to the right hemisphere. "No
hemlsphenc effects were observed in the dyslexic group. The fact that dyslexics did

not show such laterahsatmn but they had symmetrical Go and NoGo P3 shows an
altered functlonal and, possibly, structural organisation of the dyslexic brain. It
supports the idea that the development of interhemispheric asymmetry and
integration and collaboration of infofmationlbetween the two hemispheres may be

dis'regulated in dyslexia.
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. Thus, the main group dlfferences in electrophysiological correlates of the
CPT performance were expressed in attenuated delayed and atypically symmetrical
ERPs in the dyslexrc group. The ﬁndmgs of attenuated and delayed ERPs in
clyslexics confirm earlier studies perforrned on different tasks, e.g., visual attention
function in response to words or pseudowords (Wimmer et al., 2002) or auditory
selective attention (Lovrich and Stamm,'1983). Several authors, including Facoetti
et al. (2005), attribute the reduced amplitude of the P3 responses in the dyslexic
- group to irnpaired attentional processes caused by abnormalities in theposterior‘
_parietal cortex kIt may also be applicable to this CPT task. The -absence of a
,hemlsphenc effect in dyslexics, ie, atyplcally (compared to controls) symmetncal
| P3, supports the ﬁndlngs from the previous studies that used different tasks, such as
pat1a1 attentlon-shlﬁmg (Wuers et al,, 2005) visual and audltory 11ngu1st1c tasksk
(e. g W1mmer et al,, 2002; e.g., Heim et al 2003).

One s1gn1ﬁcant contnbutlon of tlns work is that it estabhshed a rehable and
- highly sens1t1ve behavioural and neurophys1olog1cal measure of CPT performance
in “‘pure’ dyslexra that was 1ndexed by hlgh level of behavioural performance but |
1nvolved an attenuated delayed and atyplcally symmetncal P3 ERP component It’
also showed that the subtle nature of dyslex1a even if 1nd1st1ngu1$hable on
behav1oural level, can be revealed by use of electrophys1olo gical techmques _

In conclus1on these ERP results are consistent with the findings of
processmg abnormalrtres in nght parietal cortex and dlsregulated mterhemlsphenc
functron in dyslex1a "By contrast, there appeared to be no dlfferences in the
attentional processmg parameters, as mdexed by the behavioural measures of
reactlon times and performance accuracy, either early or late i in the task. This set of
results suggests strongly that although there are clear processmg deviations that
may lead to problems under conditions of high attentional load, 1mpa1red attentional -
; perforrnanCe is not a core‘deﬁcit in dyslexia. The ERP differences between the -
dyslexic and control groups are not in themselves conclusiye evidence in favour of

any spec1ﬁc theory of dyslexra These results confirm the prevrous knowledge that
| the funcuonal reorganisation in the dyslex1c braln is not restricted to one funct1on or -

one skill, such as reading, but affects a broad range of modalities, areas and tasks.

88



3. STUDY 2. NEUROPHYSIOLOGICAL AND BEHA-
VIOURAL CORRELATES OF COHERENT MOTION
- PERCEPTION IN DYSLEXIA

3.1. Introduction

Eatrly evidence for magnocellular abnormalities in dyslexia derived from
‘ neuroanatomical analysis (Livingstone et al., 1991) that indicated the magnocellular
layers in the lateral gemculate nucleus (LGN) contained fewer and smaller cells than
normal. While early work by Martin and Lovegrove (1987) had identified problems
in detection of visual flicker, reconceptualisation of the role of the magnocellular
pathway 1nd1cated that detectlon of low contrast coherent motion provided the most
sensitive mdex (Cornehssen et al., 1995; Eden et al., 1996; Cornehssen and Hansen
1998; Cornehssen et al.,, 1998a; Cornehssen et al, 1998b; Talcott et al 1998b
Talcott et al., 2003) These i issues, including how magnocellular 1mpa1rment can
affect reading abilities in dyslexra, are discussed i in more detail in Section 1.2.3 of
the Introduction. A meta-analysis of the results from 2 number of visual stndies
(Ramus, 2003) suggested that only about‘2'9% of individuals with ‘dy’sle)';ia have
visual sensory problems | v | , e
. In addltlon to the ev1dence of magnocellular deficits in dyslex1a from many
psychophys1ca1 studies described earlier, a recent fMRI study by Eden et al. (1996)
also demonstrated coher_ent motlon detection problems among dyslexics. Accordrng '
to‘ this work, no aetivation in V5/MT of dyslexfcs was recorded fo 1ow‘ contrast
100% coherent random dot kinematograms (RDK)‘ Subsequent studies led to
ambrvalent findings. For 1nstance, Vanm et al (1997) presented counterevrdence'
showmg V5 actlvatlon in dyslexics. Global coherent motion can be detected ﬁ*oml
'_ local motion cues when RDK stimuli are 100% coherent i.e., the motion of the -
whole pattern can be percerved from the motion of a small group of dots within the
pattern when all dots move in the same direction. It is possrble that V5 activation
found by Vanni et al. (1997) was a response to coherent (global) motion percelved
_ from local motion which is possrbly not 1mpa1red in dyslexia. When dot lifetime is
11m1ted (e. 8., 100 ms was used in the current study) integration over space, as well as

over tirne, is required even for the 100% coherent stimuli in order to perceive global
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- coherent motion (Talcott et al., 2000). However, the stimuli used by Eden et al.
(1996) and in experiment 3 (where V5 activation in dyslexics was also reported) in
the study by Vanni et al. (1997) used continuously moving dots.

- ERPs have been previously used in investigations of dyslexia with paradigms
ranging from low vision stimulation to complex visual selective attention tasks
(Livingstone et al., 1991; Facoetti et al.,"2005). The evidence of coherent motion
perception deficits in dyslexia has been also contradictory in recent
electrophysiological studies. Thus, Schulte-Korne et al. (2004) reported that visual
evoked potentials to high contrast and low coherence level (only 10%, 20%, or 40%
of the dots moving coherently) RDK st1mu11 were significantly attenuated in
dyslexics, whereas Scheuerpflug et al. (2004) did not find any significant group
differences in a similar study. The low coherence and limited dot lifetime of the
 RDK stimuli used in Scheuerpflug et al. (2004) and Schulte—Kome et al. (2004)
ensured that the global motion could not be perceived from local ‘rriotion cues, as
" only some percentage of dots in the pattern moved coherently However the high
contrast stimuli, known to activate the parvocellular system could i 1mprove coherent
motlon percept1on with additional contrast cues and increase the brain actlvatlon '
- among dyslexics to levels comparable with controls in the Scheuerpflug et al.’s

(2004) study. As it is already known, the magnocellular pathway is relatively more
activated than fho parvooellulaf pathway at low luminance levels (P_lirpura et al,
1988; Tootoll et al., _1'995), if has higher luminance contrast s’ensiﬁyiity', (Eden et al,,
- 1996). It résponds '-bettérfto low spatial frequency, low contrast and moving stimuli
(Merigao and Maunsell, 1993). Although it is alreédy known tﬁat differences in
luminance contrast sensitivity are hegligible between dyslexics and controls: in
photopic conditions, however, at mesopic levels of ‘luminance the deficits are still
present among dyslexics (Martin and Lovegrove, 1987; Cormnelissen et al., 1995). I
decided to use low contrast stimuli as in fMRI study by Eden et al. (1996) displayed
at mesoplc luminance levels.
Thus, the continuous motlon stimuli used in the neurmmagmg studies were
100% coherent, which could lead to global coherent motion being perceived from
local motion cues. On the other hand, the ERP studies descrlbed above used lower
coherence levels of the motion stimuli and a limited dot lifetime but high levels of
contrast (Michelson 9’_7%). In the current study I decided to combine these features,

i.e., to use low contrast of the stimuli with different low coherence levels. My aim
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was to test the magnocellular function, i.¢., coherent (global) motion perception, in
&ysiex.ia‘ by.‘méans of re.:cording-ERPs to RDK stimﬁli that cbmbined Idw contrast
and low coherence levels of the stimuli with mesopic luminance levels.

From psychdphysical studies described earlier in the Introduction (e.g.,
Cornelissen et al., 1995) it is known that dyslexics have higher threshold levels in
perccptibn of the coherent motion. However, the psychophysical methods of
coherent motion direction detection (e.g., Hansen et al., 2001) would hot be easy to
| chbine with the ERP. paradigm. I have replicated the paradigm used in previous

ERP studies described above. By means of using different low levels of coherence in
motion stimuli, I hoped to detect differences between dyslexic and control groups in -
one of these perceptually difficult conditions. The lowest degree of cdrrelation or
coherence in motion of dots in the stimuli was chosen to be 10% because'it was
established earlier that VEPs cannot be reliably reqorded below 7% of coherencé
(Niedeggen and Wist, 1991). I also h;iVe used large size of the stimuli as in Eden et
al. study (1996), as it has been shown before that‘largef size motion stimuli cémﬂ'
evoke more reliable ERPs with larger amplitude (e.g., Muller et al., 1990). ° .

1 aimed to use the behavioural data to aistinguish possible ‘magnocellular’
dyslexics from the remainder. Therefore, simultaneously with th'e ERPs, the .
participants’ behaviourél responses - the response latencies to correct responses and .
number of errors - were collected. To the best of my. knowledge, 1o combined
behavioural and electrophysiblogical results of coherént motion processing 1n
dyslexia ‘have been repofted before in one study with the same sample of

’ participénts. i ; | | _ . ‘
~ By recording behavioural and ERP data I hoped to be able to identify for the
behavioural data two subgroups of dyslexic ‘particillaants: those with and without -
coherent motion detection problems, and then to evaluate whether two subgroups-

- did or did not have different ERP pattern from normal.
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3.2. Methods

3.2.1, Participants

Nine dyslexic adolescents (3 females) and ten control adolescents @3
females) took part in this study. It was carried out oneyear ‘aﬁei the first study. The
participant set was almost the same with exception of kk1-2 people ‘being‘ replaced in
. each group due to the previous participants’ unavailability All participants wei'e
nght-handed with normal or corrected to normal vision and no h1story of brain
injuries or neurological problems. The study was approved by the local cthlcs
committee (Psychology Department, Shefﬁeld Umvers1ty) and all participants gave
-their written mformed consent. The partimpants were assessed for dyslex1a by
quahﬁed psychologlsts and none showed any evidence of ADHD on the DSM-IIIR
- scales (Amencan Psychiatric Assocmhon 1987). Mean values of age, full scale IQ ‘
(W echsler 1991), readlng age (RA) and spelling age (SA) (W echsler 1993) for both
_groups are shown in Table 3.1. Cntena for inclusion in the dyslex1c group were a
: discrepancy of at least 18 months between their reading and spelling age and their -
ﬂ chronologlcal age together w1th an 1Q > 90%, which are standard UK criteria. One
factor ANOVAs did not show- significant differences betyveen the dyslexic and
control groups on IQ scores [F(1,17) = 2.5, p>.1], but as expected dyslexics had
s1gmﬁcantly lower RA [F(l 17) =222, p<. 0002] and SA [F(l 17) 354, p< 0001]
scores compared to controls ' ' V

Table 3.1. Psychometnc data in motion study’
The group mean data (ranges in parentheses)

- Controls (N=10) - Dyslexic (N=9)

Age (years) . 16.6 (15.4-19.3) = 17.1 (1’5.6 -17.8)

IQ (standardises IQ score) 1 19.7 (103-132) 111.5 (99 - 124)
Reading age (yearsy 171 13.0(93-17.1)
Spelling age (years) ' 17.1 S 11.586-17.1)

2 One dyslexic participant had improved his RA and SA scores since the time of diagnosis, however,
his behavioural and ERP data were characteristic of dyslexic group averages. The statistical analysis
performed without this subject did not change the sxgmﬁcance values of neither ERP, nor behavxoural
results or the Grotp effect size.
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3.2.2. Stimuli

‘Random dot stimuli were designed in Matlab using Psychophysics Toolbox
(Brainard, 1997; Pelli, 1997) and displayed on 20 inch LCD PC monitor (1028 768
piXel resolution, 75 Hz refresh rate). The low contrast (Michelson 5%) stimuli
consisted of black dots displayed with an average density of 4 dots/deg on a light
grey background and subtended 30deg x 20deg angular size at a viewing distance of
60 cm. The luminance of the moving dots measured by Seconic L-778 light meter
was 8 cd/m?, whereas the luminance of the grey background was 12 cd/m®. The
rnean lurninance of the stimulus on screen was at mesopic levels and about 10 cd/m?,

- and the room illumination was dimmed to about 30 lux (measured with Light Meter
, RS 180- -7133). The Michelson mean contrast of the strmulus was calculated
accordlng to the equatron (Lmax — Lmin) / (Lmax + me) By usmg the lummance |
of the dots (Lmin) and the background (Lmax) spec1ﬁed above we denved at
Mlchelson contrast of 0.2 or 5%.. Each 2x2 p1xe1 -dot subtended 0.06 deg? s1ze
movmg at a speed of 5 deg/s Wlth a lifetime of 100ms. The matrix. consrsted of
- 500x380 dots. The latter ensured no- smooth trackmg eye movements occurred :

E (Hansen et al 2001)

¢

3.2.3. Des1gn/Parad1gm

There were. three coherent COIldlthIlS w1th 10%,. 5%, or 40% of the dots
movmg upwards w1th the remammg dots appearmg at pseudo-random locatlons with .
each frame There was also one mcoherent (control) ‘stimulus where all dots
appeared at pseudo-random 1ocatlons with each frame. For all stimuli techmques
were” used in generation to ensure a random but homogeneous texture with no .
| clumping of dots. Equal numbers of coherent trials (40 for each of the three.
condition‘s_) and incoherent trials (120) were presented in quasi random order. We
have chosen thjs number of trials in order‘for the recording not to be too onerous,
espec1a11y for our young part1c1pants, and to be no more than about 15 min. The EGI
recordmg nets are comfortable to be used in dlfferent age groups, however, we
wanted to make sure our part101pants d1d not get too tlred or less engaged in their |
performanoe Tt is known from the prev1ous ERP hterature that 30 tnals is a good
workmg number when denvmg averaged ERPs (e. g Boller and Grafman, 2000)
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We decided to have slightly more, i.e., 40 trials per each condition, in order to obtain.
reliable ERPs that would also not affect the duration of the eXperiment. Each trial
started with a small fixation cross displayed in the centre of the screen for 1000 ms,
| followed by the stimulus (either coherent or incoherent motion, 500ms) also
containing the fixation cross, followed by a blank screen for 1500ms that provided a
rest from fixation and extra time for making the response. The participants pressed
one button on the response box when they saw coherent motion and the other button
~ when they perceived random motion. Short training sessions were provided and the

written instructions were provided as well (see Appendix 7.4 attached).

3.2.4. Data acquisition

The responses and mean response latencies of correct responses were
collected (simultaneously with the EEG data) by a Power Macintosh OS X (10 2.8)
and stored for off-line analysis. ' :

The EEG was recorded using the same system as in the first study (see
section 2.2. 3)

3.2.5. Data analysis

Mean response 1atenc1es of correct responses and the number of correct and
incorrect responses were determlned for each part1c1pant Since the number of tnals
in the incoherent condition was about 3 times larger than in each coherent condlnon,
- the percentage of incorrect responses for each condition and each subject was
calculated and submitted to further analysis. |

The EEG data (analysed using NetStation 4.0 EGI soﬁware) were digitally |
processed as described in the previous study (see section 2.2.4). o |

: The group average ERPs were computed separately for the dyslexic and
control participants in each condltlon I 1dent1ﬁed P1 (~140 ms from stimulus onset),
N1 (~190 ms), and P2 (~ 270 ms) ERP components 1n occipital channels (in lower
circles in Fig. 3.1), and P3 (~560 ms) at parietal sites (in upper circles in Fig. 3.1) by
visual 1nspect1on of group average and individual data. ERPs from these selected

occipital and panetal areas are reported in this study.



3.2.6. Statistical analysis

The mean response latencies to correct hits and the percentage of incorrect

responses for each participant were submltted to repeated measures analysis of

variance (ANOVA) with 1 between-subjects factor Group (dyslex1c Versus control) e

and 1 Wlthm-subJ ects factor Condltlon @3 coherent and 1 mcoherent)

.. The amplitudes of the peaks in individual subject ERPs were found in the time
windows defined by the peaks in group averege ERPs and automatically rrreasured
relaﬁve to the pre-stimulus baseline. The latency of the peaks was cemputed relative
to the cstimt’iiuS onset. The values from all electrod_esi in each group (see Fig. 3.1)
were averaged and the means were obtained for P1, N1 'an(‘i P2 separately in the left
and 1 in the nght ocmpltal (two lower circles) and for the P3 separately in the left and
in the right parietal (two upper circles) channel groups. The average amphtude and
‘ 1atency values of ERP components for each pal‘thIpant were submitted to statistical
analysrs as 1-between (Group) and 2-w1thm Cond1t10n and Area (left and nght) ‘
factor ANOVAs. |
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Group average ERPs in Coherent 40% condition

Figure 3.1. Group average ERPs in Coherent 40% condition
The waveforms are shown for control (----) and dyslexie (---- ) participants at all electrode sites. The larger scale waveforms in the left top and

bottom corners show the representative ERPs and characteristic peaks from parietal (upper circled channels) and occipital (lower circled
channels) regions. The wvertical lines on the waveforms (arrows on larger scale ERPS) indicate the stimulus onset at 0 ms.
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3.3. Results

3.3.1. Behavioural data

The mean response latencies to correct responses and the percentage of
incorrect responses from all trials for each condition are displayed for both dyslexics
and controls in Table 3.2. According to the results of ANOVA there wete no
| significant between-group differences in the response latencies to correct responses
[F(1,17) = 0.9] or in percentage of incorrect responses [F(1,17) = 1.6]. The
Condition effect was significant as a main factor for responsevlatencies‘ [F(3,51) =
17.7, p<.0001]. As can be seen in Table 3.2, the response latencies were longer in
the Incoherent and Coherent 10 % conditions compared to the Coherent 40% and - |
- Coherent 25% conditions across both groupsQ The Condition effect ~was also-‘

significant as a main factor for the number of incorrect responses [F(3,51) = 7.1

| p<.001}. As can be seen in Table 3.2, the percentage of incorrect responses was
larger in the COherent 10% and Incoherent conditions compared to the 40% and 25%

. coherent conditions. It should be mentioned that tlle performance within the» greups
.was different, with dyslexics having more responses missed in coherent conditione,
and controls having more false alarms in the incoherent condition, i.e.,re‘spending as
seeing colrerent motien when there was ’none ’(see Table 3.2). Therefore it is

-necessary to allow for any Tesponse bias factor via sensitivity. The response bias
(beta) and the sensitivity (dprime) (Green and Swets 1966) of participants’
performance were calculated from the percentage of correct responses in each
coherent condition and percentage c’)f’k false valarms (reSponsee of.seeing coherent
motion) in the Incoherent condition. The dprime was calculated according to the-
folloWing eqnation: d’ = z(H) = z(F). The l)eta or response bias was cal_culated‘
accerdingto the following equation' B = (z(H) + z(F))/(-2). The z is an inverse of a
standard normal cumulatwe dlstnbutlon with a probability 0. 9, H (hit rate) is a |
percentage of correct responses in the coherent motion condition, and F (false alarm -
rate) is a probability of incorrect responses in the incoherent motion condition. |
v ~ The beta and separately the dprime values were submitted to 1-between
(Group) and 1-W1th1n (Cond1t1on) factor ANOV As. The dprime values were larger .

in the controls compared to dyslexics but this effect did not reach significance

97



- [F(,17) = 2.9]. There wete also no significant between-group differences for the

beta values [F(1,17) = 0.3]. The group mean dprime and beta values are displayed

in Table 2. o |
However, the inspection of the individual data revealed that one dyslexic .
participant had markedlv lower dprirne and beta values than the other participants in

call coherenf conditions. For-example, in the coherent 10% condition dprime for tllis

part101pant was 0.8 compared to the dyslexic group average value of 2.1, and in the

| coherent 25% condition his beta value was -0.8 compared to the group average Value

of -0.2. Further analysis showed that these values were more than 3 standard

deviations below the mean of the rest of the dyslexic participants. Omission of this

~ participant from the statistical analySis reduced further the F values in the between-

group companson of the performance sensitivity [F(1,16) = 1.97]. The Condltlon

effect was significant [F(2,34) = 10.6, p<. OOl] with dprlme values ‘smaller in the

Coherent 10% compared to the Coherent 40% and 25% conditions i in both groups. It
was also hlghly 51gruﬁcant for the response bias data [F(2,34) = 14 4,p<. 0001]

3 3. 2 ERP data

. The group average ERP waveforms in the Coherent 40% condition at all _‘

recordmg sites are shown in Fig. 3.1 for the control and the dyslex1c parhclpants
The larger scale waveforms m the left top and bottom corners of Fig. 3.1 show
representatlve ERPs with charactenstlc peak P3 in pa.netal and earher peaks P1, N1
and P2 in ocmpltal channels. The mean values of ERP peaks in each group are
dlsplayed separately for the- amphtude (Table 3.3) and the latency (Table 3.4).
A mlxed measures ANOVA with 3 factors (Group, Condrtron Area) did not
~ reveal any significant d1fferences between dyslexic and control groups for the early
(P1, Nl and P2) and for the late (P3) ERP components3. It can be seen 1n the Tables
3.23 and 3.4 that the N1 arnplifude,was larger and N1 and P2 latencies were longer !
in controls compared to dyslexics, whereas the P3 latency was slightly longer in

dyslexics, ‘but these differences did not approach signiﬁcance. We have also

We have obtamed the ERPs by averaging the EEG trials accompamed with a correct response.
However, the ERPs obtained from all available EEG trials did not differ in their shape or the
amplitude and latency values of the peaks and the statlstrcal analy51s also dld not show any change in
the results.” -~ : A
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performed a linear trend analysis of the ERP components amplitude and latency with

* the coherence level, and then obtaining their interaction with the between-group

factor. One would expect such linear trends in the later ERP components, which
reflect coherent motion processing, but not in earl.ier components, e.g., P1, which
mainly reflects the initial response to the stimulus onset, i.e., the appearance of the

rarrdom dot pattern in our case. We have performed this analysis 'in SPSS. As
expected, the results of the statistical analysis showed a significant trerxd for the later

ERP rJeak, P3. The P3 amplitude increased sigrﬁﬁcantly with the increasing

coherence level [F(1,17) = 18.3, p<.001]. However, no significant results were

found for the Condition x Group interaction factor [largest F(1,17) = 1.6].

' There were other significant effects that are reported below. The Condition
effect was significant for the P1 and P2 amrwlitudes [F(3,51) = 2.9, p<.05; F(Z:S 51 =
3.5, p< 05 respectively]. As can be seen in Table 3.3 the amplltude of P1 and P2 was
‘ larger in the Coherent 10% condition compared to the other conditions for the -

- controls but not for the dyslexics. For the P3 amphtude there were significant
effects for the Condrtlon and Area main factors Tt can be observed in Table 3.3 and
topographrc maps of F1g 3.2 that the P3 amphtude was larger in the Coherent 40%'
condltro_n compared fo the other condltlons [F(3,51) = 5.6, p<.01], as also found in
the linear trend analysis, and it was also larger in the right compared to the left
: hemlsphere across both groups [F(1, 17)=17.5, p<.05]. | :

As can be seen in Table 3.3 and F1g 3.2., the amphtude of the P3 is shghtly
_larger for the controls than for the dyslex1cs ‘group in coherent 10% condition. In
order to check for possible between-group * differences that may have been
overlooked in the main analysis, i.e., via aVeraging across chanrrel groups in each
area (specified by circles in Fig. 3.1), I have performed an additional, single channel
 analysis. The amplitude of P3 ERP component in 10% coherent condition was’
compared between dyslexics and controls at P3 channel (53) in the left panetal area’
and P4 channel (87) in the nght parletal area. The data were very similar to the
results of the main analysrs and no significant or any approaching srgmﬁcance
dlfferences were found. The group average data for the single channel analysis are

~ shown in brackets (in Itahc) above the main data in the Table 3. 3
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~Table 3.2. Behavioural data in motxon study ;
~ The data are shown for both participant groups (means + SD)

Sensitivity (dprime)

664.6+ 1134

19.7+18.0

Response lateney (ms)  Incorrect responses (%) - Response bias (beta)
Controls v Dyslexics Controls ~ Dyslexics Contro_ls Dyslexics  Controls = Dyslexics
- Coherent40% 570.2+75.7 - 580.7+79.7 26 £26 85%55 42+17 -33£19 05+12 04+ (_).7
Coherent25% ~ 584.0+75.1 58024642 ~ 28+38 6557 ~ 45+17 29408  -08£15 -02403
Coherent 10%  6304+765 6323844 10678 213£109 ~ 27+13 21+07 0211 02%04
Incoherent ' 6413+ 653 13.8+12.9

“Table 3.3. The amphtude of the ERP peaks in all motion condltlons
The values are shown in pV (mean + SD)

51+1.8  6.1+17

Group Coherent 40 - Coherent 25 -~ Coherent 10 -Incoherent
ERPpeak Left - Right ~ Left Right- - Left  Right Left . - Right
Controls , : | ’ : e
P1 19+1.4 23£1.8 1.6£0.9 1.5£12 ° 30+2.4 3.1+2.1  1.120.5 1.4+0.7 .
N1 -5.0£24  -5.0+2.7 -6.0+2.4 -5.9+25 -49+22 -4.5+23 -5.2+1.7 -5.0+1.5
P2 12+2.4 164+3.1 0.0£3.2 -0.1£30 22435 21434 05422 05426
- (6.0+4.1) (7.0+3.8) .
P3 6.744.2 7.3+4.0 - 54425 60427 6.0£3.6  66+42 57421 61426
Dyslexics o c- )
P1 21+13 - 22413 21418 20+2.1 1.6:1.1  17+1.1  1.2%0.7 1205
N1 -41432  -42432 3.8428 40432 -45+3.9 44432 -3.142.4 -3.3423
P2 12+2.5 1.3£30 . 1.3+24 11432 0.8+2.8 0.8+32° . 0.7+1.9 0.4£2.3
: (5.0£2.3) (5.7£2.0) - T
P3 6.8+1.4 76+1.3. 5.6£1.5  7.1£19 5.2¢1.7 6.3+1.3
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~Table 3.4. The latency of the ERP peaks in all motion condmons
~The values are shown in ms (mean + SD) .

. Group Coherent40 Coherent 25 Coherent 10 Incoherent
} ERP peak Left - Right Left ‘ Right ; Leﬁ -Right - Left kRjght
" Controls ’ 7 A . e )
Pl 1382147 1413+144 14458259 14372282 14154229 148.1£19.0 13355145 133.0416.5
N 208.6427.7 22204248 2264:22.4 2226187 22634143 22594170 224.6£17.9 224.6+18.0
P2 28094206 278.2+i9.3 285.0+14.9 288.6:16.6 286.5:19.7 289.8£19.7 289.1316.5 289.6+19.3
P3  567.4%64.9 566.488.6 S560.1+38.8 565.2+66.5 555.5:82.2 563.0+532 557.04814 568.2+82.0
Dyslexics - ‘ e : I e e
Pl 1485:167 146.1+17.0 1502427.8 15474269 143.6:18.5 14454149 14334236 14634272
N1 21074258 21124235 21674262 217.5£24.1 2143244 21168208 217.8¢423.8 217.0422.0
P2 27244361 276.04359 276.9+34.0 27455347 274.5£32.6 2763288 284.7+29.0 280.6:31.4
P3 539.6:762. 58524867 570.9:80.5 585.2+75.0 600.8+88.1 588.7:81.1 582.1%60.6 5863805
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Controls

40% 25% 10% Incoherent

Dyslexies

Figure 3.2. Topographic ERP maps for P3 peak in all motion conditions
Activation maps captured at 560 ms in all coherent and incoherent conditions for Control and Dyslexic groups. The black spots represent 128

channels as in Fig. 3.1.
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"'3.3.3. Behavioural and ERP results of the magnocellular’ dyslexrc
participant :

As reported earlier, one dyslexic participant showed much lower dprime
" values than the other dyslexics in all conditions, eSpecially in the coherent 10%
condition (see section 3.3.1). Therefore, I decided to see whether the deviations in
behavioural data of this participant would be reflected in or related to changes in his
- brain activation. If the sensitivity of his performance was worse than that of other
dyslexic participants in the group, it could be the case that the ERP amplitude and
: latency could be affected as well. Especiallv it was interesting to find out whether
ERP abnormalities, if found, would be reflected in the early or late, or both,
components. The inspection of his ERP data revealed that the latency of the N1 ERP
cOmponent was delayed by 20-50 ms, and the latency of the P2 by 70 ms, compared
to‘the‘"éroup average values. ‘Co;nsequent anal'ysis showed that the latencies of the N1 -
and PZ ERP peaks for tlus participant Were ‘more than 3 standard devratrons longer
' than the mean value for the rest of the group, w1th the largest d1fferences in the 10% )

“coherent condltlon However there were no such d1fferences in the latency of the

early peak P1 and the late peak P3 of thrs partlclpant with values being wrthm 1

standard deviation from the mean of the remmder of the group. ‘

These results show that one person from the dyslex1c group has showed dlstrnct
d1ﬁ‘erences from the rest of hlS group that were apparent both in his behav10ural and
ERP results The mterestmg aspect of these results is in' the latency of his ERP
components dev1at10ns Thus the early component P1, was not affected and 1ts

latency for this partlcrpant was within one standard deviation of the group mean
value, 1.e., around 160} ms. The differences were reﬂected m N1 and P2 components
latencies, which were delayed for this participant for about 50 to 70 ms from the
group mean latency. As the_m_ean latencies of Nl and P2 components are wrthm
: 200-300 ms, it is possible to assume that by this time the networks involved in
processing global coherent motion in parietal areas of the cortex were: already
involved. This is the usual timing reported in ERP literature for processing of.
‘coherent motion stimuli (e.g., Niedeggen and Wist, 1999; Kuba et al, 2001). Thus,

th1nk that the response in the brain to 1n1t1al onset of the st1mulus is intact for this

- partlclpant but the later stages related to coherent motion processing in the

- -associative areas of the visual cortex, i.e., possrblyrm the posterior parietal area, are
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affected. I conclude this based on his largely delayed behavioural responses and
ERP cornponents, Nl and P2,‘ much delayeti ﬁonn the ‘gr'onp mean latency.
Therefore, this participant could be described as ‘magnocellular’ dyslexic. It is
known, that only a subgroup of dyslexic readers is reported to have magnocellular
tieﬁcits. Provided we could find more age and IQ matched control and dyslexic
participants, the number of ‘magnocellular’ dyslexic participants could have been
larger. But with the current size of our group, there was only one participant from a
dyslexic group who exhibited magnocellular deficits. With regard to his later ERP
 component, the P3, it should be noted that its latency for this participant was very
similar to the rest of the group. Thus, if the range in the group latency for this
component was around' 450-650 ms, the P3 latency for the ‘magnocellular’
participant was about 500-630 ms depending on the motion condition. We'do not
find any differences in his P3 latency from the rest of the group. It could be
explained by the fact that by this time (around 500-600ms) most of the processes - -
related to coherent motion integration in the brain would have beencompleted.' At
this time latency, I think, later, cognitive related processes of decision rhaking and
’r‘é's;isbﬁsé choice would be'enéegcd. And it seems“ that these are intact for the
‘magnocellular’ dyslexic, ie similar to his group results At a gronp level, the
latency of P3 was shghtly longer n dyslex1cs compared to controls, espemally ina
difficult condition of very low 10% coherent motion stimuli (see Table 3. 4). That
effect d1d not approach mgmﬁcance level but this type of delay i in ERPs of dyslexic
‘part1c1pants was similar to our two other studies reported in this thesxs (e. g Taroyan
et al., 2007) where the later ERP components were found to be s1gmﬁcantly delayed
among dyslexics in comparison with controls.
In summary, one dyslexic participant from the group showed magnocellular
 deficits reflected both in his behavioural and ERP responses. His sensitivity of
performance was marginally worse than the group average, whereas the N1 and P2
' components were much delayed compared to the whole group data. Such combined
~ ERP and behavioural performance deviations show problems w1th global coherent

‘ motion processing for this dyslexic participant.
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- 3.4. Discussion

Our behavioural data are partly in disagreement with previous reports of
cohererit motion perception deficits in dyslexia (e.g., Corneli/sserf et al., ’1995 ; Ederl
et al., 1996) in that there were no significant between-group differences in our study
in terms of performance accuracy and response latencies to correct responses.
Overall the behavioural performance was good in both groups with only 10-20% of
errors made in perceptually difficult coherent 10% and incoherent conditions. This
suggests much lower thresholds than in the studies with more common coherent
motion threshold rheasurements, such as direction judgement‘ tasks (e.g.,
Cornelissen et al., 1995; Cornelissen and Hansen, 1998). Relatively ' good
performance .. of our participants may reflect the fact that we’ used
coherent/incoherent Judgement task as opposed to motion direction detection. The
stimuli used in many psychophysmal studies (e.g., Comehssen et al., 1995; Hansen
et al., 2001) consrsted of two patches of RDK, Where coherent motion appeared ina
_ random order in one or the other patch (also see Solan et al., 2007) The observers _
in these studies were requ1red to detect and locate a motion contrast rather than only

to detect motion, and both these functions may have contributed to performance

| differences betweeu their dyslexic and control participants. In another
psychophysical study no between-group differences were reported when only .
unidirectional motiorl_ was "u_se_d, howeuer, an impairment in the dySlexic group was
detected when more ’difﬁoult bi-directional transparent stirnuli Were ernpioyed (Hill |
~ and Raymond, 2002). It was suggested by Cornelissen et al. (1998a) that d‘ifﬁculties’
in attention switching between the patches in addition to low level disruption of
motion processing may haye caused the deficient performance Iamong dyslexics. |
The authors argued that the ‘poor’ motion detectors could have deficits either in’
pre-attentive (low level pre-stnate input) or attentive (higher order, extrastnate'
input) processes but fhis distinction may not be so clear as attentional modulatron of
_processes may occur throughout the system (Comehssen et al,, 1998a). It was
shown in another 'recent--study that when the results on attention and coherent
motion detection tests were combmed 91.3% of poor readers were correctly
class1ﬁed (Solan et al., 2007) Thus, the absence of these addrtlonal demands on the

attention system may have been the cause of better coherent motion discrimination
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by our dyslexic participants. Other methodological differences, including limited
~dot lifetime and larger size. of the stimuli‘ (as suggested the latter may cause more
unstahle fixation and deficient eye r_novernents), may also have caused the absence
of between-group differences in our and some previous psychophysical as well as -
ERP (e.g., Scheuerpflug et al., 2004) studies. -
No between-group differences were found for early P1, Nl and P2, and late -
P3,  ERP components either.  The absence of any group differences in
electrophysiological correlates between dyslexics and controls in our study is in
agreement with some (e.g., Scheuerpflug et al., 2004) but not with other (e.g.,
Schulte-Korne et al. 2004) previous reports. In a recent study by Kuba et al. (2001)
abnormal delay" in the .latency of motion VEPs was found in 48% of the dyslexics to
expansion stimulation, and only in 20% of dyslexics to linear motion stimuli. This
dlscrepancy in the results supports the idea that v1sual perceptual deficits in dyslexia |
may be hlghly dependent on the sample of part1c1pants tested as only a subset of the .
dyslexrc populatlon were reported to have magnocellular deficits (Ramus 2003)
Although( our task requrred motor response and executrve decision maklng, the -
magnocellular deﬁcrts if present at a ‘group level would be revealed in the ERP'
components similar to the condrtlon related effects descnbed below.
_ As already reported, for one dyslex1c partlcrpant the sens1t1v1ty of tne
behav10ura1 performance was much lower- compared to the rest of dyslex1c group.
Furthermore 1nd1v1dual part101pant ERP analysrs revealed an abnormal actlvatlon in
'thrs partlclpant s data that Was d1fferent from the group average, i.e., there was a
‘ large delay in the latency of his Nl and P2 ERP components. There were no such‘ |
differences for the early P1, and the later, P3 ‘ERP components of this participant.
These findings suggest that the early processmg, ie., P1 response to the stimulus
onset and appearance of the dots is probably intact for this partlcrpant but the later,
: coherence dependent processing reflected in the NI . and P2 (200270 ms) ‘.
’components is affected. Thus, magnocellular problems in this dyslexic participant
that were manifested in abnormal (delayed) ‘activation of the N1 and P2 ERP-
components probably indicate an 1mpa.1red coherent—motron processmg. These
'sensory visual problems ‘indexed by delajred ERPs may have caused a poorer |
sensmvrty of his behavioural performance The absence of dev1at10ns in P3 latency
‘ of his ERPs from the group data suggests that at later, cognitive stages of

processmg and response choice (~ 600 ms) ‘his bram activation was not different
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from the restv of the group. Thus, magnocellular deficits in coherent motion

perception were found for one dyslex1c partrc1pant in our study. Additionally, the

differences between our and some prevrous ERP studles may support the idea that -

visual sensory deficits in dyslexia are spe01ﬁc to- stimulus . characteristics,
experimental design and analysis (Vanni et al. 1997; Scheuerpflug et al. 2004). For

instance, our study was different from previous works in that ERPs were recorded

in response to global coherent motion RDK without local motion or high contrast

‘ (parvocellular) cues.

The absence of any s1gn1ﬁcant between-group differences in the ERP results ,

and individual participant analysis indicated no nnpalrment of global coherent
moﬁor’r perception among the other 8 dyslexic participants and showed similar brain
processing in the two groups. The larger P3 amplitude in the higher (40%) _coherent
motion condition and the larger P3 amplitude in the right compared to the left
_ hemisphe_re ’w_ere characteristic of both groups. These findings replicate the results

from previous studies that showed increased brain activation with higher coherence

levels of motlon (Patzwahl and Zanker 2000 Schulte—Kome et al. 2004) as well as

, hlgher sens1t1v1ty of the nght hemlsphere in coherent motlon processmg (N 1edeggen

and Wist, 1999) The increased P1 and P2 amplitude and longer response latencies

in the 10% compared to 40% and 25% coherent condmons may -be a result of.

increased attentlonal efforts and more brain activation requlred for processmg of
this perceptually difficult st1mu1us ‘ v

In conclusmn we were able to dissociate the dyslexic participants on the
o bas1s of theu' behav1oura1 data Most of the. group showed essentially normal

behavioural and ERP performance, whereas one participant showed abnormal

| ‘behavioural and ERP performance. These findings support the idea that between- .
bstudy’ differences may reflect different incidence of magnoceltular deficits in the -

dyslexic population However, as already mentioned, our findings, i.e., the absence -

of between-group differences, may have also been caused by the type of motion
| stimuli that we used. In the current study we did not employ attentron swrtchrng in
the stimuli similar to psychophysmal studies (dlscussed earlier in this section) that

could 1dent1fy hrgher order magno or attention deficits among dyslexics.

It has been suggested earlier that there are two syb-types in developmental |

dyslexia - phonological .and surface types (Castles and Coltheart, 1993). It was

“suggested by these authors that the phonological dyslexics in their sample were
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* below normal range in pseudoword reading, whereas the surface dyslexios had
problems with exception word reading but were not impaired on pseudoword
readmg However, this study was criticised by Stanovich et al. (1997) on the basis
of the argument that when mterpretmg these sub-types it is important to provide

comparrsons w1th reading age matched controls (e.g., Manis et al. 1996). When

chronological age (CA) defined sub-types were compared to reading-level (RL) e

controls by Stanovich et al. (1997), the phonological dyslexics dlsplayed good
exception word reading but profound deficits in pseudoword naming, phonologlcal
sensitivity, working memory and syntactic sensitivity, whereas the surface dyslexics
showed Aa. profile very simtlar to that of the RL controls.‘ The authors argued that

“ phonological ’dySlexia is characterised with true developmental deviancy, whereas

 surface dyslexia is characterised with deveiopmental lag or- delay 1n the

development of the reading ability. It was also suggested recently that children who

R display similar patterns may not have the same underlymg deficits (Joamsse et al.,
2000). For' example phonolog1ca1 dyslexia may be caused by deficits in either
speech perceptron or other aspects of phonology, Whereas the surface or delay
_pattern may be caused by both endogenous (e g lack of computatronal resources)_
and exogenous (e g » lack of experience) factors. The authors suggested that
additional measures that assess other aspects of language and expenence are needed -
in order to 1dent1fy d1fferent potent1a1 causes of the same behavroural pattern Ina
recent rev1ew of studres on phonologlcal awareness m readmg acqulsmon Castles :
and Coltheart (2004) proposed a set of reqmrements that is needed to fulﬁl in order
for an emplrlcal Work to be capable of prov1d1ng support for such a hypothesrs In
this re-assessment of evidence that phonologrcal awareness d1rect1y mﬂuences the
process of readmg acqursrtron the authors examined in detail the longrtudmal and
experimental training studies in this area. It was concluded that while it is possible -
to design and carry out a study that would provide unequivocal evidence of such a -
causal link, 10 such a study ex1sts in the literature.

» - Thus, there is still no clear agreement in dyslexia hterature as to what are the
causes of the range of perceptual and cog_mtlve problems among dyslexics. In the
current study we were able to identify one dyslexic participant with coherent motion -
detection problems. It is possible that provided we employed stimuli with hjgher

‘ attentiona.lv demandssrmllar to those used in earlier psychophysical studies, we may

" have found deﬁcrts'at a group level among our dyslexic participants.
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4, STUDY 3. READING WORDS AND
PSEUDOWORDS IN DYSLEXTA: ERP AND
BEHAVIOURAL TESTS IN ENGLISH
SPEAKING ADOLESCENTS

4.1. Introduction

Reading acquisition is a complex and multi-stage process that requires many
years of training. It involves identiﬁeation of letters and letter combinations -
(graphemes), their subseciuent conversion to sounds (phonemes), which are then
combined to give the whole word pronuneiation (phonology) and, eventually, its
rrleanlng (semantics). In transparent languages, such asv German or Italian, the
mappirig between graphemes and phonemes is ~straig'htforward and it allows the
young readers to reach proﬁcrency in readmg cons1derably quickly (Frith et al,,

: 1998) This is not the case'in languages wrth deep and irregular orthography, such
as Enghsh Current cogmtlve models of readmg suggest there are dlfferent types of
strategles in langu_ages with “complex orthography. Accordmg to the dual-
mechanisms model' (Coltheart et al., 1993; 2_001) orthography—to-phonolo‘gy
translation can be aCCOmplished through lexical or sublexical procedures The
processmg of frequently used words espec1ally those with u'regular grapheme-to-_
' phoneme relatronshlp, is thought to be accomphshed through a direct route from the
| word’s v1sual form to its phonology and meamng ‘When processing novel words
and pseudowords, however, md1v1dua1 letters are mapped onto phonological units
before these are assembled into a phonological word form (Price and Mechelli,
2005), as in beginning readers. The pseudowords are word-like letter strings that do -
not have a stored representation in the mental lexicon, but are phonologically and -
: ortho graphically regular.

Numerous functional imaging studies have concentrated recently on the
research of different stages in reading. In a recent review of neuroimaging research
Price and Mechelli (2005) argued that reading activates widely distributed brain
regions from occipitotemporal to posterior temporal precentral and frontal cortical
areas Pugh and colleagues suggested that postenor readmg circuits mcludmg both

dorsal (temporo-panetal) and ventral (occ1p1to-tempora1) components are disrupted .
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in_people with reading disability, which is compensated by heightened reliance on
both inferior frontal and right hemisphere parietal regions (Pugh et al., 2001). In an
earlier MEG study by Salrnelin et al. (1996) distinct time courses in ‘activation
- during passive reading of words were found for dyslexic and control participants.

Controls showed activation at about 180 ms after stimulus onset in the left temporo-

.occipital area, whereas dyslexics either did not show any activation in this area or -

showed a slowly increasing late response. In a more recent study Helenius et al.
(1999) showed an earlier activation at about 150 ms in the left inferior occiptio-
parietal area among fluent readers to the letter-string stimuli, whereas no such
activation was found among dyslexic readers. The results of this etndy were
interpreted according to the recent magnocellular visual deficit explanation of
dyslexia (e.g.‘,' Cornelissen et al., l998l)). In a MEG study by Wilson et al. k2007)
| with English speaking normally achieving readers the words and pseudowords
activated the same anatomical areas but in a different sequence after the first 100 ms
of word onset. Thus, the activation to both words and pseudowords wae recorded
_1n1t1ally in the left postenor fusiform gyrus with no dlfferences between conditions.
lThen activation to- words proceeded to . mfenor ternporal (110—150 ms) and to
superior temporal area eventually, whereas for pseudowords it was recorded in the
superior temporal (95-215 ms) first, and then in the inferior temporal area. The ‘
authors suggested that the neural processes in the left postenor regxon where the
act1vat1on for words and pseudowords was similar, had already dlscerned the word
types, and engaged one pathway for lexical items, i.e., words, that proceeded to
semantic inferior temporal area first, and another parallel pathway for the
pseudowords that proceeded to the phonological superior temporal area 'ﬁret. ‘The
non-familiar pseudowords would need an initial phonological decoding first before
the semantic association could be attempted. They have proposed that the dual -
mechanisms hypothesrs of reading by Coltheart et al. (1993) and Price et al. (2003) -
applies to processmg of both words and pseudowords 1n deep orthographic
languages like Enghsh Wilson et al. (2007) have also argued that their results are
consistent with a proposal of Devlin et al. (2006) for a functional role of the left
posterior fusiform gyrus as a perceptual interface between visual form and lexical
‘representations of words. This region in the ‘occipitotemporal cortex hasl been
labelled The Visual Word Form Area (VWFA) (McCandliss' et al., 2003; but see
- Price and Devlin, 2004), and it was reported to be highly sensitive to orthographic
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 regularity, i.e., words and pseudowords, but not to irregular letter strings ‘(e.g., Polk
and Farah, 2002).

Differences in processing of words and pseudowords are important for
understanding of reading disturbances in dyslexia. There is a large body of evidence
on problems that dyslexic children encounter in phonological awareness tasks, with
grapheme-to-phoneme conversion (Vellutino,. 1979; Nicolson and Fawcett, 1994b;
Nicolson and Fawcett, 1995; Bruck, 1993b). Coltheart et al. (1993) suggested there
are two types of dysleXia: phonological (difficulty with pseudowords) and surface
(difﬁculty. with‘ irregular words). According to recent evidence (e.g., Bowey and
Rutherford, 2007), however, this division may not be clear cut as relatively few
cases of either type of dyslexia appeared to be ‘pure’. It is well established that
dyslexic children and adults have particular difficulties in reading pseudowords
Y ap and Van der Lel_], 1993; Snowling, 1995). Consequently the lexical decision
task (in which a stimulus is presented and the participant has to classify it as word
.or pseudoword) is a valuable diagnostic test. Nicolson and Fawcett (l994b 1995)
estabhshed clear behavmural dlfﬁcultles in tlus task, mcludmg slower and less
accurate responses

" At a neurological level, the behavioural 'deﬁcits in reading among dyslexics
1 are usually linked to abnormalities in language areas of the corte)r The early
anatonncal work (Galaburda et al,, 1985) and more recent neuroimaging studies
(e. g Paulesu et al., 1996 Shayw1tz 1998b) support the not1on of dysfunct10n in the
perlsylv1an areas of the leﬁ hermsphere Price and Mechelh (2005) rev1ewed the
evrdence of abnormalities in dyslexia, both structural and functional in some of
these areas, including occipitotemporal, that correlated with reading disturbance.
They sugg'ested' that the damage in left occipito-temporal region (acquired dyslexia)
impairs the reading more than the object naming as the right occipito-temporal °
activation is able to sustain object naming more than reading.

' TheERPs with their hlgh temporal resolution can elucidate the levels and
stages of cognitive processing involved in reading that can be difficult to
differentiate with behavioural measures_ and neuroimaging techniques with low
temporal resolution. For example, in' a recent ERP study with British English
speaking healthy adults the lexical frequency effect that reflects familiarity of an
individual word has been,found at 110 ms from stirnulus onset (Hauk et al.,~ 2006).

The activation to high frequency words was smaller than to the low frequency
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words, and this effect was lateralised to the left .he.misphere. Shortly after these -
initial effects, at about 160 ms, ERPs distinguished between familiar words and
unfamiliar pseudowords. The authors suggested there is only minimal delay
between processing “of visual word form (110 ms) and word’s lexical

representations (160 ms). The lexicality effects were still present in later latency

windows of ERPs, with responses to pseudowords being more negative than to -

!

words at around 400-425 ms.

The problems encountered by dyslexics in lexical decision tasks were
recentl‘y’ studied by means of recording ERPs in German-speaking children
(Wimmer et al., 2002) and inl.young adults with Hungarian es their ﬁrst language
(Csepe et al., 2003) Wimmer et al. (2002) used numberwords and corresponding
pseudowords. This study was designed to test the right parietal lobe dysfunctlon
hypothesis of dyslexia. There were between-group ERP differences, with N1
amplitude smaller in the nght hemisphere in response to pseudowords for the
dyslexics compared to controls. It was concluded, that the pseudowords were
’ partlcularly difficult and reqmred hlgher attention levels, and consequently hlgher
demands on the nght panetal lobe However Csepe et al (2003) have argued that
the numberwords were partlcularly difficult, even for the controls, as non-frequent

~ words. In the latter study the ERPs to frequently used words, numberwords and

V pseudowords ‘were recorded and the most pronounced dlfferences between
dyslexics and controls were found for the ERPs to frequently used words Wimmer

~ et al. (2002) and Csepe et al. (2003) did not report any word/pseudoword specific
effect or lateralisation of such effect (as in the studies described above), i.e., no ERP
differences (including hemispheric) were found in the controls’ or dyslexics’ group
depending on whether words or pseudowords were processed ﬁowever in both
these studies the activation at occrpltotemporal sites was not mcluded into analysxs '
Addltlonally, as already mentloned German and Hunganan are languages with
transparent orthography and stralghtforward grapheme-to-phoneme mapping, and
the word/pseudoword effects may be different from those in English.

| T aimed to use a Jexical decision task similar to those used by Wimmer et al.
and Csepe et al., only with highiy frequent nouns and corresponding pseudowords. I
was interested to study the dynamics of brain activation at different recording sites,
including occipitotemporal regions, and to observe wnether the early and late ERPs

would depict ‘any differences between English speaking dyslexic and control
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 participants in visual word form processing or later, lexical decision making stages.
It was also my goal to concurrently record the behavioural measures, such as
response time and response accuracy, in both participant groups, and to investigate -
whether there would be any correlation of behavioural performance with the ERP
ﬁndings. To the- best of my knowledge, no behavioural performance on
word/pseudoword lexical decision task has been reported before in English
_speaking nondyslexic and dyslexic adolescents with simultaneously recorded brain |
potentials. h

‘Thus, my aim was to study the time course and between-group variations in
different stages of word/pseudoword processing, lex1cal decision makmg and
response cholce in Enghsh speakmg dyslexics and controls by means of recordlng
ERPs and behakural measures. I hypothesised that the word form recognition
'would be 1mpa1red in dyslex1cs and this would be reflected in dev1at10ns of the early
’ ERP activation when compared to controls Also, based on the results of our'
’prevmus study (Taroyan et al,, 2007) where attentlonal processmg dev1at10ns were
found among dyslex1cs at later cognitive stages, I expected that the later ERPs and

'behav1oural measures would be affected too0.

4.2 Methods

4.2.1. Participants

Nine dyslexic adolescents (3 females) and nine age-matched controls € |
females) were tested in this study Same participants that were invotved in the
second study have also partlclpated in thlS study except one male control subject
who was not avallable for this study The procedures for ethlcs approval and the
psychometnc data evaluation were the same as for the second study. One factor
ANOVAs did not show s1gmﬁcant differences between the dyslex1c and control
- groups on IQ scores [F(1,16) = 1.6, p>.2], but dyslexics had significantly lower RA
[F(1,16) = 19.8, p<.0005] and SA [F(1,16) = 31.7, p<_.0001] scores compared to

-controls. :
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Table 4.1. Psychometric data of participants in lexical task

The means for both groups are displayed (ranges in parentheses)

Controls (N=9) ‘Dyslexic (N=9)

Age (years) ©163(15.4-193)  17.1(15.6-17.8)

IQ (standardised IQ score) 118.1 (103-132)  111.5 (99 - 124)
Reading age (years) 17.1 . 13.0(9.3-17.1)
Spelling age (years) 17.1 11.5(8.6-17.1)

4.2.2. Design/Paradigm ’

" A similar design to that of Wimmer et al.’s study (2002) was 'employed in
this 'eXperiment Eighty frequent regular English 'n'ouns ‘and 80 corresponding
| pseudowords were presented ina random counterbalanced order The pseudowords
were created by replacmg the vowel in each syllable of the correspondmg real word )

e.g., ‘water to ‘witar’, or ‘service’ t0 sarvuce The stimuli consrsted of black 5-8 -

letters and two syllables 2cm hlgh, low case presented on a hght grey background

They were dlSplayed on 20 inch pPC momtor and the vrewmg dlstance to the screen' .
was 60 cm On average the st1mu11 subtended an angular s1ze of 10. 5deg in length '

and 2deg in he1ght -The expernnent was desrgned and run on a Dell DIMENSION
' 8300 rmcrocomputer (version 2002) PC using E-pnme V1.0 (Psychologlcal
Software Tools 2002).

>

4.2.3. Procedure

_ There were 160 trials in the experiment (80 words and 80 pseudowords),
| each lasting about 5 sec, and the whole recording lasting about 13.5 min.
_ Participants were instructed to press one button on the response pad with the index
ﬁnger'of their right hand when they saw a word and the other button with the
mlddle ﬁnger of the same hand when they saw a pseudoword. As in many previous

: ERP research studles where right handed people took part, our partrclpants as well
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were asked to respond to the stimulus with their dominant right hand, as this is the
hand they perform the majority of motor tasks with in everyday life.

Each trial started with a ﬁxat1on period (a small black ﬁxatlon cross in the
centre of the screen) of 1000 ms, followed by the main stimulus, either word (W) or
pseudoword (PW) displayed for 2000 ms, and followed by a blank screen (2000 ms)
to allow for the motor response and in order to provide a rest to eyes from fixation
of the stimuli. The motor response was not delayed in time as the lexical decision -
~task was used as a reaction time task in participants’ ability to differentiate between
the words and the nonwords. However, they were givcn 2 sec in order to make a
decision about the letter string they saw, and from the pilot studies this tlme interval
proved to be sufficient for all participants to make a choice. Additionally, the motor
response was made in the same way in these two conditions (W and PW) and any
differences in results would be due to the differences between the stimuli.

Partrc1pants were seated in a comfortable chair in an acoust1cally shielded,
' d1mly lit room They were asked to fixate the small ﬁxatmn cross dlsplayed in the
centre of the momtor at eye level that was followed by the st1mulus They were also
requ1red to refram from eye movements head or other body movements durmg
stimulus presentatlon Short training sessions were prov1ded in order to farmhanse

the participants w1th the task. There were also written instructions prowded before

N the start of the testmg (see attached m Appendlx 7 5) The recordmg was momtored S

and controlled by the expenmenter in the adjacent room.

4.24. Data actluisition

The EEG recordmg system specifications were the same as in previous two
studles For the descnptlon of recording system the reader is referred to the sectron '
2.2.3. Trial spec1ﬁc 1nformat10n such as condition type W, PW) accuracy of '
~ responses, and ‘mean reaction times (RTs) of correct responses, was recorded
- simultaneously with the EEG, through E-prime and NetStation 4.0 EGI software
and stored on the Macintosh for the further analysis of EEG. 'Ifhis information was
also recorded and stored through Epnme on the PC for further analysis of the

_ behav1oura1 performance
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4.2.5. Data analysis

The EEG and behavioural data were further processed and analysed off-line
using NetStation and Eprime. Mean RTs from the whole experiment, the number of
false alarms (commission errors) and misses (omission errors) were determined for

each participant.

The EEG data were digitally processed as described in the first study (see -

section 2.2.4). 'On average, 90% of the trials (epochs) were retained. The ERPs were

computed by averaging all remaining trials accompanied with a correct response

~ (about 60-70 for each condition), time-locked to stimuli, lasting 1200ms including

200 ms prestimulus baseline.

The group average ERPs were computed separately for the dyslexic and
control participants in the Word and Pseudoword conditions. Several ERP
components were identified by visual inspection of group ‘average and individual .
participant data that can be observed in the upper, middle and lower larger scale |
waveforms on the left side of F1gs 4.1 & 4.2. Two early ERP peaks, P1 with a
' latency of 115 ms (from stlmulus onset) -and N1 with a latency of 180 ms were -
found in each part101pant waveforms and were best defined and with a maximal
amplitude in oc01p1ta1 areas (lower circled channel groups in Figs. 4.1 & 4.2,

- -labelled OL and OR see F1g 4.1 for symbol explanations). These peaks can be seen
more clearly in the lower larger scale waveforms from one of the occ1p1ta1 group’s
channels. There was also a late positive complex with two peaks P3 w1th latency
around 300 ms, and P5 with latency of about 500 (about 600 ms for dyslex1cs)
found in both participant,groups. These late peaks were most clearly present and
with maximal amplitude at parietal sites (see the upper circled channel groups in
Figs. 4.1 & 4.2, labelled PL and PR) and can be observed more clearly on the larger
size waveforms in the upper left corner of Figs. 4.1 & 4.2, _

* Iwas also interested in the ERPs recorded at the channels circled into groups

‘as shown on left and right far 51des of Figs. 4.1 & 4.2. These channel groups

- approximately cerrespond to the left and right occipitotemporal regions (labelled
OTL and OTR in Figs. 4.1 & 4.2), i.e., to the approximate location of the VWFA.
Electrophysiological methods, such as ERPs, do not usually provide a reliable
spatial resolution, however, the visual inspection of group average ERPs showed

word/pseudoword specific ‘effects ih_ this area only, with amplitude to pseudewords
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being larger than to words in the left hemisphere (s Fig, 4.1 for controls). As can
be. seen in Figs. 4.1 & 4.2, tﬁe ERPs in these areas were charactel'ised with distinct
components of large amplitude that are described below. The early ERP peaks, P1
and N1, were identilied in these regions with the same latency and amplitude as the
P1 and N1 in occipital channels (see Tables 4.3 — 4.6). There was also a late
positive ERP peak identified in this group of channels, P4, with latency around 400
ms for both groups. These components can be observed more clearly on the middle
larger scale Wavefoms on the left side of Figs. 4.1 & 4.2, from one of the channels

| in the groups labelled OTL and OTR. The early ERP peaks (P1 and Nl) from

~ occipital electrodes and occ1p1totempora1 electrodes (separately) and the late peaks,

P4 from occipitotemoral area, and P3 and P5 from parietal reglons were submitted

to further analysis.

4.2.6. Statistical analysis

The mean RTs ‘td"')cdrrecfhits for each p-articip'ant were subjected to repeated
measures analysis of variance (ANOVA) with 1-between :subjects factor Group
(dyslex1cs versus controls) and 1-within subjects factor Condmon (Word versus
"'-“"”Pseudoword) mlxed ineasures des1gn The numbers of omission and commission
€ITOrS were statlstlcally analysed as one l-between factor (Group) and 2-w1th1n
factors, Cond1t1on (W PW) and Incorrect Responses (om1ss1on, comm1ssmn)
- ANOVA. | -

The‘amplitude and latency of the early (P1 and N1) and late (P3, P4 and P5)
ERP components from the respective regions of interest were analysed separately

for the left and nght areas. As in previous two studles a group of channels in .

selected reglons (described- above) was averaged in order to nnprove the 51gna1 to . ‘

noise ratio. Snmlar channel grouping has been used elsewhere (e g, O'Connor et al,,

‘ 2007). Thus, the upper two channel groups (circled as shown in Flgs. 4.1 & 4.2)
correspond to the left and right parietal regions, the lower two groups correspond to
the left and right occipital areas, and the channel groups circled on sides correspond -

to the left and right occipitotemporal areas. The labelling is as explained in Fig. 4.1.
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Controls (N =9)

Figure 4.1. Control group average ERPs for words and pseudowords
The waveforms are shown for control participants in Word (----) and Pseudoword (— ) conditions at all electrode sites. OL - occipital left,

OR - occipital right, OTL - occipitotemporal left, OTR - occipitotemporal right, PL- parietal left, PR - parietal right. The larger scale
waveforms in the left top and bottom corners show the representative ERPs and characteristic peaks from parietal (upper circled channels) and
occipital (lower circled channels) regions. The vertical lines on waveforms (arrows on larger scale ERPs) indicate the stimulus onset at 0 nms.



Figure 4.2. Dyslexic group average ERPs for words and pseudowords
The waveforms are shown for dyslexic participants in Word ( ----) and Pseudoword (----) conditions at all electrode sites. All labels and the

format are the same as in Fig. 4.1.
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The amplitude of the peaks in individual subject ERPs were found in the time
windows defined by the peaks in group average ERPs and automatically measured
relative to the pre-stimulus baseline. The latency of the peaks was computed
relative to the stimulus onset. The peak amplitude and latency values from all
electrodes in a group were averaged.

The average amplitude and latency values of ERP components from each
group of electrodes and for each participant were submitted to ANOVA with 1
between-subjects factor Group (dyslexics versus controls) and 2 within-subjects
factors Condition (W versus PW) and Hemisphere (left and right).

The criterion for statistical significance was p < 0.05. The statistical analysis

was performed using StatView (SAS Institute, 1998).

4.3. Results

4.3.1. Behavioural data

The statistical analysis of mean RTs revealed significant differences for
both main factors, Group and Condition. The RTs were longer in dyslexics
compared to controls ([F(I,16) = 6.3, p<.05], and they were also delayed in the
Pseudoword condition compared to the Word condition [F(l,16) = 73.87, p<.0001].
No interaction effects were observed. The mean values of RTs for both groups and

conditions are shown in Table 4.2.

Table 4.2. Behavioural data in the lexical task
The values for both groups are displayed (means £ SD)

Word Pseudoword

Controls Dyslexies Controls Dyslexics

RT (ms) 776.4 + 107.6 895.9+83.6 9245 +168.0 10584 +70.7
Omissions 05+0.5 4245.0 12+ 17 8.6+5.8
Commissions 0.9+ 1.3 32134 09+0.9 6.1+7.8
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For the number of incorrect responses, the 1-between (Group) and 2-within
(Condition, Incorrect Responses) factor ANOVA revealed both main factor and
interaction significant effects. The number of incorrect responses was larger in
dyslexics compared to controls [F(1,16) =22.9, p<.0005] as a main factor, and it
was also larger in the Pseudoword compared to the Word condition [F(l,16) =10,
pc.Ol] as a main factor. However, there was a Condition x Group interaction effect
[F(1,16) =6.5, p<.05], and subsequent analysis showed that the number of incorrect
responses was larger in the Pseudoword compared to the Word condition in the
dyslexics group mainly. The mean values of the number of incorrect responses for

both groups are also displayed in the Table 4.2.

4.3.2. ERP data

The grand average waveforms in the Word and the Pseudoword conditions
are presented for the Control group in Fig. 4.1, and for the Dyslexic group in Fig.
4.2. The expanded waveforms displayed in the left lower, middle and upper comers
in both figures show the characteristic ERP components, Pl and N1 from selected
occipital, PI, N1 and P4 from occipitotemporal, and P3 and P5 from parietal
channels. The mean values of the amplitude and latency of the ERP peaks are

shown in Tables 4.3 - 4.6, for both groups and conditions.

Table 4.3. The amplitude of the ERP peaks to words and pseudowords
The group mean values are shown in pV (mean + SD)

Group Word Pseudoword
ERP peak Left Right Left Right
Controls
Pl 47+24  50+26 4.7£29 48+31
N1 47426  -46+28 -4.6£29 -45+3.0
P3 5.9+1.8 6.4+26 62421 6.1£25
P5 5.9+2.1 6.6£2.4 58+23 59+1.8
Dyslexics
Pl 4.6+2.6 41423 4.0+£15 41114
N1 -4.9+1.9 47422 -45£24 43425
P3 4.4+19 4317 48+18 47114
P5 4.1+1.4 50£19 33+10 45+1.2



Table 4.4. The latency of the ERP peaks to words and pseudowords
The group mean values are shown in ms (mean + SD)

Group Word Pseudoword
ERP peak Left Right Left Right
Controls ) } }
Pl 120.205.9 115.6U3.1 113.5U6.8 110.7+14.5
N1 181.8+20.4 182.809.7 180.5+20.9 182.2+20.0
P3 298.7+36.6 308.5+31.3 308.6+32.1 312.4+42.9
P5 495.4+56.3 489.2+65.0 486.7+42.3 517.5+62.3
Dyslexies )
Pl 115.0#23.3 111,3+22.3 119.0+18.8 116.8U9.2
N1 187.7436.7 188.4+36.5 192.3+t32.8 191.6+32.9
P3 331.6+36.5 340.4+56.5 326.8+43.6 345.8+61.7
P5 584.8+75.7 602.0+69.3 558.7+61.0 565.U60.8

Table 4.5. The amplitude of the ERP peaks in occipitotemporal area
The group mean values (mean £ SD) in pV

Group Word Pseudoword
ERP peak Left Right Left Right
Controls
Pl 3.2+1.7 37421 3.8+16 3.4+23
N1 54427 -520.4 -51+26 -53+2.8
P4 4.9+2.4  53+27 63+29 58tl8
Dyslexies )
Pl 4.1U.9 3.7+20 4.1+18 4.1#15
N1 -5.6£3.0 -53+22 -5.0+29 -4.7+23
P4 2.8+1.3 29+1.4 35+14 36x11

Table 4.6. The latency of the ERP peaks in occipitotemporal area
The group mean values (mean + SD) in pV

Group Word Pseudoword
ERP peak Left Right Left Right
Controls
Pl 116.2L.13.6 115.307.7 111.7U04.9 11241147
N1 199.U41.7 203.0+31.0 205.0+48.3 201.7+21.8
P4 390.U077.0 384.4486.1 387.0£59.0 404.3000
Dyslexies
Pl 121.405.1 118.0£19.2 1255484 119.U12.1
N1 219.3£37.6 211.6+35.3 217.034.4 2085+31.4

P4 400.5+72.4 408.2+67.1 402.3+68.5 401.3+106



Controls Dyslexies

550 ms

Figure 4.5. Topographic ERP maps for words and pseudowords
Activation maps captured at point of maximal voltage for the P3 peak at 300 ms and the P5 peak at 550 ms in both conditions for
Control and Dyslexic groups. The black spots represent individual channel from 128 electrodes GSN net.
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___The statistical analys1s did not show any s1gn1ﬁcant effects for the early

ERP components P1 and Nl m occ1p1ta1 areas [largest F(1,16) =4.4]. There were no

~ significant mam effects for the early ERP components in the occipitotemporal area

elther however I found a srgmﬁcant mteractron effect for the amphtude of P1,
Condltron X Hermsphere x Group [F(1,16) =7.1, p<.05]. Subsequent ANOVA
showed that the P1 amplitude in the left occipitotemporal area was significantly

larger for the pseudoword than for word condition for the controls only [F(1,8) =

=5.5, p<.05]. No such condition differences were found for the right hemisphere, or.

' for the dyslexic group. There were also some consistent trends for the early ERP
peaks in occipital channels. For example, as can be seen in Tables 4.3 & 4.5, the

'amphtude of P1 was’ shghtly larger in controls compared to dyslexics in occrp1tal

areas, and the latency of P1 and N1 was slightly longer in dyslexics compared to

controls both in occ1p1tal and ocmprtotemporal areas (see Tables 44 & 4. 6), but

'these effects d1d not reach s1gn1ﬁcance

The 3 factor (Group, _Condltlon Hermsphere) ANOVA results for the late
ERP components P3 and P5 are descrrbed below As can be seen 1n the Table 4.3 -

= and 1n the topo graphrc maps of F 1g 4 3 (for P5), both ERP components were larger |

1n the control compared to the dyslex1c ‘group. The statlstlcal analysrs showed that

‘ thrs effect d1d not reach 51gruﬁcance for the P3 [F(l 16) —4 0, p= 06] but 1t was |

.s1gmﬁcant for the later ERP peak PS [F(l 16) -—6 1, Pp<05]. As can be seen T

"Table 4. 4 the latency of these components was also longer for the dyslex1cs

= compared to controls And agarn, thrs effect was s1gn1ﬁcant for the PS peak |
[F(l 16) —9 9 p< 01] but it did not reach the s1gmf1cance level for the P3 peak '
[F(l 16) —2 3] The amphtude of P4 was sxgmﬁcantly larger for Controls comparedk

to dyslex1cs [F(l 16) =9. 6 p< 01] as a mam effect (see F1g 4.3). There was alsoa

condition effect - for this peak ie., the amphtude of P4 was larger in the .
Pseudoword compared to the Word condltlon [F(l 16) =7.1, p<. 05] across both™

| groups ThlS effect was agam much Iarger in the left hemrsphere for the controls
(see Table 4. 5) but it was not significant. The latency of P4 was slightly shorter i in
' Controls compared to dyslexrcs but not s1grnﬁcantly
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4.4, Discussion.

In the current study I 1nvest1gated the dynamics of brain electrical activation -
during processmg of words and- pseudowords in English-speaking dyslexrc
adolescents and age-matched controls with a concurrent recording of  the

behavioural performance in this lexical decision task. In summary, the results of

this study showed significant differences between the two groups in behavioural

data where the dyslexics were significantly slower and 51gr11ﬁcantly léss accurate
than the controls. ’The behavioural measures also mdlcated a better performance in
the Word compared to the Pseudoword condition, especially in the dyslexic group
The amphtude of the early 'ERP ‘peak, P1, was s1g111ﬁcantly larger in the
: Pseudoword compared to the Word condition in the left occipitotemporal area for ,l
'the control group. The amphtude of P4 was larger in the Pseudoword compared to
the Word condrtlon across both groups The late P4 and P5 peaks were srgmﬁcantly

attenuated and P5 was s1gmﬁcantly delayed for the dyslex1cs compared to controls

Frrstly, I dlscuss the results of the condition and hemlsphere factors The : |

'statlstlcal analy51s of the behavroural data showed hlghly 81gmﬁcant drfferences
" between word and pseudoword condltlons The RTs were faster and the number of

: the errors omission and comm1ssmn was. smaller m the Word compared to the

"Pseudoword condltlon in both L
Group mteractlon effect and ubsequent analys1s showed that the number of
errors was larger in PW comp d to W condition in the dyslex1cs group mamly

'.'81gmﬁcant word/pseudoword d1fferences were also found for the early and later

braln actrvatlon, ie., an 1ncrease 1in the amphtude of P1 (only for the controls) and

P4 (m both groups) recorded at ocmp1totemporal sites was observed in response to

_pseudowords Similar word/pseudoword differences in the early bram actlvatlon .
‘were found in other ERP studres (Sereno et al., 1998; Hauk et’ al 2()06) For -
- example Sereno et al (1998) reported larger Pl (112 ms post—strmulus) amphtude |
to pseudowords than to words over postenor parietal regions, whereas Hauk et al.
"'(2006) showed larger brarn actrvatlon for pseudowords than for words in the left
lateralised regions of the postenor temporal cortex at about 160 ms. In our study the
word/pseudoword dlfferences were found for the amphtude of P1 as early as 110
ms 1n the left occlpltotemporal reglon for the controls group only However some

other studies found an opp051te effect ie, a larger activation’ for words than
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v ,_,‘:_‘\pseud0words in this area (e.g,, Fiez et al., 1999; Fiebach et al., 2002). As suggested
by Mechelhe et al. (2003) vanous methodologlcal differences could e the reason for

differences in these studies. In a more recent study it was suggested that the
'mcrease of act1vat10n in response to pseudowords may be due to the greater
processmg demands needed for unfamiliar pseudowords compared to familiar and
| ﬁ'equently used words (Kronbichler et al., 2004).

It is of interest to attempt to relate these findings' to convergmg studies

mvolvmg functional MRI studies on VWFA. In this context it is important to

“aclcnowledge the danger of attempting to infer reglonal activation from the

' electrodes located at the surface of the head, especially for the regions distal from
the scalp As already mentioned, the ERP methods are known for a reliable
temporal but not spat1a1 resolution, However, the modern h1gh dens1ty sensor nets
prov1de ﬁner spat1a1 as ' well as temporal resolutlon (Snmvasan et al 1998) In the
) current study thls 1s further supported by the fact that s1gnlﬁcant word/pseudoword

- 'dlfferences were found in the 0001p1totemporal reglon only (and not in panetal for

’example) Our and prev1ous ERP ﬁndmgs may be related to the results fromt

neurmmagmg studles of word/pseudoword act1vat10n m V WFA and may serve as e

electrophysmlo g1ca1 correlates of v1sual word form reco gmt1on

However unhke the controls no reductlon in the amphtude of Pl in

o response to words was observed among the dyslexrc part1<:1pants Th1s absence of
'word/pseudoword effect m Pl amphtude (together w1th absence of asymmetry) -
mdlcates dev1at10ns in the early bram electncal actlvatlon related to v13ual word :

form processmg Th1s suggests that unhke the controls, the dyslex1c group were.

not able to dlscnmmate between familiar words and unfamlllar pseudowords at this

tlme pomt 1n bram act1vat10n ‘The results suggest abnormahtres in the leﬁ'

occ1p1totemporal area of dyslex1cs and show deﬁc1ts in word/pseudoword

'processmg at an early stage of 110 ms from the stnnulus onset among Enghsh '

speakmg dyslex1c adolescents that took part in this study
In the’ later‘ ERP activation, however, the amplitude of P4 was larger to
, pSeudowords {han to words both in controls and in dyslexics. This result replicates
_the ﬁndmgs from the | prevrous MEG (Wilson et al,, 2007) and ERP (Hauk et al,,
2006) stud1es where the amplitude for pseudowords was found to be larger than to
| words untll about 400 ms This effect has been mterpreted as 1ndlcat1ng that the

1ex1cal status of the stlmulus is not completely resolved untll that t1me Slnce a
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. similar effect, i.e., a reduction in amplitude to words, was observed for the P4
amplitude of the dyslexic participants, I suggest that although they showed deficits
in the early visual word form recogr_xition, at the later stage of the lexical decision
the brain activation was similar to that of the controls (but see the later discussion
of the attenuated amplitude of P4 and P5 in the dyslexic participants). Thus, both
participant groups differentiated between the two conditions and experienced more
" difficulty when processing pseudowords, even at later le)"(ical stages. This was
reflected in increased brain activation, i.e., larger P4 amplitude, and worse
» behavioural performance for pseudowords compared to words, includlng 'longer
RTs and less accurate responses in both groups. .

, . The ‘wordness’ effect was not present for P3 and P5 ERP peaks. These late
deviations were recorded at parietal sites, unlike P1 and P4 from occipitotemporal
s1tes and may not reﬂect spec1ﬁcally readmg related activation. These late positive
waves at panetal reglons are normally attnbuted to decision maklng and executive
functron related act1vat10ns partlcularly 50 for the P5 (e g, Hauk et al,, 2006) As

“can be seen in Tables 44 & 42, there was a t1me mterval of at Teast 300 ms

”between the latency of the latest ERP peak P5 (around 500 ms for controls) and
the RTs ( about 800 ms) This gap ‘was even longer in the pseudoword cond1t1on,
'and partlcularly so for the dyslexw partlclpants (500 ms). W1thout doubt add1t1ona1 ‘

dec1s1on makmg and response planmng processmg took place after the ﬁrst 600 me

of stlmulus onset that were not reﬂected 1n the ERP components It is durmg this
‘200 to 500 ms mterval between the latency of the ERPs and average RTs that the . |
ﬁnal dec1s10n makmg and response ch01ces were completed as the RTs are
recorded at 800 to 1060 ms on average. ’
The ERP analysis showed between group differences not only in the
: word/pseudoword effect but also in the hemlsphene distribution of activation.
Accordmg to the statlstlcal analysrs unhke controls there was 1o leﬁ hemlsphenc ;
latera11sat1on of functlon in the dyslexrc group, i €. the amplltude of P1 to words
and pseudowords was of the same magmtude in both hemlspheres and the two
: cond1t1ons Both in recent ERP and neurmmaglng studies (as described above)
normally ach1evmg Enghsh speaking readers have been shown to have a left
hem1spher1c laterahsatlon in visual word form recogrutlon This was also found in
the control part1c1pants The absence of asymmetry in the dyslexw part1c1pants

data and the even d1str1butlon of activation in two hemispheres supports previous
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~ reports of atypical symmetry and disregulated interhemispheric function in dyslexia
(e.g., Taroyan et al., 2007). In a recent behavioural study by l{utherford (2006) it
was suggested that familiar words invoke lexical processing by both hemispheres,
whereas unfamiliar . pseudowords invoke non-lexi_cal processing by the left
‘hemisphere. Since dyslexics have difficulties with pseudoword processing, i.e.,

with non-lexical processing in the left hemisphere, they show more reliance on the

right hemisphere, hence absence of asymmetry in their behaviour_al responses. It e

has beeh_- also proposed by Price and Mechelli (2005) that damage in the left
x occipitotemporal area impairs reading more than object naming because the right

ocipitotemporal area does not compensate for reading as much as for object

naming,. v .
I now return to the between-group differences in the late ERPs recorded in '
oc01p1totemora1 and panetal channels There were significant deviations in the brain
activation of the two _groups in the later ERP peaks with 31gruﬁcantly larger
- amplitudes of P4 and P5 and shorter latency of P5 for the controls ‘The between-
- group amphtude effects of the late ERP peaks recorded in the current study
rephcated srmllar fmdmgs from our previous ERP study of the Contmuous
Performance Task (an attentlonal task not using Words) in dyslex1a (Taroyan et al.,
2007) where the amphtude of the late pos1t1ve peaks was “also found to be
attenuated in dyslex1cs The late between—group ERP latency deferences in the
‘ current study were paralleled by s1gmﬁcant differences m behavroural data, W1th ‘
the dyslexic group showmg slower and less accurate respondmg both for Words and

pseudowords The delay and reduction in the ERP peaks as well as- poor

. behavioural performance may indicate general decision making problems in

addition to hterary d1fﬁcult1es that they encounter and that become apparent at a
later stage of stlmulus categonsatlon and response choice.

In conclus1on these results suggest abnormalities among dyslex1cs at the
1n1t1a1 word/pseudoword processmg stages, i.e., in vrsual word form recognition,
and as early as 110 ms, in the 0001p1totempora1 region, in terms both of
 lateralisation and differentiation between words and pseudowords. The dyslex1c
group were also impaired in the later, cognitive stages of lexical decision making

and response choice.
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- BRAIN-BEHAVIOUR CROSS STUDY
CORRELATION

In all 'three studiesvdescribed in this thesis almost the same population of
people participated in the tasks: I compared the results of these experiments in a

. cross-study correlational analysis in order to find out whether any correlations

existed between varrous measurements used in these tasks. An additional analysis,

factor analysrs was also undertaken and is described below in section 5.2. Some of
: the participants that helped w1th the first study, CPT task, were not ava11able forthe
second and the third studres However 7 (2 females) people in the dyslexrc group
and 7 (2 females) people in the controls group partlclpated in all three tasks. The
number of measurements across these studles was very large, therefore I selected

’the condrtrons 1n each task that were most difficult, perceptually and co gmt1ver I

expected that these condrtlons _ ould prove the most mformatlve smce they often

% the -dyslex1c and the control groups e1ther on

e behavroural and/or electro h s1ologrcal level Thus m the contmuous performance

” 3 task (CPT) I selected the NoGo' condltlon that tnggered an asymmetrrcal actlvatlon -v

| in_the controls but an atyplcal symmetrlcal response 1n the dyslex1cs In the
coherent motlon study the 10% coherent condrtron was selected as 1t was
‘ _“perceptually most drfﬁcult because of the least number of coherently movmg dots :
compared to the other coherent cond1t10ns Thrs condltron h1ghl1ghted the_
magnocellular partlc1pant’ that had delayed latency of ERP and low sens1t1v1ty 1n.

: hlS performance when 'compared to ‘the rest of the group However the 40%
coherent condrtlon (perceptually easrest because of the larger number of coherently
" movmg dots) was 1ncluded as well In the last study, lexical decrslon task the -
| pseudoword (PW) cond1t10n was selected as there were more errors made by
‘ dyslexrc partrclpants m thrs condltron when compared to controls I have selected'
one early and one late ERP component from each study The Pl Was selected in allA
: three stud1es frorn occ1p1ta1 and P3 (PS in PW) from panetal areas Addltlonally,
- the N1 and P2 in the coherent 10% condrtron were mcluded as the latency of these
~ components was delayed for the magnocellular partlcrpant when compared to the -
rest of the dyslexrc group 1n the motlon study In the lex1cal decrsron task P1 and P4

) from occ1p1to-temporal areas were also mcluded Both the amphtude and the
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. latency values of the ERP components were analysed, and I have included the
values for both left and right hemispheres in all studies. As for the behavloural
restilts, the RTs and errors ('omission plus commission) were included from the -
CPT task. In the CPT experiment the response was recorded only in the Go

'condition, therefOre, the RTs and the error rate for this condition, as well as the
ERP data for this condition (tbgether with the NoGo condition), were included. In
the motion study the dprime and the RTs were selected. In the lexicaldecision task
the RTs and the errors for the PW condition were included. One important criterion
for- participants was their literacy scores. I have included this criterion as a
difference between their chronological age and the spelling age, i.e., CA minus SA.
ThlS discrepancy further differentiated the control and dyslexic participants. All

' data yvere analysed in SPSS, and Pearson coefficient values (range -1 to +1) were

obtained for allcorrelations. Significant results are reported below.

5.1, 'Corre'lational analysis

One of the main aims. of this analysis was to see whether the s’peed. of -
processing correlated across condrtlons and various indices of bram actrvatlon and .
| behav1oural performance n dlfferent studles I hypothe51sed that 1) processmg '

speed and magmtude mdexed by the latency and the amphtude of the ERP

B components would be correlated across “all three studres because of generrc -

propertres of the bram actlvatlon regardless the type of the experlmental task 2)
poor literacy scores’ and poorer behavroural performance would be correlated wrth
attenuated and d‘elayed ERPS as found previously in the ERP studies of dyslexia.
CA-SA. The significant correlations of CA-SA with other conditions
, analysed are dlsplayed in Table 5.1. First, for the motron study this analysrs '
revealed that the amphtude of P1 in the left hemlsphere in coherent 10% condition
,‘ negatrvely correlated W1th the CA—SA (r=.6, p <.05). In other words, the larger P1 |
amplitude assocrated with smaller difference between the CA and the SA, i. e., with

 better literacy scores. For the smphcrty in descnptlon of hemispheric localisation, I

wrll refer to nght (R) and left (L) components, ¢.g., L P1 and R P1. The CA-SA
negatlvely correlated w1th the amplltude of the P3 L & R) both in Go and NoGo
v conthlons and the R P4 and the L P5 in PW cond1t10n (the smallest r= 6 p< 05),
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...Whereas it correlated positively with the latency of the L P1 Go and ths R P3 Go (v
=.6, p<.05). The CA-SA also highly correlated with the Error in PW condition (r =
.8, p<.01). This means that the larger was the CA-SA, i.., the worse were the

literacy scores, the smaller was the an'lplitude and the longer was the latency of the

ERP components, and the higher was the error rate.

Table 5.1. The significant correlations for the CA-SA

: CA-SA
 P1.Amplitude Coherent 10% Right -.560*
P1 Latency Go Left - S585%
P3 Amplitude Go Left - 756%*
P3. Amplitude Go Right -.553*
P3 Latency Go Right ' S556*
P3 Amphtude NoGo Left ’ - 728%*
P3 Amphtude NoGo Right -.671%% -
P4 Amplitude PW Right -.601*
“P5 Amplltude PW Left <701**
" P5 Amplitude PW nght -.555*
_P5 Latency PW Left 691
Error PW e - - 763%*

~*.- correlation is significant at the-.01 level -
*’_" - correlatlon is srgnlﬁcant at the 05 level

Motion study. In additiori to the signiﬁcant negative correlation of the CA-
SA w1th the P1 amphtude m coherent 10 % condrtron there were other results
found for thls task Thus dpnme 1n coherent 10% condltton was negatwely
lycorrelated wrth the Error rate m Go condltlon (CPT task) (r— . p < 05), but
| posmvcly w1th the amphtude of the L & R P5 in PW [(r— 6 p< 05) and (r=.8,

p<. 01) respect1vely] Both L and R P3 amphtude in coherent 10% was positively

correlated with the amphtude of the P3 (L & R) i in Go condition (smallest » = .6,
p<05), whereas the latency of the P3 (L & R) in Coherent 10% was pos1t1vely

_‘ correlated w1th the: Error rate 1n Go condltlon r=.1, p<. 01) and the latency of P5 -

inPW cond1t10n (r=:.6, p< 05)

CPT task. The ampl‘rtude of P1 Go (L & R) was positively correlated with
- the amplitude of the P1 and P44PW‘(both L & R for P4), (shiallest r=.5, i;<.05),
‘whereas the latency of the Pl L &)R) was positively correlated with the Error PW
(r=.1, p<. Ol) The amplitude of 'the NoGo P1 (L & R} was also positively
correlated w1th the amphtude of the R P1 and P4 PW (r= 6, p<.05), whereas the
: latency of the R NoGo Pl (snmlarly to the Go Pl) was posrtlvely correlated with
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.. the Error PW, (r = .5, p<.05). ,The.ampltitude of the P3 (L.& R) Go was positively
correlated with the amplitude of the P4 (L & R) and R PS5 in PW (smallest » = .6,
p<.05), but it was negatively correlated with the Error PW (r = .5, p<.05). The
correlation coefficients of the Go and NoGo ERPs with CA-SA are reported above. |
The amplitude of the (L & R) NoGo P3 correlated positiyely with the arnplitude of
the late PW (L & R) peaks P4 and P5 (smallest » =.7, p<.01).

Lexical decision task. Except the correlations for the conditions of this task v
with cornponents in other studies already reported above, there were significant
correlatlons wrthm this task found for the latency of the L P1 PW w1th the RT PW

(= .8, p<.01), the amplitude of the R P4 PW with the Error PW (» = -.6, p<.01).
The amphtude of P5 PW (L & R) was negatively correlated with the RT PW (r=

-6, p<.05), and the latency of L Ps PW was pos1t1vely correlated with the Error PW

- (r=.17, p<.01).

| ,5-'2-"Fa¢toflf'An'alysis

An exploratory Pnnmpal Components analysis was also undertaken using
13 vanables I considered to provide a good spread across the dlfferent experiments,
w1th a v1ew to seemg whether dyslexia (as indexed by CA-SA) was’ assocrated with
a partrcular set of drmensrons or whether it spread across several factors The
g :results are by no means robust in that there are too few partrcrpants per vanable
‘but nonetheless they may prove of interest. The analysrs was performed using
StatView (SAS Institute, 1998) and the results are drsplayed in Table 5.2. The
behav1oura1 and ERP data of the same 14 part101pants as in the correlational
analysrs reported in the previous section were used As can be seen on the Scree
plot (the table for elgenvalues) that shows the relatlve 1mportance of the factors, the -
Value 1 contnbutes to 31% of the Varlance in the data. In the second table -
(Unrotated faetors) it can be seen that this factor has a weighting of .857 for the
CA-SA whi"vchv is the highest value in the table. These results support the findings of
 the previous correlational analysis as they show similar negative correlation with
the amphtude of the ERPs, both early and late, and mostly positive correlatlon wrth
the behavroural performance and latency of the ERPs Thus these results also

suggest that larger CA-SA d1screpancy, i.e. worse spelhng ab111ty, is associated
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. with attenuated ERP. ainplitude delayed ERP latency and mostly worse behavioural
performance including lower sensitivity of coherent motion perceptlon and longer
Go and PW RTs.

’

Table 5.2. The results of the Factor Analysis

Eigenvalues ‘
Magnitude  Variance Prop.

Value 1 14029 310
Value 2 1.828 A4’
Value 3 1.744 - 2134
Value 4 '1.659 . . .128°
Value 5 ' 1.324 102
Value 6 ..986 ‘ 076

Unrotated Factors .
Factor 1 Factor2 - Factor3-. Factord Factor§

'RTCoh10 1-:356 - | 263 | -55.307 | 7 -.684 261
"P1ampCoh10 714 | o eze [ a0 b A02 139
P1LatCoh10 soog0 | o582 | oa8e”| w483 |0 555
“CASA boesr ol sarz bl 03] L -ad0 472
_-'P3LatCoh10 =364 | o215 4632 7] 369 |0 207
"“‘P1AmpGo o fmnsegpg s [ gy L AT 087 e84 ]
PiLatGo o506 |- e277 | vi546- ] c-082 | - .389
' 'P3AmpIGo AT e 1 AT8 | w262 | 5T | 169
RTGo * . 038 | -434 | 396 | 32 |0 w119
"‘P1LatPW B T Shl R 1= < HA< i I K ¥4 ".375
A P4AmpPW 1576 | 512 | 269 ) -285 ¢ 309"
CRIBW raas | oeieet oioat ] coes ) 040
“’,Dprim'eComo 637 <278 | 7=7453 | 435 | - 149

5.3. Ind1v1dual Effect Sizes for the magnocellular
partlclpant in three studles o

I;have also decided to calculate the individual effect sizes (IES) for the -
magnocellular participant based ‘on Glass’s delta (1981) and similarly to the
procedure used in previous studies (e.g.,‘vFawcett and Nicolson, 1999; Ramus et al.,
2003b; Bfookes et ‘al.; 2007). This is sorh‘etimes referred to as.z—scores; Since this
participant had markedly lower sensitivity of performance ‘in the coherent 10%
condltlon that was reflected in his delayed Nl and P2 latency, it was interesting to |
see how thls part1c1pant performed in other tasks compared to controls An 1dentlca1

procedure to the Glass’s delta calculat1on 1s used to calcu]ate IES but in thls case
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the individual participant’s data is used in the equation to compare with the
controls’ group mean. Thus | followed the previous procedures and calculated his
IES on all measures used in the correlational analysis reported above based on the
following equation: IES = [Value (magnocellular dyslexic) - Mean(Control
group)]/ SD(Control group). Ifan individual has an IES of-3 on a test, this is well
outside normal variation (3 standard deviations) and could be an indicator of an
impaired performance. In previous studies different cut-off criterion (such as 2 SD
or 1 SD) were used. According to Fawcett and Nicolson (1999), if the IES of the
individual is larger than £1 compared to the control group he may be considered ‘at
risk’ in his performance. 1have selected the IES values from £1.96 to be shown in
Fig. 5.1 for the ‘magnocellular dyslexic’ because (under normal distribution) the
probability of being 1.96 SDs below the mean is < .01. The sign of the effect size
for the amplitude of the P5 PW ERP component shown in the Fig. 5.1 was reverted
so that the positive effect size shows decreased amplitude for this participant when
compared to the rest of the group. As can be seen in the Fig 5.1, the largest effect
size for this participant was for the Error rare in PW condition (12.4) then for the
CA-SA (5.3), and for different ERP components’ latencies and amplitude shown in
a decreasing order in this figure. Overall, the latency of the early and late ERP
components was delayed for this participant compared to the controls’ average data.
It can also be seen, that his Error rate in the Go condition also had a large effect
size. The amplitude of the late ERP component R P5 in the PW condition was

smaller than control’s average by more than 2SD.

Effect sizes for 'magnocellular dyslexic’

Figure 5.1. Individual effect sizes for the magnocellular dyslexic participant
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54. Summary and discussion of the results

The results of the bram-behavmur analys1s revealed some mterestmg
correlatlons First of all, the increase in CA-SA, ie., in spelling d1screpancy,

correlated with a decrease in the amplitude of the early P1 (coherent motion 10%)

and the late peaks P3 Go and NoGo and P4 and P5 PW. The increase in CA-SA -

correlated with an increase in the latency of P1 and P3 (Go) and the error rate PW.
~In other words, the worse was the spellmg ability, the smaller was the amplitude of
act1vatron the longer was the processmg speed (both early and later stages) and the
larger was the number of errors across different studies. These findings were mcely
supported by the factor analysis reported in section 5. 2 ie:, the poorer. literacy

ab1hty assoc1ated wrth attenuated amplitude and delayed latency of ERPs as well

- ‘.as with lower sens1t1v1ty in coherent motion study and longer RTs in the CPT and ‘

lex1cal dec1s1on tasks

Another new and 1nterest1ng finding from the correlatlonal analys1s was that_‘ B

the better sens1t1v1ty of performance in the coherent 10% condltlon correlated w1th
less errors m Go condltlon and with the larger amphtude and delayed Iatency of the
late ERP peak P5 m PW condltlon whereas the delayed latency of coherent motlon

10% P3 co _'
show that the better perforrnance in one study correlates w1th a large amphtude and

lated w1th larger number of errors in the Go cond1tlon These results

' shorter latency of the ERP potent1a1s and less eITorS in the other studaes

Addltlonal results of the compansons of the CPT task w1th other studies

also showed that an 1ncrease in the amplitude of ERP components in thls study
correlated w1th an increase in the amphtude of the early and later ERP components

in the other studles Th1s increase in amphtude correlated w1th a decrease in the

 error rate m PW condmon The error rate in PW correlated w1th a longer latency of

‘ P1 in Go and NoGo cond1t10ns
Slmllar ﬁndmgs were observed within the lex1cal de01s1on task correlat1onal
. analysis. Thus the Error rate and RTs in PW cond1t10n correlated posmvely w1th
the latency, but negatlvely the amplitude of the ERPs. -

Thus, two 1nterest1ng conclus1ons can be made from the current results a)

speed and amphtude of both early and late ERP components e.g., faster and larger

- bra1n act1vat10n mdexed by larger amphtude and a shorter latency of the ERPs, was
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cons1stently associated .across. tasks;. b) and more . importantly .for the current
research poorer literacy ab111t1es lower sensitivity of coherent motion perception,
slower RTs ‘and more errors across different studies generally correlated with
attenuated amphtude and delayed latency of the ERP components Thus both
hypotheses stated at the begmmng of this section were confirmed. However, it
should be mentloned, that these brain/behaviour correlations are found in a small
group of 7 dyslexic and 7 control participants who took part in the current research,
and these conclusions cannot be extended or generalised beyond the current work.
The individual effect size analys1s for the magnocellular dyslexic’ showed
that he had markedly larger error rate in PW and Go condrtlons worse spelhng
ab111ty accompamed ‘with consrderably delayed latency of the ERP components

across d1fferent studies when compared w1th the controls group average
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6. CONCLUDING DISCUSSION

6.1, The aims of the project revisited

In the current project I aimed to test some of the main hypotheses of
dyslexia- with simultaneous behavioural and electrophysiological methods
approach. My goal was to replicate recent psychophysical and neuroimaging
studies that reported various perceptual and cognitive deficits among dyslexics.
These deficits  included visual sensory impairment, attention deficits ‘and .
abnormahtles in the phonologrcal processmg of words and pseudowords as well as
m the early v1sual word form recogmtlon I wished to investigate whether some of
the above mentroned abnormahtles in behav1oura1 performance and/or devratlon in
-‘-bram actrvatlon would be. present among British Englrsh speakmg dyslex1c
adolescents as compared to the1r age and IQ matched controls The 1mportant 1ssue
'“»was Whether such dev1at1ons would be revealed both m the performance and in -
| bram actlvatron that were planned to be recorded sunultaneously Furthermore I
' expected that even if there Were no d1fferences in the dyslex1cs behawoural
performance from that of the controls, the subtle devratrons m therr bram actrvanon
"prOJ ect was des1 gned to further our understandmg of the bram—based mechamsms of
4 'dyslex1a in parallel w1th and reﬂected in their reportedly deﬁc1ent psychophys1cal
| performance and visual perceptron This, in turn, could help to unprove the early
diagnostic ‘methods in ‘order to help for early mterventlon programs that would
'improve the quality of life and education and help with the difficulties that many‘
dyslexic chi_ldren face. | | | |
s In 'order b‘to achieve these aims, I recorded ERPs and behavioural ‘
performance of the participants in three different tasks.: In the first study I decided
1o investigate ‘-whether' the attention deﬁcits reported among dyslexics may be a
h result of the overlap with ADHD. }Therefore, I tested the attentional performance of
vdyslexrc adolescents Wlthout ADHD symptoms durmg CPT task. In the second
'study I almed fo ﬁnd out whether magnocellular deﬁc1ts reported m a subset of

“dyslex1cs would be present in our set of partrclpants and in what proportron and
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whether these would .be correlated with deviations, if .\present, in . their brain

~ electrical activation. I used stimuli that were designed to test the magnocellular

‘ function. In the third and final study reported in this thesis, I aimed to study the

: neurophysiologtcal and behavioural indices of word and pseudoword processing in

dyslexia, ,p‘articularly the early visual word form recognition stage.

6.2. Summary of findings |

The results of the studies undertaken in this project showed mterestmg
dev1at10ns in psychophysrcal performance and EPR correlates of the brain electrical
activation of dyslex1cs The main ﬁndmgs of between-group dlfferences in all three

studles are bneﬂy summansed below.

6 2. 1 CPT study

There were no 51gmﬁcant differences in mean reaction tlme, error rate or sustamed

attent1on between the “groups. By contrast, the P3- amphtude was S1gmﬁcant1y

smaller and 1ts latency s1gmﬁcantly longer for the dyslex1c group ThlS component

'vwas s1gn1ﬁcantly laterahsed in controls, whereas in dyslexrcs 1t was symmetncal

6.2.2. Motion study
In ferms of behavioural results, there were no signiﬁcant between—grouo differences

in sensitivity or the-response latencies of correct responses. No between-group

dlfferences were found for early (P1, Nl and P2) and late (P3) ERP peaks

However for one dyslex1c participant the sensrt1v1ty of responses was marglnally .

worse compared to others in the group. The individual partrclpant analysis also

showed that hlS early ERP components were markedly delayed compared to the
‘group average data. The additional brain-behaviour correlational between-group
| analysis revealed that the i increase in the amplitude of the P1 ERP component in the
coherent 10% condltlon was negatlvely correlated with CA-SA values, i.e. » poorer

. 11teracy scores correlated w1th attenuated P1 amphtude
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6.2.3. Lexical decision task

The behav1oural perfonnance in terms of accuracy and of latency was s1gmﬁcant1y
worse for the dyslexxc group The ERP analysis mdlcated that the early ERP
.component P1 (not s1gn1ﬁcantly) and the later pos1t1ve peaks, P4 and P5
(51gruﬁcantly) were delayed and attenuated for the dyslexic group compared to the
controls. Analy51s of the early ERPs recorded in occ1p1totemporal regron led to an

‘mterestmg d1s5001at10n As expected “the controls showed a left laterahsed

Condltlon effect w1th the amplltude of Pl s1gmﬁcantly smaller to Words than

pseudowords (attnbuted in the hterature to more focused processmg of words in the.

Vlsual word forrn area) By contrast there was no such lexical effect for the
_dyslex1c group, w1th equal Pl amphtudes for Words and pseudowords at the control
level forpseudowords S ' |

¢

- The cross-study correlatronal analysrs revealed that the hteracy problems were

s

'.-Eaccompamed by a larger error rate together with attenuated and delayed bra1n L -

’ "actlvatlon 1n many condltlons across' the studres These ﬁndmgs were supported

“_ivby the results of an add1t10na1 factor analy51s descnbed earlrer Addrtronally, the_ :

: larger and faster ERP actlvatlon correlated across all studles both for the early and.

later ERP peaks Further 1nd1v1dual analy51s for the rnagnocellular dyslex1c

revealed that he rnade more errors m 1ex1cal dec1s1on and CPT tasks that were

: accompamed by delayed latency of the ERPs across al three studies.



-6.3. Overall Discussion-

The results of these studies suggest that the behavioural performance was not
: different in dysleXics from that of controls in the first two studies, when compared
at a group level. The absence of 51gr11ﬁcant between-group differences in the
behavioural 1ndlces of CPT task suggests that the attentional performance is not
affected in dyslexia. Under the relatively light workload conditions of the CPT,

‘pure’ dyslexrc part1c1pants showed no behavioural signs of attentional difficulties.
‘The attenuated delayed and symmetrical ERPs in our dyslex1c group may reflect

dewant 1nformat1on processrng in the nght parletal lobe and ‘abnormal

mterhem1sphenc asymmetry in dyslex1a “The behavioural data of the ﬁrst study‘

suggest that abnormal attent1ona1 performance is ‘not a ‘core’ feature of
__‘developmental dyslex1a The presence of electrophyswlogrcal markers of dyslex1a
'1n CPT reveals the atyplcal bram orgamsatlon that charactenses dyslex1a In the

' second study that tested coherent motlon perceptlon among dyslexrcs no between—

group dlfferences in the behavroural performance were. found elther The results of

this study, however suggested that a proportlon of dyslexw adolescents do suﬁ'er ‘

f "from magnocellular problems and that th1s is assocrated w1th abnormal early ERP

. | components In th1s sample the 1n01dence of magnooellular unparrment was low»
| “"(11%) The results of the last study, the lex1cal decrs1on task showed 1nterestmg .
between-group dlfferences The dev1at10ns m the early ERPs of dyslex1cs support o

E 'the ev1dence of deﬁc1ts in pre-lex1ca1 wsual word form recogmtlon w1th1n the first
110 ms of act1vatron together w1th altered hemlsphenc asymmetry In addltlon the
slowed and attenuated late ERP components and weaker behav10ura1 performance
of the dyslex1c group hrghhght deﬁc1ts n the later, cogmtlve processmg stages ‘

‘ Thus it seems that attentlonal deﬁc1ts are not a core feature of dyslex1a
. although the brarn actrvatlon of dyslex1cs 1n the CPT task was attenuated delayed
and atyplcally symmetncal among dyslex1cs Th1s study does not provide
conclusrve ev1dence n favour of any of the three maJor theones of Dyslexra that
.‘ were bnefly descnbed in the Introductlon the phonologlcal the magnocellular and
‘the automatlsatxon defimt hypotheses However the devratlons in activation of P3

' kof dyslex1cs 1 e, 1ts delayed latency and attenuated amphtude reﬂect a delayed

cogmtlve processmg that may be related to automatlsatron deﬁc1ts and cerebellar -
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deficits as well as the right parietal lobe abnormalities and. atypically symmetrical
brain function. The magnocellular deficits were found only in one partrclpant from
the dyslex1c group. The delayed NI and P2 (200-300 ms) ERP components and
decreased sensmvrty of his performance suggest 1mpa1rment of coherent motion
processmg and magnocellular dysfunctlon in thrs part101pant The results of this
study can be mterpreted in favour of magnocellular hypothes1s w1th an emphasis
that these deficits probably exist only in a small subgroup of dyslexic English
speaking adolescents. However, as suggested earlier, the absence of between-group
dlfferences in our study may have also been caused by msufﬁment demands on the
attentlon system that was recently suggested to cause magnocellular deficits via
postenor panetal 1nput And ﬁnally, the devratrons in' the brain activation of
dyslex1cs in vrsual word form proceSSmg that appear as early as 110 ms suggest that

| they do have abnormal word/pseudoword processmg as compared to the controls

| The bram actlvatlon at thrs early stage 1s related to pre-lex1cal and pre-conscwus

‘ ‘-‘processmgwof the st1mu11 However tlus 1s a Sklll developed by expenenced readers

sess 'of learmng to read and 1s based on good orthography—to-.

| N"thonology' mappmg ab1l1ty and recogrutron of the v1sua1 shape of a fannllar word
”Therefore accordmg to our results 1t could be concluded that there are

abnormalltles m the occ1p1to—tempora1 area or VWFA of dyslex1cs and that these
o ERP dev1atrons reﬂect deﬁcrencws m dyslex1cs early v15ua1 word form recogmtron _

skrlls as: mdexed by the1r longer RTs and a larger number of errors made in -

B resp se-to ps dowords than words compared to the controls group However
the P3 and PS dev1at10ns in dyslexrcs ERP recorded m panetal srtes also show
' abnormahtles at later cogmtlve stages of a performance that may also be related to
suggested automatrsatron deﬁcrts and deﬁment cerebellar performance The delayed |
and attenuated later ERPs both in CPT and 1n 1ex1cal dec1s1on stud1es together with
a weaker behavroural performance in the latter conﬁrm that dyslexrcs may have
| problems at later cogmtlve stages of processmg regardless the type of the cognitive
task they are performmg These ﬁndmgs show once more that dyslexra is a
multlsymptomanc developmental d1sorder and is caused by subtle changes in
vanous mterconnected areas of the bra1n Addltlonally, the results of the Cross-
‘_ study correlatronal and factor analyses revealed that generally larger and faster
jbraln actrvatlon was related to a better"performance and hlgher 11teracy scores

i among our part101pants whereas the magnocellular dyslexrc part1c1pant 1dent1ﬁed

R :
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...in the coherent motion study had. markedly larger error rate and delayed ERPs in

the CPT and the lexical decision task.

6.4. Limitations of the current research

Despite the careful planning and the utmost attention to detail when designing e

these tests there are some shortcoming that should be mentioned in relation to this

work.

64.1. Partrcrpants sample sizes

The dyslex1a research group at Shefﬁeld University has helped nnmensely
| for thls pro_]ect by provrdmg a cohort of dyslexrc and control part1c1pants that were
i 1nvolved in other studres but had no relation to the current pI'O_] ect These
mi\part1c1pants were chlldren recrulted from local schools However some ‘of them'
would not ﬁt the cnterra used for the current work, . g, some of them had ADHD
' ‘overlappmg symptoms or were much younger or older than the age range of
) partrcrpants used m tlns study As a result the number of part1c1pants in, each group
B number of male and female partrcrpants that could have been poss1ble provrded we

: had a larger number of part101pants overall

6.4.2. ADHD and dyslexia/ADHD mixed samples absence

- It'was also: my 'intention fo test another group of participants that had only
- ADHD or ADHD/dyslexra rmxed symptoms Thrs could have been especially
mterestrng for a concurrent testmg and comparison of results with “pure’ dyslexrc '
partlclpants in the performance of the CPT task. The comparison in brain electrical
activation between purely dyslex1c and ADHD/dyslex1c groups could be valuable
in extendmg our ex1st1ng knowledge of srmllarrtles and dlfferences of the ongms of

| -these overlappmg developmental drsorders Unfortunately, thrs was not possrble as
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~we could not find the required number of participants with ADHD that could also
satisfy the criteria of age and IQ match for the dyslexic and control groups that I
tested. '

6.4.3. Different age groups of participants

B In relation to the same issue of the samples of participants, it should be

B mentioned, that I would be extremely interested to carry out these tests in different
ages of dyslexic and control children with a purpose of closer observation of the
onset and development of the deviations in the brain act1vat1on of dyslex1cs that

were found for the age group tested in this study. This is also a potential direction
for the future research,

6.44. EEG recordlng issues

In the age of rapldly developmg technology and advances . - -

electrophysmlogmal recordmg methods it is dlfﬁcult to keep up w1th many

developlng nnprovements ‘while working on one project. We wished to keep the

spec1ﬁcat10ns of our EEG system critical for the data recordmg, unchanged wh11e

| 'collectmg the data for the three stud1es of th18 prOJect This prov1ded a p0551b111ty‘-

‘ for companson between dlfferent md1v1dual recordings and for the averagmg of

) 1nd1v1dual partlc1pant ERPs 1nto group waveforms. We have used EGI recordmg

and analys1s hardware and software for our experiments. The equlpment provided -

by d1fferent compames offer different methods for dealing with eye movements and
other artefacts. The better versions of these artefact removal methods would help

for better ﬁltenng and 1mproved 31gnal-to-n01se ratios when extractmg EEG and

_ 'ERP S1gnals The problems with bndgmg, ie., propaganon of the 51gnals across the

 surface of the head from one electrode to the other, as well as shghtly increased

contamination of the frontal recording channels (a consequence of closer location to

eyes and face muscles) could be dealt with slightly (not dramatlcally) better with

more recently developed analysis software.
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--6.4.5. - Concurrent neuroimaging recordings - .. .-, ... .

VElectrophy‘s‘iological methods arevwelld known fo:r. their excellent temporal
resolution. HoweVer; the isp‘a'tial resolution of these techniques in identifying of the
regions and areas activated during the task are less advanced compared to
neurmmagmg techniques, such as ﬂV[RI The proj ject could have benefited greatly 1f
such concurrent ERP+ﬂVIRI recordlng of actlvatlon was p0551b1e to carry out.
Parucularly, thlS could be unportant for an ﬂ\/]RI confirmation of the ERP results in
the occ1p1to-tempora1 area found 1n the 1ex1ca1 de01s1on task. An alternatlve and
equally mformatlve recordmg techmque is magnetoencephalo graphy (MEG) which

is an electncal s1gna1 recordmg as well but 1s based on measurmg the associated

L ‘magnetlc ﬁelds emanatlng from the bram 1n thls case Unhke EEG 1t has good

) spat1a1 resolutlon and electncal source locahsatlon capac1ty (e g Dale et a1 2000 :
Cornehssen et al 2003) that could also be very useful had we had the opportumty -
to employ this method 1n our studles. LR PR l

oy

| "6"‘.4."§,_’»f"l'i"rning in planning the recordings

, And ﬁnally I would 11ke to mentlon the 1ssues of the tlme 1n recrultmg the:"_ :‘ -
" pa.rtlclpants and n des1gnmg the studles, as well as bookmgs of the expenmental |
room. I the above Were poss1b1e to carefully control and were better nlanned I
would have carned out the recordlng of alI three studles m the same tnne mterval

e.8. durmg the spnng of the second year of the PhD ThlS could allow fora
wstatlstlcal analys1s 1f th1s was cons1dered purposeful and companson of the results
’,from all three stud1es However the ﬁrst study was camed out in the ﬁrst year of
the PhD and the second and the th1rd studles were conducted in the second year of

the PhD

T TR R O
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6.5 Future work - - -

The potential future directions of this research are partly a consequence of

the limitations and the concerns regarding the current project mentioned above.

Thus:

)

2)

It would be extremely interesting to carry out a comparative, between-
developmental-disorder study on all three tests that were used in the current
study.’ Dyslexia is currently considered to have somewhat common
biological origins with ADHD, SLI and autism. The availability of high
density ERP- recording system and the tests already used in the current
.prOJect could be very useful for future neurophys1olog1ca1 and behavioural
studies and companson across different learning dlsorders ”

As mentloned earher the tests designed dunng thlS pl‘O_]eCt have a potentlal-
dlagnostlc role and 1t would be valuable to conduct a longltudmal study

and mvolve d1fferent age groups of dyslex1c and non-dyslex1c pamcrpants ‘

'm order to ﬁnd out the onset of the dev1atlons that appear 1n bramv

actlvatlon of dyslex1c children. For example it would be extremely useful

't ﬁnd out the age of the onset in abnormahtres of wsual word form

.3.)

recogmtlon The dlfferences e.g., atyplcally symmetncal Pl component of -
'ERPs m bram act1vat10n to words and pseudowords that were found in |
Enghsh speakmg dyslexrc adolescents may have a dxfferent mamfestatlon .
and age onset from those of non—Enghsh speakmg chlldren : o

“Srmllarly these EEG tests could be successfully used i m dlfferent clinical
and healthy populatlons such as Alzhelmer s and healthy agemg elderly

populatlons for an early detect1on and mterventlon As an mspmng

‘ example these techmques are already used ina d1fferent research prOJect

'here at Shefﬁeld Umversrty that looks into the effect of omega—oﬂs 1n the

cogmtlve functlon of elderly 1nd1v1duals and could be used for an early

' detectlon of any dementra symptoms that are not recognlsable at the

4)

behav1oura1 level
The potent1al future’ d1rect10ns of research mentioned above and many

other consecutlve studles (smce our road of d1scovenes about the human

'mlnd and behav10ur is endless) would * beneﬁt greatly 1f the

' “'*electrophyswloglcal and neurormagmg techmques could be comblned The
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...current . project A,_be_n)éﬁted‘ greatly by concurrent .ERP .and .behavioural
recordings, and it could benefit even further with high spatial resolution
neuroimaging techniques used in combination with our high density and

high tembbral resolution electrophysiological methods.
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8. APPENDICES

8.1. Information sheet for participants

EEG study of Reaction Times in Dyslexia

You are invited to take part in a study looking at changes in brain electrical activity

during a reaction time test. Detailed instructions will be provided.

What is the aim of the study?
The aim of this study is to investigate whether there are interesting differences

between dyslexic and non-dyslexic participants in the way their brains respond on

seeing letters and looking for a sequence.

What will the EEG show?
EEG is a simple way of measuring the electrical activity of the brain. If it is

recorded to a particular event, then averaging a number of trials will help to have a
potential or a response related to appearance of that particular event. This is called
the evoked potential (EP) technique. Another goal of study is to analyse the

frequency components of EEG recording.

What will the EEG recording involve?

This technique involves placing on the head a ‘net’ of small

non-intrusive pads. The current Net in use in this Department

is a 128-channel cap of little plastic tubes with sponges that

are placed on your head by the experimenter. The Net will be

soaked in advance in a special solution that contains distilled

water, a bit of lo salt and Johnson’s baby shampoo in order to

improve the conductivity of brain signals. It is a reasonably

comfortable procedure - it doesn’t hurt at all! Your hair will g Electrical
get slightly wet while applying the Net, so it’s worth bringing  Gegdesics Inc
a comb along for afterwards. The technique is in common use
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world-w1de even w1th babies.. The expenmenter w111 momtor
" the progress of the task 1n the adJ acent room. You will always
be able to commumcate to the expenmenter if you need to

What w1ll I have to do durmg EEG recordmg"
"Durmg recordmg, different letters w1ll be, presented in the centre of a computer
screen in between two vertical lmes You will be asked to fixate these lines and
attend to the letters appeanng wrthm these fixation lines. You will be also asked to .-
' reﬁam from blrnks and head and body movements (espemally when the stlmulus is
on) as much as poss1b1e to prevent interference of the noise w1th s1gna1 You w111 be -

| grven full 1nstruct10ns before the start of the recordmg and have a trial run to

| farmharrse you w1th the task

s How lono w1ll the EEG sessmns last"

o The task and recordmg 1tse1f w111 last about 15 mm The whole expenment

: 1nclud1ng the apphance of the Net and practrce session w111 last about 1 hour

It th‘e EEG safe? | S i
Thlstype of recordlng 1s con31dered completely safe. It does not mvolve exposure;, o

o to radratlon nerther does it 1nvolve any mJectlons The ' sponges attached to the'_i'; o

o illummated room and able to speak to us throughout The study can be stopped at
’any t1me 1f you wrsh Fully tramed staff will be present. The type of EEG to be
employed, isin routrne__use in the Department of Psychology,_ Shefﬁeld Umverslty.

Wlll I be rewarded for takmg par t?
) ‘We will pay you £5 an hour

* What if I change my mind during the study?

ngoxng act1v1ty of the brain. You w111 be 1n a normally_



~...-Your -participation .in .the .research .is - entirely voluntary.. You have the right to.
w1thdraw from the study at any pomt without havmg to give a reason and without

' your future study be1ng affected in any way.

What w1ll happen to the mformatlon from the study"
The EEG recorded data and information for all the participants will be analysed to
see whether there are any interesting differences between groups of dyslexic and
non-dyslexic participants. The results, I hope, will be'published in the dyslexia -~
research literature in'order to be of rnaXim:um'use worldwide. Any results about you
B personally w111 be held in the strictest conﬁdence and not dlsclosed to anyone
outs1de the pI‘Q] ect The results w111 be descnbed completely anonymously as far as

: 'part1c1pants are concerned

‘What 1f I have further questlons" | ,
- Please do not hes1tate to contact Dr Ahgela F awcett or Na1ra Taroyan at:
_'Psych logy Department A '
Wes Bank Umversrty of Shefﬁeld
. Sheffield, 510 2TP N ,j i o |
| " 'Tel (Na1ra Taroyan) (Ol 14) 222 6553 or ema11 A Taroyan@shefﬁeld ac.uk.

";‘Addltlonalbmformatlonh‘ o e - L :
'_ approved by Research EtthS Comrmttee of Shefﬁeld

"“‘U}n1vers1ty Psychology Department It Would take place in the EEG lab of |
, Psycholo gy department at a t1me convement for part1c1pants

v

Dyslex1a Research Group
Department of Psycholo gy
Un1vers1ty of Shefﬁeld




‘~8.2. Research consent form

EEG study of different types of performance in Dyslexia

PLEASE DELETE AS~
'NECESSARY

Have you understeod the participant information sheet? ' YES/NO

Have you had an opportumty to ask quest:lons and | YES/NO
dlscuss thls study" o

. H#ﬁre you reéé_iiéd 5?ﬁ$fa¢t°ry answers to ,311, your quesﬁens? ' ' YES/NO

 Have youreceived enough information sbout thestady? -~ YESNO

- To whom have yeu‘Sﬁeken? teteeesaeasere st sa et b e a R e R bt t b en st semenenaadanaon
o ‘_-:'J"Do you understand that you do not need to take part in the study and if you do enter "
' you are ﬂee to w1thdraw -
- at any time

| - ‘fw‘i"‘mout having to give a reasoﬁ for withdrawing YES/NO




Do you agree to take part in thls study?
| ’YES/NO '

SIENEQ: ..ooveirerirenerensrrstrissi s - Date:

.................................

T R T R T YT Y P Y TR R YT

. (NAME IN BLOCK LETTERS)

" Contact phone NUMDET: ........oevevsisternrennons

(As you already have parental consent to part101pate in the dyslex1a prOJects we

1"don’t need 1t agaln)

83. Instructions for the CPT study -

u‘\ i

Welcome to the Expenrnent

fYou Wlll see a seCIuence of letters R

g IO'."'

‘Please try to refram form bl1nks and other bodlly movements durmg the recordmg

Do nothmg othermse

Press any key when you are ready to start

| Please press ﬁrst button (from leﬁ) only when you see letter 'X' preceded by letter '

O



-8.4. Instructions for the coherent motion study -
Welcome to the Experiment

You will see vanous . combinations of small dots moving on the screen. In some
cases. they will 1 move upwards from the bottom to the top of the screen. In other
cases, they will move randomly in different directions. Your task is to press the ﬁrst )
»movmg upwards When you see the dots moving randomly in d1fferent directions
(like TV n01se), please press the second button on your leﬁ w1th the mlddle ﬁnger
'of your r1ght hand

Pleasetrytoavmd eye blinks during stimulus display as much as possible

i Press any key when you are ready to start

8.5, Instructions for the lexical decision task .
fWé’Ieor‘ne’to the Experiment'

B "You w111 see a sequence of letter combinations. Some of them w111 be real words
Y others W111 be nonsense words i.e., w1thout any meamng Your task is to press the
_ :ﬁrst button on your left w1th the index finger of your nght hand when you see a real
| ‘word. When you see a nonsense word, please press the second button on your leﬁ

‘ w1th the nnddle ﬁnger of your nght hand.

| Pl__ease try to _avoid eye blinks during stimulus ‘di'splay as much as possible-

Press any key when you are ready to start




8.6. Graphs for the Tables 2.2 & 2.3

Pl amplitude and latency (with standard error bars) in CPT task in Go and NoGo
conditions and left, central and right (L, C, R) areas of occipital cortex

N1 amplitude and latency

Dyslexic

GoL GoC GoR NoGoL NoGoC NoGoR

P3 amplitude and latency

GoL GoC GoR NoGoL NoGoC NoGoR
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