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A B S T R A C T

Despite recent extensive research in the field o f dyslexia, the causal links between 
various behavioural symptoms and underlying neural mechanisms of this 
developmental disorder proposed by different theories are still hotly debated. In this 
project I aimed to combine behavioural and neurophysiological tests o f global 
coherent motion (magnocellular), visual word from recognition and lexical decision 
(phonological), as well as attention deficits in English speaking dyslexic 
adolescents.

Three studies are described in this thesis. In the first study 10 dyslexic participants 
(ages 15.5-17.4) and 10 control participants (ages 14.4-18.3) were tested during the 
Continuous Performance Task (CPT), an established test o f  attentional 
performance. In the second study the 9 dyslexic and 10 control participants (from 
the same set as in the first study) were tested for the magnocellular deficit 
hypothesis, with low contrast and low coherence level random dot kinematograms 
(RDK) presented in a coherent motion detection test. In the final study the 
participants (9 dyslexics, 9 controls) had to decide whether they saw a word or a 
pseudoword (lexical decision task). In all three studies the event related potentials 
(ERPs) were recorded simultaneously with the behavioural measures, such as 
reaction time (RT) and error rate.

According to the results o f the first study, no between-group differences in 
behavioural performance on CPT were found, whereas the late ERP components 
were delayed, attenuated and atypically symmetrical in the dyslexic group. The 
results o f  the second study showed magnocellular impairment only in one dyslexic 
participant, according to both ERP and behavioural data. Thus, the latency o f the 
N1 and P2 ERP components was delayed and sensitivity o f  the performance was 
poorer in this participant when compared to the rest o f the group average. In the 
third study, the lexical decision task, dyslexics performed significantly worse than 
controls in terms o f accuracy and response latency. The early ERPs related to the 
pre-lexical visual word form recognition were atypically symmetrical, and the later 
ERP peaks were significantly delayed and attenuated for the dyslexic group.

The behavioural and electrophysiological results o f  these studies suggest that 
abnormal attentional performance is not a ‘core’ feature o f dyslexia, as well as 
confirm previous findings o f impaired magnocellular function in a small subset o f  
dyslexic population. The atypically symmetrical early and later ERP components 
highlight the potential explanatory value o f altered interhemispheric function in 
dyslexia, whereas the attenuated and delayed later ERP components highlight the 
deficits at later, cognitive stages o f  processing among dyslexics. Brain-behaviour 
cross-study correlational analysis showed that speed and amplitude o f the early and 
late ERP components consistently associated across the tasks, the poor literacy 
scores and larger error rates associated with attenuated and delayed ERPs, whereas 
individual participant effect sizes showed that magnocellular impairment associated 
with larger error rate and delayed ERPs in the CPT and lexical decision tasks.
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1. INTRODUCTION

1.1. Background to Developmental Dyslexia

Traditionally developmental dyslexia is defined as ‘a disorder in children 

who, despite conventional classroom experience, fail to attain the language skills o f  

reading, writing and spelling commensurate with their intellectual abilities’ (1968). 

It is a specific and significant impairment in reading abilities that cannot be 

explained by any kind o f deficits in general intelligence, socioeconomic 

disadvantage, general motivation or sensory acuity (World Health Organisation,

1993). These definitions are based on a criterion o f discrepancy between the reading 

performance as expected from measures o f IQ and the reading performance actually 

observed. This learning disorder has lifelong persistence with reading deficits being 

just one o f its manifestations. It is estimated to occur in approximately 5-10% o f  

school age children (Shaywitz et al., 1992). Developmental dyslexia, hereafter 

referred to as dyslexia, should be distinguished from acquired dyslexia, which is 

usually caused by pathological or accidental focal brain damage (Price and 

Mechelli, 2005). Given the large numbers involved, dyslexia has major 

implications, both financial and political, as well as social significance with the 

need for the extra support for dyslexic children, adults and their families. It causes 

particular concern in English-speaking countries that may have more dyslexic 

population due to the deep and irregular orthography o f the English language 

(Lindgren et al., 1985; Paulesu, 2001). One notable aspect o f  dyslexia that puzzles 

theorists is the variety o f symptoms that are consistently associated with it and are 

not specifically related to reading per se. These include visual and auditory sensory 

skills, visuo-motor control and more (Nicolson and Fawcett, 1990; Tallal et al., 

1993; Stein and Walsh, 1997). As a consequence, whatever aspect o f  function and 

behaviour is investigated -  be it reading, writing, spelling, hearing, vision or 

learning skills -  dyslexic children always show interesting deviations. Another great
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challenge in theoretical research o f dyslexia is that children with this condition 

often have associated deficits in related domains and show comorbidity with other 

developmental disorders such as Specific Language Impairment (SLI) (e.g., 

McArthur et al., 2000), Attention Deficit Hyperactivity Disorder (ADHD) 

(Shaywitz et al., 1994; Willcutt and Pennington, 2000; Kadesjo and Gillberg, 2001) 

or dyspraxia (Kadesjo and Gillberg, 1999).

It is well established now that dyslexia is a disorder o f a neurobiological 

origin. This notion was initially and independently mentioned by British physician 

Pringle Morgan and Scottish ophthalmologist James Hinshelwood in the end o f the 

19th century. They both emphasized the similarity o f  symptoms in dyslexic children 

with a neurological syndrome o f ‘visual word blindness’ (Hinshelwood, 1895; 

Morgan, 1896). As first reported by French neurologist Jules Dejerine (1891), in 

adults a damage to left inferior parietal-occipital area causes significant impairment 

in reading and writing, suggesting that this region may play an important role in 

processing o f the ‘optic images o f letters’ (Dejerine, 1891). Therefore, Hinshelwood 

and Morgan reasoned that impaired writing and reading in dyslexic children could 

be due to impairment in the same region as in adult alexic patients (Hinshelwood, 

1917). About 20 years later American neurologist Samuel Orton (1937) advocated 

the use o f  the term ‘strephosymbolia’ that indicates the problem was not one o f  

word blindness per se but o f ‘symbol twisting’. Orton’s work with over 1000 

children inspired many, including the neurologist Norman Geschwind, and 

eventually led to the foundation o f the Orton Dyslexia Society (now the 

International Dyslexia Association). ,

In the early 1960’s a Word Blind Centre was established in the UK in order 

to study the diagnosis and teaching o f dyslexic children. The first researcher in this 

centre to publish quantified differences between dyslexic boys and controls was 

Sandhya Naidoo. He identified a specific pattern within a group characterised by 

‘exclusionary’ criteria, i.e., a ‘difficulty in learning to read and spell in physically 

normal intelligent children’ (Naidoo, 1972). A decade later similar theoretical work 

was carried out by a group of researchers at Aston University who developed the
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‘Aston Index’, a comprehensive diagnostic battery for dyslexia (Newton et al., 

1976). Another decade later Tim Miles published a similar research derived from 

his clinical case studies o f 223 children in the early 1970’s that formed the basis o f  

the Bangor Dyslexia Test (Miles, 1983). According to a large scale study by Rutter 

and Yule (1975), around 4% in the normal distribution o f low achievers showed 

specific retardation in reading despite adequate intelligence. This general incidence 

level o f  4% still provides a representative estimate o f the prevalence o f dyslexia in 

general population.

At present the major aims for dyslexia research are to identify the full 

range o f symptoms (whether or not they are related to reading) and to consider the 

possible neural mechanisms that might underlie these symptoms. And despite many 

decades o f intensive research, the underlying neurobiological and cognitive causes 

o f dyslexia are still hotly debated. The plurality o f symptoms in dyslexia and its 

heterogeneous nature has led to no less than four major theories trying to explain 

the underlying causes o f this developmental disorder. Among currently most 

influential are the phonological deficit hypothesis, the automatisation deficit 

hypothesis, the cerebellar deficit hypothesis and the magnocellular deficit 

hypothesis, which are briefly outlined below.
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1.2. The major theories of developmental dyslexia

1.2.1. The phonological deficit hypothesis

The phonological deficit hypothesis (Vellutino, 1979; Snowling, 

1987; Stanovich, 1988) is currently the dominant explanatory framework for 

dyslexia. It postulates that difficulties experienced by dyslexics are caused by 

specific impairments in the representation, storage and/or retrieval o f  speech 

sounds. It explains dyslexics’ reading impairment by appealing to the fact that 

learning to read requires learning o f  the grapheme-phoneme correspondence, i.e., 

the correspondence between letters and constituent sounds o f speech. If these 

sounds are poorly represented, stored or retrieved, the phonological awareness skills 

would be affected accordingly (Bradley and Bryant, 1978).

Usually skilled reading depends on two component processes: word 

identification and language comprehension (Gough and Tunmer, 1986). Word 

identification involves visual recognition o f an array o f letters as a familiar word 

and implicit (or explicit) retrieval o f the meaning o f that word from memory 

(Vellutino et al., 2004). Language comprehension requires understanding o f the 

meaning o f spoken or written words and their integration within a sentence and a 

text. According to the phonological deficit hypothesis, the reading difficulties 

experienced by dyslexic children are manifested in inadequate printed word 

recognition and phonological (letter-sound) decoding that may or may not be 

accompanied by deficient language comprehension (Vellutino, 1979; Snowling, 

2000). There is much evidence showing that children who have difficulties in 

mapping the alphabetic symbols to sounds also have difficulties in learning to read 

and spell (Snowling, 1980; Stanovich and Siegel, 1994). This ability in learning 

alphabetic symbol mapping, in turn, depends on acquisition o f phonological 

awareness, defined as conceptual grasp and explicit awareness that spoken words
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are comprised o f individual speech sounds (phonemes) and combinations o f speech 

sounds (syllables, onset-rimes) (Vellutino et al., 2004). According to many 

researchers, the difficulties that dyslexic children experience in phonological 

awareness tasks contribute to their deficient word recognition skills (e.g., Bruck, 

1993a; Snowling, 1995).

According to Goswami and Bryant (1990), phonological awareness is 

awareness o f  the sounds that make up words. There are three ways o f breaking up a 

word into constituent sounds and therefore three types o f phonological awareness. 

Firstly, words can be divided up into syllables. Most children have little difficulty in 

separating words ‘daddy’, ‘bungalow’ and ‘magnificent’ into two, three and four 

syllables respectively (Liberman et al., 1974) At this simpler, syllabic, level 

awareness is measured by a variety o f tasks, including tapping out the number o f  

syllables, counting syllables, and deleting syllables. Usually awareness o f this type 

is well developed by the time children start learning to read. The second type o f  

phonological awareness is by phonemes, that is the smallest units o f sound in 

words. The development o f awareness at the phonemic level (e.g., that cat is I d  I d  

!\I) is far more difficult to acquire (Adams, 1990), and is measured by counting 

phonemes, dividing words up into a series o f phonemes, deleting phonemes, and 

substituting phonemes. Young children are not usually aware o f these sound units. 

The third type o f phonological awareness looks at units larger than phonemes but 

smaller than syllables. Each syllable can be divided into opening and closing 

sections. These units are referred to as the onset and the rime. Thus, the ability to 

divide words into onsets and rimes (e.g., that cat may be broken down into Id, the 

onset, and /at/, the rime) falls midway in difficulty between syllabic and phoneme 

awareness. The use o f the term ‘rime’ for the end units makes obvious reference to 

the fact that words that finish with similar rimes do rhyme. Young children's 

sensitivity o f  and experience with rhymes seems to be closely related to their 

fluency in reading in later years (Bryant et al., 1990). The ability to count the 

phonemes in a word develops around first grade for normal readers, but the ability 

to manipulate these phonemes is developing up to secondary school level (Adams,
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1990). A typical progression would be, first, syllable recognition at around three or 

four years; then an intermediate stage based on recognition o f onsets and rimes; and 

finally recognition o f individual phonemes after the age o f 6 (Goswami & Bryant, 

1990). It is no coincidence that these skills develop at this time, in that early 

phonological awareness skills provide the foundations for the acquisition o f higher 

levels o f  metaphonological skill.

Thus, most children are able to perform tasks requiring segmenting words in 

smaller units, i.e., syllables and (partly) phonemes well before reading age. For 

dyslexic children, however, these skills are not achievable even after several months 

o f reading and writing (Bradley and Bryant, 1983). Subsequent training and 

intervention designed to improve phonological awareness and letter-sound mapping 

provided consistent evidence o f improvement in word identification, spelling and 

reading ability in general (Lundberg et al., 1988; Foorman et al., 1998).

In addition to phonological awareness another component that plays an 

important role in acquiring reading ability is orthographic awareness, i.e., the 

child’s sensitivity to constraints o f  how the letters in written words are organised 

(Vellutino et al., 2004). It is argued that orthographic knowledge is acquired only 

after the initial phoneme-letter encoding phase and that it is primarily derived from 

developing reading skill and experience with print (Ehri, 1995); that is, much o f the 

learning will occur implicitly, over and above any explicit instructions about 

spelling rules. It was found that children’s exposure to literacy at home, e.g., shared 

reading, magnetic letters, was more significantly related to phonological sensitivity 

than passive literacy exposure, such as parental leisure reading (e.g., Burgess et al.,

2002). Further studies have shown that exposure to alphabet books is more efficient 

in the development o f phonological sensitivity than exposure to picture books (e.g., 

Murray et al., 1996). These findings support the central role o f  letter knowledge in 

phonological awareness development. In a year longitudinal study o f 4- and 5-year- 

olds Burgess et al. (2002) found that early print letter knowledge and home shared 

reading were significant predictors o f phonological sensitivity growth, whereas 

speech perception and age were not significant predictors. It was reported by
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Treiman et al. (1998) that children as young as 4 years old can benefit from print 

letter exposure in development o f their phonological sensitivity.

However, in languages with many inconsistent letter-sound relations, such 

as English and French, children become sensitive to certain statistical properties o f  

the orthography, such as positional constraints and word frequency, even when their 

own spelling production is only partially phonologically correct (Caravolas et al.,

2005). According to these authors, the development o f orthographic representations 

in spelling is shaped from the earliest stages by a complex combination o f  

information about the properties o f the lexical and orthographic input, acquired to 

some extent through implicit learning. There is much evidence that dyslexic 

children and adults who have limitations in phonological awareness and 

alphabetical mapping skills would also have limitations in orthographic awareness 

and orthographic knowledge (e.g., Brack, 1992; Snowling, 2000). In transparent 

orthographies, children’s reading speed and accuracy are usually equivalent for 

nonsense words with familiar and unfamiliar rimes, whereas in non-transparent 

orthographies (e.g., English or French) children show reduced speed and accuracy 

while reading ‘unfamiliar’ (zoin) as compared to ‘familiar’ (dake) nonsense words 

(Goswami, 2000). This supports the notion that children who are learning to read 

transparent orthographies rapidly develop orthographic representations that the 

present phoneme-level information, whereas children learning less transparent 

orthographies take longer to represent phoneme-level information (Wimmer and 

Goswami, 1994). There is a considerable evidence o f limited knowledge o f print in 

children with early reading difficulties that can contribute to early reading and 

language problems. However, limitations in such knowledge are probably not the 

main cause o f specific reading difficulties and are usually caused ‘by experiential 

and instructional deficits rather than biologically based cognitive deficits’ 

(Vellutino et al., 2004). It has been shown, for example, that sometimes children 

with extreme reading difficulties have reasonable knowledge o f print concepts and 

conventions (Vellutino et a l, 1996).
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Dyslexics are known to perform poorly on other phonological awareness 

tasks, particularly on nonword repetition tasks (Snowling, 1981) that provide a 

measure o f their ability to assemble articulatory instructions (Snowling et al., 1991). 

A specific difficulty in finding and retrieving verbal labels in response to familiar 

pictures was found in dyslexic children as well (e.g., Swan and Goswami, 1997). In 

addition, the theorists also argue that there is evidence for poor short-term verbal 

memory that is possibly caused by a more basic phonological deficit in 

representation o f quality o f phonological units, their access and retrieval (Snowling, 

2000).

According to Lundberg and Hoien (2001) the following phonological 

deficits are the characteristic symptoms o f dyslexia across the lifespan:

•  reading and writing even short nonwords

•  repeating back long nonwords

• playing word-games where the point is to manipulate phonemes

• a slower rate o f speech, sometimes with indistinct pronunciation

• segmenting words into phonemes

• keeping linguistic material (strings o f  sounds or letters) in short­

term memory

• slow naming o f colours, numbers, letters and objects in pictures 

An important argument o f the phonological processing theory is that there is

a deficit at the level o f  phoneme representation itself. For example, it has been 

shown that in the tasks that require processing and differentiation o f phonemes that 

are acoustically similar to each other, e.g., ‘ba’ or ‘da’, dyslexics performed worse 

compared to their age-matched controls (Godfrey et al., 1981; Manis et al., 1997). 

Hulme and Snowling (1991) suggested that two broad classes o f  processes should 

be distinguished: input phonology (speech perception processes) and output 

phonology (speech production processes). They have argued that particularly 

impairments in output phonology may be crucial in dyslexia that involve inability to 

sound-out novel words and errors in accurate portray o f sound structure o f the word.
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They have studied a dyslexic boy J.M. for 6 years (Snowling et al., 1986b; 

Snowling and Hulme, 1989) and found a range o f errors in output phonology in 

addition to his reading problems. These included mispronunciations o f polysullabic 

words in his spontaneous speech and difficulties in repeating words and nonwords. 

He also had naming difficulties and impaired verbal short-term memory. However, 

he was similar to reading-age matched controls in his performance on input tasks 

such as auditory discrimination o f nonwords and auditory lexical decision. There is 

evidence from other works that dyslexic children experience problems in speech 

production processes such as word finding, nonsense word repetition and vowel 

distinctiveness measures (Snowling et al., 1986a; Stackhouse and Wells, 1997; 

Goswami, 2000). It was suggested by Goswami (2000) that it could be the process 

o f  phonological representation itself that is compromised in dyslexia. However, the 

author also mentioned that there is a possibility that current measures o f input 

phonology are not adequate and may fail to tap into main processing deficits that 

cause the phonological representations o f dyslexic children to be underspecified and 

to lack segmental information. It is also possible, according to Goswami (2000), 

that some compensation for early processing deficits has already taken place in 

some children following remediation. According to Manis et al. (1997) speech 

perception in dyslexic children is usually examined via two major paradigms:

categorical perception o f stop consonants, such as Pol, /d/, /g/, and /p/, and repetition
\

o f speech with and without noise. It was found that in categorical perception 

dyslexic children were less able to differentiate words that differed only in initial 

phoneme compared to age-matched controls (e.g., Reed, 1989). Snowling et al. 

(1986a) found differences in monosyllabic non word and low frequency real word 

repetition tasks in noise. However, differences o f speech perception deficits in the 

dyslexic population tend to be small and not always statistically robust (Joanisse et 

al., 2000). According to these authors, different behavioural patterns o f dyslexia 

may have different underlying causes. For example, phonological dyslexia may be 

caused by deficits in both speech perception and other aspects o f  phonology, 

whereas dyslexies with the delay pattern o f development exhibited performance on
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the reading, phonology, morphology, and speech perception tasks that was like that 

o f younger normal readers. They suggested that children who exhibit similar 

patterns o f impaired reading may not necessarily have the same underlying deficits 

and that additional measures that assess other aspects o f language and experience 

are needed.

The phonological deficit hypothesis was established in the dyslexia 

research community following a seminal analysis by Frank Vellutino (1979), who 

argued that the deficit was mainly in processing o f language. Following this work 

the researchers refined the concept o f  a linguistic deficit, developing the 

‘phonological deficit’ theory. The pre-eminent status o f  the phonological deficit 

hypothesis derives from findings in the early 1980s that dyslexic children had 

particular difficulty in hearing the individual sounds in words. For instance, at the 

age o f 5 years, children who would later turn out to be dyslexic had considerable 

difficulty in hearing that, say, ‘cat’, ‘mat’ and ‘bat’ rhyme. In general, they seem to 

have limited ‘phonological awareness’ (sensitivity to the sound structure in words). 

This ‘phonological deficit’ leads to difficulties in learning to read and spell because 

one o f the early stages in learning to spell is to split a word into its component 

sound chunks, each o f which then has to be spelled in order.

By the late 1980s the prevailing view was that phonological deficits might 

well prove a causal explanation of reading difficulties in dyslexia. In an influential 

analysis, Stanovich (1988) argued that the cognitive problems characteristic to 

dyslexia are usually specific to the reading task and do not involve other domains o f  

cognitive functioning. He also developed the argument that one key to fluent 

reading is the development o f an ‘autonomously functioning module at the word 

recognition level’, and that failure to develop such a module might derive from 

impairments in phonological processing. He proposed that children with dyslexia 

suffered from a specific deficit in phonological skills, whereas when moving down 

the IQ continuum towards ‘garden variety poor readers’, deficits in phonological 

processing will remain, but the specificity will diminish, with deficits showing up in 

more and more skills, even those not related to reading. Stanovich discounted any
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deficits in non-phonological skills and suggested that the mechanism by which the 

deficits have their effect on reading and spelling is via an early lack o f phonological 

awareness. This phonological-core variable-difference model was the first causal 

explanation for dyslexia. As suggested by Sally Shaywitz (1996), the key 

assumption o f the phonological deficit hypothesis is that a deficit in the language 

areas o f the brain leads to specific problems in learning to read (and in remembering 

linguistic information), without otherwise affecting higher level reasoning. She 

illustrated the fundamental paradox of dyslexia -  the discrepancy between reading 

ability and other skills - via the example o f Gregory, a dyslexic medical student 

who “excelled in those areas requiring reasoning skills. More problematic for him 

was the simple act o f pronouncing long words ... perhaps his least well-developed 

skill was rote memorization” and went on to outline an impressive range o f  

multidisciplinary evidence consistent with the phonological deficit hypothesis. She 

concluded (p.84) “The phonological model crystallizes exactly what we mean by 

dyslexia: an encapsulated deficit often surrounded by significant strengths in 

reasoning, problem solving, concept formation, critical thinking and vocabulary.” 

However, this assumption o f specificity has been somewhat threatened by the 

diverse difficulties established for children with dyslexia. As noted by Nicolson 

(1996), the mode o f scientific progress is in terms o f increasing rather than 

decreasing specificity.

There is also a debate over whether problems repeating nonsense words 

should be seen as a phonological problem or a memory problem (Gathercole, 1995). 

A similar issue arises for Pig Latin and spoonerisms. Slow performance on rapid 

naming tasks is in fact now considered a different dimension from phonology, 

reflecting fluency. Not all researchers accept the view that name retrieval deficits 

are due to phonological deficits and phonological memory problems. Thus, in the 

earliest demonstrations using the ‘Rapid Automatized Naming’ (RAN) technique 

(Denckla and Rudel, 1976), the child has to say the name o f each picture in turn on 

a page full o f  simple pictures (or colours). Dyslexic children usually show robust 

deficits in speed o f their performance on these tasks. It was also reported that
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dyslexic children needed a longer exposure time to read a known word than their 

reading age matched controls (van der Leij and van Daal, 1999). In a synthesis o f  

phonological and speed problems, W olf & Bowers (1999) proposed an alternative 

conceptualization o f the developmental dyslexias, the double-deficit hypothesis. 

According to this hypothesis, phonological deficits and naming-speed deficits 

represent two separable sources o f reading dysfunction, and that developmental 

dyslexia is characterized by both phonological and naming speed ‘core’ deficits. 

W olf identified three major subtypes o f reading disability: one caused by 

deficiencies in phonological skills such as phonological awareness and letter-sound 

decoding; a second caused by slow naming speed; and a third caused by a 

combination o f  both speed and phonological deficits. The latter group, with a 

‘double deficit’, proved to be the most severely impaired and the most resistant to 

remediation (Torgesen et al., 1994). The incidence o f double deficit varies with the 

characteristics o f  the language under examination. In a large sample o f severely 

impaired English speaking poor readers, Lovett et al. (2000) reported that around 

half were double-deficit, 25% naming speed deficit, and 25% phonological deficit, 

whereas 96% o f a similar sample o f Hebrew children were double deficit and only 

4% showed just a single phonological deficit (Wolf and O'Brien, 2002). The authors 

suggested that it is necessary to consider the role o f  fluency in reading development, 

an area that had been under-stressed in the 1990s. They also suggested an 

alternative approach to phonological support in which the sub-skills o f reading are 

broken down further and practiced until fluent.

As concluded by Ramus (2003), ‘phonology does not reduce to awareness, 

naming and memory; consequently many aspects o f dyslexics’ phonology remain to 

be investigated’. According to Nicolson and Fawcett (2007), the ‘phonological 

deficit’ hypothesis has been extended to include both speed o f processing and 

verbal working memory, both o f which are normally considered as fundamental 

cognitive attributes rather than derivatives o f  phonology.

At a neurological level, the phonological deficit hypothesis is usually linked 

with the findings o f anatomical abnormalities in the language areas o f the brain. The
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first attempts to link dyslexia to specific parts o f the brain were undertaken by 

Geschwind, who investigated a set o f brains o f 100 (dead) dyslexic and control 

people (Geschwind, 1968). His examinations showed that planum temporale, a 

small triangular part o f  the superior surface o f the temporal lobe, was often larger in 

the left than in the right hemisphere. Galaburda and his colleagues completed 

Geschwind’s plan and undertook painstaking neuroanatomical studies o f the 

dyslexic and control brains in the Orton collection. They found “a uniform absence 

o f  left-right asymmetry in the language area and focal dysgenesis referable to 

midgestation ... possibly having widespread cytoarchitectonic and connectional 

repercussions. ... Both types o f changes in the male brains are associated with 

increased numbers o f neurons and connections and qualitatively different patterns 

o f  cellular architecture and connections” (Galaburda et al., 1989). Thus, the early 

anatomical works by Galaburda and Geschwind involving post-mortem 

examinations revealed differences in the structure o f the brains o f dyslexic 

individuals from those o f non-dyslexic individuals, particularly in the language 

areas. They found specific cortical malformations including ectopias (small 

neuronal congregations in an abnormal superficial layer locations), mostly in frontal 

areas and in the left language brain regions o f four dyslexic males (Galaburda et al., 

1985). They have reported an absence o f the usual left > right asymmetry (as found 

in earlier work by Geschwind) in dyslexic brains. Since this area in the left 

hemisphere supports language functions, its unusual symmetry in dyslexic brains 

was viewed as a partial cause o f language deficiencies and, consequently, a cause o f  

reading problems. Although the developmental mechanisms leading to such atypical 

symmetry are still under debate (e.g., Eckert, 2004), these findings could be 

considered a good evidence o f developmental deviancies in brain maturation being 

at the source o f learning difficulties experienced by dyslexics (Habib, 2000).

New technologies such as positron emission tomography (PET) and 

magnetic resonance imaging (MRI) have enabled researchers to identify differences 

in the brain structure and function o f dyslexics from those o f  controls. In a recent 

review o f  brain imaging studies, Eckert (2004) summarised that anomalies in the
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parietal and inferior frontal regions are most frequently associated with dyslexia. 

According to the majority of these studies, the disconnections between phonological 

and orthographic representation centres in the left perisylvian brain areas (see Fig. 

1.1) are at the basis of problems in dyslexia that was also called a ‘disconnection 

syndrome’ (Shaywitz, 1998a; Pugh et al., 2000; Paulesu et al., 2001). According to 

some authors, abnormalities in the left hemisphere language areas are compensated 

by higher activation of right hemisphere and inferior frontal regions (e.g., Demonet 

et al., 2004).

Figure 1.1. Disconnections in the language areas
Schematic diagram of disconnections between Wernicke’s and Broca’s areas 
through Sylvian fissure.

In a recent study using diffusion tensor imaging (DST) Klingberg et al. 

(2000) reported that the white matter in the left hemisphere was less developed in 

the group with dyslexia suggesting reduced myelination of the neurons. Richards et 

al. (2000) used magnetic resonance spectroscopy (MRS) to evaluate changes in 

brain chemistry as part of three-week phonologically oriented intervention. Before 

intervention MRC showed a higher metabolic rate of lactate in the left hemisphere 

of dyslexic children during completion of a reading task. After intervention, 

measures of lactate metabolism taken during reading were not different among 

dyslexic and non-dyslexic children. According to Vellutino et al. (2004) these 

results may suggest that instruction may be necessary for the neural networks that 

take part in word recognition ability to establish in dyslexia and that environmental 

factors may be important in establishing these networks.
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A schematic view of the causal connections at neurological and behavioural 

levels in dyslexia according to phonological deficit hypothesis has been suggested 

by Ramus (2003) and is shown in Fig. 1.2.

Figure 1.2. Phonological deficit hypothesis
A diagram representing the phonological hypothesis according to Ramus (2003). It 
shows the proposed causal connections at neurological (upper), cognitive (middle) 
and behavioural (lower) levels.

The phonological deficit hypothesis has made major contributions to 

understanding of dyslexia. However, there are limitations in this explanatory 

framework. The reliance on symptom rather than cause is unsatisfactory for an 

approach to a ‘constitutional’ disability. Additionally, the approach to diagnosis and 

support could be achieved more effectively if an earlier intervention, based on the 

presumed precursors of the phonological deficits, were undertaken (e.g., Richardson 

et al., 2000). The issue of phonology and reading is also related to the transparency 

of the language in question. For example, in more transparent languages such as 

German and Italian phonological and orthographic errors in reading are much less 

frequent than in English, so diagnosis depends upon reading speed rather than 

reading accuracy. The original phonological hypothesis suggested that there was a 

‘phonological core’ deficit in dyslexia. It is currently known, that the phonological 

deficits are not specific to dyslexia and the discrepancy criterion should be relaxed
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when diagnosing dyslexia. The phonological core domain needs to be enhanced by 

inclusion o f naming speed and perhaps even verbal working memory, neither o f  

which is unique to the phonological module.

The phonological hypothesis has been criticised on the grounds o f its 

inability to explain the co-occurrence o f sensory (for a review, see Stein, 2001) and 

motor (for a review, see Nicolson et al., 2001) deficits in dyslexic individuals 

(Ramus et al., 2003a). The supporters o f  the phonological hypothesis usually 

dismiss these deficits as not being part o f the core features o f  dyslexia. They 

consider their co-occurrence with phonological deficit as potential markers o f  

dyslexia that do not seem to be playing a causal foie in the origins o f reading 

difficulties (Snowling, 2000).

1.2.2. The automatisation and cerebellar deficits hypotheses

. An alternative explanatory framework o f dyslexia is represented by 

automatisation deficit hypothesis (Nicolson and Fawcett, 1990; Nicolson et al., 

2001). It is generally known that dyslexic children and adults have a lack o f reading 

automaticity (e.g., Stanovich, 1980). In the early 90s Nicolson and Fawcett aimed to 

investigate whether dyslexic children will show lack o f automaticity in skills 

unrelated to reading. They found a deficit for balance -  a highly automatic skill 

with no language component (Nicolson and Fawcett^ 1990). The authors suggested 

that dyslexic children have difficulty automatising skills, which means they need to 

make more effort and concentrate harder, i.e., ‘consciously compensate’, to achieve 

normal levels o f  performance. They have also established that dyslexic children 

have severe deficits in a range o f skills, including balance, motor skills, 

phonological skills and rapid processing (Nicolson and Fawcett, 1990, 1994a, 

1994b). Although dyslexic children were able to normally balance compared to 

their age and IQ matched controls, their performance significantly deteriorated
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when they had to undertake counting (Nicolson and Fawcett, 1990) or blindfolding 

(Fawcett and Nicolson, 1992) as a secondary task, while trying to balance. Ability 

to balance is a highly automatic skill that is unrelated to reading performance. These 

studies provided a support that dyslexic children have deficits in automatising their 

skills which may take up more o f their concentration and efforts in order to perform 

at the same levels with non-dyslexic children. Nicolson and Fawcett (1995) 

concluded that ‘the dyslexic children showed deficits in most o f  the skills, with 

fundamental deficits (worse performance than reading age controls) on 

phonological skill, naming speed, bead threading, and on some balance tasks. 

Furthermore, there was no evidence o f sub-types o f  dyslexia, with all dyslexic 

children showing deficits in at least two skill modalities. ” The authors have also 

used the analogy o f driving in a foreign country -  ‘one can do it, but it requires 

continual effort and is stressful and tiring over long periods’. They made this 

analogy to describe that life for a dyslexic child is like always living in a foreign 

country.

According to Nicolson and Fawcett (1990), impairments in automatised 

naming and automatisation o f phonological coding in dyslexics would cause severe 

disruption to the development o f fluency in word identification and comprehension, 

as well as phonological awareness, all o f  which would severely affect the 

development o f reading skills. Lack o f automaticity in basic skills such as literacy 

and numeracy could mean that dyslexic people are more likely to experience 

processing overload when they are required to carry out new and complex tasks. 

They may need far more practice at any skill before they can achieve automaticity. 

In a long-term training study Nicolson and Fawcett (2000) investigated the time 

course o f combining two separate simple reactions (hand and foot) into a choice 

reaction to two stimuli (tone and flash). Participants were trained until their 

performance, i.e., the speed and accuracy o f the responses, stopped improving. 

There were no initial between-group differences on simple reactions, whereas in 

choice reaction tasks dyslexics were significantly worse compared to controls. The 

final choice reaction performance was significantly worse among dyslexics both for
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hand and foot responses. Nicolson and Fawcett (2001) established a ‘square root 

law’, according to which the amount o f time needed for a dyslexic child to master a 

skill increases with a square root o f the time needed for a non-dyslexic child. For 

example, if  a non-dyslexic child needs 25 trials to learn a skill, it would take 5 times 

more time for a dyslexic child, i.e., 125 trials, and so on. Thus, according to 

automatisation deficit hypothesis the problems in reading and phonological skills o f  

dyslexic individuals are caused by their inability to automatise these skills. A weak 

capacity to automatise would affect the learning o f grapheme-phoneme 

correspondence.

It may be seen that the automatisation deficit provides a cognitive level 

(Morton and Frith, 1995) explanation o f deficits in dyslexia, and may even be seen 

to subsume the phonological deficit hypothesis. Nonetheless, it does not attempt to 

explain why there are deficits in automaticity. Thus, at a neurological level, the lack 

o f automaticity is explained by abnormalities in cerebellum (Nicolson et al., 1995). 

The cerebellar deficit theory predicts that the neurological substrate o f the deficits 

described in the automatisation deficit theory o f dyslexia is the cerebellum. 

Therefore, this theory may be seen as a ‘biological level’ explanation o f the 

automatisation deficit theory.

The cerebellum is a densely packed and deeply folded subcortical brain 

structure. In humans, it accounts for about 10-15% brain weight, 40% o f brain 

surface area and 50% of the brain neurons. It was considered in the past as an 

important regulator o f reflex and voluntary movements only, it is now recognised 

important in many aspects o f sensorimotor functions and learning. Damage to 

different parts o f  the cerebellum could cause various abnormalities like disturbances 

in posture and balance, lack o f coordination and impaired planning o f automatic 

movements. However, the cerebellar system has great plasticity which helps 

recovery and almost normal performance after only a few months o f damage 

(Fawcett and Nicolson, 2001). There is extensive evidence that the cerebellum is 

involved in motor control and coordination, acquisition o f motor skills via its rich 

connections with the motor cortex, the skeleton-muscular system and the sensory
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cortex (Ito, 1990). On the other hand, it has been recently established that the 

cerebellum also plays an important role in a variety o f cognitive skills, including 

abstract reasoning, working memory, verbal fluency, visuospatial memory (e.g., 

Schmahmann and Sherman, 1998). Patients with lesions in cerebellum have 

demonstrated impairments in the procedural learning o f cognitive tasks leading to 

an emergence o f  newly defined clinical entity, the ‘cerebellar cognitive affective 

syndrome’ (Schmahmann and Sherman, 1998). These clinical observations have 

been reinforced in neuroimaging studies showing cerebellar activation in a variety 

o f non-motor skills (Allen et al., 1997)

Administering clinical tests o f  cerebellar function established marked 

deficits among dyslexic children (Fawcett and Nicolson, 1999), as did behavioural 

tests with eye blink conditioning (Nicolson et al., 2000) and adaptation to visually 

displacing prisms (Brookes et al., 2007). As it was found in a PET study, when 

performing a previously learned sequence and learning a new sequence, the 

dyslexic group showed only 10% o f increase in activation o f  the right cerebellar 

hemisphere and vermis when compared to the controls (Nicolson et al., 1999). The 

study showed a direct link between abnormal cerebellar function and behavioural 

deviations in performance o f dyslexics on these cerebellar tasks. Thus, the results o f  

the brain regional cerebral blood flow (rCBF) activation showed significantly 

greater increase in the right cerebellum for the controls compared to dyslexics 

during both learning a new sequence and performing a pre-leamed sequence. By  

contrast, dyslexics showed greater CBF activation in large areas o f the frontal lobes 

when learning a new sequence. Nicolson and co-authors (2001) further elaborated 

their causal hypothesis linking cerebellar problems, phonological difficulties and, 

eventually, reading problems.

Anatomical studies also support the notion o f involvement o f the cerebellum 

in dyslexia. In a recent post-mortem analysis o f the cerebellum o f brains o f dyslexic 

and control people, it was found, that dyslexics had larger mean cell areas in the 

medial posterior cerebellar cortex, anterior lobe and inferior olive, and the cell size 

distribution showed larger numbers o f large neurones and fewer number o f smaller
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neurones (Finch et al., 2002). Rae et al. (2002) reported that dyslexic children failed 

to exhibit rightward grey matter asymmetry, due in part to reduced volume of right 

cerebellar grey matter, whereas a greater asymmetry (right > left) was found in the 

control group. The authors interpreted this lack of asymmetry in the cerebellar 

volumes of the dyslexic group as a reflection of their increased cerebral symmetry 

(Rae et al., 2002). They concluded that people with developmental dyslexia show a 

wide variety of differences in multifaceted systems of the brain including changes 

in the cerebellum and particularly its right hemisphere. According to Rae et al. 

(2002), ‘such changes can he expected to occur in an evolutionarily highly complex 

task that requires the integration o f functions o f language and cognition, motor and 

visual skills ’. Other studies also establish direct independent evidence of functional 

and anatomical abnormality of the cerebellum in dyslexia, such as smaller right 

cerebellar anterior lobe (Leonard et al., 2001; Eckert et al., 2003), reduced amount 

of grey matter in the left (Eckert et al., 2003) or both left and right semilunar 

lobules (Browm et al., 2001).
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Thus, the cerebellum has emerged as one o f the most consistent anatomical 

locations for differences between dyslexics and controls. There is now little doubt 

that cerebellar function is mildly disturbed in substantial proportion o f dyslexics, 

and that this deficit is correlated with reading difficulties. The cerebellar problems 

could be linked to reading via direct and indirect routes. Since the cerebellum plays 

a role in motor control and speech articulation a dysfunction in articulation could 

lead to deficient phonological processing. The importance o f  the cerebellum as an 

‘inner speech’ mediator is also relevant to reading, as difficulty in ‘sounding out’ 

the letters in a word would also affect phonological processing. Inefficient 

articulation could affect reading also indirectly, via taking up more o f  the conscious 

resources and leaving fewer resources for the perceptual processing during reading. 

Another indirect influence o f the reduced articulation in reading is that the reduced 

speed o f articulation could lead to inefficient working memory and defective 

phonological loop, which in turn could lead to impaired language acquisition. The 

causal chain and development o f behavioural deficits in dyslexia according to the 

cerebellar deficit hypothesis is represented in Fig. 1.3 on a diagram adapted from 

Nicolson and Fawcett (2000).

In a recent neuroimaging study Kujala et al. (2007) investigated neural 

connectivity during reading without prior assumptions o f specific areas’ or network 

structures’ involvement using magnetoencephalography (MEG). A left-hemisphere 

cerebro-cerebellar network was identified at 8-13Hz frequency that was sensitive to 

reading. The left inferior occipitotemporal cortex that is usually involved in early 

letter-string or word specific processes, and the cerebellum, were found to be the 

main driving nodes o f the network. The authors suggested that the involvement o f  

the cerebellum could be related to the accurate tracking o f the stimulus timing in 

this silent reading task. An increased synchronisation within a subset o f nodes, 

including left occipitotemporal, left superior temporal and orbitofrontal cortices was 

observed with participants’ efforts to comprehend the text. The authors concluded 

that, according to their data, the cerebellum is intimately involved in complex 

cognitive tasks as part o f a cognitive network. In another recent neuroimaging study
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(Kronbichler et al., 2008) the grey matter volume was studied in 13 dyslexic and 15 

nonimpaired reading adolescents. It was reduced for dyslexic readers in the left and 

right fusiform gyrus, the bilateral anterior cerebellum and in the right supramarginal 

gyrus. The authors suggested that the extended areas o f reduced gray matter volume 

in dyslexic readers’ cerebellum indicate structural abnormalities strongly associated 

with dyslexia and warrant further investigation.

Thus, as suggested in many recent neuroimaging studies, the cerebellum is 

an integral part o f the cognitive network involved in reading, and changes in 

function or anatomical structure in any part o f this network would result in 

behavioural deficits displayed by dyslexic readers. For example, it was suggested 

by Eckert (2004) that anatomical abnormalities in frontal-temporal-parietal and 

cerebellar networks may be related to deficits in processing speech sounds 

(phonology) and abnormalities in occipital-temporal-frontal-cerebellar networks 

may account for deficits in processing word forms (orthography).

While it is widely accepted that speech articulation is important for the 

development o f the phonological processing, there is evidence that some dyslexics 

have language problems that are not easily explained by such impairments. For 

example, there have been cases o f  a normal development o f phonological skills 

despite severe dysarthria or apraxia o f speech (Ramus et al., 2003b). The opponents 

o f this theory therefore consider it unlikely that such deficits alone could account 

for the wide range o f problems dyslexics have.

The cerebellar deficit hypothesis was criticised, similarly to the 

phonological deficits hypothesis, on the grounds o f its inability to explain sensory 

deficits (Ramus et al., 2003a), although Fawcett and Nicolson (2001) suggested the 

existence o f separate cerebellar and magnocellular subtypes in dyslexia. It is also 

criticised on accounts o f what proportion o f dyslexics is affected by motor skills 

compared to a considerably higher proportion o f individuals with phonological 

deficits. For example, some studies could not find motor difficulties (Wimmer et al., 

1998; Kronbichler et al., 2002) or found only in a subgroup o f  dyslexic participants 

they tested (Yap and van der Leij, 1994; Wimmer et al., 1998; Ramus et al., 2003b).
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It has also been suggested that abnormalities in cerebellum and motor dysfunction 

were found in children with other developmental disorders, such as SLI (e.g., 

Bishop, 2001) and ADHD (Denckla et al., 1985; Wimmer et al., 1999).

1.2.3. The magnocellular deficit hypothesis

Besides the influential theories of cognitive and neurobiological basis of 

dyslexia described above, there is another major theory that is based on the 

evidence o f sensory deficits, both visual and auditory. These deficits were found in 

some dyslexic individuals and were linked to the abnormalities in magnocellular 

pathways o f the brain (Stein and Walsh, 1997). According to the magnocellular 

deficit hypothesis, literacy difficulties may be a consequence o f impaired 

development o f large neurones in the brain (magnocells) that are responsible for 

timing sensory and motor events (Stein, 2001). .

Before discussing the research studies that report sensory deficits and 

magnocellular pathway impairment in dyslexia it is necessary to provide a 

description o f the visual system and central visual pathways. The visual system has 

the complex task o f (reconstructing the three dimensional world from a two 

dimensional projection o f that world on the retina. I will examine the flow of visual 

information from retina to midbrain and thalamus, and then from the thalamus to 

the visual cortex.

The eye is a complex biological device and its working is often compared to 

the functioning of a camera. Light entering the cornea is projected onto the back of  

the eye where it is converted into an electrical signal by specialised retinal neurones 

called photoreceptors. Unlike other sensory structures such as the cochlea or the 

somatic receptors in the skin, the retina is .not a peripheral organ but part of the 

central nervous system (Kandel -et al., 1995). It contains two types o f  

photoreceptors: rods and cones. Rods are found primarily in the periphery of the
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retina and are used to see at low levels o f light. Cones are found primarily in the 

centre o f the retina, the fovea, and are used to distinguish colour and other features 

o f the visual world at normal levels o f light (e.g., Kaplan et al., 1990). In the retina 

the photoreceptors synapse directly onto bipolar cells, which in turn synapse onto 

ganglion cells. Unlike photoreceptors, which respond to light with graded changes 

in membrane potential, ganglion cells transmit information as trains o f action 

potentials. The bipolar cells together with horizontal and amacrine cells are 

intemeurones between the photoreceptors and the ganglion cells that can also 

combine signals from several photoreceptors (Tessier-Lavigne, 1995). Each 

ganglion cell has a receptive field, which is a specific area o f the retina where 

stimulation o f photoreceptors by light causes either an increase or decrease in the 

firing rate o f the ganglion cell. The receptive field o f most ganglion cells is not 

homogeneous and is divided into two parts: a circular zone at the centre, and a 

surround. A recent insight is that this centre-surround organisation o f the receptive 

fields in retinal ganglion cells is well-suited for efficient representation o f the 

natural images and visual signals sent to the brain (Lennie, 2003).

In primates generally and in humans and macaques specifically, there are 

two populations o f ganglion cells that send visual information to the brain (Hendry 

and Reid, 2000). These are the M cells with large centre-surround receptive fields 

that are sensitive to motion and depth, indifferent to colour and rapidly adapt to the 

stimulus, and P cells with smaller centre-surround receptive fields that are sensitive 

to colour and shape (Lennie, 1998). These are different from the X and Y type cells 

in cat that were first studied by Enroth-Cugell and Robson (1966). According to 

Lennie (1980), the important characteristic o f Y-cells is the non-linear summation 

o f their response to incoming stimulus, whereas the X-cells show a linear 

summation o f the response. However, this distinction may not be exhaustive in 

monkey’s retina where a linear summation is sometimes found in ganglion cells that 

need not be X-cells (for a detailed review, see Lennie, 1980). It was also found that 

the receptive fields o f Y cells are about 2.5 times larger compared to X cells 

(Lennie, 1980), the axons o f Y ganglion cells in cat may conduct the action
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potentials 2-3 ms faster than X ganglion cells (for a review, see Troy and Lennie, 

1987). These different time-courses o f the response led Cleland et al. (1971) to 

introduce the terms ‘transient’ and ‘sustained’ which corresponded to Y and X cells 

o f cat respectively. Lennie (1980) discusses some important differences in the 

properties o f cells in the cat and monkey, and existence o f ganglion cells in 

macaque similar to X and Y cells o f cat.

In particular, the larger M cells are known to respond to the gross features o f 

the object and its movement, and the smaller P cells are mostly wavelength- 

selective and thought to be responsible for the analysis o f fine detail o f the image, 

although some M cells may also be involved in this function. According to 

Callaway (1998), P cells in the macaque have more sustained visual responses than 

M cells, and their finer calibre axons provide slower conduction velocities 

compared with M cells, making them useless for the detection o f rapid movement. 

On the other hand, M cells with large receptive fields respond transiently to visual 

stimuli, prefer low spatial frequencies and are sensitive to luminance contrast (e.g., 

Shapley and Lennie, 1985). This makes them poorly suited for the analysis o f shape 

and colour but excellent for detecting subtle luminance changes or rapidly moving 

stimuli (Callaway, 1998). There is also a third population o f ganglion cells in 

primates, the K cells, with very large centre-only receptive fields that are sensitive 

to colour and indifferent to shape or depth (Hendry and Reid, 2000).

The axons of all ganglion cells stream towards the optic nerve, where they 

become myelinated and together form the optic nerve. The optic nerves from each 

eye join at the optic chiasm. Each optic nerve carries a complete representation o f 

one half o f the binocular zone in the visual field. Fibres from the nasal hemiretina o f 

each eye cross to the opposite side o f optic chiasm, whereas fibres from the 

temporal hemiretina do not cross (Lennie, 1980; Mason and Kandel, 1995). The 

right and left halves o f the field o f view are sent to the right and left brain 

hemispheres respectively to be processed. That is, the right side o f primary visual 

cortex deals with the left half o f the field o f view from both eyes, and similarly for 

the left side o f the visual cortex (Nolte, 2002). Thus, information from the right
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v isu a l fie ld  tra v e ls  in th e  left o p tic  tra c t, an d  in fo rm a tio n  fro m  th e  left v isu a l fie ld

travels in the right optic tract (see Fig. 1-4).
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Figure 1.4. Projections of retinal ganglion cells to layers in LGN

Retinal fibres from both eyes that enter each optic tract project to three 

subcortical regions. About 90% of these fibres go to the lateral geniculate nucleus 

(LGN) in the thalamus. These axons originate from the M, P and K ganglion cells in 

the retina. Only LGN processes the visual information that ultimately results in 

visual perception. Another population of axons sends inputs to the pretectal area of
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the midbrain to produce papillary reflexes, whereas the superior colliculus uses its 

input to control saccadic eye movements (Nolte, 2002).

Ganglion cells in the retina project in an orderly manner to points in the 

LGN, so that there is a visuotopic representation o f the contralateral half o f the 

visual field in each LGN. The LGN of primates contains six layers o f cell bodies 

separated by intervening layers o f axons and dendrites (e.g., Lennie et al., 1990; 

Merigan and Maunsell, 1993). The layers are numbered from 1 to 6, ventral to 

dorsal. Layers 1 ,4  and 6 correspond to information from the contralateral (crossed) 

nasal visual field, whereas layers 2, 3 and 5 correspond to information from the 

ipsilateral (uncrossed) fibres o f the temporal visual field. The two most ventral 

layers o f the nucleus contain large M cells and are known as magnocellular layers 

(after the layers in which they terminate). Their main retinal input is from 

corresponding M ganglion cells o f the retina. The four dorsal layers 3-6 are known 

as parvocellular layers and receive input from P ganglion cells in the retina (see Fig. 

1.4). These two types o f cells, ‘magno’ (meaning large in Latin) and ‘parvo’ 

(meaning small in Latin) form the magnocellular and parvocellular pathways to the 

visual cortex. Since the layers o f the nucleus are stacked on top o f one another, the 

six maps o f contralateral hemifield are in precise vertical register. Hubei and 

Wiesel (1968) found receptive fields o f LGN neurones have the same concentric 

fields as those in the retina. However, unlike the M and P cells in the retina the M 

and P pathways or channels o f the LGN are segregated anatomically into different 

cellular layers. The existence o f these two pathways is an example o f a parallel 

processing which is important for reconstructing the visual world, where each type 

o f information w ill go through a different route to perception (Lennie, 1998).

The optic radiations carry information from the thalamic LGN to layers 4 o f 

the primary visual cortex or visual area 1 (VI). The human visual cortex is highly 

complex and consists o f 6 layers o f cells. I w ill not go into detail o f the cortical 

structure here, however, some details are provided in the next chapter when 

describing EEG sources. Cortical layer 4, which is the principal layer o f inputs from 

LGN, has 4 sublayers: 4A, 4B, 4Ca and 4Cp. As found by Lund (1988), the M cells
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of the LGN relay to VI layer 4Ca, the P cells of the LGN relay to VI layer 4C(3, 

and the K cells.

Thus, the magnocells are said to be determinants of ‘where’ in the brain, and 

the parvocells the determinants o f ‘what’ in the brain. In the primary visual cortex, 

V I, their paths separate. The magnocells project to the dorsal stream o f parietal 

cortex and medial-temporal (MT) area or V5, whereas parvocells follow the ventral 

pathway to the area V4 in the inferior-temporal cortex (Lennie, 1998) A schematic 

representation o f magnocellular and parvocellular systems is shown in Fig. 1.5. As 

can be seen in the diagram, the magnocellular pathway projects to V2, then to V3 

and MT (V5), the area found by Dubner and Zeki (1971) and Zeki (1973) to be 

concerned with depth and motion. The pathway then continues to MST and other 

areas in the parietal cortex concerned with visuospatial function. Neurons 

throughout this system respond rapidly but transiently, they are relatively 

insensitive to colour and respond poorly to contours or borders defined by colour 

contrast. The parvocellular system projects from layers in VI to V2, V4 and finally 

to inferior-temporal cortex. Neurons in this system are sensitive to orientation o f 

edges and perception o f shape, slowly adapting and capable o f the high resolution 

important for seeing stationary objects in detail.

The theoretical framework o f the magnocellular deficit hypothesis o f dyslexia 

builds upon the existence o f these two separate and parallel visual pathways -  

magnocellular and parvocellular. The fast magnocellular system deals with high 

temporal and low spatial frequency stimuli, whereas the parvocellular pathway 

processes high spatial and low temporal frequency stimuli (e.g., Merigan and 

Maunsell, 1993). Visual perception is proposed to be affected in dyslexia by an 

impaired magnocellular system in several ways. According to some studies, it is 

necessary for saccadic suppression (suppression o f the flow o f visual information 

during saccadic eye movements) and for the control o f binocular vergence to occur 

during fixating a word (Stein and Walsh, 1999). Some earlier accounts were 

directed at a possible role o f M inputs in eye movements or in keeping the packet o f 

information processed by P system during each fixation separately from the next
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packet of information by the saccade-driven (possibly, M-cell) inhibition on 

sustained (possibly, P-cell) channels (Pavlidis, 1981). I will discuss some of these 

issues and related recent literature further below.

Figure 1.5. Magnocellular and parvocellular pathways
Diagram representing the pathways of magnocellular and parvocellular systems 
from retina to higher cortical areas.

The early anatomical evidence of abnormalities and pathological 

development of the magnocellular system among dyslexics was reported by 

Livingstone and colleagues who compared the magnocells in the deeper levels of 

LGN from the post-mortem brains of 5 dyslexics and 5 controls (Livingstone et al., 

1991). They discovered that the magnocells were more disorganised and up to 27% 

smaller in dyslexics. There were no such group differences for the parvocells. They 

suggested, that this anatomical evidence may be consistent with psychophysical and 

physiological findings, since smaller cell bodies are likely to have thinner axons 

and, consequently, slower transmission speed. An early demonstration of low level 

visual impairment was reported in dyslexics in a psychophysical study by 

Lovegrove and co-authors (1980; 1982). They reported that spatial contrast and 

temporal flicker sensitivity were impaired in dyslexics compared with controls, 

particularly at lower spatial frequencies and lower level luminance of the stimuli

Dorsal
(parietal)
pathway
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(favoured by magnocellular system), as well as at high temporal frequencies o f the 

flicker. At higher spatial frequencies served by the parvocellular system, their 

contrast sensitivity was the same as in controls. It was suggested by these authors 

that dyslexics had deficit in the inhibitory function o f the M system producing a 

visual trace from one fixation that causes masking effects during next fixation. 

However, as suggested by Hulme (1988), this would predict an impairment in 

dyslexia during reading connected text and not when reading printed words one at a 

time under fixation. Yet, according to Vellutino et al. (2004), poor readers find it as 

difficult to identify printed words one at a time under fixation as to identify them 

while reading connected text. It has been also suggested that the divergent eye 

movement patterns o f dyslexic children during reading can be explained in terms o f 

magnocellular deficits, e.g., a statement like “letters seem to move around and 

merge” (Stein and Talcott, 1999) implies that dyslexic readers would have to make 

a greater effort to perceive an unknown letter string and therefore would need to 

make more and longer fixations during reading. Thus, a deficient magnocellular 

system could lead to errors in visual perception due to deficits in binocular vergence 

during the fixation o f the word (Stein and Walsh, 1999). Furthermore, a failure in 

correct guidance o f eye movements by the magnocellular system during targeting 

the location o f next fixation could result in larger number o f corrective saccades 

during fixation, which, in turn, could lead to longer fixations on one word among 

dyslexics (Stein, 2001). As suggested earlier by Comelissen et al. (1994), the 

balance between central and peripheral fixations may be disturbed in dyslexic 

children due to deficits in magnocellular pathway, which in turn, could cause 

reduced efficiency in letter detection. It was shown in the subsequent studies 

(Comelissen and Hansen, 1998; Comelissen et al., 1998a; Comelissen et al., 1998b) 

that impaired magnocellular function may be the cause o f degraded information 

about positions o f letters with respect to each other, which could lead to errors when 

reading words.

The earlier reports by Martin and Lovegrove (1987) o f lower flicker 

sensitivity among dyslexics were hotly debated on the basis o f the fact that it is a
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slight impairment that is found only in small numbers o f dyslexics (for a discussion, 

see Stein, 2001). It was suggested that much larger numbers are needed to confirm 

this peripheral deficit o f magnocellular system and that a more consistent way o f 

showing a magnocellular deficit in dyslexics would be testing their sensitivity to 

visual motion (Stein, 2001). This is so because motion engages not only peripheral 

magnocells but also central processing stages up to at least area V5 (MT). In order 

to explain these issues more clearly I w ill consider the earlier relevant research. 

Thus, in a psychophysical study by Cormelissen et al. (1995) contrast sensitivity 

and coherent motion thresholds were measured in dyslexics and controls at photopic 

levels, i.e., the luminance levels usually experienced during reading. One of the 

aims o f the study was to show that if  ‘contrast detection deficit’ could affect 

children’s reading in mesopic (low) levels o f luminance, then it would also persist 

at photopic (bright light) luminance levels that are more usual during reading. In 

the earlier work by Martin and Lovegrove (1984) it was reported that dyslexics and 

controls were better distinguished on flicker sensitivity than on static contrast 

sensitivity at mesopic levels o f luminance. The authors also reported a negligible 

(possibly not significant) difference between dyslexics and controls on static 

contrast sensitivity at photopic luminance levels. Therefore, Comelissen. et al. 

(1995) suggested that if  these measures are found deficient in dyslexic readers at 

mesopic levels, they should also cause problems in bright light (photopic) levels o f 

luminance that are more usual during reading. They decided to replicated the earlier 

work by Martin and Lovegrove (1984) and measure static contrast sensitivity and 

flicker sensitivity in dyslexic and control participants at photopic levels o f 

luminance. The other aim o f the study was to test M pathway deficit in dyslexics 

more directly and compare their ability to detect coherent motion perception with 

that o f controls by using random-dot kinematograms (RDK). As already shown 

earlier (Comelissen et al., 1994), around two-thirds o f dyslexic children and adults 

show 3-4% higher coherence thresholds compared to non-dyslexic controls. The 

results o f the study by Comelissen et al. (1995) did not show any significant 

differences between dyslexics and controls in static contrast sensitivity or flicker
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sensitivity in photopic conditions. The authors concluded that based on the absence 

of differences between the groups, defective luminance contrast detection could not 

contribute directly to children’s reading problems. On the other hand, coherent 

motion thresholds o f dyslexics were about 3-4% higher than in controls. Thus, 

unlike flicker sensitivity, coherent motion sensitivity in dyslexics is worse than in 

controls both in mesopic and photopic, more usual for reading, conditions. 

According to the results o f this study, poor motion sensitivity among dyslexics 

could be related to their reading difficulties and it is a more reliable measure o f the 

M pathway deficit than flicker sensitivity. Subsequent psychometric and 

neuroimaging research (briefly described below) also suggested that the primary 

role of the visual magnocellular pathway is not so much in detection o f fast moving 

stimuli, as in flicker sensitivity experiments, but in detection o f low contrast and 

slowly moving stimuli. Thus, the electrophysiological recordings in monkeys have 

shown that the most effective way o f measuring the sensitivity o f the magnocellular 

system, including the V5/MT area in parietal cortex, is to measure the detection o f  

visual motion using random dot kinematograms (for discussion, see Comelissen et 

al., 1998b; Stein, 2001). In these experiments, some proportion o f randomly moving 

dots is set to move coherently in one direction. The proportion o f dots that is 

necessary for the coherent motion to be perceived by the observer is called ‘motion 

coherence threshold’. It can only be perceived if  the motion signals are integrated 

over a wide area and not only in local areas around the point o f fixation. Thus, this 

measure o f ‘global coherent motion’ is currently considered to be a more reliable 

measure o f the function o f the magnocellular system as compared to the flicker 

fusion thresholds. Further evidence was collected showing impaired performance o f 

dyslexics in motion perception tasks (Comelissen et al., 1995; Eden et al., 1996; 

Comelissen and Hansen, 1998).

As mentioned earlier, it was suggested that this impairment o f M pathway, 

i.e., coherent motion deficit, directly contributes to an impaired letter position 

encoding, which in turn, contributes to reading disability (e.g., Comelissen and 

Hansen, 1998). According to Stein (2003), whenever unstable fixation and
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unwanted eye movements occur, the images slip over retina and generate powerful 

motion signals that, in turn, are fed back by the M-system to ocular motor centres in 

order to bring the fixation back on target. It was suggested that this unstable eye 

control leads to errors in letter position encoding and therefore, to a failure in 

acquiring adequate orthographic skills for reading. Comelissen et al. (e.g., 1996; 

1998a) also suggested that it is possible this could occur via either ‘bottom-up’ or 

‘top-down’ mechanisms. According to the former, deficits in motion detection task 

could directly reflect abnormal magnocellular function, whereas, according to the 

latter, these deficits could be caused by deficient attentional processing via 

magnocellular system. Vidyasagar (1999; 2001) proposed a neural model o f how 

early attentional selection could provide a neurological mechanism for early spatial 

selection in visual word recognition and reading. According to this model, the 

dorsal pathway could identify and select relevant positions in space, and this 

information could be passed on to the ventral system for more detailed analysis. 

This explanation o f how M deficit could affect reading disability in dyslexia is 

described by Vidyasagar (2005). According to this ‘visuo-spatial attention deficit’ 

explanation o f dyslexia, the large receptive fields o f the ventral stream involved in 

object recognition do not code well for location, and the feedback from the dorsal 

stream could feed the letters o f each word in a temporal sequence to the ventral 

stream. In a recent MEG study by Pammer et al. (2006) spatial processing in word 

recognition was studied by presenting words with normal spatial letter- 

configuration and with constituent letter spatially shifted in relation to each other. 

The results o f the study showed posterior parietal activation consistent with dorsal 

pathway involvement occurring between 100-300ms and then again at 200-400ms 

after stimulus onset. Similar results were reported in a recent study by Kevan and 

Pammer (Kevan and Pammer, 2008). They used a paradigm combining frequency 

doubled stimuli with endogenous cueing in order to study M deficits in dyslexic 

readers both at (lower) retinal level and at higher-order level that required attention 

shifts locate the target. The results o f this study showed deficits at both levels. The 

authors suggested that lower level M deficits in sensitivity probably relate to
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reading accuracy and irregular word reading, whereas the higher order deficits 

relate to reading speed and nonword reading in addition to reading accuracy and 

irregular word reading.

According to Valdois et al. (1995), attentional deficits in one dyslexic 

person were mirrored by those seen in a patient with acquired dyslexia after parietal 

cortex damage. It has been reported that dyslexics with deficits in motion coherence 

perception also showed impairment on visual search tasks, while dyslexics with 

normal motion perception are unimpaired, suggesting that dyslexics with visual 

problems related to magnocellular functions also have problems related to the 

function o f posterior parietal area (lies et al., 2000). Some studies have also shown 

that dyslexics’ performance is impaired on spatial cuing tasks using a ‘covert- 

orienting’ paradigm, where attention is shifted from one place to the other without 

any eye movements (Posner, 1980). The time interval required to identify one target 

presented in close temporal succession (400-600ms) after recognising another 

target, so called ‘attentional blink’, has been reported to be delayed by 30% in 

dyslexics when compared to non-dyslexic readers (Hari et al., 1999). Another 

marker o f parietal dysfunction, known as ‘left neglect’, i.e., a right-sided bias in 

selecting and processing the visual information, was also reported to be present 

among dyslexics (Hari et al., 1999). For example, dyslexic participants showed an 

asymmetry in their attentional focus: greater resources were available in the right 

visual hemifield rather than their left visual hemifield (Facoetti and Turatto, 2000). 

Various studies have reported attention deficits in dyslexia, in both visual (for a 

review, see Vidyasagar, 2004) and auditory (Petkov et al., 2005) modalities whether 

with or without accompanying ADHD (Kupietz, 1990; Richards et al., 1990). Fast 

attention shifts, both across space (for a review, see Jaskowski and Rusiak, 2005) 

and over time (e.g., Visser et al., 2004) are also affected in part o f this population. 

Recently Facoetti et al. (2005) reported focused multimodal attention problems in 

dyslexic children when visual and auditory stimuli were used in the same sample o f 

participants. Whether the attentional deficiencies in dyslexia are associated with 

magnocellular deficits was recently questioned by Skottun and Skoyles (2006).
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They argue that the reduction in attention o f dyslexic readers may occur 

independently o f magnocellular deficits.

Many researchers have also reported auditory deficits in dyslexic 

population. An early study by Tallal and Piercy (1973) demonstrated that children 

with SLI are poorer in an auditory task o f processing stimuli that incorporate brief, 

rapidly changing components, especially when these changes occur in tens o f the 

milliseconds time range that characterises the acoustics o f ongoing speech. They 

found that children with SLI were impaired in discriminating syllables ‘ba’ versus 

‘da’ that naturally incorporate 40 ms time intervals (Tallal and Piercy, 1974) but not 

when the duration of time intervals was increased to 85 ms (Tallal and Piercy, 

1975). Tallal and colleagues (Tallal et al., 1993) suggested that dyslexic children 

require longer to process rapidly changing auditory stimuli. They argued that 

phonological and reading-related difficulties shown by dyslexic children may be 

caused by this deficit in rapid auditory processing. According to Galaburda et al. 

(Galaburda et al., 1994) neuroanatomical abnormalities were discovered also in the 

auditory magnocellular pathway to the thalamus. There is evidence that dyslexics 

indeed may have poorer categorical perception of certain contrasting phonemes and 

non-speech sounds (Mody et al., 1997; Semiclaes et al., 2001) as well as deficits in 

backward masking (Rosen and Manganari, 2001; Ramus et al., 2003a).

The magnocellular theory unified the visual and auditory deficit theories and 

suggested that both sensory systems are affected in dyslexia (Stein and Walsh, 

1997). The proponents o f this theory suggest that phonological problems are caused 

by a basic deficiency in hearing sounds and that a visual deficit might 

independently contribute to reading problems. Ramus (2003) estimated that 

substantial minority o f dyslexic children (29%) show visual and auditory processing 

problems. The neuroanatomical works by Livingstone et al. (1993) and Galaburda 

et al. (1994) showed problems among dyslexic children both in auditory and visual 

paths o f the magnocellular systems. The post-mortem examination o f five dyslexic 

brains showed that magnocells o f the visual magnocellular pathway were smaller 

and fewer than normal in the lateral geniculate nucleus, whereas abnormalities were
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also shown in the auditory magnocellular pathway to the thalamus. In his 

formulation of magnocellular theory, Stein (2001) unified sensory and motor 

control deficits under fundamental sensorimotor cause of reading problems in 

dyslexia. He further claimed that ‘since the cerebellum receives a heavy 

magnocellular input and itself can be considered the ‘head’ ganglion of the 

magnocellular systems, this is further evidence for the hypothesis that impaired 

magnocellular development underlies dyslexies’ problems’. The cerebellar deficit 

hypothesis authors, however, encompass the role of the cerebellum in central 

processing mechanisms, such as development of the automaticity of skills, rather 

than in sensory processing ones (Nicolson et al., 2001). They aknowledge that a 

minority of dyslexic individuals may also (or alternatively) suffer from weakness in 

the sensory processing cortico-cerebellar circuitry. The generalised version of the 

magnocellular hypothesis with causal connections at neurological and behavioural 

levels was proposed by Ramus (2003) in a diagram that is shown in Fig. 1.5. It 

displays schematically how, according to Ramus, the auditory and visual sensory 

and motor deficits may cause impairments in reading.

Figure 1.6. Magnocellular deficit hypothesis by Ramus (2003)
A diagram showing the generalised version of the magnocellular hypothesis of 
dyslexia adapted from Ramus (2003). The causal links are represented at 
neurological (upper), cognitive (middle) and behavioural (lower) levels.
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However, as already discussed above, the magnocellular and visual attentional 

deficits in dyslexia may cause deficits in orthographic processing independently o f 

phonological skills. As shown in some recent studies (e.g., Comelissen and Stein, 

1995; Talcott et al., 1998a), good readers had higher motion sensitivity, so that 

coherent motion thresholds could account for 25% o f the variance in reading ability. 

The motion sensitivity measured in such way could account for variance in indices 

o f visual/orthographic reading skills independently o f any correlation with 

phonological ability (Talcott et al., 2000; Stein, 2003).

Numerous studies have reported differences between dyslexic and control 

readers in the functionality o f the magnocellular system. However, the question o f 

whether the magnocellular deficits found in dyslexia are a neurological marker (or 

epiphenomenon) o f the dyslexic brain or have a causal relationship to reading 

difficulties is still hotly debated (e.g., Skottun and Skoyles, 2007, 2008). Skottun 

and Skoyles (2008) have criticised the studies on M pathway deficit in dyslexia 

suggesting that cortical area MT receives not only magnocellular but also 

parvocellular and koniocellular inputs, so that coherent motion may be also 

obtained with isoluminant colour stimuli that do not activate the magnocellular 

system. They have also argued that coherent motion deficits are not specifically 

linked to dyslexia but are also reported in connection with autism, Williams’s 

syndrome and schizophrenia. Frith and Frith (1996) suggested that it is unlikely that 

magnocellular deficits are a direct cause o f dyslexics’ reading difficulties but rather 

a biological marker. It was also suggested by Eden and Zeffiro (1998) that although 

the sensory deficits and difficulties in learning to read may not be causally related 

but they may sometimes co-occur in dyslexic children, and that dyslexic persons 

may have structural and functional abnormalities in adjacent regions o f the brain 

supporting linguistic and visual processes. In a recent study by Hutzler et al. (2006) 

no relationship between the functioning o f the magnocellular system and visual 

perception and oculomotor control during the string-processing task was found in 

dyslexic readers. The authors argued that although numerous studies have found a 

deficit in the magnocellular system o f dyslexics, the coexistence o f sensory deficits
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and reading difficulties may have correlational rather than a causal relationship. 

According to a recent model put forward by Ramus (2003; 2004) the phonological 

deficit is the core deficit o f dyslexia, whereas the magnocellular and cerebellar 

deficits are comorbid markers without a causal relationship to dyslexics’ reading 

difficulties. However, Reid et al. (2006) argued that this model may be problematic 

as in their study some o f the dyslexic participants showed literacy difficulties 

without the phonological deficit, whereas the deficits in naming found in other

participants could be due to deficits in precise timing mechanism. In addition, the
/

authors also suggested that if  a dyslexic person has both phonological deficit and 

difficulties with swapping the order o f letters in the word (like one o f their 

participants), it could be difficult to claim that only the phonological deficits are the 

cause o f reading problems in this case. The authors concluded that the wide variety 

o f dyslexic profiles and relatively low frequency o f some types o f deficits in 

dyslexia make it difficult to establish the causal links between their reading 

problems and less frequently occurring deficits. They also suggest that many 

longitudinal studies o f individuals with familial risk o f dyslexia from birth to 

adulthood, based on large and representative samples, are necessary in order to 

decide whether the magnocellular and cerebellar deficits have causal or 

correlational links with different sub-types o f dyslexia.
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1.3. Background to electroencephalography and event 
related potentials (ERPs)

1.3.1. Electrophysiological basis of the EEG signal

In the late 19th century Richard Caton (1875) discovered that brain electrical 

signals could be recorded directly from the surface o f the exposed cortex using a 

reflecting galvanometer. Some years later Hans Berger (1929) was able to detect 

these brain waves with electrodes placed on scalp. Since these early discoveries o f 

the ‘feeble currents o f the mind’ the electroencephalogram (EEG) has become a 

powerful physiological tool, which is now being investigated by many laboratories 

around the world. Our understanding o f the basic mechanisms underlying its 

expression and their significance to normal and abnormal brain functions is 

therefore expanding rapidly.

The EEG records the activity o f many hundreds o f thousands o f neurons 

through electrodes placed on the scalp. It is a record o f the fluctuations o f the 

electrical activity o f large ensembles o f neurons in the brain. Specifically, it is a 

measure o f the extracellular current flow associated with the summed activity o f 

many indi\ddual neurons. It is usually assumed, that surface recorded potentials 

reflect predominantly the activity o f cortical neurons within (at least) 6cm2 o f the 

cortical area underlying the EEG electrode (Naatanen, 1992). Furthermore, the EEG 

recordings reflect postsynaptic potentials rather than action potentials for two 

reasons. First, the postsynaptic potentials extend over a larger portion o f the cell 

membrane and generate a field that corresponds rather to a dipole perpendicular to 

the membrane surface. Secondly, action potentials have very short duration (l-2m s) 

and tend to overlap much less than the postsynaptic potentials, which last much 

longer (10-250ms) (Lopes da Silva and Van Rotterdam, 1999). To appreciate the 

physiological mechanisms underlying the EEG signal we need to briefly review the 

cortical morphology.

The cerebral cortex contains two major classes o f nerve cells: pyramidal and 

nonpyramidal. Pyramidal cells are excitatory neurones that project their axons to 

other areas o f the brain and to the spinal cord. They are the major projection 

neurons o f the cerebral cortex. In addition, they can project locally, i.e., have
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recurrent axon collaterals in a plane parallel to the cortical layer. These local 

connections play an important role in the collective electrical activity of cortical 

neuron ensembles. The dendrites o f pyramidal cells often project across several 

layers, and they are usually oriented perpendicular to the surface o f the brain. In 

addition, dendrites also contain local regions capable o f generating action potentials 

that amplify synaptic currents (Martin, 1995; Silberberg et al., 2002). Nonpyramidal 

cells have oval-shaped bodies. Their axons typically do not leave the cortex and 

terminate on nearby neurons. Stellate cells form the main group o f nonpyramidal 

cells. These cells have axons that are oriented vertically in the plane o f the cortical 

columns. They usually receive information directly from thalamic neurones, which 

they convey to intemeurones or pyramidal cells in the same column. Other 

nonpyramidal cells, such as basket cells, have their axons oriented horizontally in 

the plane o f the cortical layers. They form dense synaptic connections that envelope 

the soma o f the postsynaptic neuron, hence the name basket. The basket cell is 

thought to produce surround or pericolumnar inhibition, which enables neurons in a 

given cortical column to function in relative isolation from neighbouring columns 

(Douglas and Martin, 2004).

The summed activity o f pyramidal cells (in the order o f thousands o f 

millions) that fire in synchrony while processing information is the principal source 

o f EEG potentials (Peterson et al., 1995). Far field potentials can also be recorded, 

which reflect activity generated in subcortical structures such as the brain stem 

nuclei (Hari et al., 1982; Stem, 1982; Musiek, 2004). The EEG is an extracellular 

recording obtained by using macroelectrodes. This type o f recording is similar to 

electrocardiography. Recordings are made at sites distant from the source o f 

electrical activity. Both the EEG and electrocardiogram (ECG) are based on the 

theory o f volume conduction, which describes the flow o f ionic current generated 

by nerve cells or cardiac muscle through the extracellular space (Lopes da Silva and 

Van Rotterdam, 1999).

Thus, potential changes recorded from the scalp are generated by the 

summed ionic currents o f many thousands o f neurons located under the recording 

electrode. The net ionic current is recorded as a voltage across resistance o f the 

extracellular space. If we consider an individual neuron, the flow o f current is 

produced by an excitatory synaptic potential on the apical dendrite o f the cortical 

pyramidal cell. The excitatory postsynaptic potential (EPSP) is produced by a

49



current flowing inward through the synaptic membrane and outward along the large 

expanse o f the extrasynaptic membrane (Buzsaki and Traub, 1997). The site o f 

inward current is called the sink because this is where the current flows into the cell. 

The site o f outward current is called the source. The sink is on the negative side o f 

the extracellular potential, and the source is on the positive side. At the site o f the 

generation o f EPSP the extracellular recording has a negative sign if  the tip o f the 

electrode is closer to the sink, and the potential has a positive sign if  the tip o f the 

electrode is closer to the source (Pedley and Traub, 1990; Holmes and Khazipov, 

2007). The activity o f a single neuron cannot be recorded from the scalp because 

the amplitude o f its potential is too small and the macroelectrodes are insufficiently 

selective to distinguish this activity from that o f its neighbours. Fortunately, the 

scalp recording is a summed activity o f large numbers o f neurones. Thalamic input 

activates thousands o f cortical neurones synchronously. The initial cortical response 

to thalamic input is a formulation o f a sink in deeper layers (where the excitatory 

synapses are located) and a source in superficial layers (Steriade et al., 1993; 

Nunez, 1995). A recording electrode on the surface o f the scalp is therefore closer 

to the source than to the sink. The sign o f the electrical signal w ill depend on where 

in the cortex the excitatory synapses are located, i.e., in superficial or deeper layers. 

As shown on a schematic diagram in Fig. 1.7, if  the source is closer to the recording 

site then the recording w ill have a downward deflection. If the sink is closer to the 

recording electrode then the recording w ill have an upward deflection. Thus, 

additional information about the distribution o f cortical synapses is necessary to 

determine the direction o f deflection o f recorded potentials (Martin, 1995).

50



Figure 1.7. ERP sources
Schematic representation of the orientation of the recorded potential depending on 
the location of the synaptic potential according to Kandel et al. (1995).

As mentioned earlier, the reason why pyramidal cell activity contributes 

more to the EEG signal than nonpyramidal cell activity is that pyramidal cells are 

oriented perpendicular to the surface of the cortex (Karl, 1993). Because of the 

latter the sources and sinks are also oriented perpendicular to the surface of the 

cortex and synaptic potentials generated on their dendrites are recorded with little 

attenuation at the surface of the scalp. The nonpyramidal cells are not oriented in 

any particular fashion relative to one another or to pyramidal cells, thus, their 

contribution to the EEG is probably insignificant. The synaptic potentials contribute 

more to the EEG because they are slower than action potentials, and therefore can 
summate (Naatanen, 1992).

1.3.2. Recording EEG

As described above, the EEG is a result of summed activity of hundreds of 

thousands neurons in the area underlying the recording electrode, and postsynaptic 

potentials rather than action potentials. To record the EEG at least two electrodes 

should be used. An active electrode is placed over a site of neuronal activity, and an 

indifferent electrode is placed at some distance from this site. Usually in EEG 

recordings numerous active electrodes are placed over different parts of the head.
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The recordings, however, measure the potential difference between two electrodes, 

either between the active and indifferent electrode or between two active electrodes. 

The recording electrodes are usually placed over the frontal, parietal, occipital and 

temporal lobes according to 10-20 International system of electrode placement with 

19 electrode sites (Jasper, 1958), as shown in Fig. 1.8.

Front Vertex

Figure 1.8. 10-20 International System
The standard placement of EEG recording electrodes according to 10-20 

International system at the top and sides of the head. Abbreviations to multiple 

electrode placements are: A, auricle; C, central; Cz, vertex; F, frontal; FP, frontal 

pole; O, occipital; P, parietal; T, temporal. The multiple electrodes placements 
overlying a given area (e.g., frontal) are indicated by numerical subscripts.

More advanced recording techniques are used recently with a high density 

recording electrode nets that may have up to 256 or more channels. An example of 

such high density net that is used in the current work and provided by Electrical 

Geogesic Inc. (EGI) is displayed in Fig. 1.8. These modern high density electrode 

nets allow recording not only EEG data but also eye movement related activation. 

For example, in the Geodesic Sensor Net (GSN) shown in Fig. 1.8, three pairs of 

electrodes are used for recording the eyes movements. Thus, two pairs of vertically 

arranged electrodes above and below the eyes record the horizontal eye movements, 

whereas one pair of electrodes, i.e., one electrode at the side of each eye, records the 

vertical eye movements. In the current work the central electrode at the vertex, Cz, 
was used as a reference (see Fig. 1-8 for location of Cz on the scalp).
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Figure 1.9. Geodesic Sensor Net (GSN)
The 256 channels GSN of Electrical Geodesic Inc. (EGI) for the EEG, eye 
movements and other muscular and electrical activation recording in human 

participants.

1.3.3. Deriving ERPs from EEG

The EEG is usually recorded either when the participant is awake or asleep. It is 

also recorded during specific sensory stimulation such as presentation of a flash of 

light or a tone. The component of the EEG that is specifically related to a significant 

stimulus is called sensory evoked potential or event related potential (ERP) (Picton 

and Hillyard, 1988). The sensory evoked potential, e.g., visual evoked potential 
(VEP), is a specific change in the ongoing EEG resulting from stimulation of a 

sensory pathway. Sensory evoked potentials are distinguished from the ERP. Thus, 

sensory evoked potentials reflect the processing of the physical characteristics of a 

stimulus and are often useful in clinical assessment of the sensory system’s function 

or in evaluating demyelinating diseases. They consist of multiple components that 

are described below and displayed in Fig. 1.10. Event-related potentials, on the 

other hand, are dependent on the context in which the stimulus is presented and 

whether the stimulus is expected or is a surprise. According to Picton et al. (2000), 

recently the term ‘event-related potentials’ is used for endogenous potentials in 

order to differentiate them from the (exogenous) evoked potentials. Components 

whose characteristics (amplitude, latency, scalp distribution) seem to depend on 
physical attributes of the stimulus, such as their modality and intensity, are called 

‘exogenous’ or ‘sensory’ potentials, sometimes also referred to as ‘evoked
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potentials’ (EP). The event related potentials are components whose characteristics 

are relatively independent o f the physical properties o f the stimulus and are more 

dependant on mental set. These potentials are called ‘endogenous’ or ‘cognitive’ 

(Rugg and Coles, 1995). Usually, the ‘exogenous’ components or sensory EPs 

occur within the first 100 ms after the stimulus presentation, whereas the 

‘endogenous’ ERP components occur after the first 100 ms. The EPs can be both 

endogenous and exogenous, however, the ERPs are always endogenous and can 

only be recorded when a cognitive process occurs independently o f any specific 

evoking event such as a decision making or a response initiation (Picton et al., 

2000).

Both sensory evoked potentials and ERPs are extracted from the EEG using 

computer averaging techniques. The EEG is recorded during repetitive stimulation, 

such as visual or auditory stimuli, that activate the sensory receptors and evoke 

brain electrical activation. The computer samples EEG for a brief period before and 

after the stimulus and the sampled data are averaged to enhance the signal-to-noise 

ratio. This is performed because the small ERP signal (~ 5-10 pV) recorded in one 

individual trial is obscured by the larger EEG signal (~ 50 pV) that is a result o f 

many ongoing neural processes. The averaged ERPs reflect the relevant, repetitive 

and time-locked neural activity, while the non-repetitive signals that reflect random 

activity fail to contribute systematically to these specific portions o f the ERP 

average. In order to improve further the signal-to-noise ratio additional processing 

is used such as filtering that helps to remove the artefactual electrical activity from 

sources other than brain. Usually the amplifiers that are used to record ERP include 

filter settings that eliminate any activity above and below selected frequencies. This 

allows the attenuation o f high frequency electrical activity, such as the activity that 

is attributable to eye movements and muscles, as well as the activity at the electrical 

mains (50-60 Hz).

Evoked potentials consist o f multiple components related to various aspects 

o f subcortical and cortical processing. Although the recordings made from scalp 

electrodes reflect mostly cortical processing in the immediate environment o f the 

electrode, earlier components reflecting subcortical processing also can be 

distinguished. The early components o f evoked potentials reflect the processing o f 

the physical properties o f the stimulus, whereas the later components are more 

related to higher brain functions. An example o f evoked potential’s component

54



latencies recorded to an auditory stimulus is displayed in Fig. 1.9. The first set o f 

deflections (within 10 ms from stimulus onset) represents brain stem potentials that 

are termed far-field potentials because they originate from distant sites. The second 

set o f deflections (within 100 ms from stimulus onset) has longer latencies and is 

believed to be generated from the thalamic auditory relay nucleus and neurons in 

the auditory cortex. The ERPs (after 100 ms o f stimulus onset) are generated in 

higher-order cortical areas and have longer latencies than sensory evoked potentials. 

The amplitude o f the ERPs changes depending on the context in which the stimulus 

is presented, and may or may not be invoked by the external event. Because the 

temporal resolution o f these measurements is in the order o f milliseconds, ERPs can 

accurately measure the timing o f the cognitive processes that take place in the brain. 

According to Picton and co-authors (2000), the spatial resolution o f ERP 

measurements is limited both by theory and by our present technology, but 

multichannel recordings can allow us to estimate the intracerebral locations o f these 

cerebral processes. Both temporal and spatial information provided by the ERP data 

can be used in different research studies and help to understand how brain 

implements various psychological tasks as well as establish the deviations in the 

impaired brain from the function o f the healthy brain in order to make specific 

diagnoses in medicine or psychology.

Figure 1.10. Auditory evoked potential
The components o f the waveform according to Picton et al. (1974). Components I- 
VI are generated in the auditory pathway, from cochlea to the medial geniculate 
nucleus. Sources for the later negative (N0-N2) and positive (Po-P2) components are 
thalamic nuclei, auditory cortex and association cortices.
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1.3.4. ERP components definition and measurement

We would like now to concentrate in more detail on the definition and

possible generators o f the ERP components. For simplicity, hereafter, I will refer to
V '  ■

the EP and ERP components as early and late ERP peaks respectively. A commonly 

used procedure for measurement o f ERP waveforms is to identify prominent peaks 

and troughs and label them according to their amplitude, latency and polarity. ERP 

waveforms can be plotted with upward deflections indicating positive or negative 

potentials at the active electrode relative to the reference. Both conventions are used 

in the literature and there is no consensus as to which is preferable. This is often 

indicated with a sign *+’ or at the upper end o f the voltage calibration axis. In the 

current project the positive sign is used for the upper deflections o f the ERP waves. 

There is no a priori reason to believe that interesting aspects o f cerebral processing 

would be reflected in these positive and negative peaks. However, this traditional 

approach worked surprisingly well for many research purposes. The goal , is to 

understand the ERP waveforms both in terms o f intracerebral sources and 

experimental manipulations. A component o f ERP would be a temporal pattern o f 

activity in a particular region of the brain that relates in a specific way to how the 

brain processes information. Through systematic examination o f the amplitude and 

latency o f numerous deflections in the electrical potentials that comprise the ERP, it 

has been possible to link particular components o f a response to specific 

psychological processes. The examination o f these components can provide 

information regarding the sequence o f perceptual and cognitive operations involved 

in processing a stimulus or generating a response (Luck and Hillyard, 1994).

Currently, there are two hypotheses regarding the neural origins o f ERP 

components generation: evoked model and phase-resetting model (Makeig, 2002). 

According to the former and more traditional view, the stimulus evokes a time- 

locked, neural-population induced response in each trial, and this response is 

enhanced and clarified by signal averaging to produce an ERP peak (e.g., Hillyard 

and Picton, 1987). An alternative view for explaining the generation o f the ERP 

peaks was proposed by Sayers et al. (1974) and currently is supported by other 

researchers (e.g., Basar et al., 1997; Polich, 1997). According to this model, the 

ERP components result from reorganisation o f already existing ongoing EEG- 

activity. In other words, every component may contain oscillatory responses in
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various frequency ranges o f the EEG, depending on information processing 

demands. For example, it was reported that most o f the large amplitude components 

in human sensory EP lie in the theta and/or alpha frequency range (Basar, 1998). 

According to another study (Basar-Eroglu et al., 1992) the P300 response may be 

predominantly within the theta and delta frequency range o f the EEG.

Thus, according to a traditional view, the ERP peaks emerge as summation 

of response from neuronal populations triggered by stimulus properties or 

psychological processes. These responses recorded in individual EEG trials emerge 

from the noise when many trials are averaged. Therefore, the ERP peaks reflect 

some important electrical responses that can be exogenous or endogenous 

(discussed earlier) and reflect various brain activation processes. Often the ERP 

peaks are studied in order to investigate the normal and abnormal processes in the 

brain, in healthy and clinical population. The amplitude and latency o f these peaks 

may vary between control and clinical populations, even when the participants are 

not able to or have difficulties producing overt responses (Connolly, 2000; D'Arcy,

2003). The ERP components are an important tool to study the neural correlates o f 

sensory, attentional and cognitive processes. Their examination can provide 

information regarding the sequence o f perceptual and cognitive operations involved 

in processing a stimulus or generating a response. For example, in processing an 

auditory event, early components o f the ERP (e.g., N l) represent activity in the first 

cortical areas to receive sensory input (e.g., auditory cortex) and subsequent 

deflections such as P2 reflect early stimulus evaluation and feature detection (Luck 

and Hillyard, 1994) in temporal cortex. The later components o f the ERP (e.g., 

P300 or P3) are thought to process information at more advanced cognitive levels, 

e.g., during shifting attention or updating mental representations in working 

memory (Donchin et al., 1986). The P300 is thought to be generated by a 

distributed network with frontal and parietal contributions, possibly also involving 

hippocampus (Bashore and van der Molen, 1991; Polich and Criado, 2006). Still 

later components can reflect responses to violations o f semantic (N400) or syntactic 

(P600) expectancy (Osterhout et al., 1994).

The early components usually consist o f sharp positive and negative peaks 

that form the P l-N l complex and demonstrate that neural synchrony occurs in 

narrow time windows probably alternating between inhibitory and excitory 

processes (reflected by the PI and N l components respectively; Hillyard et al.,
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1994). During visual stimulation the PI can be recorded with a latency o f 90-120 

ms, and the N1 can be recorded at the latency o f 150-190 ms, which shows that the 

interpeak latency between these early components can be as little as 60 ms (Hillyard 

et al., 1994). Numerous studies indicate that these early components reflect mostly 

sensory and early attentional processes (e.g., Eason, 1981; Hillyard et al., 1994). It 

was also reported that they may have a frequency characteristic that corresponds to 

an oscillation in the alpha frequency range, i.e., somewhere between 6 and 12 Hz 

(Basar et al., 1997). According to Mangun et al. (1993), briefly flashed visual 

stimuli evoke positive and negative components over parietal regions that begin as 

early as 35-40ms after stimulus onset, however, only the larger, more prominent 

peaks (PI, N I, P2) can be readily observed. Early VEPs are usually the larger over 

the hemisphere contralateral to the visual field o f the unilaterally presented stimulus 

(Mangun et al., 1993). It is reported that the PI is generated in the vetro-lateral 

extrastriate cortex (Broadman’s area 18 and/or 19), whereas the N1 may be o f 

maximal amplitude over parietal scalp locations (Mangun et al., 1993). In the 

current studies I have planned to record these early components o f evoked 

potentials as they may reflect the early processes in brain activation o f dyslexic 

readers that may be different from that o f controls. The reports o f attention and 

visual sensory deficits among dyslexics may well be possible to investigate through 

use o f these early detectors o f sensory deficits (if present) in the dyslexic brain. 

There are some previous reports that suggested these early components may be 

deviant in dyslexics when compared to controls. For example, recently Maurer et al. 

(2007) reported an impaired tuning o f a fast occipito-temporal response for print in 

dyslexic children learning to read, reflected in atypically symmetrical and delayed 

N l. Deviant early brain activation in dyslexic children was also found in response 

to unexpected words (Brandéis et al., 1995) and during spoken word recognition 

(Bonte and Blomert, 2004). The ERP studies related to each individual task 

presented in this thesis are discussed further in the corresponding chapters below.

As already mentioned, the later brain potentials such as ERP component 

P300 (or P3), tend to be regarded a ‘cognitive’ neuroelectric phenomenon since it is 

generated in psychological tasks that require the subject to attend to and 

discriminate the stimuli that differ from one another on some dimension (Polich and 

Kok, 1995). These discrimination processes trigger a large positive going peak with 

a latency o f about 300-600ms. This component was first reported more than 40
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years ago by Sutton et al. (1965) and it was related to ‘basic information processing 

mechanisms o f attention allocation and immediate memory’. According to Polich 

and Kok (1995) the studies o f P300 have expanded dramatically since, due to its 

significance as a means to assess cognitive function in many research and applied 

areas (for a review, see Polich and Kok, 1995). According to Donchin and Coles 

(1988), the most significant interpretation o f P300 is that it reflects updated mental 

representations o f the stimulus environment. After initial sensory processing, the 

current stimulus in compared with the previous one in the working memory. If no 

stimulus attribute is changed, the old ‘schema’ is maintained. Some researchers 

consider the P300 latency as a measure o f stimulus classification speed, which is 

not related to response initiation (e.g., Kutas et al., 1977; Polich and Criado, 2006). 

The latency o f P300 is usually correlated with cognitive efficiency, and it can 

increase with healthy ageing (e.g., Polich, 1996; Taroyan et al., 2004) as well as 

with compromised mental capability (e.g., O'Donnell et al., 1992). This late ERP 

component has been also reported to be linked with word frequency effect, for 

example, in a lexical decision task its latency was shorter for common compared to 

uncommon words (Polich and Donchin, 1988). The authors suggested that the 

uncommon words may require more processing capacity for their evaluation 

compared to more common words. Thus, the P300 component is known for its 

relation to cognitive function o f the brain and evaluation o f the incoming 

information. For the reasons mentioned above I was interested to investigate this 

part o f the ERP response in the studies described here, in addition to more early 

sensory evoked potential components. Some previous studies reported a smaller and 

delayed P300 in children with developmental dyslexia (e.g., Taylor and Keenan, 

1990). My goal was to see whether there w ill be differences in brain potentials o f 

dyslexics from controls in the attentional and decision making performance, visual 

magnocellular function and lexical decision task. Some previous ERP studies in 

relation to these tasks among dyslexic population will be discussed in more detail 

below when describing each study individually.

Another component within this late time window (300-600 ms) o f ERP 

peaks that is often reported in literature is the N400 -  a negative deflection in the 

ERP response about 400 ms after stimulus onset that was originally observed in the 

subjects reading sentences ending with sematically incongruous words (Kutas and 

Hillyard, 1984). An anomalous N400 has been reported in children with language
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disorders (e.g., Neville and Mills, 1997) where the amplitude o f this component was 

enhanced, whereas other studies reported reduced N400 amplitude among dyslexic 

children (e.g., Stelmack et al., 1988). In the current work I was also interested to 

find similar brain activation in these later time windows beyond P300 and after 

400ms from the stimulus onset, e.g., P600 reported in recent studies and mentioned 

earlier in this section. In these similar time windows I found positive peaks with 

latency o f about 400 ms and 500 ms, that were labelled P4 and P5 (or P400 an 

P500) that were only found in language related Study 3, i.e., the lexical decision 

task. These findings confirmed that the deflections in time windows o f 400-600 ms 

may be related to reading and language processing. Similar Texicality’ effects were 

found in recent study by Hauk et al. (2006), where the amplitude o f the ERP was 

larger to pseudowords than to words. Some relevant details are discussed further 

within the description o f Study 3.

As already briefly reflected on earlier in this section, there are different ERP 

labelling systems that are currently in use, each has advantages and drawbacks. The 

two most common approaches are to designate the observed peaks and troughs in 

the waveform in terms o f polarity and order of occurrence in the waveform (N l, P2, 

etc.), as in the studies described in this thesis, or in terms o f polarity and typical 

peak latency (e.g., N125, P200, etc.). The latter version can be used to describe a 

mean deflection over specific time window, e.g., N20-50, N300-500. Negative 

latencies can be used to label movement-related potentials that precede the response 

onset. For example, N-90 indicates a negative deflection that peaks 90 ms prior to 

the response. There are inherent problems with both the latency and ordinal 

systems, because a waveform feature that represents a particular psychological 

process may vary in its timing or order o f appearance depending on experimental 

circumstances, age or clinical status. For these reasons, when describing the 

methods o f peak definition, authors must provide the information about the latency 

range and mean value for each peak, as well as variations as a function of scalp site 

and experimental condition. For example, to emphasize variations among 

components at different scalp sites, the recording site could be incorporated in the 

label (N175/Oz).

An important distinction needs to be made between the terminology that 

uses the waveform features measured in a given data set and theoretical terminology 

that represents particular psychological processes. For example, for , some ERP
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components theoretical labels have been assigned that indicate the assumed 

functional role o f the components. These include ‘readiness potential’, ‘mismatch 

negativity’, ‘processing negativity’. In other cases, polarity-latency labels such as 

P300 or N400 are used in a theoretical sense, referring not to waveform feature but 

to a psychological entity with specific functional properties. The growing use of the 

ERP research methods has resulted in numerous component definitions, which 

makes it difficult to understand whether the theoretical entities used in one study are 

equivalent to those used in another study. This could be helped by keeping the 

observational and theoretical terminology separate.

Peak amplitude measurements are usually made relative to the prestimulus 

baseline (baseline to peak) or with respect to adjacent peak (or trough) in the 

waveform (peak-to-peak). Baseline-to-peak measurements are preferable to peak- 

to-peak measurements given the successive peaks might well reflect different 

psychological processes. Although peaks are usually picked at the point o f 

maximum amplitude (or minimum) voltage, this selection may be problematic if  the 

data are noisy or if  the waveform is not symmetrical about the peak, or if  the peak is 

broad, or if  there are two peaks. There are alternative ways o f determining the 

amplitude and latency o f ERP components. For example the latency o f a maximal 

peak, recorded at an electrode from a group o f electrodes in the area, could be used 

for defining the amplitude and latency of the same peak recorded at other channels 

in the group. Or both the amplitude and latencies values o f the peak in all channels 

in the group could be averaged. The latter method was used in the current study, 

which also helped to reduce further the signal-to-noise ratio in the ERP signal. 

Usually the peaks in the individual subject data are measured in time windows o f 

peaks defined by group averaged data, especially for the clinical populations who 

may have more noisy and variable data. The amplitude of the ERP peaks can also 

be measured as a mean in a window centred on the peak, with a fixed latency 

measured at the peak from the stimulus onset, i.e., from the onset o f the ERP till the 

maximum point voltage o f the peak.
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1.4. The aims of the project

My objectives were to develop combined' neurophysiological and 

behavioural tests o f the magnocellular and phonological deficit hypotheses, as well 

as o f the attention deficits in dyslexic children with no overlapping symptoms o f 

ADHD, using the new high-density ERP methodology. The cognitive tests (outlined 

briefly in the next section) were intended to be performed in the same samples o f 

dyslexic and non-dyslexic participants, with simultaneous recording o f the ERP and 

behavioural measures, such as reaction times and error rate. I intended to find out 

whether these sensory, phonological and attention deficits would be present in the 

same group o f dyslexic participants, in what proportions, and how this would be 

correlated with the brain electrical activity.

1.4.1. Study 1: Investigation of the Continuous Performance Test

The cued continuous performance test (CPT) is primarily a test for attention

deficit. Single letters are presented sequentially every 2 s. The observer has to 
*

respond only to the stimulus after an O, and only if  the stimulus is X. ADHD 

children perform poorly on this test. A recent German ERP study (Zillessen et al., 

2001) established robust differences between ADHD and drug-treated ADHD 

groups. My aim was to use the same design and paradigm as in this and in previous 

CPT studies (Fallgatter et al., 1997; Fallgatter and Strick, 1999) in dyslexic children 

without comorbid ADHD symptoms and establish whether the attentional deficits 

are present in ‘pure’ dyslexic adolescents as compared to their age and IQ matched 

nondyslexic controls. As in my first study outlined above, the aim was to record 

simultaneously the electrophysiological and behavioural indicators o f the 

performance in the same sample o f participants.
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1.4.2. Study 2: Investigation of magnocellular system performance

As discussed earlier in section 1.2.3, detection o f coherent motion in random 

dot kinematograms has been shown to be a reliable test o f visual magnocellular 

function (Comelissen et al., 1995; Comelissen et al., 1998a; Slaghuis and Ryan, 

1999). In the behavioural studies threshold judgment tasks have been used, and they 

are notoriously difficult for the observer. This method would not be possible to use 

with the ERP paradigm. Therefore, I replicated the paradigm used in previous ERP 

studies (e.g., Scheuerpflug et al., 2004; Schulte-Kome et al., 2004) and used 

different low levels o f coherent motion in stimuli. As suggested earlier, for the 

correct judgement o f this event (e.g., Slaghuis and Ryan, 1999) a minimum extent 

o f coherence is needed which might be higher for dyslexics compared to controls. 

The lowest level o f coherence in the current study was selected at 10%, as 

previously the VEPs could not be reliably elicited below the value o f 7% coherence 

o f the moving dots (Niedeggen and Wist, 1999). I have also decided to use low 

contrast o f  the stimulus (between the moving dots and the background, Michelson 

5%) in order to avoid the activation o f parvocellular system (details are discussed 

later in Study 2). I planned to replicate previous ERP studies (Scheuerpflug et al., 

2004; Schulte-Kome et al., 2004) in English speaking dyslexic and non-dyslexic 

adolescents with concurrent recording o f the ERP and behavioural measures o f the 

performance.

1.4.3. Study 3: Investigation of ERPs to words and pseudowords

It is well known that dyslexic children are particularly impaired on reading 

pseudowords, an effect usually attributed to phonological deficits. Recent Austrian 

and Hungarian ERP studies (Klimesch et al., 2001; Wimmer et al., 2002; Csepe et 

al., 2003) used three conditions - reading numbers, words and pseudowords. 

Analysis o f the ERPs identified a number o f important differences between dyslexic 

and control children, which the authors attributed variously to parietal lobe 

dysfunction, abnormality in Broca’s area and the angular gyms, and abnormality o f 

visual working memory. My aim was to replicate these studies and their paradigm
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in English speaking adolescents with simultaneous recording of 

electrophysiological and behavioural correlates o f word recognition in this lexical 

decision task (decide whether the stimulus is a word or a pseudoword). I was 

interested to study different stages o f word/pseudoword processing, from the early, 

i.e., pre-lexical, visual word form recognition to the later stages o f decision making 

and behavioural response choice.

1.4.4. The expected theoretical and practical outcomes of the 
project

The studies outlined above were undertaken in dyslexic and non-dyslexic 

English-speaking adolescents. To the best o f my knowledge there have not been 

equivalent studies with English-speaking adolescents that investigated combined 

neurophysiological and behavioural measures o f various deficits suggested by the 

major theories o f dyslexia. Conducting these tests in the same group o f participants 

would allow us to compare the brain and behavioural mechanisms as well as 

proportion o f these deficits in this age group o f Enghsh speaking dyslexic 

individuals. These studies would provide an overview o f brain-based processing in 

dyslexia and further insights into suggestions o f some o f the major theories o f 

dyslexia that the individual studies could not. The results o f the first study described 

in this thesis have been already published in Clinical Neurophysiology (Taroyan et 

al., 2007), whereas the other two studies are also submitted for publication in other 

peer-reviewed journals. The papers were derived from the lengthier descriptions 

presented in this thesis. It is necessary to mention that ideally I had to have an extra 

control group o f younger children matched for reading abilities with my group o f 

dyslexic participants, i.e., at the same reading age. It was argued by Bryant and 

Bradley (1985) that it is necessary to question whether the differences between the 

groups are not simply due to their different reading experiences. However, there is 

an additional issue as the adolescence is known to be a very active period in terms 

of brain maturation processes, both in its structure and function (Whitford et al., 

2007). Therefore, it may be difficult to compare our participants and younger 

children because o f different stages in overall brain maturation they may be at, 

which could also be reflected in the ERP activation and between-group differences.
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I think this is an interesting issue and its consideration would be an aim in my future 

research.

In terms o f applied outcomes this project would also provide useful results. 

There is a pressing need for non-invasive ‘brain-based’ diagnostic methods. The 

ERP tests developed here may be helpful in various research applications, both in 

developmental disorders and ageing studies. Additionally, these objective 

electrophysiological correlates o f deviation in brain activation o f dyslexics that 

could possibly be found in the current studies could also add to the knowledge o f 

theoretical issues o f dyslexia. These electrophysiological indicators could be used to 

provide brain-based ‘benchmarking’ o f different interventions, as well as to 

facilitate the development o f interventions that are optimal for each individual child.
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2. STUDY 1. BEHAVIOURAL AND NEUROPHY­
SIOLOGICAL CORRELATES OF DYSLEXIA 
IN THE CONTINUOUS PERFORMANCE 
TASK

2.1. Introduction

The multi-symptomatic and heterogeneous nature o f dyslexia has led to a 

number o f competing theories attempting to explain its cognitive and 

neurobiological mechanisms. As already mentioned in the Introduction, among 

currently influential theories are the phonological deficit hypothesis, the 

magnocellular deficit hypothesis, and the cerebellar deficit hypothesis. To remind 

the reader, I would like to briefly outline their statements below. Thus, according to 

the magnocellular deficit hypothesis the processing o f fast incoming information is 

impaired in dyslexia and is caused by abnormalities in magnocellular sensory 

pathways (Lovegrove et al., 1980; Stein and Walsh, 1997). According to the 

phonological deficit hypothesis (Bradley and Bryant, 1978; Vellutino, 1979) a 

difficulty in identifying, sequencing and reproducing sounds or syllables 

(phonemes) within a word is at the core o f dyslexia. This cognitive theory has been 

recently supported by biological findings o f disconnections between language areas 

through the Sylvian fissure (Paulesu et al., 1996; Horwitz et al., 1998). The 

automaticity deficit hypothesis (Nicolson and Fawcett, 1990) suggests reading 

problems in dyslexia arise from general lack o f ability to automatise any skills, 

including reading and phonology. The cerebellar deficit hypothesis (Nicolson et al.,

1995) proposes that the automaticity problems and a range o f other problems in 

dyslexia (e.g., Nicolson and Fawcett, 1994b; Fawcett and Nicolson, 1999; Nicolson 

et al., 2001) are caused by abnormalities in the cerebellum. Additionally, it has also 

been suggested that development o f interhemispheric functional asymmetry may be 

disregulated in dyslexics (Galaburda et al., 1985) and the transfer o f motor and 

sensory information between hemispheres degraded due to changes in the corpus 

callosum o f dyslexic brains (Gladstone and Best, 1983; Gross-Glenn and 

Rothenberg, 1984; Robichon and Habib, 1998; von Plessen et al., 2002). All these 

findings show that subtle* developmental changes in a network o f many brain
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structures may be at the basis o f sensory and cognitive problems in dyslexia 

(Galaburda, 1999; Eckert, 2004).

Dyslexia is frequently accompanied by other, non-linguistic problems, such 

as visuo-motor coordination, attention, and early sensory processing. There is a high 

rate o f comorbidity with other developmental syndromes including ADHD, Specific 

Language Impairment, and Developmental Coordination Disorder (Fletcher et al., 

1999; Bishop, 2002). Kaplan et al. (2001) established that among 179 children in 

Calgary receiving special support, the incidence o f ADHD was 69%, the incidence 

o f dyslexia was 64%, the incidence o f developmental coordination disorder was 

17%.

Many studies o f perception in children with dyslexia do not take into 

account the potential presence o f ADHD in a systematic fashion (Breier et al., 

2003). The estimates o f comorbidity o f dyslexia with ADHD vary widely, ranging 

from 10% to 45% (Purvis and Tannock, 2000). This means that only (slightly more 

than) half o f children diagnosed with dyslexia have ‘pure’ dyslexia, i.e., impairment 

related only to the reading process. Thus, it is still not clear whether the attentional 

deficits in dyslexia are specifically related to this developmental disorder or are a 

result o f co-occurring ADHD symptoms.

The Continuous Performance Test (CPT) is a well-recognised and reliable 

measure o f  sustained attention (Rosvold et al., 1956; Comblatt et al., 1988; Halperin 

et al., 1991) that consistently discriminates ADHD from control groups by, 

conventional performance indices such as reaction time (RT), number o f correct 

hits, misses and false alarms (e.g., Barkley et al., 1991; Losier et al., 1996; van 

Leeuwen et al., 1998). Interestingly, children with dyslexia were reported to 

perform poorly on CPT (Tamowski et al., 1986; Eliason and Richman, 1987). But it 

still remains a question whether children with dyslexia show attentional deficits in 

CPT in absence o f ADHD symptoms. A major issue addressed by the current study 

was therefore whether participants with ‘pure’ dyslexia (that is, without comorbid 

ADHD) would show an abnormal CPT performance.

It is likely that, even if  behavioural differences are not marked in children 

with developmental disorders, there still may be underlying neurophysiological 

differences -  reflecting their atypical brain organisation (e.g., Baving et al., 2006). 

Indeed, the .automaticity deficit theory claims that under conditions o f low cognitive 

load dyslexic participants may well perform at normal levels, by ‘consciously
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compensating’ for their incomplete automatisation o f the underlying skills. It is only 

when the cognitive load is made heavier, for instance via a dual task, that the 

underlying differences are revealed. I addressed this issue by the use of event 

related brain potentials (ERP). This electrophysiological technique is non-invasive 

and it provides an insight into rapid changes o f brain electrical activity with high 

time resolution. The subtle nature o f developmental dyslexia makes this method 

more informative because it can provide objective markers in evaluation, say, o f the 

different stages o f cognitive processing required for reading.

ERPs have been used to study attention in dyslexia and were frequently 

reported to be attenuated and sometimes delayed in dyslexic children (Lovrich and 

Stamm, 1983; Taylor and Keenan, 1990; Fawcett et al., 1993; Schulte-Kome et al., 

1999a), which may be associated with poor attention and insufficient processing o f
t

task-relevant stimuli (Habib, 2000). Several ERP studies in dyslexia have found not 

only attenuated P300 amplitudes in the dyslexic group but also reversed or absent 

hemispheric latéralisation compared to controls on a low level vision task (Schulte- 

Kome et al., 1999b), with auditory stimuli (Pinkerton et al., 1989) and on a spatial 

attention shifting task (Wijers et al., 2005). These results show once more that 

developmental dyslexia is not just a language-related difficulty but it also concerns 

• other cognitive domains involved in learning to read.

ERPs have been used to study brain activity in CPT in normals and clinical 

groups (e.g., Frank et al., 1998; Brandeis et al., 2002; Fallgatter et al., 2003; 

Herrmann et al., 2003). In the extended version o f the CPT, OX-CPT, participants 

are presented with a rapid succession of letters and have to respond to the target 

letter X only if  it was preceded by the letter O (e.g., Fallgatter et al., 1997; 

Fallgatter and Strick, 1999). This paradigm was used to record ERPs to task 

relevant stimuli and irrelevant distractors, in response activation (Go) and response 

inhibition (NoGo) conditions o f the CPT. Whether this association with response 

inhibition is valid is still under debate in the current literature (see Dien et al., 2004; 

Salisbury et al., 2004). I briefly return to this issue in the Discussion. It has 

frequently been reported that hyperactive children had abnormally small P3 

amplitudes o f ERPs (as well as abnormal RTs and error rates) compared to healthy 

controls both in Go and NoGo conditions, (e.g., Jonkman et al., 1997; Seifert et al., 

2003; Banaschewski et al., 2004).

r~
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I applied this paradigm to our dyslexic and control groups. An assessment o f 

dyslexic participants was carried out by a diagnosing psychologist to make sure that 

none of them had ADHD symptoms. The key issue addressed in this study was 

whether dyslexics would show a decrease in behavioural performance o f CPT in the 

absence o f ADHD symptoms. A further key issue was whether the underlying brain 

electrical activity would show systematic differences between dyslexic and control 

groups.'

2.2. Methods

2.2.1. Participants

I studied 10 adolescents with developmental dyslexia (3 females) and 10 control 

participants (3 females) with no reading or writing impairment. All participants 

were right-handed, the handedness was tested on Edinburgh Handedness Inventory 

(Oldfield, 1971). All participants had normal or corrected to normal vision, and no 

history o f brain injuries or neurological problems. They were not under any medical 

treatment. The participants with dyslexia were diagnosed previously by qualified 

psychologists. Mean data o f age, full scale IQ (Wechsler, 1991), reading age (RA) 

and spelling age (SA) (Wechsler, 1993) for both groups are displayed in Table 2.1. 

Criteria for inclusion in the dyslexic group were a discrepancy o f at least 18 months 

between their age and RA/SA and an IQ > 901. The main criterion was the RA, 

however, we have also used the SA as an additional criterion for inclusion in the 

dyslexic group, as it is typically more resistant to remediation. One factor ANOVAs 

did not show significant differences between the dyslexic and control groups on IQ 

scores [F(l,18) = 3.7, p>.07], however, as expected the dyslexics had significantly 

lower RA [F(l,18) = 39.4, p<.0001] and SA [F(l,18) = 37.6, p<.0001] scores 

compared to controls. None o f the participants showed any evidence o f ADHD as

1 One dyslexic subject improved his RA and SA scores since the time o f diagnosis, one dyslexic 
participant’s IQ decreased to 87, and one control subject dropped his SA score. However, both 
behavioural and ERP data o f each of these subjects were very characteristic for their respective 
group averages. The statistical analysis performed without these subjects did not change the 
significance values o f  neither ERP, nor behavioural results or the Group effect size.
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measured on the DSM-IIIR scales (American Psychiatric Association, 1987) by the 

school teachers and the diagnosing psychologist. We do not have the individual 

scores from teachers, however, none o f the participants scored higher than 1 (the 

cut-off for ADHD is usually 7). All participants were paid for their participation. 

The study was approved by the local ethics committee (Psychology Department, 

Sheffield University). The information about the EEG recording was provided in 

advance and the written research consent forms were obtained. These forms are 

attached in the Appendices 7.1 and 7.2 respectively.

Table 2.1 Psychometric data of participants
Mean values for each group o f participants (ranges in parentheses)

Controls (N=10) Dyslexic (N=10)

Age (years) 16.1(14.4-18.3) 16.3 (1 5 .5 -1 7 .4 )

IQ (standardised IQ score) 117.6 (99 - 135) 105.8(87- 124)

Reading age (years) 17.1 1 2 .1 (9 .3 -1 7 .1 )

Spelling age (years) 16 .4 (12 .6 -17 .1 ) 1 0 .6 (7 .6 -1 7 .1 )

2.2.2. Design/Paradigm

A modified version (Strik et al., 1998) o f the classical CPT (Rosvold et al., 

1956) was used in this experiment. It was designed and run on a Dell DIMENSION 

8300 microcomputer (version 2002) PC using E-prime V I.0 (Psychological 

Software Tools, 2002). A sequence of 440 letters programmed in quasi random 

order from 12 different letters (A-H, J, L, O & X) were displayed one at a time, i.e., 

one letter within each trial (440 in total) on the computer screen. Each trial started 

with a fixation period o f 1350 ms, prompting the subject to fixate two thin vertical 

lines in the centre o f the screen. Then one o f the 440 letters appeared in between 

fixation lines and was displayed for 500ms. The fixation period in the beginning of 

the next and all consecutive trials served also as an inter-stimulus interval (ISI) 

between the letter presentations. Thus, in the beginning o f each trial the observer 

saw two fixation lines on a blank screen for 1350 ms, next a letter was displayed 

within the fixation lines for 500 ms. Thus, each trial lasted for 1850 ms. The letters
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on the screen were 12 mm high and 11 mm wide obtaining a visual angle o f 1.15° 

vertically and 1.05° horizontally at a viewing distance o f 60 cm.

Participants were instructed to press the response button with the index 

finger o f their right hand as quickly as possible each time the letter ‘O’ was 

followed directly by letter ‘X ’ (Go condition). Thus, if  one trial (consisting o f 

fixation period and letter presentation) had letter ‘O’ in it, and the next trial (also 

having a fixation period followed by a letter presentation) had letter ‘X ’ in it, then 

participant had to press the response button. The other 10 letters (A-H, J & L) or 

trials with these letters required response inhibition if  they immediately followed 

the trials with letter ‘O’ (NoGo condition) and served as meaningless distractors 

when presented next to any other letter than ‘O’. Thus, there was always an 

interstimulous interval between the letters, i.e., a fixation period o f 1350 ms without 

letters that was followed by the stimulus displayed for 500 ms, so that each trial 

lasted for 1850 ms. We had 440 trials (and 440 letters within them) lasting 1850 ms 

each.

A session lasted about 14 min and included 80 presentations o f the letter O, 

[40 times followed by an X (Go condition) and 40 times followed by another letter 

except O or X (NoGo condition)]. There were also 40 letters X without preceding O 

and 240 other distractor-letters (A- H, J & L).

Participants were seated in a comfortable chair in an acoustically shielded, 

dimly lit room. They were asked to fixate two thin vertical lines in the centre o f the 

monitor at eye level, and to refrain from eye movements, head or other body 

movements during stimulus presentation. Each participant had a short training 

session in order to familiarise them with the task. Both speed and accuracy were 

equally emphasized during explanation o f the test. The written instructions were 

provided as well (see attached in Appendix 7.3). The recording was monitored and 

controlled by the experimenter in the adjacent room.

2.2.3. Data acquisition

The EEG was recorded from 128 electrode sites plus a Cz reference at the 

vertex using the Geodesic Sensor Net (GSN) (Tucker, 1993) o f Electrical 

Geodesics, Inc. (EGI). The GSN is a network o f elastic bands holding an array o f
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small plastic tubes that contain sponges with Ag/AgCl sensors. In order to monitor 

eye movements, the horizontal and vertical electrooculogram (EOG) was recorded 

by 6 most anterior electrodes in the Net. The GSN was connected to the EGI high- 

input impedance amplifier (200 MOhm, Net Amps). The bandpass-filter of the 

recording system was set at 0.1 to 100 Hz. Individual sensors were adjusted until 

impedances were below 50 KOhm. A ll channel signals were amplified by a factor 

o f xlOOO and digitised with a 12-bit AID converter at a sampling frequency o f 250 

Hz. The data were collected by a Power Macintosh OS X (10.2.8) and stored for 

off-line analysis. Simultaneously with the EEG, trial specific information, such as 

condition type (Go, NoGo, other distractor), accuracy o f response and mean 

reaction times (RTs) o f correct responses were collected through E-prime on the PC 

and stored on the Macintosh for further analysis.

2.2.4. Data analysis

Further processing and analysis was performed off-line using Eprime for the 

RTs and using NetStation 4.0 EGI software for the EEG data. Mean RTs from the 

whole experiment, the number o f omission errors (misses) and commission errors 

(false alarms) were determined for each participant. Mean RTs for the first and 

second halves o f the experiment were calculated as w ell in order to test and 

compare dyslexic and control groups for the ability to sustain attention towards the 

end o f the test. ■ ■ ■ ' ? ■

The EEG data were digitally bandpass filtered in the range o f 1- 40 Hz. The 

highpass-filter was set at 1Hz in order to exclude the slow direct current shift from 

trials, and a lowpass-filter was chosen at 40 Hz to remove any mains interference. 

Segmentation o f the continuous EEG into epochs starting 200ms before stimulus 

onset and lasting 1000ms after was performed next for each category (experimental 

condition), recording site, and participant. Artefacts were removed first 

automatically, based on an average (200 /iV) and transit (100 /IV) amplitude 

thresholds, as well as the EOG (70 juV) threshold. Additionally all segments were 

inspected visually for remaining muscle or other artefacts not reaching the threshold 

values. Individual bad channels were replaced with a spherical spline algorithm 

(Srinivasan et al., 1996). Trials with more than 20 bad channels were discarded
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from further analysis. On average, 90% o f the trials (epochs) were retained. The 

ERPs were computed by averaging all remaining trials, time-locked to stimuli, 

lasting 1200ms including 200 ms prestimulus baseline. The onset o f ERPs in Go 

condition was locked to the onset o f target letter ‘X ’ (presented after O), and the 

onset o f ERPs in NoGo condition was locked to the onset o f nontarget letters (any 

letter from A-J, H & L without preceding O). The Go ERPs were obtained only 

from EEG epochs accompanied with the correct response, and the NoGo ERPs were 

obtained only from trials with correct inhibition (no button press) o f the response. 

The Go and NoGo ERPs were analysed further and are reported in this study. A  

baseline-correction o f all potentials was performed by subtracting the averaged 200 

ms o f prestimulus recording from the entire wave. These individual participant 

ERPs were re-referenced to an averaged value across all electrodes, and corrected 

for polar average reference effect (Junghofer et al., 1999).

The group average ERPs were computed separately for the dyslexic and 

control participants in the Go and NoGo conditions! The main ERP component o f 

interest in this study was P300. It was identified by visual inspection o f group 

average and individual data in a time window o f 300-400 ms. This late ERP peak 

was most distinct and of largest amplitude in parietal region but it was not clearly 

observed in occipital areas (see Figs. 2.1 & 2.2). I also identified early ERP 

components, PI (-100 ms from stimulus onset) and N1 (-150 ms), that were best 

defined and with a maximal amplitude in occipital areas but they were not well 

defined in parietal regions (see Figs. 2.1 & 2.2). PI and N1 from occipital areas and 

P3 from parietal regions were submitted to further analysis. A P2/N2 (-200-250 

ms) complex was not analysed further because although present in some individual 

ERPs it was smeared with the large P3 in most o f the individual data and in group 

average ERPs.

2.2.5. Statistical analysis

The mean RTs to correct hits for each participant across the whole 

experiment were submitted to statistical analysis as one factor (Group) ANOVAs. 

The mean RTs for the first and second halves o f the experiment separately were 

also analysed in a 1 within ( l sthalf72ndhalf) x 1 between (Group) factors ANOVA
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in order to assess the level o f sustained attention or vigilance in each group and 

between the groups at the beginning and towards the end o f the experiment.

The amplitude and latency o f the early (PI and N l) and late (P3) ERP components 

from the occipital and parietal regions respectively were submitted for statistical 

analysis separately for the left, right and central areas. In order to improve the signal 

to noise ratio and give more statistical power to the data (Oken and Chiappa, 1986) 

a group o f channels in selected regions was averaged. Similar channel grouping has 

been used elsewhere (e.g., O'Connor et al., 2007). Thus, the upper three channel 

groups (circled as shown in Fig. 2.3) correspond to the left, central and right parietal 

regions (P3, Pz, P4), the lower three groups correspond to the left, central and right 

occipital areas (01 , 02 , Oz). The amplitude o f the peaks in individual subject ERPs 

were found in the time windows defined by the peaks in group average ERPs and 

automatically measured relative to the pre-stimulus baseline. The latency o f the 

peaks was computed relative to the stimulus onset. The peak amplitude and latency 

values from all electrodes in a group were averaged. Although the number o f 

channels in lateral and central groups was not the same, I wished to include the 

midline channels in the analysis. However, this difference in number o f channels 

used for averaging between the lateral and central sites did not affect differently the 

variance within each participant group. As can be seen in Tables 2.2 and 2.3, the 

standard deviations within each group o f participants were very similar between 

these areas both for the amplitude and latency o f ERP peaks and both in Control 

and Dyslexic groups. Usually the latency was locked to the peak with a maximal 

amplitude found in parietal channels P3 and P4 (shown in Fig. 2.3) for the P3 

component, and in occipital channels 01 and 0 2  for PI and N l components. If 

there were two large peaks in the search window, the one that had the same latency 

as the majority o f channels was taken as a guideline. A  similar approach has been 

used elsewhere (e.g., Wimmer et al., 2002; Rossion et al., 2003), and averaging a : 

set o f neighbouring channels is a standard ERP analysis (Picton et al., 2000). It is 

known to improve further the signal-to-noise ratio and provide more reliable ERPs 

(Curran et a l, 2001).

The average amplitude and the latency values o f ERP components from each 

group o f electrodes and for each participant were subjected to repeated measures 

analysis o f variance (ANOVA) with 1 between-subjects factor Group (dyslexics
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versus controls) and 2 within-subjects factors Condition (Go versus NoGo) and 

Area (left, central and right).

The criterion for statistical significance was p  < 0.05. The statistical analysis 

was performed using StatView (SAS Institute, 1998).

75



Figure 2.1. Control group average ERPs in CPT
The waveforms are shown for the Go (----) and NoGo (-----) conditions at ail electrode sites. The larger scale waveforms in the left top and
bottom comers of Figs. 2.1 & 2.2 show the representative ERPs and characteristic peaks from parietal and occipital sites. The vertical lines on 
the waveforms (arrows on larger scale ERPs) indicate the stimulus onset at 0 ms.
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Dyslexies (N = 10)

10 //1

Go
NoGo

1 0 0 0  m s

Figure 2.2. Dyslexie group average ERPs iu CPT
The waveforms are shown in Go (---- ) and NoGo (---- ) conditions at all electrode sites. Graphical format same as in Fig. 2.1
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Figure 2.3. Channel groups selected for averaging ERPs
A representation of electrode sites in the left, right and central parietal (upper 

circled channel groups) and occipital (lower circled channel groups) regions. The

approximate sites corresponding to International 10-20 System (Jasper, 1958) 

(mapped on 128 channel EGI Net) are shown directly above the electrodes, e.g., 
electrode 62 corresponds to Pz, etc.
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The error rate was low in both groups. On average, dyslexics made 1.0 (0-3) (mean, 

range in parentheses) omission (misses) and 0.2 (0-1) commission (false alarms) 

errors, whereas controls made 0.2 (0-1) omission and 0.1 (0-1) commission errors. 

Reaction times to correct responses (mean ± SD) were 421.8 ±  89.5 ms in the 

dyslexic group and 418.2 ± 38.2 ms in the control group. This difference was not 

significant [F(l,18) = 0.01]. The next issue was whether the dyslexic participants 

had difficulty sustaining their performance across the whole o f the experiment. The 

very few errors in both groups (see above) were made randomly throughout the 

duration o f the experiment. The RTs calculated separately for the first and second 

halves o f the experiment were 418.4 ± 95.9 ms and 425.2 ± 89.6 ms in the dyslexic 

group, and 438.4 ± 62.1 ms and 398.1 ± 37.8 ms in the control group. As the 

behavioural data show, sustained attention was at similar levels throughout the 

experiment in both ¿roups, although the mean RT values slightly improved in the 

controls towards the end. The variability (SD) was generally larger and decreased 

less in the second half o f the experiment in dyslexics compared to controls. 

However, the two factors (Group, 1st half/2nd half) ANOVA did not reveal any 

significant differences [largest F(l,18) = 2.9]. Thus, there were no significant 

differences or any consistent differences between two groups in behavioural indices 

o f the performance.

2.3. Results

2.3.1. Behavioural data
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Table 2.2. The amplitude values of the main ERP peaks in CPT study
The values shown in pV (mean +/- SD) _______
Group

ERP peak Left

Go

Central Right Left

NoGo

Central Right

Controls

P i 2.7 ± 1 .5 1.7 ± 1 .2 2.4 ± 1.3 3.4 ± 1 .6 2.6 ±1.1 3.0 ±1.1

N1 -5.6 ± 2 .5 ' -6.1 ± 2 .6 -6.4 ± 2 .8 -4.7 ± 2 .4 -4.4 ± 2.4 -5.0 ± 2 .8

P3 14.9 ± 4 .7 15.7 ± 5 .3 14.7 ± 4.7 9.6 ± 2 .9 11.1 ± 3 .7 12.0 ±4.1

Dyslexies

PI 3.4 ±2.1 3.5 ± 2 .5 4.5 ± 2.3 3.0 ± 2.1 3.3 ± 2 .0 3.8 ± 1 .7

N1 -3.3 ± 2 .3 -4.0 ± 3 .4 -4.1 ± 3.4 -3.7 ± 2 .9 -3.7 ± 3 .6  . -4.0 ± 3.3

P3 10.9 ± 2 .8 11.4 ± 3 .2 1L1 ± 2.8 5.8 ± 2 .9 6.3 ± 2.3 6.6 ± 1 .4



Table 2.3. The latency values of the main ERP peaks in CPT study
The values shown in ms (mean +/- SD)______  - ' _______
Group

ERP peak Left

Go

Central. Right Left

NoGo

Central

Controls

PI 106 ± 8 .7 102 ± 5.2 106 ± 8 .5 113 ± 7 .9 115 ±14.0

N1 163 ± 23 .4 161 ±26.4 165 ±22.1 172 ± 24.5 169 ±20.1

P3 333 ±18.8 321 ±18.7 329 ±15.6 360 ± 35 .9 348 ±39.1

Dyslexies

PI 115 ±19 .0 109 ±16.7 113 ±16.9 116 ±19 .2 116 ±19.7

N1 171 ±19.3 165 ±22.0 169 ±25.6 175 ±20.8 176 ± 26.6

350 ± 38 .7  347 ±25.7  348 ±25.3 370 ± 27 .7  366 ±41.5

Right

110 ± 7 .7  

174 ±16.5  

375 ± 33.9

117 ± 15.8 

176 ±26.8  

373 ± 44.9P3



2.3.2. ERP data

The group average ERP waveforms in the Go and NoGo conditions at all 

recording sites for the control and the dyslexic participants are shown in Figs. 2.1 & 

2.2 respectively. The larger scale waveforms in the left top and bottom comers o f 

Figs. 2.1 & 2.2 show representative ERPs with characteristic peaks in parietal and 

occipital areas. The mean values o f ERP peaks in each group are displayed 

separately for the amplitude (Table 2.2) and the latency (Table 2.3) measured in 

both conditions at the locations selected for the statistical analysis. These data are 

also displayed in graph in Appendix 7.6.

2.3.2.1. P3

The amplitude and latency of the main ERP component o f interest in this study, P3, 

were selected for statistical analysis as described earlier (see Methods). The 

repeated measures ANOVA with 3 factors (Group, Condition, Area) revealed a 

range o f significant differences in all main factors. For the P3 amplitude, there were 

significant main effects o f Group and Condition but not Area [F(l, 18) = 11.0, 

p<01; F(l,18) = 40.1, p<.0001; F(2,36) = 2.1, NS respectively]. As can be observed 

in topographic maps o f Fig. 2.4 as well as in Table 2.3 the P3 amplitude was larger 

in Controls compared to Dyslexics, and it was larger in Go than NoGo condition 

across both groups. The only significant interaction was between Condition and 

Area [F(2,36) = 7.6, p<.01].

For the P3 latency there was no significant main effect o f Group, but there 

were significant main effects for Condition (shorter in the Go than the NoGo 

condition) and Area [F(l,18) = 2.2, NS; F(l,18) = 11.8, p<.01; F(2,36) = 4.7, p<.05 

respectively]. The P3 amplitude was larger and its latency longer in the right area 

(see Tables 2.2 & 2.3). A detailed description o f hemispheric differences is 

provided in subsequent analyses reported below. No interaction approached 

significance.
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Controls Dyslexies

Figure 2.4. Topographic ERP maps for P3 peak in CPT
Activation recorded at the time point of maximum P3 amplitude for both groups in Go and NoGo conditions. The black spots indicate the 

channels nearest to 10-20 system locations. The accompanying ERP waveforms below show the representative channels with maximal P3 

amplitude selected from parietal area of left (LH) and right (RH) hemispheres according to 10-20 system.
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In view o f the marked differences -  in terms both o f possible interpretation 

and P3 latency and amplitude - between the Go and NoGo conditions, two factor 

analyses were conducted for each condition separately. In terms o f P3 amplitude, in 

the NoGo condition there were significant main effects o f both group (larger in the 

Controls compared to the Dyslexies) and area (larger in the right hemisphere) 

[F(l,18) = 14.3, p<.01; F(2,36) = 5.8, p<.01 respectively] whereas in the Go 

condition group was significant (larger in the Controls compared to the Dyslexies) 

but area was not [F(l,18) = 5.5, p<.05; F(2,36) = 0.9, NS respectively]. In terms o f 

P3 latency, in the NoGo condition the main effect o f group was not significant, and 

that o f area was (longer in the right hemisphere) [F(l,18) = 0.3, NS; F(2,36) = 3.8, 

p<.05 respectively], whereas in the Go condition group was significant (shorter in 

the Controls compared to the Dyslexies) but area was not [F(l,18)=4.4, p=.05; 

F(2,36)=1.5, NS respectively]. No interactions approached significance in any o f 

the above two factor analyses.

In terms o f the significant Condition x Area interaction effect for P3 

amplitude, subsequent analysis showed that the P3 amplitude was significantly 

larger in the Right than the Left parietal area in the NoGo condition for the Controls 

[F(l,9) = 8.9,/? = 0.015]. This effect can be observed in the topographic maps and 

accompanying ERP waveforms shown in the Fig. 2.4. The interpolated voltage 

maps taken over the scalp surface are captured at a time point o f P3 peak in the 

group average data. It can be seen that the peak amplitude was located maximally 

over occipito-parietal sites in both groups. However, it can also be seen on the maps 

and accompanying ERP waveforms that the amplitude o f P3 in the NoGo condition 

in the Control group was larger in the right parietal area than the left, whereas in the 

Dyslexic group it was symmetrical in both conditions. Additional analysis o f the 

significant Area effect revealed that the latency o f this component was significantly ■ 

asymmetrical in Controls, it was shorter in the left compared to the right parietal 

area [F(l,9) = 6.5,/? < .01]. Such differences were absent in the Dyslexic group. 

These results can be seen in the waveforms in Fig. 2.4 and Table 2.3.

In summary, P3 analyses revealed distinct differences in the brain 

waveforms for all main factors, i.e., Group, Condition, Area. The P3 was larger and 

appeared earlier in the controls than the dyslexies. The Go condition led to 

significantly larger and earlier P3 compared to the NoGo condition. A latéralisation
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effect in amplitude and latency o f P3 was found in the Control group but not the 

Dyslexic group.

2.3.2.2. Pl/Nl

Similar statistical analysis o f the early ERP components, PI and N l, did not 

reveal significant amplitude differences for any o f the main factors: Group, 

Condition, Area. However, there were group differences at a tendency level (See 

Tables 2.2 & 2.3). ANOVA revealed significant differences in the latency of the 

early ERP components for Condition effect. It was shorter in the Go than NoGo 

condition as a main effect both for PI [F(l,18) = 8.1, p = 0.01] and N l [F(l,18) =

5.4,p  < .05], i.e., in both participant groups.

2.4. Discussion

To summarise the findings: a) there were neither significant differences nor 

even any consistent between-group trends in the behavioural indices o f CPT 

performance between the control and dyslexic groups; b) ERPs were larger and with 

shorter latencies in the controls, which was highly significant for the late ERP 

component P3; c) across both groups the early and late ERP components were 

significantly larger and with shorter latencies in the target Go compared to the 

NoGo condition; d) I did not find any hemispheric differences for the early ERP 

components but the late P3 peak was significantly lateralised in the controls, 

whereas in the dyslexics it was symmetrical.

The absence o f consistent differences between the control and dyslexic 

groups on the behavioural measures is partly in agreement with some previous 

psychophysical studies already mentioned (e.g., Schulte-Kome et al., 1991; e.g., 

Moores et al., 2003), in that, I too did not find sustained attention differences 

between the two groups. The performance level did not deteriorate throughout the 

duration'of the session. The RTs to correct hits were similar in both groups with 

only a few more omission and commission errors among the dyslexics, whereas in 

some other studies these behavioural indices were found to be significantly worse in 

dyslexics (e.g., Richards et al., 1990; Visser et al., 2004). Such discrepancy in the
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results may be due to the fact that group differences on the behavioural level 

become more apparent with the increasing level o f task difficulty when, for 

instance,i multiple objects must be attended (Richards et al., 1990; Visser et al.,

2004) or in multimodal attention tasks (Facoetti et al., 2005). Nicolson and Fawcett 

(1994b) established that dyslexic children had normal simple RTs but not so when 

two simple reactions (foot and hand) were blended into choice reaction to two 

stimuli (tone and flash). Thus, the increased task complexity could account for the 

differences in performance between their control and dyslexic subjects. In my task 

the level o f difficulty was intermediate between simple reaction and choice, 

omission reaction, where either execution or inhibition o f the response was 

required, with a Go response unnecessary unless an O had just been presented. 

Although the RT variability was slightly larger for the dyslexics, the mean values 

were similar in both groups and no significant differences were found for either o f 

the main factors. The task demands in the present study were probably not as 

intensive on attentional resources and processing speed than in the other studies, 

which may be why the dyslexic group performed as well as the controls. It may also 

be that ■ the dyslexics showed attentional problems in other studies owing to 

inclusion o f dyslexic participants with overlapping ADHD symptoms.

The differences between the groups became manifest at the brain level, in 

my ERP findings. Although only as a trend in the early ERP components, the larger 

amplitude and earlier latency in controls group were highly significant for the later 

P3 peak. My results show once more that these correlates o f the brain electrical 

activity are highly sensitive, they reveal subtle between-group differences in 

cognitive function that are not always distinguishable at the behavioural level. Such 

dissociation between behavioural and ERP correlates was found and interpreted 

similarly in other studies (Baving et al., 2006; Fallgatter et al., 2006). There were no 

significant group effects in the early ERP peaks in my study. However, a number o f 

studies have shown significant differences between control and dyslexic groups in 

early components o f brain activity, e.g., for auditory evoked potentials (Pinkerton et 

al., 1989), visual word and pseudoword ERPs (Wimmer et al., 2002), and in MEG 

studies o f speech and non-speech sounds processing (Heim et al., 2003; Parviainen 

et al., 2005). The CPT task used in this study involved attention processes and 

response choice, either execution or inhibition. It was well suited to evoke the late 

P3 ERP component that is known to be related to stimulus conscious processing and
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evaluation (Duncan-Johnson, 1981). In the recent ERP studies that used this 

paradigm the P3 component recorded to target and nontarget stimuli was variously 

attributed to attentional, response preparation and response selection processes (e.g., 

Reinvang, 1998; Banaschewski et al., 2004; Shucard et al., 2004; e.g., Jonkman,

2006). The attenuated P3 amplitude in the dyslexic group replicates similar findings 

in other modalities and different tasks (e.g., Erez and Pratt, 1992), and indicates a 

deviant activation for the CPT related brain processing as well in this group. The 

delayed latencies o f the ERP peaks for the dyslexies are possibly associated with an 

increased cognitive processing time (Silva-Pereyra et al., 2001).

The larger and earlier ERP peaks in the Go than the NoGo condition were 

present in both groups and highly significant for both P3 amplitude and latency and 

the latency o f the early PI and N1 components. In my experiment the Go condition 

was the target, task relevant stimulus that possibly required more attentional 

resources compared to the NoGo stimuli regardless o f whether or not a motor 

response is required (e.g., Shucard et al., 2004). The shorter latency o f the ERP 

peaks in the target Go condition indicates faster processing o f this stimulus (Kutas 

et al., 1977) characteristic to both groups. However, the NoGo P3 has been 

frequently reported to be larger and its latency longer compared to Go P3 in frontal 

areas, especially in the right hemisphere (e.g., Fallgatter and Strick, 1999). The 

authors suggested that this ‘NoGo-anteriorization’ could possibly be explained by 

inhibition processes being more demanding compared to executive ones -  though 

see Verleger et al. (2006) and Salisbury et al. (2004) for counter views. It has also 

been suggested that while the NoGo P3 has a frontocentral distribution, the Go P3 

may be maximal in the parietal region (Jonkman et al., 2006, Bokura et al., 2001).

The Go/NoGo condition effects were lateralised in controls both for 

amplitude and latency values. NoGo P3 was larger and its latency longer in the right 

hemisphere. Thus, the amplitude and latency hemispheric effects in the control 

group indicate a latéralisation o f the NoGo ERPs to the right hemisphere. N o 

hemispheric effects were observed in the dyslexic group. The fact that dyslexies did 

not show such latéralisation, but they had symmetrical Go and NoGo P3 shows an 

altered functional and, possibly, structural organisation o f the dyslexic brain. It 

supports the idea that the development o f interhemispheric asymmetry and 

integration and collaboration o f information between the two hemispheres may be 

deregulated in dyslexia.
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Thus, the main group differences in electrophysiological correlates o f the 

CPT performance were expressed in attenuated, delayed and atypically symmetrical 

ERPs in the dyslexic group. The findings o f attenuated and delayed ERPs in 

dyslexics confirm earlier studies performed on different tasks, e.g., visual attention 

function in response to words or pseudowords (Wimmer et al., 2002) or auditory 

selective attention (Lovrich and Stamm, 1983). Several authors, including Facoetti 

et al. (2005), attribute the reduced amplitude o f the P3 responses in the dyslexic 

group to impaired attentional processes caused by abnormalities in the posterior 

parietal cortex. It may also be applicable to this CPT task. The absence o f a 

hemispheric effect in dyslexics, i.e., atypically (compared to controls) symmetrical

P3, supports the findings from the previous studies that used different tasks, such as
* ' /

spatial attention-shifting (Wijers et al., 2005), visual and auditory linguistic tasks 

(e.g., Wimmer et al., 2002; e.g., Heim et al., 2003).

One significant contribution o f this work is that it established a reliable and 

highly sensitive behavioural and neurophysiological measure o f CPT performance 

in ‘pure’ dyslexia, that was indexed by high level o f behavioural performance, but 

involved an attenuated, delayed and atypically symmetrical P3 ERP component. It 

also showed that the subtle nature o f dyslexia, even if  indistinguishable on 

behavioural level, can be revealed by use o f electrophysiological techniques.

In conclusion, these ERP results are consistent with the findings o f 

processing abnormalities in right parietal cortex and disregulated interhemispheric 

function in dyslexia. B y contrast, there appeared to be no differences in the 

attentional processing parameters, as indexed by the behavioural measures o f 

reaction times and performance accuracy, either early or late in the task. This set o f 

results suggests strongly that although there are clear processing deviations that 

may lead to problems under conditions o f high attentional load, impaired attentional 

performance is not a core deficit in dyslexia. The ERP differences between the 

dyslexic and control groups are not in themselves conclusive evidence in favour o f 

any specific theory o f dyslexia. These results confirm the previous knowledge that 

the functional reorganisation in the dyslexic brain is not restricted to one function or 

one skill, such as reading, but affects a broad range o f modalities, areas and tasks.

A
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3. STUDY 2. NEUROPHYSIOLOGICAL AND BEHA­
VIOURAL CORRELATES OF COHERENT MOTION 
PERCEPTION IN DYSLEXIA

3.1. Introduction

Early evidence for magnocellular abnormalities in dyslexia derived from 

neuroanatomical analysis (Livingstone et al., 1991) that indicated the magnocellular 

layers in the lateral geniculate nucleus (LGN) contained fewer and smaller cells than 

normal. While early work by Martin and Lovegrove (1987) had identified problems 

in detection o f visual flicker, reconceptualisation o f the role o f the magnocellular 

pathway indicated that detection o f low contrast coherent motion provided the most 

sensitive index (Comelissen et al., 1995; Eden et al., 1996; Comelissen and Hansen, 

1998; Comelissen et al., 1998a; Comelissen et al., 1998b; Talcott et al., 1998b; 

Talcott et al., 2003). These issues, including how magnocellular impairment can 

affect reading abilities in dyslexia, are discussed in more detail in Section 1.2.3 o f 

the Introduction. A meta-analysis o f the results from a number o f visual studies 

(Ramus, 2003) suggested that only about 29% o f individuals with dyslexia have 

visual sensory problems.

In addition to the evidence o f magnocellular deficits in dyslexia from many 

psychophysical studies described earlier, a recent fMRI study by Eden et al. (1996)

also demonstrated coherent motion detection problems among dyslexics. According
. . .

to this work, no activation in V5/MT o f dyslexics was recorded to low contrast 

100% coherent random dot kinematograms (RDK). Subsequent studies led to 

ambivalent findings. For instance, Vanni et al (1997) presented counterevidence 

showing V5 activation in dyslexics. Global coherent motion can be detected from 

local motion cues when RDK stimuli are 100% coherent, i.e., the motion o f the 

whole pattern can be perceived from the motion o f a small group o f dots within the 

pattern when all dots move in the same direction. It is possible that V5 activation 

found by Vanni et al. (1997) was a response to coherent (global) motion perceived 

from local motion which is possibly not impaired in dyslexia. When dot lifetime is 

limited (e.g., 100 ms was used in the current study) integration over space, as well as 

over time, is required even for the 100% coherent stimuli in order to perceive global
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coherent motion (Talcott et al., 2000). However, the stimuli used by Eden et al. 

(1996) and in experiment 3 (where V5 activation in dyslexics was also reported) in 

the study by Vanni et al. (1997) used continuously moving dots.

ERPs have been previously used in investigations o f dyslexia with paradigms 

ranging from low vision stimulation to complex visual selective attention tasks 

(Livingstone et al., 1991; Facoetti et al.,'2005). The evidence o f coherent motion 

perception deficits in dyslexia has been also contradictory in recent 

electrophysiological studies. Thus, Schulte-Kome et al. (2004) reported that visual 

evoked potentials to high contrast and low coherence level (only 10%, 20%, or 40% 

of the dots moving coherently) RDK stimuli were significantly attenuated in 

dyslexics, whereas Scheuerpflug et al. (2004) did not find any significant group 

differences in a similar study. The low coherence and limited dot lifetime o f the 

RDK stimuli used in Scheuerpflug et al. (2004) and Schulte-Kome et al. (2004) 

ensured that the global motion could not be perceived from local motion cues, as 

only some percentage o f dots in the pattern moved coherently. However, the high 

contrast stimuli, known to activate the parvocellular system, could improve coherent 

motion perception with additional contrast cues and increase the brain activation 

among dyslexics to levels comparable with controls in the Scheuerpflug et al.’s 

(2004) study. As it is already known, the magnocellular pathway is relatively more 

activated than the parvocellular pathway at low luminance levels (Purpura et al., 

1988; Tootell et al., 1995), it has higher luminance contrast sensitivity (Eden et al.,

1996). It responds better to low spatial frequency, low contrast and moving stimuli 

(Merigan and Maunsell, 1993). Although it is already known that differences in 

luminance contrast sensitivity are negligible between dyslexics and controls in 

photopic conditions, however, at mesopic levels o f luminance the deficits are still 

present among dyslexics (Martin and Lovegrove, 1987; Comelissen et al., 1995). I 

decided to use low contrast stimuli as in fMRI study by Eden et al. (1996) displayed 

at mesopic luminance levels.

Thus, the continuous motion stimuli used in the neuroimaging studies were 

100% coherent, which could lead to global coherent motion being perceived from 

local motion cues. On the other hand, the ERP studies described above used lower 

coherence levels o f the motion stimuli and a limited dot lifetime but high levels o f 

contrast (Michelson 97%). In the current study I decided to combine these features, 

i.e., to use low contrast o f the stimuli with different low coherence levels. My aim
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was to test the magnocellular function, i.e., coherent (global) motion perception, in 

dyslexia by means of recording ERPs to RDK stimuli that combined low contrast 

and low coherence levels o f the stimuli with mesopic luminance levels.

From psychophysical studies described earlier in the Introduction (e.g., 

Comelissen et al., 1995) it is known that dyslexics have higher threshold levels in 

perception o f the coherent motion. However, the psychophysical methods o f 

coherent motion direction detection (e.g., Hansen et al., 2001) would not be easy to 

combine with the ERP paradigm. I have replicated the paradigm used in previous 

ERP studies described above. By means o f using different low levels o f coherence in 

motion stimuli, I hoped to detect differences between dyslexic and control groups in 

one o f these perceptually difficult conditions. The lowest degree o f correlation or 

coherence in motion of dots in the stimuli was chosen to be 10% because it was 

established earlier that VEPs cannot be reliably recorded below 7% o f coherence 

(Niedeggen and Wist, 1991). I also have used large size o f the stimuli as in Eden et 

al. study (1996), as it has been shown before that larger size motion stimuli can 

evoke more reliable ERPs with larger amplitude (e.g., Muller et al., 1990). ,

I aimed to use the behavioural data to distinguish possible ‘magnocellular’ 

dyslexics from the remainder. Therefore, simultaneously with the ERPs, the 

participants’ behavioural responses - the response latencies to correct responses and 

number o f errors -  were collected. To the best o f my knowledge, no combined 

behavioural and electrophysiological results o f coherent motion processing in 

dyslexia have been reported before in one study with the same sample o f 

participants.

By recording behavioural and ERP data I hoped to be able to identify for the 

behavioural data two subgroups of dyslexic participants: those with and without 

coherent motion detection problems, and then to evaluate whether two subgroups 

did or did not have different ERP pattern from normal.
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3.2. Methods

3.2.1. Participants

Nine dyslexic adolescents (3 females) and ten control adolescents (3 

females) took part in this study. It was carried out one year after the first study. The 

participant set was almost the same with exception o f 1-2 people being replaced in 

each group due to the previous participants’ unavailability. A ll participants were 

right-handed, with normal or corrected to normal vision and no history o f brain 

injuries or neurological problems. The study was approved by the local ethics 

committee (Psychology Department, Sheffield University) and all participants gave 

their written informed, consent. The participants were assessed for dyslexia by 

qualified psychologists, and none showed any evidence o f ADHD on the DSM-H1R 

scales (American Psychiatric Association, 1987). Mean values o f age, full scale IQ 

(Wechsler, 1991), reading age (RA) and spelling age (SA) (Wechsler, 1993) for both 

groups are shown in Table 3.1. Criteria for inclusion in the dyslexic group were a 

discrepancy of at least 18 months between their reading and spelling age and their 

chronological age together with an IQ > 902, which are standard UK criteria. One 

factor ANOVAs did not show significant differences between the dyslexic and 

control groups on IQ scores [F(l,17) = 2.5, p> .l], but as expected dyslexics had 

significantly lower RA [F(l,17) = 22.2, p<.0002], and SA [F(l,17) = 35.4, p<.0001] 

scores compared to controls.

Table 3.1. Psychometric data in motion study
The group mean data (ranges in parentheses)

Controls (N=10) Dyslexic (N=9)

Age (years) 16.6(15.4-19.3) 17.1 (15 .6 -17 .8 )

IQ (standardises IQ score) 119.7 (103-132) 111.5(99- 124)

Reading age (years) 17.1 1 3 .0 (9 .3 -17 .1 )

Spelling age (years) 17.1 11.5 (8 .6 -1 7 .1 )

2 One dyslexic participant had improved his RA and SA scores since the time o f diagnosis, however, 
his behavioural and ERP data were characteristic o f dyslexic group averages. The statistical analysis 
performed without this subject did not change the significance values o f neither ERP, nor behavioural 
results or the Group effect size.
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3.2.2. Stimuli

Random dot stimuli were designed in Matlab using Psychophysics Toolbox 

(Brainard, 1997; Pelli, 1997) and displayed on 20 inch LCD PC monitor (1028 x 768 

pixel resolution, 75 Hz refresh rate). The low contrast (Michelson 5%) stimuli 

consisted o f black dots displayed with an average density o f 4 dots/deg2 on a light 

grey background, and subtended 30deg x 20deg angular size at a viewing distance o f 

60 cm. The luminance o f the moving dots measured by Seconic L-778 light meter 

was 8 cd/m2, whereas the luminance o f the grey background was 12 cd/m2. The 

mean himinance o f the stimulus on screen was at mesopic levels and about 10 cd/m2, 

and the room illumination was dimmed to about 30 lux (measured with Light Meter 

RS 180-7133). The Michelson mean contrast o f the stimulus was calculated 

according to the equation: (Lmax -  Lmin) / (Lmax + Lmin). By using the luminance 

of the dots (Lmin) and the background (Lmax) specified above we derived at 

Michelson contrast o f 0.2 or 5%. Each 2x2 pixel dot subtended 0.06 deg2 size, 

moving at a speed o f 5 deg/s, with a lifetime o f 100ms. The matrix consisted o f 

500x380 dots. The latter ensured no smooth tracking eye movements occurred 

(Hansen et al., 2001).

3.2.3. Design/Paradigm

There were three coherent conditions with 10%, 25%, or 40% o f the dots 

moving upwards with the remaining dots appearing at pseudo-random locations with 

each frame. There was also one incoherent (control) stimulus where all dots 

appeared at pseudo-random locations with each frame. For all stimuli techniques 

were used in generation to ensure a random but homogeneous texture with no 

clumping o f dots. Equal numbers o f coherent trials (40 for each o f the three 

conditions) and incoherent trials (120) were presented in quasi random order. We 

have chosen this number o f trials in order for the recording not to be too onerous, 

especially for our young participants, and to be no more than about 15 min. The EGI 

recording nets are comfortable to be used in different age groups, however, we 

wanted to make sure our participants did not get too tired or less engaged in their 

performance. It is known from the previous ERP literature that 30 trials is a good 

working number when deriving averaged ERPs (e.g., Boiler and Grafman, 2000).
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We decided to have slightly more, i.e., 40 trials per each condition, in order to obtain 

reliable ERPs that would also not affect the duration o f the experiment. Each trial 

started with a small fixation cross displayed in the centre o f the screen for 1000 ms, 

followed by the stimulus (either coherent or incoherent motion, 500ms) also 

containing the fixation cross, followed by a blank screen for 1500ms that provided a 

rest from fixation and extra time for making the response. The participants pressed 

one button on the response box when they saw coherent motion and the other button 

when they perceived random motion. Short training sessions were provided and the 

written instructions were provided as well (see Appendix 7.4 attached).

3.2.4. Data acquisition

The responses and mean response latencies o f correct responses were 

collected (simultaneously with the EEG data) by a Power Macintosh OS X (10.2.8) 

and stored for off-line analysis.

The EEG was recorded using the same system as in the first study (see 

section 2.2.3).

3.2.5. Data analysis

Mean response latencies o f correct responses and the number o f correct and 

incorrect responses were determined for each participant. Since the number of trials 

in the incoherent condition was about 3 times larger than in each coherent condition, 

the percentage o f incorrect responses for each condition and each subject was 

calculated and submitted to further analysis.

The EEG data (analysed using NetStation 4.0 EGI software) were digitally 

processed as described in the previous study (see section 2.2.4).

The group average ERPs were computed separately for the dyslexic and 

control participants in each condition. I identified PI (-140 ms from stimulus onset), 

N1 (-190 ms), and P2 (~ 270 ms) ERP components in occipital channels (in lower 

circles in Fig. 3.1), and P3 (-560 ms) at parietal sites (in upper circles in Fig. 3.1) by 

visual inspection o f group average and individual data. ERPs from these selected 

occipital and parietal areas are reported in this study.

94



3.2.6. Statistical analysis

The mean response latencies to correct hits and the percentage o f incorrect 

responses for each participant were submitted to repeated measures analysis o f 

variance (ANOVA) with 1 between-subjects factor Group (dyslexic versus control) 

and 1 within-subjects factor Condition (3 coherent and 1 incoherent).

The amplitudes o f the peaks in individual subject ERPs were found in the time 

windows defined by the peaks in group average ERPs and automatically measured 

relative to the pre-stimulus baseline. The latency o f the peaks was computed relative 

to the stimulus onset. The values from all electrodes in each group (see Fig. 3.1) 

were averaged and the means were obtained for P I, N1 and P2 separately in the left 

and in the right occipital (two lower circles) and for the P3 separately in the left and 

in the right parietal (two upper circles) channel groups. The average amplitude and 

latency values o f ERP components for each participant were submitted to statistical 

analysis as 1-between (Group) and 2-within, Condition and Area (left and right), 

factor ANOVAs.
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Group average ERPs in Coherent 40% condition

Figure 3.1. Group average ERPs in Coherent 40% condition
The waveforms are shown for control (----) and dyslexie (---- ) participants at all electrode sites. The larger scale waveforms in the left top and
bottom corners show the representative ERPs and characteristic peaks from parietal (upper circled channels) and occipital (lower circled 
channels) regions. The vertical lines on the waveforms (arrows on larger scale ERPs) indicate the stimulus onset at 0 ms.
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3.3. Results

3.3.1. Behavioural data

The mean response latencies to correct responses and the percentage o f 

incorrect responses from all trials for each condition are displayed for both dyslexics 

and controls in Table 3.2. According to the results o f ANOVA there were no 

significant between-group differences in the response latencies to correct responses 

[F(l,17) = 0.9] or in percentage o f incorrect responses [F(l,17) = 1.6]. The 

Condition effect was significant as a main factor for response latencies [F(3,51) =  

17.7, p<.0001]. As can be seen in Table 3.2, the response latencies were longer in 

the Incoherent and Coherent 10 % conditions compared to the Coherent 40% and 

Coherent 25% conditions across both groups. The Condition effect was also 

Significant as a main factor for the number o f incorrect responses [F(3,51) = 7.1, 

pc.OOl], As can be seen in Table 3.2, the percentage o f incorrect responses was 

larger in the Coherent 10% and Incoherent conditions compared to the 40% and 25% 

coherent conditions, It should be mentioned that the performance within the groups 

was different, with dyslexics having more responses missed in coherent conditions, 

and controls having more false alarms in the incoherent condition, i.e., responding as 

seeing coherent motion when there was none (see Table 3.2). Therefore, it is 

necessary to allow for any response bias factor via sensitivity. The response bias 

(beta) and the sensitivity (dprime) (Green and Swets 1966) o f participants’ 

performance were calculated from the percentage o f correct responses in each 

coherent condition and percentage o f false alarms (responses o f seeing coherent 

motion) in the Incoherent condition. The dprime was calculated according to the 

following equation: d’ = z(H) -  z(F). The beta or response bias was calculated 

according to the following equation: |3 = (z(H) + z(F))/(-2). The z is an inverse o f a 

standard normal cumulative distribution with a probability 0.9, H (hit rate) is a 

percentage o f correct responses in the coherent motion condition, and F (false alarm 

rate) is a probability o f incorrect responses in the incoherent motion condition.

The beta and separately the dprime values were submitted to 1-between 

(Group) and 1-within (Condition) factor ANOVAs. The dprime values were larger 

in the controls compared to dyslexics but this effect did not reach significance
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[F(l,17) = 2.9]. There were also no significant between-group differences for the 

beta values [F(l,17) = 0.3]. The group mean dprime and beta values are displayed 

in Table 2.

However, the inspection o f the individual data revealed that one dyslexic 

participant had markedly lower dprime and beta values than the other participants in 

all coherent conditions. For example, in the coherent 10% condition dprime for this 

participant was 0.8 compared to the dyslexic group average value o f 2.1, and in the 

coherent 25% condition his beta value was -0.8 compared to the group average value 

o f -0.2. Further analysis showed that these values were more than 3 standard 

deviations below the mean of the rest of the dyslexic participants. Omission o f this 

participant from the statistical analysis reduced further the F values in the between- 

group comparison o f the performance sensitivity [F(l,16) = 1.97]. The Condition 

effect was significant [F(2,34) = 10.6, pc.001] with dprime values smaller in the 

Coherent 10% compared to the Coherent 40% and 25% conditions in both groups. It 

was also highly significant for the response bias data [F(2,34) = 14.4, p<.0001].

3.3.2. ERP data

The group average ERP waveforms in the Coherent 40% condition at all 

recording sites are shown in Fig. 3.1 for the control and the dyslexic participants. 

The larger scale waveforms in the left top and bottom comers o f Fig. 3.1 show 

representative ERPs with characteristic peak P3 in parietal and earlier peaks PI, N1 

and P2 in occipital channels. The mean values o f ERP peaks in each group are 

displayed separately for the amplitude (Table 3.3) and the latency (Table 3.4).

A mixed measures ANOVA with 3 factors (Group, Condition, Area) did not 

reveal any significant differences between dyslexic and control groups for the early 

(PI, N1 and P2) and for the late (P3) ERP components3. It can be seen in the Tables 

3.23 and 3.4 that the N1 amplitude was larger and N1 and P2 latencies were longer 

in controls compared to dyslexics, whereas the P3 latency was slightly longer in 

dyslexics, but these differences did not approach significance. We have also

3We have obtained the ERPs by averaging the EEG trials accompanied with a correct response. 
However, the ERPs obtained from all available EEG trials did not differ in their shape or the 
amplitude and latency Values o f the peaks, and the statistical analysis also did not show any change in 
the results. ; 1
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performed a linear trend analysis o f the ERP components amplitude and latency with 

the coherence level, and then obtaining their interaction with the between-group 

factor. One would expect such linear trends in the later ERP components, which 

reflect coherent motion processing, but not in earlier components, e.g., PI, which 

mainly reflects the initial response to the stimulus onset, i.e., the appearance o f the 

random dot pattern in our case. We have performed this analysis in SPSS. As 

expected, the results o f the statistical analysis showed a significant trend for the later 

ERP peak, P3. The P3 amplitude increased significantly with the increasing 

coherence level [F(l,17) = 18.3, p<.001]. However, no significant results were 

found for the Condition x Group interaction factor [largest F(1,17) = 1.6].

There were other significant effects that are reported below. The Condition 

effect was significant for the PI and P2 amplitudes [F(3,51) = 2.9, p<.05; F(3,51) =

3.5, p<.05 respectively]. As can be seen in Table 3 .3 the amplitude o f PI and P2 was 

larger in the Coherent 10% condition compared to the other conditions for the 

controls but not for the dyslexics. For the P3 amplitude, there were significant 

effects for the Condition and Area main factors. It can be observed in Table 3.3 and 

topographic maps o f Fig. 3.2 that the P3 amplitude was larger in the Coherent 40% 

condition compared to the other conditions [F(3,51) = 5.6, p<.01], as also found in 

the linear trend analysis, and it was also larger in the right compared to the left 

hemisphere across both groups [F (l,17) = 7.5, p<.05].

As can be seen in Table 3 .3 and Fig. 3 .2., the amplitude o f the P3 is slightly 

larger for the controls’ than for the dyslexics’ group in coherent 10% condition. In 

order to check for possible between-group differences that may have been 

overlooked in the main analysis, i.e., via averaging across channel groups in each 

area (specified by circles in Fig. 3.1), I have performed an additional, single channel 

analysis. The amplitude o f P3 ERP component in 10% coherent condition was 

compared between dyslexics and controls at P3 channel (53) in the left parietal area 

and P4 channel (87) in the right parietal area. The data were very similar to the 

results o f the main analysis and no significant or any approaching significance 

differences were found. The group average data for the single channel analysis are 

shown in brackets (in Italic) above the main data in the Table 3.3.
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Table 3.2. Behavioural data iri motion study
The data are shown for both participant groups (means ±  SD)

R esponse latency (m s) Incorrect responses (%) Sensitivity (dprime) Response bias (beta)

Controls D yslex ies Controls D yslexies Controls D yslex ies Controls D yslex ies -

Coherent 40% 570.2 ± 75.7.. 580.7 ±79 .7 2.6 ±2 .6 8.5 ± 5 .5 4.2 ± 1 .7 3.3 ± 1 .9 -0.5 ± 1 .2 -0.4 ± 0.7

Coherent 25% 584.0 ±75.1 580.2 ±  64.2 2.8 ± 3.8 6.5 ± 5 .7 4.5 ± 1 .7 2.9 ± 0 .8 -0.8 ± 1.5 -0.2 ±0.3

Coherent 10% 630.4 ±76 .5 632.3± 84.4 10.6 ± 7 .8 21.3 ±10.9 2.7 ± 1 .3 2.1 ± 0 .7 0.2 ± 1.1 0.2 ± 0.4

Incoherent 664.6 ±113.4 641.3 ±65.3 19.7 ±18.0 13.8 ±  12.9

Table 3.3. The amplitude of the ERF peaks in all motion conditions
The values are shown in pV (mean ± SD)

Group Coherent 40 Coherent 25 Coherent 10 Incoherent

ERPpeak Left Right Left Right Left Right Left ; Right

Controls
PI 1.9±1.4 23±1.8 1.6±0.9 1.5±12 3.0±2.4 3.1±2.1 1.1±0.5 1.4±0.7

N1 -5.0±2.4 -5.0±2.7 -6.0±2.4 -5.9±2.5 -4.9±2.2 -4.5±23 -5.2±1.7 -5.0±1.5

JP2 12±2.4 1.6±3.1 0.0±3.2 -0.1 ±3.0 22±3.5 2.1 ±3.4 03±2.2 0.5±2.6

P3 6.7±4.2 7.3±4.0 5.4±23 6.0±2.7
(6 .0±4 .1) ( 7.0±3.8) 
6.0±3.6 6.6±4.2 5.7±2.l 6.1 ±2.6

D yslexies
PI 2.1±13 2 2  ±1.3 21  ±1.8 2.0±2.1 1.6±1.1 1.7±1.1 1.2±0.7 12  ±03

N1 ■4.1 ±3.2 -4.2±3.2 -3.8±2.8 -4.0 ±3.2 -45±3.9 -4.4±32 -3.1±2.4 -3.3±2.3

P2 12±2.5 1.3±3.0 1.3±2.4 1.1±32 0.8±2.8 0.8±32 0.7±1.9 0.4±2.3

P3 6.8±1.4 7.6±1.3 5.6H .5 7.1 ±1.9
(5 .0 Ì2 .3 ) (5.7±2.0) 
5.1±1.8 6.1±1.7 5.2±1.7 6.3±1.3



Table 3.4. The latency of the ERP peaks in all motion conditions
The values are shown in ms (mean ± SD)
Group Coherent 40 Coherent 25 Coherent 10 Incoherent

ERP peak Left Right Left Right Left Right Left Right

Controls
PI 138.2±14.7 141.3+14.4 144.5+25.9 143.7±28.2 141.5+22.9 148.1+19.0 133.5+14.5 133.0+16.5

N1 228.6+27.7 222.0+24.8 226.4+22.4 222.6+18.7 226.3+14.3 225.9+17.0 224.6+17.9 224.6+18.0

P2 280.9+20.6 278.2+19.3 285.0+14.9 288.6±16.6 286.5+19.7 289.8+19.7 289.1+16.5 289.6+19.3

P3 567.4±64.9 566.4±88.6 560.1+38.8 565.2±66.5 555.5+82.2 563.0+53.2 557.9+81.4 568.2+82.0

D yslexies
PI 148.5+16.7 146.1+17.0 150.2+27.8 154.7+26.9 143.6+18.5 144.5+14.9 143.3+23.6 146.3+27.2

N1 210.7±25.8 211.2+23.5 216.7±26.2 217.5+24.1 214.3+24.4 211.6+20.8 217.8+23.8 217.0+22.0

P2 272.4+36.1 276.0+35.9 276.9+34.0 274.5±34.7 274.5+32.6 276.3+28.8 284.7+29.0 280.6+31.4

P3 539.6+76.2 585.2±86.7 570.9+80.5 585.2+75.0 600.8±88.1 588.7+81.1 582.1+60.6 586.3+80.5



Controls

40% 25% 10% Incoherent

Dyslexies

Figure 3.2. Topographic ERP maps for P3 peak in all motion conditions
Activation maps captured at 560 ms in all coherent and incoherent conditions for Control and Dyslexic groups. The black spots represent 128 

channels as in Fig. 3.1.
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3.3.3. Behavioural arid ERP results of the ‘magnocellular’ dyslexic 
participant

As reported earlier, one dyslexic participant showed much lower dprime 

values than the other dyslexics in all conditions, especially in the coherent 10% 

condition (see section 3.3.1). Therefore, I decided to see whether the deviations in 

behavioural data o f this participant would be reflected in or related to changes in his 

brain activation. If the sensitivity o f his performance was worse than that of other 

dyslexic participants in the group, it could be the case that the ERP amplitude and 

latency could be affected as well. Especially it was interesting to find out whether 

ERP abnormalities, if  found, would be reflected in the early or late, or both, 

components. The inspection o f his ERP data revealed that the latency o f the N1 ERP 

component was delayed by 20-50 ms, and the latency o f the P2 by 70 ms, compared 

to the group average values. Consequent analysis showed that the latencies o f the N l 

and P2 ERP peaks for this participant were more than 3 standard deviations longer 

than the mean value for the rest o f the group, with the largest differences in the 10% 

coherent condition. However, there were no such differences in the latency o f the 

early peak PI and the late peak P3 o f this participant, with values being within 1 

standard deviation from the inean o f the reminder o f the group.

These results show that one person from the dyslexic group has showed distinct 

differences from the rest o f his group that were apparent both in his behavioural and 

ERP results. The interesting aspect o f these results is in the latency o f his ERP 

components deviations. Thus, the early component, PI, was not affected and its’ 

latency for this participant was within one standard deviation o f the group mean 

value, i.e., around 160 ms. The differences were reflected in N1 and P2 components 

latencies, which were delayed for this participant for about 50 to 70 ms from the 

group mean latency. As the mean latencies o f N1 and P2 components are within 

200-300 ms, it is possible to assume that by this time the networks involved in 

processing global coherent motion in parietal areas o f the cortex were already 

involved. This is the usual timing reported in ERP literature for processing o f 

coherent motion stimuli (e.g., Niedeggen and Wist, 1999; Kuba et al., 2001). Thus, I 

think, that the response in the brain to initial onset o f the stimulus is intact for this 

participant, but the later stages, related to coherent motion processing in the 

associative areas o f the visual cortex, i.e., possibly in the posterior parietal area, are
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affected. I conclude this based on his largely delayed behavioural responses and 

ERP components, N1 and P2, much delayed from the group mean latency. 

Therefore, this participant could be described as ‘magnocellular’ dyslexic. It is 

known, that only a subgroup o f dyslexic readers is reported to have magnocellular 

deficits. Provided we could find more age and IQ matched control and dyslexic 

participants, the number o f ‘magnocellular’ dyslexic participants could have been 

larger. But with the current size o f our group, there was only one participant from a
i

dyslexic group who exhibited magnocellular deficits. With regard to his later ERP 

component, the P3, it should be noted that its latency for this participant was very 

similar to the rest o f the group. Thus, if  the range in the group latency for this 

component was around 450-650 ms, the P3 latency for the ‘magnocellular’ 

participant was about 500-630 ms depending on the motion condition. We do not 

find any differences in his P3 latency from the rest o f the group. It could be 

explained by the fact that by this time (around 500-600ms) most o f the processes 

related to coherent motion integration in the brain would have been completed. At 

this time latency, I think, later, cognitive related processes o f decision making and 

response choice would be engaged. And it seems that these are intact for the 

‘magnocellular’ dyslexic, i.e., similar to his group results. At a group level, the 

latency o f P3 was slightly longer in dyslexics compared to controls, especially in a 

difficult condition o f very low, 10% coherent motion stimuli (see Table 3.4). That 

effect did not approach significance level but this type o f delay in ERPs o f dyslexic 

participants was similar to our two other studies reported in this thesis (e.g., Taroyan 

et al., 2007), where the later ERP components were found to be significantly delayed 

among dyslexics in comparison with controls.

In summary, one dyslexic participant from the group showed magnocellular 

deficits reflected both in his behavioural and ERP responses. His sensitivity o f 

performance was marginally worse than the group average, whereas the N1 and P2 

components were much delayed compared to the whole group data. Such combined 

ERP and behavioural performance deviations show problems with global coherent 

motion processing for this dyslexic participant.
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3.4. Discussion

Our behavioural data are partly in disagreement with previous reports o f 

coherent motion perception deficits in dyslexia (e.g., Comelisseri et al., 1995; Eden 

et al., 1996) in that there were no significant between-group differences in our study 

in terms o f performance accuracy and response latencies to correct responses. 

Overall the behavioural performance was good in both groups with only 10-20% o f 

errors made in perceptually difficult coherent 10% and incoherent conditions. This 

suggests much lower thresholds than in the studies with more common coherent 

motion threshold measurements, such as direction judgement tasks (e.g., 

Comelissen et al., 1995; Comelissen and Hansen, 1998). Relatively good 

performance o f our participants may reflect the fact that we used 

coherent/incoherent judgement task as opposed to motion direction detection. The 

stimuli used in many psychophysical studies (e.g., Comelissen et al., 1995; Hansen 

et al., 2001) consistéd o f two patches o f RDK, where coherent motion appeared in a 

random order in one or the other patch (also see Solan et al., 2007). The observers
• .... . ...'' "'Y .................  ....... ..............

in these studies were required to detect and locate a motion contrast rather than only 

to detect motion, and both these functions may have contributed to performance 

differences between their dyslexic and control participants. In another 

psychophysical study no between-group differences were reported when only 

unidirectional motion was used, however, an impairment in the dyslexic group was 

detected when more difficult bi-directional transparent stimuli were employed (Hill 

and Raymond, 2002). It was suggested by Comelissen et al. (1998a) that difficulties 

in attention switching between the patches in addition to low level disruption o f 

motion processing may have caused the deficient performance among dyslexies. 

The authors argued that the ‘poor’ motion detectors could have deficits either in 

pre-attentive (low level, pre-striate input) or attentive (higher order, extrastriate 

input) processes but this distinction may not be so clear as attentional modulation o f 

processes may occur throughout the system (Comelissen et al., 1998a). It was 

shown in another recent study that when the results on attention and coherent 

motion detection tests were combined, 91.3% of poor readers were correctly 

classified (Solan et al., 2007). Thus, the absence o f these additional demands on the 

attention system may have been the cause o f better coherent motion discrimination
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by our dyslexic participants. Other methodological differences, including limited 

dot lifetime and larger size o f the stimuli (as suggested the latter may cause more 

unstable fixation and deficient eye movements), may also have caused the absence 

of between-group differences in our and some previous psychophysical as well as ■ 

ERP (e.g., Scheuerpflug et al., 2004) studies.

No between-group differences were found for early PI, N1 and P2, and late 

P3, ERP components either. , The absence of any group differences in 

electrophysiological correlates between dyslexics and controls in our study is in 

agreement with some (e.g., Scheuerpflug et al., 2004) but not with other (e.g., 

Schulte-Kome et al. 2004) previous reports. In a recent study by Kuba et al. (2001) 

abnormal delay in the latency o f motion VEPs was found in 48% of the dyslexics to 

expansion stimulation, and only in 20% o f dyslexics to linear motion stimuli. This 

discrepancy in the results supports the idea that visual perceptual deficits in dyslexia 

may be highly dependent on the sample o f participants tested as only a subset o f the 

dyslexic population were reported to have magnocellular deficits (Ramus 2003). 

Although our task required motor response and executive decision making, the 

magnocellular deficits, if  present at a group level, would be revealed in the ERP 

components, similar to the condition related effects described below.

As already reported, for one dyslexic participant the sensitivity o f the 

behavioural performance was much lower compared to the rest o f dyslexic group. 

Furthermore, individual participant ERP analysis revealed an abnormal activation in 

this participant’s data that was different from the group average, i.e., there was a 

large delay in the latency o f his N1 and P2 ERP components. There were no such 

differences for the early PI, and the later, P3, ERP components o f this participant. 

These findings suggest that the early processing, i.e., PI response to the stimulus 

onset and appearance o f the dots, is probably intact for this participant, but the later, 

coherence-dependent processing reflected in the N1 and P2 (200-270 ms) 

components is affected. Thus, magnocellular problems in this dyslexic participant 

that were manifested in abnormal (delayed) activation o f the N1 and P2 ERP 

components probably indicate an impaired coherent-motion processing. These 

sensory visual problems indexed by delayed ERPs may have caused a poorer
'I

sensitivity o f his behavioural performance. The absence o f deviations in P3 latency 

o f his ERPs from the group data suggests that at later, cognitive stages o f 

processing and response choice (~ 600 ins) his brain activation was not different
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from the rest o f the group. Thus, magnocellular deficits in coherent motion 

perception were found for one dyslexic participant in our study. Additionally, the 

differences between our and some previous ERP studies may support the idea that 

visual sensory deficits in dyslexia are specific to stimulus characteristics, 

experimental design and analysis (Vanni et al. 1997; Scheuerpflug et al. 2004). For 

instance, our study was different from previous works in that ERPs were recorded 

in response to global coherent motion RDK without local motion or high contrast 

(parvocellular) cues.

The absence o f any significant between-group differences in the ERP results 

and individual participant analysis indicated no impairment o f global coherent 

motion perception among the other 8 dyslexic participants and showed similar brain 

processing in the two groups. The larger P3 amplitude in the higher (40%) coherent 

motion condition and the larger P3 amplitude in the right compared to the left 

hemisphere were characteristic o f both groups. These findings replicate the results 

from previous studies that showed increased brain activation with higher coherence 

levels o f motion (Patzwahl and Zanker 2000; Schulte-Kome et al. 2004) as well as 

higher sensitivity o f the right hemisphere in coherent motion processing (Niedeggen 

and Wist, 1999). The increased PI and P2 amplitude and longer response latencies 

in the 10% compared to 40% and 25% coherent conditions may be a result o f 

increased attentional efforts and more brain activation required for processing o f 

this perceptually difficult stimulus. •

In conclusion, we were able to dissociate the dyslexic participants on the
,i_ ' 1 .

basis o f their behavioural data. Most o f the group showed essentially normal 

behavioural and ERP performance, whereas one participant showed abnormal 

behavioural and ERP performance. These findings support the idea that between- 

study differences may reflect different incidence o f magnocellular deficits in the 

dyslexic population. However, as already mentioned, our findings, i.e., the absence 

o f between-group differences, may have also been caused by the type of motion 

stimuli that we used. In the current study we did not employ attention switching in 

the stimuli similar to psychophysical studies (discussed earlier in this section) that 

could identify higher order magno or attention deficits among dyslexics.

It has been suggested earlier that there are two syb-types in developmental 

dyslexia - phonological. and surface types (Castles and Coltheart, 1993). It was 

suggested by these authors that the phonological dyslexics in their sample were
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below normal range in pseudoword reading, whereas the surface dyslexics had 

problems with exception word reading but were not impaired on pseudoword 

reading. However, this study was criticised by Stanovich et al. (1997) on the basis 

of the argument that when interpreting these sub-types it is important to provide 

comparisons with reading age matched controls (e.g., Manis et al., 1996). When 

chronological age (CA) defined sub-types were compared to reading-level (RL) 

controls by Stanovich et al. (1997), the phonological dyslexics displayed good 

exception word reading but profound deficits in pseudoword naming, phonological 

sensitivity, working memory and syntactic sensitivity, whereas the surface dyslexics 

showed a profile Very similar to that o f the RL controls. The authors argued that 

phonological dyslexia is characterised with true developmental deviancy, whereas 

surface dyslexia is characterised with developmental lag or delay in the 

development o f the reading ability. It was also suggested recently that children who 

display sim ilar  patterns may not have the same underlying deficits (Joanisse et al., 

2000). For example, phonological dyslexia may be caused by deficits in either 

speech perception or other aspects o f phonology, whereas the surface or delay 

pattern may be caused by both endogenous (e.g., lack o f computational resources) 

and exogenous (e.g., lack of experience) factors. The authors suggested that 

additional measures that assess other aspects o f language and experience are needed 

in order to identify different potential causes o f the same behavioural pattern. In a 

recent review o f studies on phonological awareness in reading acquisition Castles 

and Coltheart (2004) proposed a set o f requirements that is needed to fulfil in order 

for an empirical work to be capable o f providing support for such a hypothesis. In 

this re-assessment o f evidence that phonological awareness directly influences the 

process o f reading acquisition the authors examined in detail the longitudinal and 

experimental training studies in this area. It was concluded that while it is possible 

to design and carry out a study that would provide unequivocal evidence o f such a 

causal link, no such a study exists in the literature.

Thus, there is still no clear agreement in dyslexia literature as to what are the 

causes o f the range o f perceptual and cognitive problems among dyslexics. In the 

current study we were able to identify one dyslexic participant with coherent motion 

detection problems. It is possible that provided we employed stimuli with higher 

attentional demands similar to those used in earlier psychophysical studies, we may 

have found deficits at a group level among our dyslexic participants.
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4. STUDY 3. READING WORDS AND
PSEUDOWORDS IN DYSLEXIA: ERP AND 
BEHAVIOURAL TESTS IN ENGLISH 
SPEAKING ADOLESCENTS

4.1. Introduction

Reading acquisition is a complex and multi-stage process that requires many 

years o f training. It involves identification of letters and letter combinations 

(graphemes), their subsequent conversion to sounds (phonemes), which are then 

combined to give the whole word pronunciation (phonology) and, eventually, its 

meaning (semantics). In transparent languages, such as German or Italian, the 

mapping between graphemes and phonemes is straightforward, and it allows the 

young readers to reach proficiency in reading considerably quickly (Frith et al., 

1998). This is not the case in languages with deep and irregular orthography, such 

as English” Current cognitive models o f reading suggest there are different types o f 

strategies in languages with complex orthography. According to the dual- 

mechanisms model (Coltheart et al., 1993; 2001) orthography-to-phonology 

translation can be accomplished through lexical or sublexical procedures. The 

processing o f frequently used words, especially those with irregular grapheme-to- 

phoneme relationship, is thought to be accomplished through a direct route from the 

word’s visual form to its phonology and meaning. When processing novel words 

and pseudowords, however, individual letters are mapped onto phonological units 

before these are assembled into a phonological word form (Price and Mechelli,

2005), as in beginning readers. The pseudowords are word-like letter strings that do 

not have a stored representation in the mental lexicon, but are phonologically and 

orthographically regular.

Numerous functional imaging studies have concentrated recently on the 

research o f different stages in reading. In a recent review o f neuroimaging research 

Price and Mechelli (2005) argued that reading activates widely distributed brain 

regions from occipitotemporal to posterior temporal, precentral and frontal cortical 

areas. Pugh and colleagues suggested that posterior reading circuits including both 

dorsal (temporo-parietal) and ventral (occipito-temporal) components are disrupted
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in people with reading disability, which is compensated by heightened reliance on 

both inferior frontal and right hemisphere parietal regions (Pugh et al., 2001). In an 

earlier MEG study by Salmelin et al. (1996) distinct time courses in activation 

during passive reading o f words were found for dyslexic and control participants. 

Controls showed activation at about 180 ms after stimulus onset in the left temporo- 

occipital area, whereas dyslexics either did not show any activation in this area or 

showed a slowly increasing late response. In a more recent study Helenius et al. 

(1999) showed an earlier activation at about 150 ms in the left inferior occiptio- 

parietal area among fluent readers to the letter-string stimuli, whereas no such 

activation was found among dyslexic readers. The results o f this study were 

interpreted according to the recent magnocellular visual deficit explanation o f 

dyslexia (e.g., Comelissen et al., 1998b). In a MEG study by Wilson et al. (2007) 

with English speaking normally achieving readers the words and pseudowords 

activated the same anatomical areas but in a different sequence after the first 100 ms 

o f word onset. Thus, the activation to both words and pseudowords was recorded 

initially in the left posterior fusiform gyrus with no differences between conditions. 

Then, activation to words proceeded to inferior temporal (110-150 ms) and to 

superior temporal area eventually, whereas for pseudowords it was recorded in the 

superior temporal (95-215 ms) first, and then in the inferior temporal area. The 

authors suggested that the neural processes in the left posterior region, where the 

activation for words and pseudowords was similar, had already discerned the word 

types, and engaged one pathway for lexical items, i.e., words, that proceeded to 

semantic inferior temporal area first, and another parallel pathway for the 

pseudowords that proceeded to the phonological superior temporal area first. The 

non-familiar pseudowords would need an initial phonological decoding first before 

the semantic association could be attempted. They have proposed that the dual 

mechanisms hypothesis o f reading by Coltheart et al. (1993) and Price et al. (2003) 

applies to processing o f both words and pseudowords in deep orthographic 

languages like English. Wilson et al. (2007) have also argued that their results are 

consistent with a proposal o f Devlin et al. (2006) for a functional role o f the left 

posterior fusiform gyrus as a perceptual interface between visual form and lexical 

representations o f words. This region in the occipitotemporal cortex has been 

labelled The Visual Word Form Area (VWFA) (McCandliss et al., 2003; but see 

Price and Devlin, 2004), and it was reported to be highly sensitive to orthographic
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regularity, i.e., words and pseudowords, but not to irregular letter strings (e.g., Polk 

and Farah, 2002).

Differences in processing o f words and pseudowords are important for 

understanding o f reading disturbances in dyslexia. There is a large body o f evidence 

on problems that dyslexic children encounter in phonological awareness tasks, with 

grapheme-to-phoneme conversion (Vellutino, 1979; Nicolson and Fawcett, 1994b; 

Nicolson and Fawcett, 1995; Bruck, 1993b). Coltheart et al. (1993) suggested there 

are two types o f dyslexia: phonological (difficulty with pseudowords) and surface 

(difficulty with irregular words). According to recent evidence (e.g., Bowey and 

Rutherford, 2007), however, this division may not be clear cut as relatively few 

cases o f either type o f dyslexia appeared to be ‘pure’. It is well established that 

dyslexic children and adults have particular difficulties in reading pseudowords 

(Yap and Van der Leij, 1993; Snowling, 1995). Consequently the lexical decision 

task (in which a stimulus is presented and the participant has to classify it as word 

or pseudoword) is a valuable diagnostic test. Nicolson and Fawcett (1994b; 1995) 

established clear behavioural difficulties in this task, including slower and less 

accurate responses.

At a neurological level, the behavioural deficits in reading among dyslexics 

are usually linked to abnormalities in language areas o f the cortex. The early 

anatomical work (Galaburda et al., 1985) and more recent neuroimaging studies 

(e.g., Paulesu et al., 1996; Shaywitz, 1998b) support the notion o f dysfunction in the 

perisylvian areas o f the left hemisphere. Price and Mechelli (2005) reviewed the 

evidence o f abnormalities in dyslexia, both structural and functional in some o f 

these areas, including occipitotemporal, that correlated with reading disturbance. 

They suggested that the damage in left occipito-temporal region (acquired dyslexia) 

impairs the reading more than the object naming as the right occipito-temporal 

activation is able to sustain object naming more than reading.

The ERPs with their high temporal resolution can elucidate the levels and 

stages o f cognitive processing involved in reading that can be difficult to 

differentiate with behavioural measures and neuroimaging techniques with low  

temporal resolution. For example, in a recent ERP study with British English 

speaking healthy adults the lexical frequency effect that reflects familiarity o f an 

individual word has been.found at 110 ms from stimulus onset (Hauk et al., 2006). 

The activation to high frequency words was smaller than to the low frequency
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words, and this effect was lateralised to the left hemisphere. Shortly after these 

initial effects, at about 160 ms, ERPs distinguished between familiar words and 

unfamiliar pseudowords. The authors suggested there is only minimal delay 

between processing o f visual word form (110 ms) and word’s lexical 

representations (160 ms). The lexicality effects were still present in later latency 

windows o f ERPs, with responses to pseudowords being more negative than to
, i

words at around 400-425 ms.

The problems encountered by dyslexies in lexical decision tasks were 

recently studied by means o f recording ERPs in German-speaking children 

(Wimmer et al., 2002) and in young adults with Hungarian as their first language 

(Csepe et al., 2003). Wimmer et al. (2002) used numberwords and corresponding 

pseudowords. This study was designed to test the right parietal lobe dysfunction 

hypothesis o f dyslexia. There were between-group ERP differences, with N1 

amplitude smaller in the right hemisphere in response to pseudowords for the 

dyslexies compared to controls. It was concluded, that the pseudowords were 

particularly difficult and required higher attention levels, and consequently higher 

demands on the right parietal lobe. However, Csepe et al. (2003) have argued that 

the numberwords were particularly difficult, even for the controls, as non-frequent 

words. In the latter study the ERPs to frequently used words, numberwords and 

pseudowords were recorded, and thé most pronounced differences between 

dyslexies and controls were found for the ERPs to frequently used words. Wimmer 

et al. (2002) and Csepe et al. (2003) did not report any word/pseudoword specific 

effect or latéralisation o f süch effect (as in the studies described above), i.e., no ERP 

differences (including hemispheric) were found in the controls’ or dyslexies’ group 

depending on whether words or pseudowords were processed. However, in both 

these studies the activation at occipitotemporal sites was not included into analysis. 

Additionally, as already mentioned, German and Hungarian are languages with 

transparent orthography and straightforward grapheme-to-phoneme mapping, and 

the word/pseudoword effects may be different from those in English.

I aimed to use a lexical decision task similar to those used by Wimmer et al. 

and Csepe et al., only with highly frequent nouns and corresponding pseudowords. I 

was interested to study the dynamics o f brain activation at different recording sites, 

including occipitotemporal regions, and to observe whether the early and late ERPs 

would depict any differences between English speaking dyslexic and control
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participants in visual word form processing or later, lexical decision making stages. 

It was also my goal to concurrently record the behavioural measures, such as 

response time and response accuracy, in both participant groups, and to investigate 

whether there would be any correlation o f behavioural performance with the ERP 

findings. To the best o f my knowledge, no behavioural performance on 

word/pseudoword lexical decision task has been reported before in English 

speaking nondyslexic and dyslexic adolescents with simultaneously recorded brain 

potentials.

Thus, my aim was to study the time course and between-group variations in 

different stages o f word/pseudoword processing, lexical decision making and 

response choice in English speaking dyslexies and controls by means o f recording 

ERPs and behavioural measures. I hypothesised that the word form recognition 

would be impaired in dyslexies and this would be reflected in deviations o f the early 

ERP activation when compared to controls. Also, based on the results o f our 

previous study (Taroyan et al., 2007), where attentional processing deviations were 

found among dyslexies at later cognitive stages, I expected that the later ERPs and 

behavioural measures would be affected too.

4.2. Methods

4.2.1. Participants

Nine dyslexic adolescents (3 females) and nine age-matched controls (3 

females) were tested in this study. Same participants that were involved in the 

second study have also participated in this study except one male control subject 

who was not available for this study. The procedures for ethics approval and the 

psychometric data evaluation were the same as for the second study. One factor 

ANOVAs did not show significant differences between the dyslexic and control 

groups on IQ scores [F(l,16) = 1.6, p>.2], but dyslexics had significantly lower RA 

[F(l,16) = 19.8, p<.0005] and SA [F(l,16) = 31.7, p<.0001] scores compared to 

controls.
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Table 4.1. Psychometric data of participants in lexical task

The means for both groups are displayed (ranges in parentheses)

Controls (N=9) Dyslexic (N=9)

Age (years) 16.3 (15.4-19.3) 17.1 (15 .6 -1 7 .8 )

IQ (standardised IQ score) 118.1 (103-132) 111.5 (99- 124)

Reading age (years) 17.1 13.0 (9 .3 -1 7 .1 )

Spelling age (years) 17.1 11.5 (8 .6 -1 7 .1 )

4.2.2. Design/Paradigm

A similar design to that o f Wimmer et al.’s study (2002) was employed in 

this experiment. Eighty frequent regular English nouns and 80 corresponding 

pseudowords were presented in a random counterbalanced order. The pseudowords 

were created by replacing the vowel in each syllable o f the corresponding real word, 

e.g., ‘water to ‘witar’, or ‘service’ to ‘sarvuce’. The stimuli consisted o f black 5-8 

letters and two syllables, 2cm high, low case, presented on a light grey background, 

They were displayed on 20 inch PC monitor, and the viewing distance to the screen 

was 60 cm. On average the stimuli subtended an angular size o f 10.5deg in length 

and 2deg in height. The experiment was designed and run on a Dell DIMENSION 

8300 microcomputer (version 2002) PC using E-prime V I.0 (Psychological 

Software Tools, 2002). .

4.2.3. Procedure

There were 160 trials in the experiment (80 words and 80 pseudowords), 

each lasting about 5 sec, and the whole recording lasting about 13.5 min. 
Participants were instructed to press one button on the response pad with the index 

finger o f their right hand when they saw a word, and the other button with the 

middle finger o f the same hand when they saw a pseudoword. As in many previous 

ERP research studies, where right handed people took part, our participants as well
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were asked to respond to the stimulus with their dominant right hand, as this is the 

hand they perform the majority o f motor tasks with in everyday life.

Each trial started with a fixation period (a small black fixation cross in the 

centre o f the screen) o f 1000 ms, followed by the main stimulus, either word (W) or 

pseudoword (PW) displayed for 2000 ms, and followed by a blank screen (2000 ms) 

to allow for the motor response and in order to provide a rest to eyes from fixation 

o f the stimuli. The motor response was not delayed in time as the lexical decision 

task was used as a reaction time task in participants’ ability to differentiate between 

the words and the nonwords. However, they were given 2 sec in order to make a 

decision about the letter string they saw, and from the pilot studies this time interval 

proved to be sufficient for all participants to make a choice. Additionally, the motor 

response was made in the same way in these two conditions (W and PW) and any 

differences in results would be due to the differences between the stimuli.

Participants were seated in a comfortable chair in an acoustically shielded, 

dimly lit room. They were asked to fixate the small fixation cross displayed in the 

centre o f the monitor at eye level that was followed by the stimulus. They were also 

required to refrain from eye movements, head or other body movements during 

stimulus presentation. Short training sessions were provided in order to familiarise 

the participants with the task. There were also written instructions provided before 

file start o f the testing (see attached in Appendix 7.5). The recording was monitored 

and controlled by the experimenter in the adjacent room.

4.2.4. Data acquisition

The EEG recording system specifications were the same as in previous two

studies. For the description o f recording system the reader is referred to the section

2.2.3. Trial specific information, such as condition type (W, PW), accuracy o f

responses, and mean reaction times (RTs) o f correct responses, was recorded

simultaneously with the EEG, through E-prime and NetStation 4.0 EGI software
t

and stored on the Macintosh for the further analysis o f EEG. This information was 

also recorded and stored through Eprime on the PC for further analysis o f the 

behavioural performance.
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4.2.5. Data analysis

The EEG and behavioural data were further processed and analysed off-line 

using NetStation and Eprime. Mean RTs from the whole experiment, the number o f 

false alarms (commission errors) and misses (omission errors) were determined for 

each participant.

The EEG data were digitally processed as described in the first study (see 

section 2.2.4). On average, 90% o f the trials (epochs) were retained. The ERPs were 

computed by averaging all remaining trials accompanied with a correct response 

(about 60-70 for each condition), time-locked to stimuli, lasting 1200ms including 

200 ms prestimulus baseline.

The group average ERPs were computed separately for the dyslexic and 

control participants in the Word and Pseudoword conditions. Several ERP 

components were identified by visual inspection o f group average and individual 

participant data that can be observed in the upper, middle and lower larger scale 

waveforms on the left side o f Figs. 4.1 & 4.2. Two early ERP peaks, PI with a 

latency o f 115 ms (from stimulus onset), and N1 with a latency o f 180 ms were 

found in each participant waveforms and were best defined and with a maximal 

amplitude in occipital areas (lower circled channel groups in Figs. 4.1 & 4.2, 

labelled OL and OR, see Fig. 4.1 for symbol explanations). These peaks cap be seen 

more clearly in the lower larger scale waveforms from one o f the occipital group’s 

channels. There was also a late positive complex with two peaks, P3 with latency 

around 300 ms, and P5 with a latency o f about 500 (about 600 ms for dyslexics), 

found in both participant.groups. These late peaks were most clearly present and 

with maximal amplitude at parietal sites (see the upper circled channel groups in 

Figs. 4.1 & 4.2, labelled PL and PR) and can be observed more clearly on the larger 

size waveforms in the upper left comer o f Figs. 4.1 & 4.2.

I was also interested in the ERPs recorded at the channels circled into groups 

as shown on left and right far sides o f Figs. 4.1 & 4.2. These channel groups 

approximately correspond to the left and right occipitotemporal regions (labelled 

OTL and OTR in Figs. 4.1 & 4.2), i.e., to the approximate location o f the VWFA. 

Electrophysiological methods, such as ERPs, do not usually provide a reliable 

spatial resolution, however, the visual inspection o f group average ERPs showed 

word/pseudoword specific effects in this area only, with amplitude to pseudowords
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being larger than to words in the left hemisphere (see Fig. 4.1 for controls). As can 

be seen in Figs. 4.1 & 4.2, the ERPs in these areas were characterised with distinct 

components o f large amplitude that are described below. The early ERP peaks, PI 

and N l, were identified in these regions with the same latency and amplitude as the 

PI and N l in occipital channels (see Tables 4.3 -  4.6). There was also a late 

positive ERP peak identified in this group o f channels, P4, with latency around 400 

ms for both groups. These components can be observed more clearly on the middle 

larger scale waveforms on the left side o f Figs. 4.1 & 4.2, from one o f the channels 

in the groups labelled OTL and OTR. The early ERP peaks (PI and N l) from 

occipital electrodes and occipitotemporal electrodes (separately) and the late peaks, 

P4 from occipitotemoral area, and P3 and P5 from parietal regions were submitted 

to further analysis.

4.2.6. Statistical analysis

The mean RTs to correct hits for each participant were subjected to repeated 

measures analysis o f variance (ANOVA) with 1-between subjects factor Group 

(dyslexics versus controls) and 1-within subjects factor Condition (Word versus 

Pseudoword) mixed measures design. The numbers o f omission and commission 

errors were statistically analysed as one 1-between factor (Group) and 2-within 

factors, Condition (W, PW) and Incorrect Responses (omission, commission), 

ANOVA.

The amplitude and latency o f the early (PI and N l) and late (P3, P4 and P5) 

ERP components from the respective regions o f interest were analysed separately 

for the left and right areas. As in previous two studies, a group o f channels in 

selected regions (described above) was averaged in order to improve the signal to 

noise ratio. Similar channel grouping has been used elsewhere (e.g., O'Connor etal.,

2007). Thus, the upper two channel groups (circled as shown in Figs. 4.1 & 4.2) 

correspond to the left and right parietal regions, the lower two groups correspond to 

the left and right occipital areas, and the channel groups circled on sides correspond 

to the left and right occipitotemporal areas. The labelling is as explained in Fig. 4.1.
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Controls (N = 9)

Figure 4.1. Control group average ERPs for words and pseudowords
The waveforms are shown for control participants in Word (----) and Pseudoword (—  ) conditions at all electrode sites. OL -  occipital left,
OR -  occipital right, OTL -  occipitotemporal left, OTR -  occipitotemporal right, PL- parietal left, PR -  parietal right. The larger scale 
waveforms in the left top and bottom corners show the representative ERPs and characteristic peaks from parietal (upper circled channels) and 
occipital (lower circled channels) regions. The vertical lines on waveforms (arrows on larger scale ERPs) indicate the stimulus onset at 0 ms.



Figure 4.2. Dyslexic group average ERPs for words and pseudowords
The waveforms are shown for dyslexic participants in Word ( ---- ) and Pseudoword (---- ) conditions at all electrode sites. All labels and the
format are the same as in Fig. 4.1.
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The amplitude of the peaks in individual subject ERPs were found in the time 
windows defined by the peaks in group average ERPs and automatically measured 

relative to the pre-stimulus baseline. The latency of the peaks was computed 

relative to the stimulus onset. The peak amplitude and latency values from all 

electrodes in a group were averaged.
The average amplitude and latency values of ERP components from each 

group of electrodes and for each participant were submitted to ANOVA with 1 

between-subjects factor Group (dyslexics versus controls) and 2 within-subjects 

factors Condition (W versus PW) and Hemisphere (left and right).

The criterion for statistical significance was p < 0.05. The statistical analysis 

was performed using StatView (SAS Institute, 1998).

4.3. Results

4.3.1. Behavioural data

The statistical analysis of mean RTs revealed significant differences for 

both main factors, Group and Condition. The RTs were longer in dyslexics 

compared to controls ([F(l,16) = 6.3, p<.05], and they were also delayed in the 

Pseudoword condition compared to the Word condition [F(l,16) = 73.87, p<.0001]. 

No interaction effects were observed. The mean values of RTs for both groups and 

conditions are shown in Table 4.2.

Table 4.2. Behavioural data in the lexical task
The values for both groups are displayed (means ± SD)

Word Pseudoword

Controls Dyslexies Controls Dyslexics

RT (ms) 776.4 ± 107.6 895.9 ±83.6 924.5 ±168.0 1058.4 ±70.7
Omissions 0.5 ±0.5 4.2 ±5.0 1.2 ± 1.7 8.6 ±5.8
Commissions 0.9 ± 1.3 3.2 ±3.4 0.9 ±0.9 6.1 ±7.8

122



For the number of incorrect responses, the 1-between (Group) and 2-within 
(Condition, Incorrect Responses) factor ANOVA revealed both main factor and 

interaction significant effects. The number of incorrect responses was larger in 

dyslexics compared to controls [F(l,16) =22.9, p<.0005] as a main factor, and it 

was also larger in the Pseudoword compared to the Word condition [F(l,16) =10, 

pc.Ol] as a main factor. However, there was a Condition x Group interaction effect 

[F(l,16) =6.5, p<.05], and subsequent analysis showed that the number of incorrect 

responses was larger in the Pseudoword compared to the Word condition in the 

dyslexics group mainly. The mean values of the number of incorrect responses for 

both groups are also displayed in the Table 4.2.

4.3.2. ERP data

The grand average waveforms in the Word and the Pseudoword conditions 

are presented for the Control group in Fig. 4.1, and for the Dyslexic group in Fig. 

4.2. The expanded waveforms displayed in the left lower, middle and upper comers 

in both figures show the characteristic ERP components, PI and N1 from selected 

occipital, PI, N1 and P4 from occipitotemporal, and P3 and P5 from parietal 

channels. The mean values of the amplitude and latency of the ERP peaks are 

shown in Tables 4.3 -  4.6, for both groups and conditions.

Table 4.3. The amplitude of the ERP peaks to words and pseudowords
The group mean values are shown in pV (mean ± SD)
Group Word Pseudoword

ERP peak Left Right Left Right

Controls
PI 4.7 ±2.4 5.0±2.6 4.7±2.9 4.8±3.1

N1 -4.7±2.6 -4.6±2.8 -4.6±2.9 -4.5±3.0

P3 5.9±1.8 6.4±2.6 6.2±2.1 6.1±2.5

P5 5.9±2.1 6.6±2.4 5.8±2.3 5.9±1.8

Dyslexics
PI 4.6±2.6 4.1±2.3 4.0±1.5 4.1L1.4
N1 -4.9±1.9 -4.7±2.2 -4.5±2.4 -4.3±2.5
P3 4.4±1.9 4.3±1.7 4.8±1.8 4.7±1.4
P5 4.1±1.4 5.0±1.9 3.3±1.0 4.5±1.2
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Table 4.4. The latency of the ERP peaks to words and pseudowords
The group mean values are shown in ms (mean ± SD)
Group 

ERP peak

Word

Left Right

Pseudoword 

Left Right

Controls
PI 120.2Ü5.9 115.6Ü3.1 113.5Ü6.8 110.7±14.5

N1 181.8±20.4 182.8Ü9.7 180.5±20.9 182.2±20.0

P3 298.7±36.6 308.5±31.3 308.6±32.1 312.4±42.9

P5 495.4±56.3 489.2±65.0 486.7±42.3 517.5±62.3

Dyslexies
PI 115.0±23.3 111,3±22.3 119.0±18.8 116.8Ü9.2

N1 187.7±36.7 188.4±36.5 192.3±32.8 191.6±32.9

P3 331.6±36.5 340.4±56.5 326.8±43.6 345.8±61.7

P5 584.8±75.7 602.0±69.3 558.7±61.0 565.Ü60.8

Table 4.5. The amplitude of the ERP peaks in occipitotemporal area
The group mean values (mean ± SD) in pV
Group 

ERP peak

Word

Left Right

Pseudoword 

Left Right

Controls
PI 3.2±1.7 3.7±2.1 3.8±1.6 3.4±2.3

N1 -5.4±2.7 -5.2Ü.4 -5.1±2.6 -5.3±2.8
P4 4.9±2.4 5.3±2.7 6.3±2.9 5.8±1.8

Dyslexies
PI 4.1Ü.9 3.7±2.0 4.1±1.8 4.1±1.5
N1 -5.6±3.0 -5.3±2.2 -5.0±2.9 -4.7±2.3
P4 2.8±1.3 2.9±1.4 3.5±1.4 3.6±1.1

Table 4.6. The latency of the ERP peaks in occipitotemporal area
The group mean values (mean ± SD) in pV
Group 

ERP peak

Word

Left Right

Pseudoword 

Left Right

Controls
PI 116.2L13.6 115.3Ü7.7 111.7Ü4.9 112.4L14.7
N1 199.Ü41.7 203.0±31.0 205.0±48.3 201.7±21.8
P4 390.Ü77.0 384.4±86.1 387.0±59.0 404.3Ü00

Dyslexies
PI 121.4Ü5.1 118.0±19.2 125.5±8.4 119.Ü12.1
N1 219.3±37.6 211.6±35.3 217.Ü34.4 208.5±31.4
P4 400.5±72.4 408.2±67.1 402.3±68.5 401.3±106



Controls Dyslexies

550 ms

Figure 4.5. Topographic ERP maps for words and pseudowords
Activation maps captured at point of maximal voltage for the P3 peak at 300 ms and the P5 peak at 550 ms in both conditions for 
Control and Dyslexic groups. The black spots represent individual channel from 128 electrodes GSN net.
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The statistical analysis did not show any significant effects for the early 

ERP components PI and N1 in occipital areas [largest F(l,16) =4.4]. There were no 

significant main effects for the early ERP components in the occipitotemporal area 

either, however, I found a significant interaction effect for the amplitude o f PI, 

Condition x Hemisphere x Group [F(l,16) =7.1, p<.05]. Subsequent ANO VA 

showed that the PI amplitude in the left occipitotemporal area was significantly 

larger for the pseudoword than for word condition for the controls only [F(l,8) 

=5.5, p<.05]. No such condition differences were found for the right hemisphere, or 

for the dyslexic group. There were also some consistent trends for the early ERP 

peaks in occipital channels. For example, as can be seen in Tables 4.3 & 4.5, the 

amplitude o f PI was slightly larger in controls compared to dyslexics in occipital 

areas, and the latency o f PI and N1 was slightly longer in dyslexics compared to 

controls both in occipital and occipitotemporal areas (see Tables 4.4 & 4.6), but 

these effects did not reach significance.

v The 3 factor (Group, Condition, Hemisphere) ANOVA results for the late 

ERP components, P3 and P5, are described below. As can be seen in the Table 4.3
... . i ^

and in the topographic maps o f Fig. 4.3 (for P5), both ERP components were larger 

in the control compared to the dyslexic group. The statistical analysis showed that 

this effect did not reach significance for the P3 [F(l,16) =4.0, p=.06], but it was 

significant for the later ERP peak, P5 [F (l,16) =6.1, p<.05]. A s can be seen in 

Table 4.4, the latency o f these components was also longer for the dyslexics 

compared to controls. And again, this effect was significant for the P5 peak 

[F(l,16) =9.9, p<.01], but it did not reach the significance level for the P3 peak 

[F(l,16) =2.3]. The amplitude o f P4 was significantly larger for Controls compared 

to dyslexics [F(l,16) =9.6, p<01] as a main effect (see Fig. 4.3). There was also a 

condition effect for this peak, i.e., the amplitude o f P4 was larger in the 

Pseudoword compared to the Word condition [F( 1,16) =7.1, p<.05] across both 

groups. This effect was again much larger in the left hemisphere for the controls 

(see Table 4.5) but it was not significant. The latency o f P4 was slightly shorter in 

Controls compared to dyslexics, but not significantly.



4.4. Discussion

In the current study I investigated the dynamics o f brain electrical activation 

during processing o f words and pseudowords in English-speaking dyslexic 

adolescents and age-matched controls, with a concurrent recording o f the 

behavioural performance in this lexical decision task. In summary, the results o f 

this study showed significant differences between the two groups in behavioural 

data, where the dyslexics were significantly slower and significantly less accurate 

than the controls. The behavioural measures also indicated a better performance in 

the Word compared to the Pseudoword condition, especially in the dyslexic group. 

The amplitude o f the early ERP peak, PI, was significantly larger in the 

Pseudo word compared to the Word condition in the left occipitotemporal area for 

the control group. The amplitude o f P4 was larger in the Pseudoword compared to 

the Word condition across both groups. The late P4 and P5 peaks were significantly 

attenuated, and P5 was significantly delayed for the dyslexics compared to controls.

Firstly, I discuss the results o f the condition and hemisphere factors. The 

statistical analysis o f the behavioural data showed highly significant differences 

between word and pseudoword conditions. The RTs were faster and the number o f 

the errors, omission and commission, was smaller in the Word compared to the 

Pseudoword condition in both participant groups. However, there was Condition x 

Group interaction effect and the subsequent analysis showed that the number o f 

errors was larger in PW compared to W condition in the dyslexics group mainly. 

Significant word/pseudoword differences were also found for the early and later 

brain activation, i.e., an increase in the amplitude o f PI (only for the controls) and 

P4 (in both groups) recorded at occipitotemporal sites was observed in response to 

pseudowords. Similar word/pseudoword differences in the early brain activation 

were found in other ERP studies (Sereno et al., 1998; Hauk et al., 2006). For 

example, Sereno et al. (1998) reported larger PI (112 ms post-stimulus) amplitude 

to pseudowords than to words over posterior parietal regions, whereas Hauk et al. 

(2006) showed larger brain activation for pseudowords than for words in the left 

lateralised regions o f the posterior temporal cortex at about 160 ms. In our study the 

word/pseudoword differences were found for the amplitude o f PI as early as 110 

ms in the left occipitotemporal region for the controls’ group only. However, some 

other studies found an opposite effect, i.e., a larger activation for words than
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pseudowords in this area (e.g., Fiez et al., 1999; Fiebach et al., 2002). As suggested 

by Mechellie et al. (2003) various methodological differences could e the reason for 

differences in these studies. In a more recent study it was suggested that the 

increase o f activation in response to pseudowords may be due to the greater 

processing demands needed for unfamiliar pseudowords compared to familiar and 

frequently used words (Kronbichler et al., 2004).

It is o f interest to attempt to relate these findings to converging studies 

involving functional MRI studies on VWFA. In this context, it is important to 

acknowledge the danger o f attempting to infer regional activation from the 

electrodes located at the surface o f the head, especially for the regions distal from 

the scalp. As already mentioned, the ERP methods are known for a reliable 

temporal but not spatial resolution. However, the modem high density sensor nets 

provide finer spatial as well as temporal resolution (Srinivasan et al., 1998). In the 

current study this is further supported by the fact that significant word/pseudoword 

differences were found in the occipitotemporal region only (and not in parietal, for 

example). Our and previous ERP findings may be related to the results from 

neuroimaging studies o f word/pseudoword activation in VWFA and may serve as 

electrophysiological correlates o f visual word form recognition.

However, unlike the controls, no reduction in the amplitude of PI in 

response to words was observed among the dyslexic participants. This absence o f 

word/pseudoword effect in PI amplitude (together with absence o f asymmetry) 

indicates deviations in the early brain electrical activation related to visual word 

form processing. This suggests that, unlike the controls, the dyslexic group were 

not able to discriminate between familiar words and unfamiliar pseudowords at this 

time point in brain activation. The results suggest abnormalities in the left 

occipitotemporal area o f dyslexics and show deficits in word/pseudoword 

processing at an early stage o f 110 ms from the stimulus onset among English 

speaking dyslexic adolescents that took part in this study.

In the later ERP activation, however, the amplitude o f P4 was larger to 

pseudowords than to words both in controls and in dyslexics. This result replicates 

the findings from the previous MEG (Wilson et al., 2007) and ERP (Hauk et al.,

2006) studies where the amplitude for pseudowords was found to be larger than to 

words until about 400 ms. This effect has been interpreted as indicating that the 

lexical status o f the stimulus is not completely resolved until that time. Since a
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similar effect, i.e., a reduction in amplitude to words, was observed for the P4 

amplitude o f the dyslexic participants, I suggest that although they showed deficits 

in the early visual word form recognition, at the later stage o f the lexical decision 

the brain activation was similar to that of the controls (but see the later discussion 

of the attenuated amplitude of P4 and P5 in the dyslexic participants). Thus, both 

participant groups differentiated between the two conditions and experienced more 

difficulty when processing pseudowords, even at later lexical stages. This was 

reflected in increased brain activation, i.e., larger P4 amplitude, and worse 

behavioural performance for pseudowords compared to words, including longer 

RTs and less accurate responses in both groups.

The ‘wordness’ effect was not present for P3 and P5 ERP peaks. These late 

deviations were recorded at parietal sites, unlike PI and P4 from occipitotemporal 

sites, and may not reflect specifically reading related activation. These late positive 

waves at parietal regions are normally attributed to decision making and executive 

function related activations, particularly so for the P5 (e.g., Hauk et al.; 2006). As 

can be seen in Tables 4.4 & 4.2, there was a time interval o f at least 300 ms 

between the latency of the latest ERP peak, P5 (around 500 ms for controls), and 

the RTs ( about 800 ms). This gap was even longer in the pseudoword condition, 

and particularly so for the dyslexic participants (500 ms). Without doubt additional 

decision making and response planning processing took place after the first 600 ms 

of stimulus onset that were not reflected in the ERP components. It is during this 

200 to 500 ms interval between the latency o f the ËRPs and average RTs that the 

final decision making and response choices were completed, as the RTs are 

recorded at 800 to 1060 ms on average.

The ERP analysis showed between group differences not only in the 

word/pseudoword effect but also in the hemispheric distribution of activation. 

According to the statistical analysis, unlike controls, there was no left hemispheric 

latéralisation of function in the dyslexic group, i.e., the amplitude o f Pi to words 

and pseudowords was o f the same magnitude in both hemispheres and the two 

conditions. Both in recent ERP and neuroimaging studies (as described above) 

normally achieving English speaking readers have been shown to have a left 

hemispheric latéralisation in visual word form recognition. This was also found in 

the control participants. The absence of asymmetry in the dyslexic participants’ 

data and the even distribution o f activation in two hemispheres supports previous
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reports o f atypical symmetry and disregulated interhemispheric function in dyslexia 

(e.g., Taroyan et al., 2007). In a recent behavioural study by Rutherford (2006) it 

was suggested that familiar words invoke lexical processing by both hemispheres, 

whereas unfamiliar pseudowords invoke non-lexical processing by the left 

hemisphere. Since dyslexies have difficulties with pseudoword processing, i.e., 

with non-lexical processing in the left hemisphere, they show more reliance on the 

right hemisphere, hence absence o f asymmetry in their behavioural responses. It 

has been also proposed by Price and Mechelli (2005) that damage in the left 

occipitotemporal area impairs reading more than object naming because the right 

ocipitotemporal area does not compensate for reading as much as for object 

naming.

I now return to the between-group differences in the late ERPs recorded in 

occipitotemoral and parietal channels. There were significant deviations in the brain 

activation o f the two groups in the later ERP peaks, with significantly larger 

amplitudes o f P4 and P5 and shorter latency o f P5 for the controls. The between- 

group amplitude effects o f the late ERP peaks recorded in the current study 

replicated similar findings from our previous ERP study o f the Continuous 

Performance Task (an attentional task not using words) in dyslexia (Taroyan et al.,

2007) where the amplitude o f the late positive peaks was also found to be 

attenuated in dyslexies. The late between-group ERP latency differences in the 

current study were’paralleled by significant differences in behavioural data, with 

the dyslexic group showing slower and less accurate responding both for words and 

pseudowords. The delay and reduction in the ERP peaks as well as poor 

behavioural performance may indicate general decision making problems in 

addition to literary difficulties that they encounter and that become apparent at a 

later stage o f stimulus categorisation and response choice.

In conclusion, these results suggest abnormalities among dyslexies at the 

initial word/pseudoword processing stages, i.e., in visual word form recognition, 

and as early as 110 ms, in the occipitotemporal region, in terms both of  

latéralisation and differentiation between words and pseudowords. The dyslexic 

group were also impaired in the later, cognitive stages o f lexical decision making 

and response choice.
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5. BRAIN-BEHAVIOUR CROSS-STUDY 
CORRELATION

In all three studies described in this thesis almost the same population of 

people participated in the tasks. I compared the results o f these experiments in a 

cross-study correlational analysis in order to find out whether any correlations 

existed between various measurements used in these tasks. An additional analysis, 

factor analysis, was also undertaken and is described below in section 5.2. Some o f  

the participants that helped with the first study, CPT task, were not available for the 

second and the third studies. However, 7 (2 females) people in the dyslexic group 

and 7 (2 females) people in the controls group participated in all three tasks. The 

number o f measurements across these studies was very large, therefore I selected 

the conditions in each task that were most difficult, perceptually and cognitively. I 

expected that these conditions would prove the most informative, since they often 

triggered differences between the dyslexic and the control groups either on 

behavioural and/or electrophysiological level. Thus, in the continuous performance 

task (CPT) I selected the NoGo condition that triggered an asymmetrical activation 

in the controls but an atypical symmetrical response in the dyslexics. In the 

coherent motion study the 10% coherent condition was selected as it was 

perceptually most difficult because o f the least number o f coherently moving dots 

compared to the other coherent conditions. This condition highlighted the 

‘magnocellular participant’ that had delayed latency o f ERP and low sensitivity in 

his performance when compared to the rest o f the group. However, the 40% 

coherent condition (perceptually easiest because o f the larger number o f coherently 

moving dots) was included as well. In the last study, lexical decision task, the 

pseudoword (PW) condition was selected as there were more errors made by 

dyslexic participants in this condition when compared to controls. I have selected 

one early and one late ERP component from each study. The PI was selected in all 

three studies from occipital and P3 (P5 in PW) from parietal areas. Additionally, 

the N1 and P2 in the coherent 10% condition were included, as the latency o f these 

components was delayed for the ‘magnocellular’ participant when compared to the 

rest of the dyslexic group in the motion study. In the lexical decision task P I and P4 

from occipito-temporal areas were also included. Both the amplitude and the



latency values o f the ERP components were analysed, and I have included the 

values for both left and right hemispheres in all studies. As for the behavioural 

results, the RTs and errors (omission plus commission) were included from the 

CPT task. In the CPT experiment the response was recorded only in the Go 

condition, therefore, the RTs and the error rate for this condition, as well as the 

ERP data for this condition (together with the NoGo condition), were included. In 

the' motion study the dprime and the RTs were selected. In the lexical decision task 

the RTs and the errors for the PW condition were included. One important criterion 

for participants was their literacy scores. I have included this criterion as a 

difference between their chronological age and the spelling age, i.e., CA minus SA. 

This discrepancy further differentiated the control and dyslexic participants. All 

data were analysed in SPSS, and Pearson coefficient values (range -1 to +1) were 

obtained for all correlations. Significant results are reported below.

5.1. Correlational analysis

One o f the main aims o f this analysis was to see whether the speed of 

processing correlated across conditions and various indices o f brain activation and 

behavioural performance in different studies. I hypothesised that: 1) processing 

speed and magnitude indexed by the latency and the amplitude o f the ERP 

components would be correlated across all three studies because o f generic 

properties o f the brain activation regardless the type o f the experimental task; 2) 

poor literacy scores and poorer behavioural performance would be correlated with 

attenuated and delayed ERPs as found previously in the ERP studies o f dyslexia.

CA-SA. The significant correlations of CA-SA with other conditions 

analysed are displayed in Table 5.1. First, for the motion study this analysis 

revealed that the amplitude of PI in the left hemisphere in coherent 10% condition 

negatively correlated with the CA-SA (r=  .6, p < .05). In other words, the larger PI 

amplitude associated with smaller difference between the CA and the SA, i.e., with 

better literacy scores. For the simplicity in description o f hemispheric localisation, I 

will refer to right (R) and left (L) components, e.g., L PI and R PI. The CA-SA 

negatively correlated with the amplitude of the P3 (L & R) both in Go and NoGo 

conditions, and the R P4 and the L P5 in PW condition (the smallest r = .6, p<.05),
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whereas it correlated positively with the latency o f the L PI Go and the R P3 Go (r 

=.6, p<.05). The CA-SA also highly correlated with the Error in PW condition (r = 

.8, p<.01). This means that the larger was the CA-SA, i.e., the worse were the 

literacy scores, the smaller was the amplitude and the longer was the latency of the 

ERP components, and the higher was the error rate.

^ Table 5.1. The significant correlations for the CA-SA
CA-SA

PI Amplitude Coherent 10% Right -.560*
PI Latency Go Left .585*
P3 Amplitude Go Left -.756**
P3 Amplitude Go Right -.553*
P3 Latency Go Right .556*
P3 Amplitude NoGo Left -.728**
P3 Amplitude NoGo Right -.671**
P4 Amplitude PW Right -.601*
P5 Amplitude PW Left -.701**
P5 Amplitude PW Right -.555*
P5 Latency PW Left .691
Error PW .763**
* - correlation is significant at the .01 level - 
** - correlation is significant at thè .05 level

Motion study. In addition to the significant negative correlation o f the CA­

SA with the PI amplitude in coherent 10 % condition, there were other results 

found for this task Thus, dprime in coherent 10% condition was negatively 

correlated with the Error rate in Go condition (CPT task) (r=  .6, p < .05), but 

positively with the amplitude o f the L & R P5 in PW [(r= .6, p<.05) and (r = .8, 

p<.01) respectively]. Both L and R P3 amplitude in coherent 10% was positively 

correlated with the amplitude o f the P3 (L & R) in Go condition (smallest r = .6, 

p<05), whereas the latency o f the P3 (L & R) in Coherent 10% was positively 

correlated with the Error rate in Go condition (r = .7, p<.01) and the latency o f P5 

in PW condition (r= .6, p<.05).

CPT task. The amplitude o f P i Go (L & R) was positively correlated with 

the amplitude o f the PI Mid P4 PW (both L & R for P4), (smallest r = .5, p<.05), 

whereas the latency o f the PI (L & R) was positively correlated with the Error PW 

(r = .7, p<.01). The amplitude of the NoGo PI (L & R) was also positively 

correlated with the amplitude o f the R PI and P4 PW (r -  .6, p<.05), whereas the 

latency of the R NoGo PI (similarly to the Go PI) was positively correlated with
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the Error PW (r = .5, p<.05). The amplitude of the P3 (L & R) Go was positively 

correlated with the amplitude of the P4 (L & R) and R P5 in PW (smallest r = . 6, 

p<.05), but it was negatively correlated with the Error PW (r = -.5, p<.05). The 

correlation coefficients o f the Go and NoGo ERPs with CA-SA are reported above. 

The amplitude o f the (L & R) NoGo P3 correlated positively with the amplitude o f  

the late PW (L & R) peaks P4 and P5 (smallest r = .7, p<.01).

Lexical decision task. Except the correlations for the conditions o f this task 

with components in other studies already reported above, there were significant 

correlations within this task found for the latency of the L PI PW with the RT PW 

(r = .8, p<.01), the amplitude o f the R P4 PW with the Error PW (r = -.6, p<.01). 

The amplitude of P5 PW (L & R) was negatively correlated with the RT PW (r = - 

.6, p<. 05), and the latency of L P5 PW was positively correlated with the Error PW 

(r = .7,p<01).

5.2. Factor Analysis

An exploratory Principal Components analysis was also undertaken, using 

13 variables I considered to provide a good spread across the different experiments, 

with a view to seeing whether dyslexia (as indexed by CA-SA) was associated with 

a particular set o f dimensions, or whether it spread across several factors. The 

results are by no means robust, in that there are too few participants per variable, 

but nonetheless they may prove of interest. The analysis was performed using 

StatView (SAS Institute, 1998) and the results are displayed in Table 5.2. The 

behavioural and ERP data of the same 14 participants as in the correlational 

analysis reported in the previous section were used. As can be seen on the Scree 

plot (the table for eigenvalues) that shows the relative importance o f the factors, the 

Value 1 contributes to 31% of the variance in the data. In the second table 

(Unrotated factors) it can be seen that this factor has a weighting o f .857 for the 

CA-SA which is the highest value in the table. These results support the findings o f 

the previous correlational analysis as they show similar negative correlation with 

the amplitude of the ERPs, both early and late, and mostly positive correlation with 

the behavioural performance and latency o f  the ERPs. Thus, these results also 

suggest that larger CA-SA discrepancy, i.e. worse spelling ability, is associated
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with attenuated ERP amplitude, delayed ERP latency and mostly worse behavioural 

performance, including lower sensitivity o f coherent motion perception and longer 

Go andPWRTs.

Table 5.2. The results of the Factor Analysis

Eigenvalues
Magnitude Variance Prop.

Value 1 4.029 .310
Value 2 1.828 .141 "
Value 3 1.744 .134
Value 4 1.659 .128
Value 5 1.324 .102
Value 6 .986 .076

Unrotated Factors
Factor 1 Factor 2 Factor 3 Factor 4 Factor 5

RTCohIO 
P1ampCoh10 
P1LatCoh10 
CA-SA 
P3LatCoh10 
PIAmpGo 
PUatGo 
P3AmplGo 
RTGo '
PILatPW 
P4AmpPW 
RTPW
DprimeCohIO

-.356 .253 -.307 .684 .261
-.714 .279 .440 .192 -.139

.090 .582 .186 .483 -.555

.857 -.172 .031 , .340 .172

.364 ; .215 -.632 .369 .207

.288 .547 .341 .103 : .634

.596 -.277 .546 -.032 .389
-.617 .178 -.262 -.517 .169

.038 -.434 .396 .132 -.119

.645 .455 ; .318 -.177 -.375
-.576 .512 .269 -.285 .309

735 .361 .041 -.268 .040
-.637 -.278 .453 .435 .149

5.3. Individual Effect Sizes for the magnocellular 
participant in three studies /

I have also decided to calculate the individual effect sizes (IES) for the 

magnocellular participant based on Glass’s delta (1981) and similarly to the 

procedure used in previous studies (e.g., Fawcett and Nicolson, 1999; Ramus et al., 

2003b; Brookes et al., 2007). This is sometimes referred to as z-scores. Since this 

participant had markedly lower sensitivity o f performance in the coherent 10% 

condition that was reflected in his delayed N1 and P2 latency, it was interesting to 

see how this participant performed in other tasks compared to controls. An identical 

procedure to the Glass’s delta calculation is used to calculate IES but in this case
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the individual participant’s data is used in the equation to compare with the 

controls’ group mean. Thus I followed the previous procedures and calculated his 

IES on all measures used in the correlational analysis reported above based on the 

following equation: IES = [Value (magnocellular dyslexic) -  Mean(Control 

group)]/ SD(Control group). If an individual has an IES of-3 on a test, this is well 

outside normal variation (3 standard deviations) and could be an indicator of an 

impaired performance. In previous studies different cut-off criterion (such as 2 SD 

or 1 SD) were used. According to Fawcett and Nicolson (1999), if the IES of the 

individual is larger than ±1 compared to the control group he may be considered ‘at 

risk’ in his performance. 1 have selected the IES values from ±1.96 to be shown in 

Fig. 5.1 for the ‘magnocellular dyslexic’ because (under normal distribution) the 

probability of being 1.96 SDs below the mean is < .01. The sign of the effect size 

for the amplitude of the P5 PW ERP component shown in the Fig. 5.1 was reverted 
so that the positive effect size shows decreased amplitude for this participant when 

compared to the rest of the group. As can be seen in the Fig 5.1, the largest effect 

size for this participant was for the Error rare in PW condition (12.4) then for the 

CA-SA (5.3), and for different ERP components’ latencies and amplitude shown in 

a decreasing order in this figure. Overall, the latency of the early and late ERP 

components was delayed for this participant compared to the controls’ average data. 

It can also be seen, that his Error rate in the Go condition also had a large effect 

size. The amplitude of the late ERP component R P5 in the PW condition was 

smaller than control’s average by more than 2SD.

Effect sizes for 'magnocellular dyslexic'

Figure 5.1. Individual effect sizes for the magnocellular dyslexic participant
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5.4. Summary and discussion of the results

The results of the brain-behaviour analysis revealed some interesting 

correlations. First o f all, the increase in CA-SA, i.e., in spelling discrepancy, 

correlated with a decrease in the amplitude o f the early PI (coherent motion 10%) 

and the late peaks P3 Go and NoGo and P4 and P5 PW. The increase in CA-SA 

correlated with an increase in the latency o f PI and P3 (Go) and the error rate PW. 

In other words, the worse was the spelling ability, the smaller was the amplitude of 

activation, the longer was the processing speed (both early and later stages) and the 

larger was the number of errors across different studies. These findings were nicely 

supported by the factor analysis reported in section 5.2, i.e., the poorer literacy 

ability associated with attenuated amplitude and delayed latency o f ERPs, as well 

as with lower sensitivity in coherent motion study and longer RTs in the CPT and 

lexical decision tasks.

Another new and interesting finding from the correlational analysis was that 

the better sensitivity o f performance in the coherent 10% condition correlated with 

less errors in Go condition and with the larger amplitude and delayed latency o f the 

late ERP peak P5 in PW condition, whereas the delayed latency o f coherent motion 

10% P3 correlated with larger number o f errors in the Go condition. These results 

show that the better performance in one study correlates with a large amplitude and 

shorter latency o f the ERP potentials and less errors in the other studies.

Additional results o f  the comparisons o f the CPT task with other studies 

also showed that an increase in the amplitude o f ERP components in this study 

correlated with an increase in the amplitude of the early and later ERP components 

in the other studies. This increase in amplitude correlated with a decrease in the 

error rate in PW condition. The error rate in PW correlated with a longer latency of 

PI in Go and NoGo conditions.

Similar findings were observed within the lexical decision task correlational 

analysis. Thus, the Error rate and RTs in PW condition correlated positively with 

the latency, but negatively the amplitude of the ERPs.

Thus, two interesting conclusions can be made from the current results: a) 

speed and amplitude of both early and late ERP components, e.g., faster and larger 

brain activation indexed by larger amplitude and a shorter latency o f the ERPs, was
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consistently associated across tasks; b) and more importantly for the current 

research, poorer literacy abilities, lower sensitivity o f coherent motion perception, 

slower RTs and more errors across different studies generally correlated with 

attenuated amplitude and delayed latency o f the ERP components. Thus, both 

hypotheses stated at the beginning o f this section were confirmed. However, it 

should be mentioned, that these brain/behaviour correlations are found in a small 

group of 7 dyslexic and 7 control participants who took part in the current research, 

and these conclusions cannot be extended or generalised beyond the current work.

The individual effect size analysis for the ’magnocellular dyslexic’ showed 

that he had markedly larger error rate in PW and Go conditions, worse spelling 

ability accompanied with considerably delayed latency o f the ERP components 

across different studies when compared with the controls group average.
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6. CONCLUDING DISCUSSION

6.1. The aims of the project revisited

In the current project I aimed to test some o f the main hypotheses o f  

dyslexia with simultaneous behavioural and electrophysiological methods 

approach. My goal was to replicate recent psychophysical and neuroimaging 

studies that reported various perceptual and cognitive deficits among dyslexies. 

These deficits included visual sensory impairment, attention deficits and 

abnormalities in the phonological processing of words and pseudowords, as well as 

in the early visual word form recognition. I wished to investigate whether some of 

the above mentioned abnormalities in behavioural performance and/or deviation in 

brain activation would be present among British English speaking dyslexic 

adolescents as compared to their age and IQ matched controls. The important issue 

was whether such deviations would be revealed both in the performance and in 

brain activation that were planned to be recorded simultaneously. Furthermore, I 

expected that even if  there were no differences in the dyslexies’ behavioural 

performance from that o f the controls, the subtle deviations in their brain activation 

would be revealed with the help of our high density ERP recording system. This 

project was designed to further our understanding of the brain-based mechanisms o f  

dyslexia in parallel with and reflected in their reportedly deficient psychophysical 

performance and visual perception. This, in turn, could help to improve the early 

diagnostic methods in order to help for early intervention programs that would 

improve the quality o f life and education and help with the difficulties that many 

dyslexic children face.

In order to achieve these aims, I recorded ERPs and behavioural 

performance o f the participants in three different tasks. In the first study I decided 

to investigate whether the attention deficits reported among dyslexies may be a 

result o f the overlap with ADHD. Therefore, I tested the attentional performance of 

dyslexic adolescents without ADHD symptoms during CPT task. In the second 

study I aimed to find out whethér magnocellular deficits reported in a subset of 

dyslexies would be present in our set of participants and in what proportion, and
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whether these would be correlated with deviations, if  present, in their brain 

electrical activation. I used stimuli that were designed to test the magnocellular 

function. In the third and final study reported in this thesis, I aimed to study the 

neurophysiological and behavioural indices o f word and pseudoword processing in 

dyslexia, particularly the early visual word form recognition stage.

6.2. Summary of findings

The results o f the studies undertaken in this project showed interesting 

deviations in psychophysical performance and EPR correlates o f the brain electrical 

activation o f dyslexics. The main findings o f between-group differences in all three 

studies are briefly summarised below.

6.2.1. CPT study .

There were no significant differences in mean reaction time, error rate or sustained 

attention between the groups. By contrast, the P3 amplitude was significantly 

smaller and its latency significantly longer for the dyslexic group. This component 

was significantly lateralised in controls, whereas in dyslexics it was symmetrical.

6.2.2. Motion study

In terms o f behavioural results, there were no significant between-group differences 

in sensitivity or the response latencies o f correct responses. No between-group 

differences were found for early (PI, N l, and P2) and late (P3) ERP peaks. 

However, for one dyslexic participant the sensitivity o f responses was marginally 

worse compared to others in the group. The individual participant analysis also 

showed that his early ERP components were markedly delayed compared, to the 

group average data. The additional brain-behaviour correlational between-group 

analysis revealed that the increase in the amplitude o f the PI ERP component in the 

coherent 10% condition was negatively correlated with CA-SA values, i.e., poorer 

literacy scores correlated with attenuated PI amplitude.
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6.2.3. Lexical decision task

The behavioural performance in terms o f accuracy and of latency was significantly 

worse for the dyslexic group. The ERP analysis indicated that the early ERP 

component, PI (not significantly), and the later positive peaks, P4 and P5 

(significantly), were delayed and attenuated for the dyslexic group compared to the 

controls. Analysis o f the early ERPs recorded in occipitotemporal region led to an 

interesting dissociation. As expected, the controls showed a left lateralised 

Condition effect, with the amplitude of PI significantly smaller to words than 

pseudowords (attributed in the literature to more focused processing o f words in the 

visual word form area). By contrast, there was no such lexical effect for the 

dyslexic group, with equal PI amplitudes for words and pseudowords, at the control 

level for pseudowords.

6.2.4. Brain-behavioural analysis

The cross-study correlational analysis revealed that the literacy problems were 

accompanied by a larger error rate together with attenuated and delayed brain 

activation in many conditions across the studies. These findings were supported 

by the results of an additional factor analysis described earlier. Additionally, the 

larger and faster ERP activation correlated across all studies both for the early and 

later ERP peaks. Further individual analysis for the ‘magnocellular dyslexic’ 

revealed that he made more errors in lexical decision and CPT tasks that were 

accompanied by delayed latency o f the ERPs across al three studies.
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6.3. Overall Discussion

The results o f these studies suggest that the behavioural performance was not 

different in dyslexies from that o f controls in the first two studies, when compared 

at a group level. The absence o f significant between-group differences in the 

behavioural indices o f CPT task suggests that the attentional performance is not 

affected in dyslexia. Under the relatively light workload conditions of the CPT, 

‘pure’ dyslexic participants showed no behavioural signs o f attentional difficulties. 

The attenuated, delayed and symmetrical ERPs in our dyslexic group may reflect 

deviant information processing in the right parietal lobe and abnormal 

interhemispheric asymmetry in dyslexia. The behavioural data o f the first study 

suggest that abnormal attentional performance is not a ‘core’ feature o f  

developmental dyslexia. The presence o f electrophysiological markers o f dyslexia 

in CPT reveals the atypical brain organisation that characterises dyslexia. In the 

second study that tested coherent motion perception among dyslexies no between- 

group differences in the behavioural performance were found either. The results of 

this study, however, suggested that a proportion o f dyslexic adolescents do suffer 

from magnocellular problems, and that this is associated with abnormal early ERP 

components. In this sample the incidence o f magnocellular impairment was low 

(11%). The results o f  the last study, the lexical decision task, showed interesting 

between-group differences. The deviations in the early ERPs o f dyslexies support 

the evidence o f deficits in pre-lexical visual word form recognition within the first 

110 ms of activation together with altered hemispheric asymmetry. In addition, the 

slowed and attenuated late ERP components and weaker behavioural performance 

of the dyslexic group highlight deficits in the later, cognitive, processing stages.

Thus, it seems that attentional deficits are not a core feature of dyslexia, 

although the brain activation o f dyslexies in the CPT task was attenuated, delayed 

and atypically symmetrical among dyslexies. This study does not provide 

conclusive evidence in favour o f any of the three major theories o f Dyslexia that 

were briefly described in the Introduction - the phonological, the magnocellular and 

the automatisation deficit hypotheses. However, the deviations in activation o f P3 

of dyslexies, i.e., its delayed latency and attenuated amplitude, reflect a delayed 

cognitive processing that may be related to automatisation deficits and cerebellar
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deficits as well as the right parietal lobe abnormalities and atypically symmetrical 

brain function. The magnocellular deficits were found only in one participant from 

the dyslexic group. The delayed N1 and P2 (200-300 ms) ERP components and 

decreased sensitivity o f his performance suggest impairment o f coherent motion 

processing and magnocellular dysfunction in this participant. The results of this 

study can be interpreted in favour o f magnocellular hypothesis with an emphasis 

that these deficits probably exist only in a small subgroup of dyslexic English 

speaking adolescents. However, as suggested earlier, the absence o f between-group 

differences in our study may have also been caused by insufficient demands on the 

attention system that was recently suggested to cause magnocellular deficits via 

posterior parietal input. And finally, die deviations in the brain activation of 

dyslexics in visual word form processing that appear as early as 110 ms suggest that 

they do have abnormal word/pseudoword processing as compared to the controls. 

The brain activation at this early stage is related to pre-lexical and pre-conscious 

processing of the stimuli. However, this is a skill developed by experienced readers 

during the long process o f learning to read and is based on good orthography-to- 

phonology mapping ability and recognition o f the visual shape o f a familiar word. 

Therefore, according to our results, it could be concluded that there are 

abnormalities in the occipito-temporal area or VWFA o f dyslexics, and that these 

ERP deviations reflect deficiencies in dyslexics’ early visual word form recognition 

skills as indexed by their longer RTs and a larger number o f errors made in 

response to pseudowords than words compared to the controls’ group. However, 

the P3 and P5 deviations in dyslexics’ ERP recorded in parietal sites also show 

abnormalities at later cognitive stages o f a performance, that may also be related to 

suggested automatisation deficits and deficient cerebellar performance. The delayed 

and attenuated later ERPs both in CPT and in lexical decision studies, together with 

a weaker behavioural performance in the latter, confirm that dyslexics may have 

problems at later cognitive stages o f processing regardless the type o f the cognitive 

task they are performing. These findings show once more that dyslexia is a 

muhisymptomatic developmental disorder and is caused by subtle changes in 

various interconnected areas of the brain. Additionally, the results o f the cross­

study correlational and factor analyses revealed that generally larger and faster 

brain activation was related to a better performance and higher literacy scores 

among our participants, whereas the ‘magnocellular dyslexic’ participant identified

143



, in the coherent motion study had markedly larger error rate and delayed ERPs in 

the CPT and the lexical decision task.

6.4. Limitations of the current research

Despite the careful planning and the utmost attention to detail when designing 

these tests there are some shortcoming that should be mentioned in relation to this 

work.

6.4.1. Participants’ sample sizes

The dyslexia research group at Sheffield University has helped immensely 

for this project by providing a cohort of dyslexic and control participants that were 

involved in other studies but had no relation to the current project. These 

participants were children recruited from local schools. However, some of them 

would not fit the criteria used for the current work, e.g., some o f them had ADHD 

overlapping symptoms or were much younger or older than the age range of 

participants used in this study* As a result the number of participants in each group 

were slightly less than I hoped for. It would have been also better to have an equal 

number of male and female participants, that could have been possible provided we 

had a larger number o f participants overall.

6.4.2. ADHD and dyslexia/ADHD mixed samples absence

It was also my intention to test another group o f participants that had only 

ADHD or ADHD/dyslexia mixed symptoms. This could have been especially 

interesting for a concurrent testing and comparison of results with ‘pure’ dyslexic 

participants in the performance of the CPT task. The comparison in brain electrical 

activation between ‘purely’ dyslexic and ADHD/dyslexic groups could be valuable 

in extending our existing knowledge of similarities and differences o f the origins of 

these overlapping developmental disorders. Unfortunately, this was not possible as
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we could not find the required number of participants with ADHD that could also 

satisfy the criteria o f age and IQ match for the dyslexic and control groups that I 

tested.

6.4.3. Different age groups of participants

In relation to the same issue o f the samples o f participants, it should be 

mentioned, that I would be extremely interested to carry out these tests in different 

ages o f dyslexic and control children with a purpose o f closer observation of the 

onset and development of the deviations in the brain activation o f dyslexies that 

were found for the age group tested in this study. This is also a potential direction 

for the future research.

6.4.4. EEG recording issues

In the age o f rapidly developing technology and advances in 

electrophysiological recording methods it is difficult to keep up with many 

developing improvements while working on one project. We wished to keep the 

specifications o f our EEG system, critical for the data recording, unchanged while 

collecting the data for the three studies o f this project. This provided a possibility ■ 

for comparison between different individual recordings and for the averaging of  

individual participant ERPs into group waveforms. We have used EGI recording 

and analysis hardware and software for our experiments. The equipment provided 

by different companies offer different methods for dealing with eye movements and 

other artefacts. The better versions of these artefact removal methods would help 

for better filtering and improved signal-to-noise ratios when extracting EEG and 

ERP signals. The problems with bridging, i.e., propagation o f the signals across the 

surface o f the head from one electrode to the other, as well as slightly increased 

contamination o f the frontal recording channels (a consequence o f closer location to 

eyes and face muscles), could be dealt with slightly (not dramatically) better with 

more recently developed analysis software.
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6.4.5. Concurrent neuroimaging recordings

Electrophysiological methods are well known for their excellent temporal 

resolution. However, the spatial resolution o f these techniques in identifying of the 

regions and areas activated during the task are less advanced compared to 

neuroimaging techniques, such as fMRI. The project could have benefited greatly if  

such concurrent ERP+fMRI recording o f activation was possible to carry out. 

Particularly, this could be important for an fMRI confirmation o f the ERP results in 

the occipito-temporal area found in the lexical decision task. An alternative and 

equally informative recording technique is magnetoencephalography (MEG), which 

is an electrical signal recording as well, but is based on measuring the associated 

magnetic fields emanating from the brain in this case. Unlike EEG, it has good 

spatial resolution and electrical source localisation capacity (e.g., Dale et al., 2000; 

Comelissen et al., 2003) that could also be very useful had we had the opportunity 

to employ this method in our studies.

6.4.6. Timing in planning the recordings

And finally I would like to mention the issues o f  the time in recruiting the 

participants and in designing the studies, as well as bookings o f the experimental 

room. If the above were possible to carefully control and were better planned, I 

would have carried out the recording of all three studies in the same time interval, 

e.g. during the spring o f the second year of the PhD. This could allow for a 

statistical analysis, if  this was considered purposeful, and comparison o f the results 

from all three studies. However, the first study was carried out in the first year of 

the PhD, and the second and the third studies were conducted in the second year o f  

the PhD.
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6.5. Future work

The potential future directions o f this research are partly a consequence of

the limitations and the concerns regarding the current project mentioned above.

Thus:

1) It would be extremely interesting to carry out a comparative, between- 

developmental-disorder study on all three tests that were used in the current 

study. Dyslexia is currently considered to have somewhat common 

biological origins with ADHD, SLI and autism. The availability of high 

density ERP recording system and the tests already used in the current 

project could be very useful for future neurophysiological and behavioural 

studies and comparison across different learning disorders.

2) As mentioned earlier the tests designed during this project have a potential 

diagnostic role, and it would be valuable to conduct a longitudinal study 

and involve different age groups of dyslexic and non-dyslexic participants 

in order to find out the onset o f the deviations that appear in brain 

activation o f dyslexic children. For example, it would be extremely useful 

to find out the age of the onset in abnormalities o f visual word form 

recognition. The differences, e.g., atypically symmetrical PI component o f 

ERPs, in brain activation to words and pseudowords that were found in 

English speaking dyslexic adolescents may have a different manifestation 

and age onset from those o f non-English speaking children.

3) Similarly these EEG tests could be successfully used in different clinical 

and healthy populations, such as Alzheimer’s and healthy ageing elderly 

populations for an early detection and intervention. As an inspiring 

example, these techniques are already used in a different research project 

here at Sheffield University that looks into the effect o f omega-oils in the 

cognitive function of elderly individuals and could be used for an early 

detection o f any dementia symptoms that are not recognisable at the 

behavioural level.

4) The potential future directions of research mentioned above and many 

other consecutive studies (since our road o f discoveries about the human

. mind and behaviour is endless) would benefit greatly if  the 

electrophysiological and neuroimaging techniques could be combined. The



current project benefited greatly by concurrent ERP and behavioural 

recordings, and it could benefit even further with high spatial resolution 

neuroimaging techniques used in combination with our high density and 

high temporal resolution electrophysiological methods.

148



7. REFERENCES

Allen, G., Buxton, R.B., Wong, E.C., Courchesne, E., 1997. Attentional activation 

of the cerebellum independent of motor involvement. Science 255,1940- 

1943.

American Psychiatric Association, 1987. Diagnostic and Statistical Manual of 

Mental Disorders, 3rd edition, (revised). Washington DC, American 

Psychiatric Association.

Banaschewski, T., Brandeis, D., Heinrich, H., Albrecht, B., Brunner, E.,

Rothenberger, A., 2004. Questioning inhibitory control as the specific 

deficit of ADHD—evidence from brain electrical activity. Journal o f Neural 

Transmission 111, 841-864.

Barkley, R.A., DuPaul, G J., McMurray, M.B., 1991. Attention deficit disorder 

with and without hyperactivity: Clinical response to three dose levels of 

methylphenidate. Pediatrics 887, 519-531.

Basar-Eroglu, C., Basar, E., Demiralp, T., M., S., 1992. P300-response: possible 

psychophysiological correlations in delta and theta frequency channels. A 

review. International Journal o f Psychophysiology 161-179.

Basar, E., Schumann, M., Basar-Eroglu, C., Karakas, S., 1997. Alpha oscilations in 

brain functioning: an integrative theory. International Journal o f  

Psychophysiology 5-29.

Basar, E., 1998. Brain function and oscillations: Principles and approaches. 

Springer-Verlag, Berlin.

Bashore, T .R , van der Molen, M.W., 1991. Discovery o f the P300: a tribute.  ̂

Biolgical Psychology 32,155-171.

Baving, L., Rellum, T., Laucht, M., Schmidt, M.H., 2006. Children with 

oppositional-defiant disorder display deviant attentional processing 

independent o f ADHD symptoms. Journal o f Neural Transmission 113, 

685-693.

Berger, H., 1929. Über das Elektroenkephalogramm des Menschen. Archiv fur 

Psychiatrie und Nervenkrankheiten 527-570.

149



Bishop, D.V.M., 2001. Genetic influences on language impairment and literacy 

problems in children: Same or different? Journal o f Child Psychology and 

Psychiatry and Allied Disciplines 42,189-198.

Bishop, D. V.M., 2002, Motor immaturity and specific speech and language

impairment: Evidence for a common genetic basis. American Journal of 

Medical Genetics 114, 56-63.

Boiler, F., Grafman, J., 2000. Introduction. In: Boiler, F., Grafman, J., eds.

, Handbook of Neuropsychology, 2nd ed. Vol 1. Elsevier Science B.V., pp. 

183-198. -

Bonte, M.L., Blomert, L., 2004. Developmental dyslexia: ERP correlates of

Cognitive Brain Research 21,360-376.

Bowey, J.A., Rutherford, J., 2007. Interbalanced word-reading profiles in eight- 
graders. Journal of Experimental Child Psychology 96,169-196.

Bradley, L., Bryant, P.E., 1978, Difficulties in auditory organisation as a possible 

cause o f reading backwardness. Nature 271, 746-747.

Bradley, L., Bryant, P.E., 1983. Categorising sounds and learning to read: A causal 

connection. Nature 301, 419-421.

Brainard, D.H., 1997. The Psychophysics Toolbox. Spatial Vision 10,433-436.

Brandeis, D., Vitacco, D., Steinhausen, H.C., 1995. Functional mapping of dyslexia 

in children using language-evoked potentials. Electroencephalography and 

Clinical Neurophysiology 95, 6P.

Brandeis, D., Banaschewski, T., Baving, L., Georgiewa, P., Blanz, B., Wamke, A., 

Steinhausen, H.C., Rothenberger, A., Scheuerpflug, P., 2002. Mülticenter 

P300 brain mapping o f impaired attention to cues in hyperkinetic children. 

Journal of the American Academy of Child and Adolescent Psychiatry 41, 

990-998.

Breier, J.I., Fletcher, J.M., Foorman, B.R., Klaas, P., Gray, L.Ç., 2003. Auditory 

temporal processing in children with specific reading disability with and 

without attention deficit/hyperactivity disorder. Journal o f Speech,

Language & Hearing Research 46,31-42.

Brookes, R.L., Fawcett, A.J., Nicolson, R.I., 2007. Prisms throw light on 

developmental disorders. Neuropsychologia 45, 1921-1930.

150



Brown, W.E., Eliez, S., Menon, V., Rumsey, J.M., White, C.D., Reiss, A.L., 2001. 

Preliminary evidence of widespread morphological variations o f the brain in 

dyslexia. Neurology 56, 781-783.

Brack, M., 1992. Persistence of Dyslexic's Phonological Awareness Deficits. 

Developmental Psychology.

Brack, M., 1993a. Component spelling skills of college students with childhood 

diagnoses o f dyslexia. Special Issue: Adults with learning disabilities. 

Leaming-Disability-Quarterly 16,171-184.

Brack, M., 1993b. Word recognition and component phonological processing skills 

of adults with childhood diagnosis o f dyslexia. Special Issue: Phonological 

processes and learning disability. Developmental Review 13,258-268.

Bryant, P.E., Bradley, L., 1985. Childrens reading problems. Blackwell, Oxford.

Bryant, P.E., MacLean, M., Bradley, L., Crossland, j . ,  1990. Rhyme, alliteration, 

phoneme detection and learning to read. Developmental Psychology 26, 

429-438. .

Burgess, S.R., Hecht, S.A., Lonigan, C.J., 2002. Relations o f the preschool HLE

and oral language, phonological sensitivity, and word decoding: A one-year 

longitudinal study. Reading Research Quarterly 37,408-427.

Buzsaki, G., Traub, R.D.,1997. Physiological basis o f EEG activity. In: Engel, J.

J., Pedley, T. A., eds. Epilepsy, A comprehensive Textbook. Raven Press, 

New York, pp. 819-832.

Callaway, E.M., 1998. Local circuits in primary visual cortex o f the macaque 

monkey. Annual Review of Neuroscience 21,47-74.

Caravolas, M., Kessler, B., Hulme, C., Snowling, M., 2005. Effects o f orthographic 

Consistency, frequency, and letter knowledge on children's vowel spelling 

development. Journal of Experimental Child Psychology 92, 307-321.

Castles, A., Coltheart, M., 1993. Varieties o f developmental dyslexia. Cognition 47, 

149-180.

Castles, A., Coltheart, M., 2004. Is there a causal link from phonological awareness 

to success in learning to read? Cognition 91, 77-111.

Caton, R., 1875. The electric currents o f the brain. British Medical Journal 278.

Cleland, B.G., Dubin, M.W., Levick, W.R., 1971. Sustained and transient neurones 

in the cat’s retina and lateral geniculate nucleus. Journal o f Physiology 473- 

496. "

151



Coltheart, M., Curtis, B., Atkins, P., Haller, M., 1993. Models o f reading aloud: 

Dual-route and parallel-distributed-processing approaches. Psychological 

Review 100, 589-608.

Coltheart, M., Rastle, K., Perry, C., Langdon, R., Ziegler, J., 2001. DRC: a dual- , 

route cascaded model o f visual word recognition and reading aloud. 

Psychological Review 108,204-256.

Connolly, J.F., 2000. The application o f cognitive event-related brain potentials

(ERPs) in language-impaired individuals: review and case studies.

International Journal o f Psychophysiology 38,55-70.

Cornblatt, B.A., Risch, N.J., Faris, G., Friedman, D., Erlenmeyer-Kimling, L.,

1988. The continuous performance test, identical pairs version (CPT-IP): I.
♦

New findings about sustained attention in normal families. Psychiatry 

Research 26,223-238. *

Comelissen, P., Bradley, L., Fowler, S., Stein, J., 1994. What children see affects 

how they read. Developmental Medicine and Child Neurology 36,716-726. 

Comelissen, P., Richardson, A., Mason, A., Fowler, S., Stein, J., 1995. Contrast 

sensitivity and coherent motion detection measured at photopic luminance 

levels in dyslexics and controls. Vision Research 35,1483-1494. 

Comelissen, P.C., Stein, J.F., 1995. Contrast sensitivity and coherent motion 

detection in dyslexics. Vision Research 35,1483-1494.

Comelissen, P.L., Hansen, P.C., Bradley, L., Stein, J.F., 1996. Analysis of

perceptual confusion between 9 sets o f consonant-vowel sounds in normal 

and dyslexic adults. Cognition 59,275-306.

Comelissen, P.L., Hansen, P.C., 1998. Motion detection, letter position encoding, 

and single word reading. Annals o f Dyslexia 48,155-188.

Comelissen, P.L., Hansen, P.C., Gilchrist, I ,  Cormack, F., Essex, J., Frankish, C., 

1998a. Coherent motion detection and letter position encoding. Vision 

Research 38, 2181-2191.

Comelissen, P.L., Hansen, P.C., Hutton, J.L., Evangelinou, V., Stein, J.F., 1998b. 

Magnocellular visual function and children's single word reading. Vision 

Research 38,471-483.i
Comelissen, P.L., Tarkiainen, A., Helenius, P., Salmelin, R., 2003. Cortical effects 

of shifting letter position in letter strings of varying length. Journal of 

. Cognitive Neuroscience 15, 731-746;



Csepe, V., Szucs, D., Honbolygo, F., 2003. Number-word reading as challenging 

task in dyslexia? An ERP study. International Journal o f  Psychophysiology 

51,69-83.

Curran, T., Hills, A., Patterson, M.B., Strauss, M.E., 2001. Effects o f aging on 

visuospatial attention: an ERP study. Neuropsychologia 39,288-301.

D'Arcy, R.C., 2003. Electrophysiological assessment o f language function 

following stroke. Clinical Neurophysiology 114, 662-672.

Dale, A.M., Liu, A.K., Fischl, B.R., Buckner, R.L., Belliveau, J.W., Lewine, J.D., 

Halgren, E., 2000. Dynamic statistical parametric mapping: combining 

fMRI and MEG for high-resolution imaging of cortical activity. Neuron 26, 

55-67. ;!

Dejerine, J., 1891. Sur un cas de cecite verbale avec agraphie, suivi d'autopsie. 

Memoires Societe Biologique 3,197-201. •

Demonet, J.F., Taylor, M.J., Chaix, Y., 2004. Developmental dyslexia. Lancet 363, 

1451-1460. ...

Denckla, M.B., Rudel, R.G., 1976. Rapid 'Automatized' naming (R.A.N.). Dyslexia 

differentiated from other learning disabilities. Neuropsychologia 14,471- 

479. '■ .

Denckla, M.B., Rudel, R.G., Chapman, C., Krieger, J., 1985. Motor proficiency in 

dyslexic children with and without attentional disorders. Archives of 

Neurology 42, 228-231.

Devlin, J.T., Jamison, H.L., Gonnerman, L.M., M. Matthews, P.M., 2006. The Role 

o f the Posterior Fusiform Gyrus in Reading. Journal o f Cognitive 

Neuroscience 18, 911-922.

Dien, J., Spencer, K.M., Donchin, E., 2004. Parsing the late positive complex:

mental chronometry and the ERP components that inhabit the neighborhood 

o f the P300. Psychophysiology 41,665-678.

Donchin, E., Miller, G.A., Farwell, L.A., 1986. The endogenous components of the 

event-related potential - a diagnostic tool? Progress in Brain Research 70, 

87-102.

Donchin, E., Coles, M., 1988. Is the P3 component a manifestation o f context 

updating. Behavioural and Brain Sciences 11,355-372.

Douglas, R.J., Martin, K.A., 2004. Neuronal circuits o f the neocortex. Annual 

Review of Neuroscience 27,419—451. '

153



Dubner, R., Zeki, S.M., 1971. Response properties and receptive fields in an

anatomically defined area o f the superior temporal sulcus in the monkey. 

Brain Research 35, 528-532.

Duncan-Johnson, C.C., 1981. P300 latency: A new metric of information 

processing. Psychophysology 18,207-215.

Eason, R.G., 1981. Visual evoked potential correlates o f early neural filtering

during selective attention. Bulletin of the Psychonomic Society 18,203-206.

Eckert, M., 2004. Neuroanatomical Markers for Dyslexia: A Review of Dyslexia 

Structural Imaging Studies. The Neuroscientist 10, 362-371.

Eckert, M.A., Leonard, C.M., Richards, T.L., Aylward, E.H., Thomson, J.,

Beminger, V.W., 2003. Anatomical correlates o f dyslexia: frontal and 

cerebellar findings. Brain 126,482-494.

Eden, G.F., VanMeter, J.W., Rumsey, J.M., Maisog, J.M., Woods, R.P., Zeffiro, 

T.A., 1996. Abnormal processing of visual motion in dyslexia revealed by 

functional brain imaging. Nature 382, 66-69.

Eden, G.F., Zeffiro, T.A., 1998. Neural systems affected in developmental dyslexia 

revealed by functional neuroimaging. Neuron 21,279-282.

Ehri, L.C., 1995. Phases of development in learning to read words by sight. Journal 

o f Research in Reading 18 ,116-125.

Eliason, M.J., Richman, L.C., 1987. The continuous performance test in learning

disabled and nondisabled children. Journal o f Learning Disabilities 20 ,614- 

619.

Enroth-Cugell, C., Robson, J.G., 1966. The contrast sensitivity o f retinal ganglion 

cells o f the cat. Journal o f Physiology 187,517-552.

Erez, A., Pratt, H., 1992. Auditory event-related potentials among dyslexic and 

normal-reading children 3CLT and midline comparisons. International 

Journal o f Neuroscience 63, 247-264.

Facoetti, A., Turatto, M., 2000. Asymmetrical visual fields distribution of attention 

in dyslexic children: a neuropsychological study. Neuroscience Letters 290, 

216-218.

Facoetti, A., Lorusso, M.L., Cattaneo, € ., Galli, R., Molteni, M., 2005. Multi­

modal attentional capture is sluggish in children with developmental 

dyslexia. Acta Neurobiologiae Experimentalis 65, 61-72.

154



Fallgatter, A.J., Brandeis, D., Strik, W.K., 1997. A robust assessment o f the NoGo- 

anteriorisation o f P300 microstates in a cued Continuous Performance Test. 

Brain Topography 9, 295-302.

Fallgatter, A J., Strick, W.K., 1999. The No-Go anteriorization as a

neurophysiological standard-index for cognitive response control. 

International Journal of Psychophysiology 32,233-238.

Fallgatter, A.J., Bartsch, A.J., Zielasek, J., Herrmann, M.J., 2003. Brain electrical 

dysfunction of the anterior cingulate in schizophrenic patients. Psychiatry 

Research 124, 37-48.

Fallgatter, A.J., Herrmann, M.J., Hohoff, C., Ehlis, A.C., Jarczok, T.A., Freitag, 

C.M., Deckert, J., 2006. DTNBP1 (Dysbindin) Gene Variants Modulate 

Prefrontal Brain Function in Healthy Individuals. 

Neuropsychopharmacology 31,2002-2010.

Fawcett, A.J., Nicolson, R.I., 1992. Automatisation deficits in balance for dyslexic 

children. Perceptual and Motor Skills 75,507-529.

Fawcett, A J., Chattopadhyay, A.K., Kandler, R.H., Jarratt, J.A., Nicolson, R.I.,

■ Proctor, M., 1993. Event-related potentials and dyslexia. Annals o f the New 

York Academy o f Sciences 682,342-345.

Fawcett, A.J., Nicolson, R.I., 1999. Performance of dyslexic children on cerebellar 

7:"' and cognitive tests. Journal o f Motor Behavior 31, 68-78 .

Fawcett, A. J., Nicolson, R.I., 2001. Dyslexia: the role o f the cerebelum. In:

Fawcett, A. J., ed. Dyslexia: Theory arid good practice. Whurr, London, pp. 

89-105.

Fiebach, C.J., Friederici, A.D., Muller, K., von Cramon, D.Y., 2002. fMRI

evidence for dual routes in the mental lexicon in visual word recognition. 

Journal o f Cognitive Neuroscience 14,11-23.

Fiez, J.A., Balota, D.A., Raichle, M.E., Petersen, S.E., 1999. Effects o f lexicality, 

frequency, and spelling-to-sound consistency on the functional anatomy of 

reading. Neuron 24,205-218.

Finch, A.J., Nicolson, R.I., Fawcett, A.J., 2002. Evidence for a neuroanatomical 

difference within the olivo-cerebellar pathway o f adults with dyslexia. 

Cortex 38, 529-539.



Fletcher, J.M., Shaywitz, S.E., Shaywitz, B.A., 1999. Comorbidity of learning and 

attention disorders - Separate but equal. Pediatric Clinics o f  North America 

46, 814 pages.

Footman, B.R., Francis, D.J., Fletcher,'J.M., Schatschneider, C., Mehta, P., 1998. 

The role o f instruction in learning to read: Preventing reading failure in at- 

risk children. Journal of Educational Psychology 90, 37-55.

Frank, Y., Seiden, J.A., Napolitano, B., 1998. Electrophysiological changes in 

children with learning and attentional abnormalities as a function of age: 

event-related potentials to an “ oddball” paradigm. Clinical 

Electroencephalography 29,188-193.

Frith, C., Frith, U., 1996. A biological marker for dyslexia. Nature 382,19-20.

Frith, U., Wimmer, H., Landerl, K., 1998. Differences in phonological recoding in 

German- and English-speaking children. Sci Stud Read 2, 31-54. *

Galaburda, A.M., Sherman, G.F., Rosen, G.D., Aboitiz, F., Geschwind, N., 1985. 

Developmental dyslexia: four consecutive patients with cortical anomalies. 

Annals o f Neurology 18,222-233.

Galaburda, A.M., Rosen, G.D., Sherman, G.F., 1989. The neural origin o f  

developmental dyslexia: Implications for medicine, neurology and 

cognition. In: Galaburda, A. M., ed. From Reading to Neurons. MIT Press, 

Cambridge, MA, pp.

Galaburda, A.M., Menard, M.T., Rosen, G.D., 1994, Evidence for aberrant auditory 

anatomy in developmental dyslexia. Proceedings o f the National Academy 

o f Sciences o f the USA 91,8010-8013.

Galaburda, A.M., 1999. Developmental dyslexia: A multilevel syndrome. Dyslexia 

5,183-191.

Geschwind, N.L., 1968. Human brain: left-right asymmetries in temporal speech 

region. Science 161,186-187.

Gladstone, M., Best, C.T., 1983. Developmental Dyslexia: The Potential Role of 

Interhemispheric Collaboration in Reading Acquisition. In: Best, C , ed. 

Hemispheric Function and Collaboration in the Child. Academic Press, 

London, pp.

Glass, G.V., McGaw, B., Smith, M.L., 1981. Meta-analysis in social research. Sage 

Publications, Newbury Park, CA. ■

'  ’ ’  156



Godfrey,, J.J.,Syrdal-Lasky,A.K., Millay, K.K., Knox, C.M., 1981. Performance of 

Dyslexic Children on Speech Perception Tests. Journal o f Experimental 

Child Psychology 32,401-424.

Goswami, U., Bryant, P.E., 1990. Phonological Skills and Learning to Read. 

Lawrence Erlbaum Associates., Hillsdale NJ.

Goswami, U., 2000. Phonological representations, reading development and

dyslexia: towards a cross-linguistic theoretical framework. Dyslexia 6,133- 

151. v

Gough, P.B., Tunmer, W.E., 1986. Decoding, reading, and reading disability. 

Remedial and Special Education 7,6-10.

Gross-Glenn, K., Rothenberg, S., 1984. Evidence for deficit in interhemispheric , 

transfer o f information in dyslexic boys. International Journal of 

Neuroscience 24,23-35. , '

Habib, M., 2000. The neurological basis of developmental dyslexia: an overview 

and working hypothesis. Brain 123,2373-2399.

Halperin, J.M., Sharm, V., Greenblatt, E., 1991. Assessment of the continuous 

performance test: Reliability and validity in a nonreferred sample. 

Psychological Assessment 3, 603-608.

Hansen, P.C., Stein, J.F., Orde, S.R., Winter, J.L., Talcott, J., 2001. Are dyslexics' 

visual deficits limited to measures of dorsal stream function? NeuroReport 

12,1527-1530. . - " ■'

Hari, R., Sulkava, R., Haltia, M., 1982. Brainstem auditory evoked responses and 

alpha-pattern coma. Annals o f Neurology 11,187-189.

Hari, R., Saaskilahti, A., Helenius, P., Uutela, K., 1999. Non-impaired auditory 

phase locking in dyslexic adults. NeuroReport 10,2347-2348.

Hauk, O., Davis, M.H., Ford, M., Pulvermuller, F., Marslen-Wilson, W.D., 2006. 

The time course of visual recognition as revealed by linear regression 

analysis o f ERP data. Neuroimage 30, 1383-1400.

Heim, S., Eulitz, C., Elbert, T., 2003. Altered hemispheric asymmetry of auditory 

PlOOm in dyslexia. European Journal o f Neuroscience 17,1715-1722.

Helenius, P., Tarkiainen, A., Comelissen, P., Hansen, P.C., Salmelin, R., 1999. 

Dissociation of normal feature analysis and deficient processing o f letter- 

strings in dyslexic adults. Cerebral Cortex 9,476-483.

7  ■ 'v : '\  ■, ■ ... ;  1

157



Hendry, S.H.C., Reid, R.C., 2000. The koniocellular pathway in primate vision. 

Annual Review of Neuroscience 23,127-153.

Herrmann, M.J., Jacob, C., Unterecker, S., Fallgatter, A.J., 2003. Reduced 

response-inhibition in obsessive-compulsive disorder measured with 

topographic evoked potential mapping. Psychiatry Research 120,265-271.

Hill, G.T., Raymond, J.E., 2002. Deficits o f motion transparency perception in 

adult developmental dyslexics with normal unidirectional motion 

sensitivity. Vision Research 42,1195-1203.

Hillyard, S.A., Picton, T.W., 1987. Handbook of Physiology, Section 1: The

Nervous System. In: Plum, F., ed. Vol 5. Oxford University Press, Oxford, 

pp. 519-584.

Hillyard, S.A., Luck, S.J., Mangun, G.R., 1994. The cuing o f attention to visual 

field locations: analysis with ERP recordings.. In: Heinze, H. J., Munte, H. 

F., Mangun, G. R., eds. Cognitive elctrophysiology: event-related brain 

. potentials in basic and clinical research. Birkhausen, Boston, pp. 1-25.

Hinshelwood, J., 1895. Word blindness and visual memories. Lancet 2,1566-1570.

Hinshelwood, J., 1917. Congenital word blindness. Lewis, London.

Holmes, G.L., Khazipov, R., 2007. Basic Neurophysiology and the Cortical Basis 

of EEG. In: Blum, A. S., Rutkove, S. B., eds. The Clinical Neurophysiology 

Primer. Vol 1. Humana Press, pp. 19-33.

Horwitz, B., Ramsey, J.M., Donohue, B.C., 1998. Functional connectivity o f the 

angular gyrus in normal reading and dyslexia. Proceedings o f the National 

Academy of Sciences of the United States of America 95, 8939-8944.

Hubei, D.H., Wiesel, T.N., 1968. Receptive fields and functional architecture o f 

monkey striate cortex. Jumal o f Physiology 195,215-243.

Hulme, C., 1988. The implausibility o f low-level visual deficits as a cause of 

children^ reading difficulties. Cognitive Neuropsychology 5,369-374.

Hulme, C., Snowling, M., 1991. Phonological deficits in dyslexia: A ‘sound’

reappraisal o f the verbal deficit hypothesis? In N. Springer-Verlag, Singh 

and I. Beale (Eds.), Progress in Learning Disabilities. Berlin.

Hutzler, F., Kronbichler, M., Jacobs, A.M., Wimmer, H., 2006. Perhaps

correlational but not causal: no effect o f dyslexic readers’ magnocellular 

system on their eye movements during reading. Neiropsychologia 44, 637- 
648.

158



lies, J., Walsh, V., Richardson, A., 2000. Visual search performance in dyslexia. 

Dyslexia 6,163-177.

Ito, M., 1990. A new physiological concept on cerebellum. Revue Neurologique 

(Paris) 146, 564-569.

Jaskowski, P., Rusiak, P., 2005. Posterior parietal cortex and developmental 

dyslexia. Acta Neurobiologiae Experimentalis 65,79-94.

Jasper, H.A., 1958. The ten-twenty system of the international federation.

, Electroencephalography and Clinical Neurophysiology 10, 371-375.

Joanisse, M.F., Manis, F.R., Keating, P., Seidenberg, M.S., 2000. Language 

Deficits in Dyslexic Children: Speech Perception, Phonology, and 

Morphology. Journal o f Experimental Child Psychology 77,30-60.

Jonkman, L.M., Kemner, C., Verbaten, M.N., 1997. Event-related potentials and 

performance o f attention-deficit hyperactivity disorder: children and normal 

controls in auditory and visual selective attention tasks. Biological 

Psychiatry 41, 595-611. ■'

Jonkman, L.M., 2006. The development of preparation, conflict monitoring and

inhibition from early childhood to young adulthood; a Go/Nogo ERP study. 

Brain Research 1097,181-193.

Junghofer, M., Elbert, T., Tucker, D.M., Braun, C., 1999. The polar average 

reference effect: A bias in estimating the head surface integral in EEG 

recording. Clinical Neurophysiology 110,1149-1155.

Kadesjo, B., Gillberg, C., 1999. Developmental coordination disorder in Swedish 7- 

year-old children. Journal o f the American Academy o f Child and 

Adolescent Psychiatry 38, 820-828.

Kadesjo, B., Gillberg, C., 2001. The comorbidity o f ADHD in the general

population of Swedish school-age children. Journal o f Child Psychology 

and Psychiatry 42, 487-492.

Kandel, E.R., Schwartz, J.H., Jessell, T.M., 1995. Principles o f Neural Science. 

Third edition ed. Appleton & Lange, Norwalk, Connecticut.

Kaplan, B.J., Dewey, D.M., Crawford, S.G., Wilson, B.N., 2001. th e  term 

comorbidity is o f questionable value in reference to developmental 

disorders: Data and theory. Journal of Learning Disabilities 34,555-565.

Kaplan, E., Lee, B.B., Shapley, R.M., 1990. New views o f primate retinal function. 

Progress in Retinal Research 9,273-336. '

''r . 'T. -■ jj . ' ■ V ,

v •.".v.•; . v  • 159



Karl, M.E., 1993. Essentials o f clinical neurophysiology. Butterworth-Heinemann, 

Stoneham.

Kevan, A., Pammer, K., 2008. Making the link between dorsal stream sesnsitivity 

and reading. NeuroReport 19, 467-470.

Klimesch, W., Doppelmayr, M., Wimmer, H., Schwaiger, J., Rohm, D., Gruber,

W., Hutzier, F., 2001. Theta band power changes in normal and dyslexic 

children. Clinical Neurophysiology 112,1174-1185.

Klingberg, T., Hedehus, M., Temple, E., Salz, T., Gabrieli, J., Moseley, M.,

Poldrack, R., 2000. Microstructure o f temporo-parietal white matter as a 

basis for reading ability: Evidence from diffusion tensor magnetic resonance 

imaging. Neuron 493-500.

Kronbichler, M., Hutzier, F., Wimmer, H., 2002. Dyslexia: Verbal impairments in 

the absence of magnocellular impairments. NeuroReport 13, 617-620.

Kronbichler, M., Hutzier, F., Wimmer, Ft,, Mair, A., Staffen, W., Ladurner, G., 

2004. The visual word form area and the frequency with which words are 

encountered: evidence from a parametric fMRI study. Neuroimage 21, 946- 

, 9 5 3 ' ' ; A " / /
Kronbichler, M., Wimmer, H., Staffen, W., Hutzier, F., Mair, A., Ladurner, G., 

2008. Developmental dyslexia: gray matter abnormalities in the 

occipitotemporal cortex. Human Brain Mapping 29, 613-625.

. Kuba, M., Szanyi, J., Gayer, D., Kremlacek, J., Kubova, Z., 2001.

Electrophysiological testing o f dyslexia. Acta Medica (Hradec Kralove) 44, 

131-134.

Kujala, J., Pammer, K., Comelissen, P., A., R., Formisano, E., Salmelin, R., 2007. 

Phase Coupling in a Cerebro-Cerebellar Network at 8—13 Hz during 

Reading. Cerebral Cortex 17,1476—1485.

Kupietz, S.S.’, 1990. Sustained attention in normal and in reading-disabled 

, youngsters with and without ADDH. Journal o f Abnormal Child 

Psychology 18,357-372.

Kutas, M., McCarthy, G., Donchin, E., 1977. Augmenting mental chronometry: the 

P300 as a measure of stimulus evaluation time. Science 197,792-795.

Kutas, M., Hillyard, S.A., 1984. Brain potentials during reading reflect word 

expectancy and semantic assosiation. Nature 307, 161-163.

Lennie, P., 1980. Parallel visual pathways: a review. Vision Research 20, 561-594.

160



Lennie, P., Trevarthen, C., Van Essen, D., Wassle, H., 1990. Parallel processing of 

visual information. In: Spillmann, L., Werner, J., eds. Visual Perception: 

The Neurophysiological Foundations. Academic Press, New York, pp. 103-

■ 128. ■ ; y  \ :
Lennie, P., 1998. Single units and visual cortical organization. Perception 27, 889- 

935.
Lennie, P., 2003. Receiptive fields. Current Biology 13,216-219.

Leonard, C.M., Eckert, M.A., Lombardino, L.J., Oakland, T., Kranzler, J., Mohr,

C M., King, W.M., Freeman, A., 2001. Anatomical risk factors for 

phonological dyslexia. Cerebral Cortex 11,148-157.

Liberman, I.Y., D., S., F., F.W., Carter, B., 1974. Reading and the awareness of 

linguistic segments. Journal o f Experimental Child Psychology 18,201- 

■ ' ■ 212.  ' '

Lindgren, S.D., de Renzi, E., Richman, L.C., 1985. Cross-national comparisons of 

developmental dyslexia in Italy and the United States. Child Development 

56,1404-1417.

Livingstone, M.S., Rosen, G.D., Drislane, F.W., Galaburda, A.M., 1991.

Physiological and anatomical evidence for a magnocellular defect in 

developmental dyslexia. Proc. Natl. Acad. Sci. USA 88, 7943-7947.

Livingstone* M.S., Rosen, G.D., Drislane, F.W., Galaburda, A.M., 1993.

Physiological and anatomical evidence for a magnocellular deficit in 

developmental dyslexia. Correction. Proceedings o f the National Academy 

of Sciences o f the USA 90,2256.

Lopes da Silva, F., Van Rotterdam, A., 1999. Biophysical aspects o f  EEG and

magnetoencephalogram generation. In: Niedermeyer, E., Lopes da Silva, F., 

eds. Electroencephalography: basic principles, clinical applications, and 

related fields, 4th ed. Williams & Wilkins, Baltimore, MD, pp. 149-173.

Losier, B J., McGrath, P.J., Klein, R.M., 1996. Error Patterns on the continuous

performance test in non-medicated and medicated samples o f children with 

and without ADHD: a meta-analytic review. Journal o f Child Psychology 

and Psychiatry and Allied Disciplines 37, 971-987.

Lovegrove, W.J., Bwoling, A., Badcock, B., Blackwood, M., 1980. Specific

reading disability: differences in contrast sensitivity as a function of spatial 

: frequency. Science 210, 439-440.



Lovegrove, W.J., Martin, F., Bowling, A., Blackwood, M., Badcock, D., Paxton, S., 

1982. Contrast sensitivity functions and specific reading disability. 

Neuropsychologia 20, 309-315.

Lovett, M.W., Steinbach, K.A., Frijters, J.C., 2000. Remediating the Core Deficits 

of Developmental Reading Disability. Journal o f Learning Disabilities 33, 

334-358.

Lovrich, D., Stamm, J.S., 1983. Event-related potential and behavioral correlates o f 

attention in reading retardation. Journal of Clinical Neuropsychology 5,13- 

37.

Luck, S.J., Hillyard, S.A., 1994. Electrophysiological correlates o f  feature analysis 

during visual search. Psychophysiology 31,291-308.

Lund, J.S., 1988. Anatomical organisation of macaque monkey striate visual cortex. 
Annual Review of Neuroscience 11,253-288.

Lundberg, I., Frost, J., Petersen, O.P., 1988. Long term effects o f a pre-school

training program in phonological awareness. Reading Research Quarterly 

28,263-284.

Lundberg, I., Hoien, T., 2001. Dyslexia and phonology. In: Fawcett, A., ed. 

Dyslexia: Theory and good practice. Whurr, London, pp. 109-123.

Makeig, S., 2002. Science 295, 690-694.

Mangun, G.R., Hillyard, S.A., Luck, S.J., 1993. Electrocortical substrates o f visual 

selective attention. In: Meyer, D. E., Komblum, S., eds. Attention and 

performance XIV: synergies in experimental psychology, artificial 

intelligence, and cognitive neuroscience. MIT Press, Cambridge, pp. 219- 

243.

Manis, F., Seidenberg, M.S., Doi, L., McBride-Chang, C., Petersen, A., 1996. On 

the basis o f two subtypes o f developmental dyslexia. Cognition 58,157- 

.195:

Manis, F.R., McBrideChang, C., Seidenberg, M.S., Keating, P„ Doi, L.M.,

Munson, B., Petersen, A., 1997. Are speech perception deficits associated 

with developmental dyslexia? Journal o f Experimental Child Psychology 

66,211-235.

Martin, J., Lovegrove, W., 1987. Flicker contrast sensitivity in normal and 

specifically-disabled readers. Perception 16,215-221.



Martin, J.H., Lovegrove, W., 1984. The effects of field size and luminance on 

contrast sensitivity differences between specifically reading disabled and 

normal children. Neuropsychologia 22, 72-77.

Martin, J.H.,1995. The collective electrical behavior o f cortical neurons: the

electroencephalogram and the mechanisms o f epilepsy. In: Kandel, E. R., 

Schwartz, J. H., Jessell, T. M., eds. Principles o f Neural Science. Vol 50. 

Appleton & Lange, Norwalk, Connecticut, pp. 777-791.

Mason, C., Kandel, E.R., 1995. Central visual pathways. In: Kandel, E. R.,

Schwartz, J. H., Jessell, T. M., eds, Principles o f Neural Science. Vol 29. 

Appleton & Lange, Norwalk, Connecticut, pp. 420-439.

Maurer, U., Brem, S., Bucher, K., Kranz, F., Benz, R., Steinhausen, H.C., Brandeis,t , ■ .■
D., 2007. Impaired tuning o f a fast occipito-temporal response for print in 

dyslexic children learning to read. Brain 130, 3200-3210. •

McArthur, G.M., Hogben, J.H., Edwards, V.T., Heath, S.M., D., M.E., 2000. On 

the ‘specifics’ o f specific reading disability and specific language 

impairment. Journal of Child Psychology and Psychiatry 41, 869-874.

McCandliss, B.D., Cohen, L., Dehaene, S., 2003. The visual word form area:

expertise for reading in the fusiform gyrus. Trends in Cognitive Sciences 7,

293-299.:' :; '1
Mechelli, A., Gomo-Tempini, M.L., Price, C.J., 2003. Neuroimaging studies of 

word and pseudoword reading: consistencies, inconsistencies and 

limitations. Journal o f Cognitive Neuroscience 15,260- 271.

Merigan, W.H., Maunsell, J.H.R., 1993. How parallel are the primate visual 

pathways? Annual Review of Neuroscience 16,369-402.

Miles, T.R., 1983. The Bangor Dyslexia Test. Dyslexia: The Pattern o f Difficulties.

. p p <  -■ . "

Mody, M., Studdert Kennedy, M., Brady, S., 1997. Speech perception deficits in 

poor readers: Auditory processing or phonological coding? Journal of 

Experimental Child Psychology 64,199-231.

Moores, E., Nicolson, R.I., Fawcett, A.J., 2003. Attention deficits in dyslexia: 

Evidence for automatisation deficit. European Journal o f Cognitive 

Psychology 15,321-348.

Morgan, W.P., 1896. A case of congenital word blindness. British Medical Journal

163



Morton, J., Frith, U., 1995. Causal modelling: A structural approach to

developmental psychopathology. In: Cicchetti, D., D. J., C., eds. Manual of 

Developmental Psychopathology. Vol 2. Wiley, New York, pp. 274-298. 

Muller, R., Gopfert, E., Schlykowa, L., Anke, D., 1990. The human motion VEP as 

a function o f size and eccentricity of the stimulation field. Documenta 

Ophthalmologica 76, 81-89.

Murray, B.A., Stahl, S.A., Ivey, M.G., 1996. Developing phoneme awareness 

through alphabet books. Reading and Writing 8, 307-322.

Musiek, F.E., 2004. Central deafiiess associated with a midbrain lesion. Journal of 

American Academy of Audiology 15,133-151.

Naatanen, R., 1992. Attention and brain function. Lawrence Erlbaum, New Jersey. 

Naidoo, S., 1972. Specific Dyslexia: The research report o f the ICAA Word Blind 

Centre for Dyslexic Children. Pitman, London. *

Neville, H.J., Mills, D.L., 1997. Epigenesis of language. Mental Retardation and 

Developmental Disabilities Research Reviews 3,282-292.

Newton, M.J., Thomson, M.E., Richards, I.L., 1976. The Aston Index as a Predictor 

of Written Language Difficulties - A Longitudinal Study. Aston University,

pp. ' , ■
Nicolson, R.I., Fawcett, A.J., 1990. Automaticity: a new framework for dyslexia

research. Cognition 35,159-182.

Nicolson, R.I., Fawcett, A. J., 1994a. Comparison of deficits in cognitive and motor- 

skills among children with dyslexia.'Annals of Dyslexia 44,147-164. 

Nicolson, R.I., Fawcett, A.J., 1994b. Reaction times and dyslexia. Quarterly Journal 

of Experimental Psychology 47,29-48.

Nicolson, R.I., Fawcett, A.J., 1995. Dyslexia is more than a phonological disability.

Dyslexia: An international journal o f research and practice 1,19-37. 

Nicolson, R.I., Fawcett, A.J., Dean, P., 1995. Time estimation deficits in

developmental dyslexia: Evidence of cerebellar involvement. Proceedings 

of the Royal Society o f London. Series B: Biological Sciences Biological 

Science, 43-47.

Nicolson, R.I., 1996. Developmental Dyslexia; Past, Present and Future. Dyslexia: 

An international journal o f research and practice 2,190-207.

164



Nicolson, R.I., Fawcett, A.J., Berry, E.L., Jenkins, I.H., Dean, P., Brooks, D.J.,

1999, Association of abnormal cerebellar activation with motor learning 

difficulties in dyslexic adults. Lancet 353,1662-1667.

Nicolson, R.I., Daum, I., Schugens, M.M., Fawcett, A.J., Schulz, A., 2000.

Abnormal eyeblink conditioning for dyslexic children. Nature Neuroscience 

submitted.

Nicolson, R.I., Fawcett, A. J., 2000. Long-term learning in dyslexic children. 

European Journal of Cognitive Psychology 12,357-393.

Nicolson, R.I., Fawcett, A.J., 2001. Dyslexia as a Learning Disability. In: Fawcett, 

A. J., ed. Dyslexia: Theory and Good Practice. Whurr Books, London, pp. 

141-159.

Nicolson, R.I., Fawcett, A.J., Dean, P., 2001. Developmental dyslexia: the 

cerebellar deficit hypothesis. Trends in Neurosciences 24, 513-515.

Nicolson, R.I., Fawcett, A., 2007. Procedural learning difficulties: reuniting the 

developmental disorders? Trends in Neurosciences 30,135-141.

Niedeggen, M., Wist, E.R., 1991. Detection of motion direction is correlated with 

motion-evoked potentials. Perception 21,32.

Niedeggen, M., Wist, E.R., 1999. Characteristics o f visual evoked potentials

generated by motion coherence onset. Cognitive Brain Research 8,95-105.

Nolte, J., 2002. The human brain: an introduction to its functional anatomy. 5th ed. 

St Louis: Mosby, pp. 410-447.

Nunez, P.L., 1995. Neocortical dynamics and human EEG rhythms. Oxford 

University Press, New York.

O'Connor, K., Hamm, J.P., Kirk, I.J., 2007. Neurophysiological responses to face, 

facial regions and objects in adults with Asperger's syndrome: An ERP 

investigation. International Journal o f Psychophysiology 63,283-293.

O'Donnell, B., Friedman, S., Swearer, J., Drachman, D., 1992. Active and passive 

P3 latency and psychometric performance: influence o f age and individual 

differences. International Journal o f Psychophysiology 12,187-195.

Oken, B.S., Chiappa, K.H., 1986. Statistical issues concerning computerized 

analysis o f brainwave topography. Annals o f Neurology 19,493-494.

Oldfield, R.C., 1971. The'assessment and analysis o f handedness: the Edinburgh 

inventory. Neuropsychologia 9, 97-113.

'  165



Orton, S.T., 1937. Reading, Writing and Speech Problems in Children. Norton,

New York.

Osterhout, L., Holcomb, P J., Swinney, D.A., 1994. Brain potentials elicited by 

garden-path sentences: evidence of the application of verb information 

during parsing. Journal of Experimental Psychology, Learning, Memory and 

Cognition 20, 786-803.

Pammer, K., Hansen, P., Holliday, I., Comelissen, P.L., 2006. Attentional shifting 

an dht erole o f the dorsal pathway in visual word recognition. 

Neuropsychologia 44,2926-2936.

Parviainen, T., Helenius, P., Salmelin, R., 2005. Cortical differentiation of speech 

and nonspeech sounds at 100 ms: implications for dyslexia. Cerebral Cortex 

15,1054-1063.

Paulesu, E., Frith, U., Snowling, M., Gallagher, A., Morton, J., Frackowiak, R.S., 

Frith, C.D., 1996. Is developmental dyslexia a disconnection syndrome? 

i Evidence from PET scanning. Brain 119,143-157.

Paulesu, E., 2001. Dyslexia: cultural diversity and biological unity. Sccience 291.

Paulesu, E., Demonet, J.F;, Fazio, F., Cappa, S.F., Cossu, G., Frith, C.D., Frilh, U., 

2001. Defining dyslexia-Response. Science 292,1301-1301.

Pavlidis, G.T., 1981. Do eye movements hold the key to dyslexia? 

Neuropsychologia 19, 57-64.

Pedley, T. A., Traub, R.D., 1990. Physiological basis o f the EEG. In: Daly, D. D., 

Pedley, T. A., eds. Current practice o f clinical electroencephalography, 2nd 

ed. Raven Press, New York, pp. .107-137.

Pelli, D.G., 1997. The VideoToolbox software for visual psychophysics: 

Transforming numbers into movies. Spatial Vision 10,437-442.

Peterson, N.N., Schroeder, C.E., Arezzo, J.C., 1995. Neural generators o f early 

cortical somatosensory evoked potentials in the awake monkey. 

Electroencephalography and Clinical Neurophysiology 96,248-260.

Petkov, C.I., O'Connor, K.N., Benmoshe, G., Baynes, K., Sutter, M.L., 2005. 

Auditory perceptual grouping and attention in dyslexia. Brain Research. 

Cognitive Brain Research 24,343-354.

Picton, T.W., Hillyard, S.A., Krausz, H.I., Galambos, R., 1974. Human auditoty 

evoked potentials: evaluation o f components. Elecrroencephaiography and 
Clinical Neurophysiology 36, 179-190. >

166



Picton, T.W., Hillyard, S.A., 1988. Endogenous event-related potentials. In: Picton, 

T. W., ed. Human Event-Related Potentials. Handbook of

Electroencephalography and Clinical Neurophysiology. Elsevier, Amsterdam, pp. 

361-426.

Picton, T.W., Bentin, S., Berg, P., Donchin, E., Hillyard, S.A., Johnson, J.R.,

Miller, G-A., Ritter, W., Ruchkin, D.S., Rugg, M.D., Taylor, M.J., 2000. 

Guidelines for using human event-related potentials to study cognition: 

Recording standards and publication criteria. Psychophysiology 37,127- 

152.

Pinkerton, F., Watson, D.R., McClelland, R.J., 1989. A neurophysiological study of 

children with reading, writing and spelling difficulties. Developmental 

Medicine and Child Neurology 31, 569-581.

Polich, J., Donchin, E., 1988. P300 and word frequency effect.
Electroencephalography and Clinical Neurophysiology 70, 33-45.

Polich, J., Kok, A., 1995. Cognitive and biological determinants o f P300: an 

integrative review. Biological Psychology 41,103-146.

Polich, J., 1996. Meta-analysis o f P300 normative aging studies. Psychophysiology 

33,334-353.

Polich, J., 1997. On the relationship between EEG and P300: individual differences, 

aging, and ultraradian rhythms. International Journal o f Psychophysiology 

299-317.

Polich, J., Criado, J.R., 2006. Neuropsychology and neuropharmacology o f P3a and 

P3b. International Journal of Psychophysiology 60, 172-185.

Polk, T.A., Farah, M.J., 2002. Functional MRI evidence for an abstract, not

perceptual, word-form area. Journal o f Experimental Psychology 131,65- 

72. \

Posner, M.I., 1980. Orienting of attention. Quarterly Journal o f  Experimental 

Physiology 32, 3-25.

Price, C.J., Gomo-Tempini, M.L., Graham, K.S., Biggio, N., Andrea Mechelli, A., 

Patterson, K., Noppeneya, U., 2003. Normal and pathological reading: 

converging data from lesion and imaging studies. Neuroimage 20, S30-S41.

Price, C.J., Devlin, J.T., 2004. The pro and cons o f labeling a left occipitotemporal 

region: “The visual word form area”. Neuroimage 22,477-479.



Price, C.J., Mechelli, A., 2005. Reading and reading disturbance. Current Opinion 

in Neurobiology 15,231-238.

Pugh, K.R., Mend, W.E., Jenner, A.R., Katz, L., Frost, S.J., Lee, J.R., Shaywitz,

S.E., Shaywitz, B. A., 2000. Functional neuroimaging studies o f reading and 

. reading disability (developmental dyslexia). Mental Retardation and 

Developmental Disabilities Research Reviews 6,207-213.

Pugh, K.R., Mend, W.E., Jenner, A.R., Katz, L., Frost, S J., Lee, J.R., Shaywitz, 

S.E., Shaywitz, B.A., 2001. Neurobiological studies o f reading and reading 

disability. Journal of Communication Disorders 34,479-492.

Purpura, K., Kaplan, E., Shapley, R.M., 1988. Background light and the contrast 

gain o f primate P and M retinal ganglion cells. Proceedings o f the National 

Academy o f Sciences of the United States o f America 85,4534-4537.

Purvis, K.L., Tannock, R., 2000. Phonological Processing, Not Inhibitory Control, 

Differentiates ADHD and Reading Disability. Journal o f  the American 

Academy of Child and Adolescent Psychiatry 39,485-494.

Rae, C., Harasty, JAj , Dzendrowskyj, T.E., Talcott, J.B., Simpson, J.M., Blamire,

: A.M., Dixon, R.M., Lee, M.A., Thompson, J.T., Styles, P., A.J., R., Stein, 

J.F., 2002. Cerebellar morphology in developmental dyslexia, 

Neuropsychologia 40,1285-1292.

Ramus, F., 2003. Developmental dyslexia: specific phonological deficit or general 

sensorimotor dysfunction? Current Opinion in Neurobiology 13,212-218.

Ramus, F., Rosen, S., Dakin, S.C., Day, B.L., Castellote, J.M., White, S., Fnth, U., 

2003a. Theories o f developmental dyslexia: insights from a multiple case 

study o f dyslexic adults. Brain 126, 841-865.

Ramus, F., Pidgeon, E., Frith, U., 2003b. The relationship between motor control 

and phonology in dyslexic children. Journal o f Child Psychology and 

Psychiatry and Allied Disciplines 44, 712-722.

Ramus, F., 2004. Neurobiology of dyslexia: a reinterpretation o f the data. Trends in 

Neurosciences 27, 720-726.

Reed, M.A., 1989. Speech perception and the discrimination o f brief auditory cues 

in reading disabled children. Journal o f Experimental Child Psychology 48, 

270-292.

168



Reid, A.A., Szczerbinski,M., Iskierka-Kasperek, E., Hansen, P., 2006. Cognitive 

profiles of adult developmental dyslexies: theoretical implications. Dyslexia

Reinvang, I., 1998. Validation of reaction time in continuous performance tasks as 

an index of attention by electrophysiological measures. J Clin Exp 

Neuropsychol. 20, 885-897.

Richards, G.P., Samuels, S.J., Tumure, J.E., Ysseldyke, J.E., 1990. Sustained and 

selective attention in children with learning disabilities. Journal of Learning 

Disabilities 23,129-136.

Richards, T.L., Comia, D., Serafini, S., Steury, K., Echelard, D.R., Dager, S.R., 

Marro, K., Abbott, R.D., Maravilla, K.R., Berninger, V.W., 2000. The 

effects o f a phonologically driven treatment for dyslexia on lactate levels as 

measures by proton MRSI. American Journal of Neuroradiology 21,916- 

922. :y

Richardson, A.J., Calvin, C.M., Clisby, C., Schoenheimer, D.R., Montgomery, P., 

Hall, J.A., Hebb, G., Westwood, E., Talcott, J.B., Stein, J.F., 2000. Fatty 

acid deficiency signs predict the severity of reading and related difficulties 

in dyslexic children. Prostaglandins Leukotrienes and Essential Fatty Acids 

63,69-74.

Robichon, F., Habib, M., 1998. Abnormal colossal morphology in male adult

dyslexics: relationships to handedness and phonological abilities. Brain and 

Language 62, 127-146.

Rosen, S., Manganari, E., 2001. Is there a relationship between speech and

nonspeech auditory processing in children with dyslexia? Journal of Speech 

Language and Hearing Research 44, 720-736.

Rossion, B., Joyce, C.A., Cottrell, G.W., Tarr, M.J., 2003. Early lateralization and

orientation tuning for face, word, and object processing in the visual cortex. 

Neuroimage 20,1609-1624.

13,1-24.

Rosvold, H.E., Mirsky, A.F., Sarason, L, Bransome, E.D., Beck, L.H., 1956. A 

continuous performance test of bram damage. Journal o f Consulting

Psychology 20,343-350.

Rugg, M.D., Coles, M.G.H., 1995. Electrophysiology of mind: Event-related 
 potentials and cognition. Oxford University wess, Uxtord.

169



Rutherford, B J., 2006. Reading disability and hemispheric interaction on a lexical 

decision task. Brain and Cognition 60, 55-63.

Rutter, M., Yule, W., 1975. The concept of specific reading retardation. Journal of 

Child Psychology and Psychiatry 16,181-197.

Salisbury, D.F., Griggs, C.B., Shenton, M.E., McCarley, R.W., 2004. The NoGo 

P300 'antenorization' effect and response inhibition. Clinical 

Neurophysiology 115, (1550-1558.

Salmelin, R., Service, E., Kiesila, P., Uutela, K., Salonen, O., 1996. Impaired visual '' 

word processing in dyslexia revealed with magnetoencephalography.

Annals o f Neurology 40,157-162.

SAS Institute, I., 1998. StatView, Version 5. 2nd ed., Cary, NC.

Sayers, B., Beagley, H.A., Hanshall, W.R., 1974. The mechanisms o f auditory 

evoked EEG responses. Nature 247,481-483. .

Scheuerpflug, P., Plume, E., Vetter, V., Schulte-Koeme, G., Deimel, W., Bartling,

J., Remschmidt, H., Warnke, A., 2004. Visual information processing in 

dyslexic children. Clinical Neurophysiology 115, 90-96.

Schmahmann, J.D.  ̂Sherman, J.C., 1998. The cerebellar cognitive affective 

syndrome - Reply. Brain 121,2203-2205.

Schulte-Kome, G., Remschmidt, H., Warnke, A., 1991. Selective visual attention 

v and continuous attention in dyslexic children: An experimental study.

[German] Zeitschrift fur Kinder- und Jugendpsychiatrie 19, 99-106.

Schulte-Kome, G., Deimel, W., Bartling, J., Remschmidt, H., 1999a. Pre-attentive 

processing o f auditory patterns in dyslexic human subjects. Neuroscience 

Letters 276,41-44.

Schulte-Kome, G., Bartling, J., Deimel, W., Remschmidt, H., 1999b. Attenuated 

hemispheric lateralization in dyslexia: evidence o f a visual processing 

deficit. NeuroReport 10,3697-3701.

Schulte-Kome, G., Bartling, J., Deimel, W., 2004. Visual evoked potential elicited 

by coherenty moving dots in dyslexic children. Neuroscience Letters 357, 

207-210.

Seifert, J., Scheuerpflug, P., Zillessen, K.-E., Fallgatter, A., Wamke, A., 2003.

■ Electrophysiological investigation o f the effectiveness o f methylphenidate 

in children with and without ADHD. Journal of Neural Transmission 110,

170

821-829.



Sereno, S.C., Rayner, K., Posner, M.I., 1998. Establishing a time-line of word 

recognition: evidence from eye movements and event-related potentials. 

NeuroReport 9,2195-2200. -

Serniclaes, W., Sprenger-Charolles, L., Carre, R., Demonet, J.F., 2001. Perceptual 

discrimination of speech sounds in developmental dyslexia. Journal of 

Speech Language and Hearing Research 44, 384-399.

Shapley, R., Lennie, P., 1985. Spatial frequency analysis in the visual system. 

Annual Review of Neuroscience 8,547-583.

Shaywitz, B.A., Fletcher, J.M., Shaywitz, S.E., 1994. Interrelationships between

reading disability and attention deficit-hyperactivity disorder. In: Capute, A. 

J., Accardo, P. J., Shapiro, B. K., eds. The Learning Disabilities Spectrum: 

ADD, ADHD and LD. York Press., Baltimore, MD, pp.

Shaywitz, B.A., 1998a. Functional organization of the brain o f reading and 

dyslexia. Biological Psychiatry 43,210.

Shaywitz, S., 1996. Dyslexia. Scientific American (November) 78-84.

Shaywitz, S.E., Escobar, M.D., Shaywitz, B.A., Fletcher, J.M., Makuch, R., 1992. 

Evidence that dyslexia may represent the lower tail of a normal distribution 

of reading ability. The New England Journal Of Medicine 326,145-150.

Shaywitz, S.E., 1998b. Current concepts - Dyslexia. New England Journal o f  

Medicine 338,307-312.

Shucard, D., Abara, J., McCabe, D., Benedict, R., Shucard, J., 2004. The effects of 

covert attention and stimulus complexity on the P3 response during an 

auditory continuous performance task. International Journal o f 

Psychophysiology 54,221-230.

Silberberg, G., Gupta, A., Markram, H., 2002. Stereotypy in neocortical 

microcircuits. Trends in Neurosciences 25,227-230.

Silva-Pereyra, J.U., Fernandez, T., Harmonya, T., Bernal, J., Galan, L., Daz-

Comasc, L., Femandez-Bouzas, A., Yanez, G., Rivera-Gaxiola, M., M., R., 

Marosi, E., 2001. Delayed P300 during Sternberg and color discrimination 

tasks in poor readers. International Journal o f Psychophysiology 40,17-32.

Skottun, B.C., Skoyles, J., 2006. The use o f visual search to assess attention. 

Clinical and Experimental Optometry 89,241-245.

Skottun, B.C., Skoyles, J.R., 2007. Dyslexia and rapid visual processing: a

commentary. Journal of Clinical and Experimental Neuropsychology 1,1-8.

171



Skottun, B.G., Skoyles, J.R., 2008. Coherent motion, magnocellular sensitivity and 

the causation of dyslexia. International Journal o f Neuroscience 118,185- 

190.

Slaghuis, W.L., Ryan, J.F., 1999. Spatio-temporal contrast sensitivity, coherent

motion, and visible persistence in developmental dyslexia. Vision Research 

39, 651-668.

Snowling, M., 1980. The development of grapheme-phoneme correspondences in 

normal and dyslexic readers. Journal o f Experimental Child Psychology 29, 

294-305.

Snowling, M., 1981. Phonemic deficits in developmental dyslexia. Psychological 

Research 43, 219-234.

Snowliñg, M., Goulandris, N., Bowlby, M., Howell, P., 1986a. Segmentation and 

speech perception in relation to reading skill: a developmental analysis. 

Journal o f  Experimental Child Psychology 41,487-507.

Snowling, M., Stackhouse, R.J., Rack, J.P., 1986b. Phonological dyslexia and

. dysgraphia -  a developmental analysis. Cognitive Neuropsychology 3, 309- 

339. . •; ' ■ ■■ ’

Snowling, M., 1987. Dyslexia: A cognitive developmental perspective. Blackwell, 

Oxford.

Snowling, M., Hulme, C., 1989. A Longitudinal Case Study of Developmental 

- Phonological Dyslexia. Cognitive Neuropsychology 6, 379 - 401.

Snowling, M., Chiat, S., Hulme, C., 1991. Words, nonwords and phonological 

processes - some comments on Gathercole, Willis, Emslie, ad Baddeley. 

Applied Psycholinguistics 12, 369-373.

Snowling, M., 2000. Dyslexia. 2nd edition ed. Blackwell, Oxford.

Snowling, M.J., 1995. Phonological processing and developmental dyslexia.

Journal o f Research in Reading 18,132-138.

Solan, H.A., Shelley-Tremblay, J.F., Hansen, P.C., Larson, S., 2007. Is there a 

common linkage among reading comprehension, visual attention, and 

magnocellular processing? Journal o f Learning Disabilities 40,270-278.

Srinivasan, R., Nunez, P.L., Silberstein, R.B., Tucker, D.M., Cadusch, P J., 1996. 

Spatial sampling and filtering o f EEG with spline-Laplacians to estimate 

cortical potentials. Brain Topography 8, 355-366.

172



Srinivasan, R., Tucker, D.M., Murias, M., 1998. Estimating the spatial nyquist of 

the human EEG. Behavioral Research Methods, Instruments, & Computers 

30,8-19. '

Stackhouse, J., Wells, B., 1997. Children's speech and literacy difficulties: a 

Psycholinguistic framework. Whurr, London.

Stanovich, K., Siegel, L., Gottardo, A., 1997. Converging evidence for

phonological and surface subtypes o f reading disability. Journal of 

Educational Psychology 89,114-127.

Stanovich, K.E., 1980. Towards an interactive compensatory model o f individual 

differences in the development o f reading fluency. Reading Research 

Quarterly 16, 32-46.

Stanovich, K.E., 1988. Explaining the Differences between the Dyslexic and the 

Garden-Variety Poor Reader: The Phonological-Core Variable-Difference 

Model. Journal o f Learning Disabilities 21, 590-604.

Stanovich, K.E.j Siegel, L.S., 1994. The phenotypic performance profile o f reading- 

. disabled children: a regression-based test of the phonological-core variable- 

differencemodel. Journal of Educational Psychology 86,1-30.

Stein, J., Walsh, V ., 1997. To see but not to read; the magnocellular theory of 

dyslexia. Trends in Neurosciences 20,147-152.

Stein, J., Talcott, J., 1999. Impaired neuronal timing in developmental dyslexia - 

the magnocellular hypothesis. Dyslexia 5, 59-77.

Stein, J., Walsh, V., 1999. Impaired neural timing in developmental dyslexia - The 

magnocellular hypothesis. Dyslexia 5, 59-77.

Stein, J., 2003. Visual motion sensitivity and reading. Neuropsychologia 41,1785- 

1793."

Stein, J.F., 2001 . The magnocellular theory of developmental dyslexia. Dyslexia 7, 

12-36. ,

Stelmack, R.M.* Saxe, B.J., Noldy-Cullum, N., Campbell, K.B., Armitage, R.,

1988. Recognition memory for words and event-related potentials: a 

comparison o f normal and disabled readers. Journal o f Clinical and 

(Experimental Neuropsychology 10,185-200.

Steriade, M., McCormick, D.A., Sejnowski, T.J., 1993. Thalamocortical

oscillations in the sleeping and aroused brain. Science and Justice 262, 679- 

685.

173



Stem, B.J., 1982. Evaluation o f brainstem stroke using brainstem auditory evoked 

responses. Stroke 13, 705-711.

Strik, W.K., Fallgatter, A.J., Brandeis, D., Pascual-Marqui, R.D., 1998. Three- 

dimensional tomography of event-related potentials during response 

inhibition: evidence for phasic frontal lobe activation. 

Electroencephalography and Clinical Neurophysiology 108, 406-413.

Sutton, S., Braren, M., Zubin, J., John, E.R., 1965. Evoked potential correlates of 

stimulus uncertainty. Science and Justice 150,1187-1188.

Swan, D., Goswami, U., 1997: Phonological awareness deficits in developmental 

dyslexia and the phonological representations hypothesis. Journal of 

Experimental Child Psychology 66,18-41.

Talcott, J.B., Hansen, P.C., Stein, J.F., 1998a. Visual magnocellular impairment in 

developmental dyslexics. Neuroophthalmology 20,187-201. ■

Talcott, J.B., Hansen, P.C., Willis-Owen, C., McKinnell, I.W., Richardson, A.J., . 

Stein, J.F.; 1998b; Visual magnocellular impairment in adult developmental 

dyslexics. Neuro-Ophthalmology. Neuro-Ophthalmology 20, 187-201.

Talcott, J.B., Hansen, P.C., Assoku, E.L., Stein, J.F., 2000. Visual motion 

sensitivity in dyslexia: evidence for temporal and energy integration 

deficits. Neuropsychologia 38,935-943.

Talcott, J.B., Gram, A„ Van Ingelghem, M., Witton, C., Stein, J.F., Toennessen, 

F.E., 2003. Impaired sensitivity to dynamic stimuli in poor readers o f a ", 

regular orthography. Brain and Language 87,259-266.

Tallal, P., Percy, M., 1973. Defects o f non-verbal auditory perception in children 

with developmental .aphasia. Nature 241, 468-469.

Tallal, P., Piercy, M., 1974. Developmental aphasia: rate o f auditory processing and 

selective impairment o f consonant perception. Neuropsychologia 12, 83-93.

Tallal, P., Piercy, M., 1975. Developmental aphasia: the percpetion of brief vowels 

and extended stop consonants. Neuropsychologia 13, 69-74.

Tallal, P., Miller, S., Fitch, R.H., 1993. Neurobiological basis o f speech - a case for 

the pre-eminence o f temporal processing. Annals o f the New York 

Academy of Sciences 682,27-47.

Tamowski, K.J., Prinz, R.J., Nay, S.M., 1986. Comparative analysis of attentional 

deficits in hyperactive and learning-disabled children. Journal of Abnormal 

Psychology 95, 341-345.

174



Taroyan, N., A., Thiyagesh, S., Frisby, J.P., Buckley, D., Woodruff, P.W.R.,

Young, C., Vigon, L., Saatchi, R., 2004. The effects o f ageing on stereopsis. 

A VEP study. Documenta Ophthalmologica 108, 185-196.

Taroyan, N.A., Nicolson, R.I., Fawcett, A J., 2007. Behavioural and

neurophysiological correlates o f dyslexia in the continuous performance 

task. Clinical Neurophysiology 118, 845-855.

Taylor, M J., Keenan, N.K., 1990. Event-related potentials to visual and language 

stimuli in normal and dyslexic children. Psychophysiology 27,318-327.

Tessier-Lavigne, M., 1995. Phototransduction and information processing in the 

retina. In: Kandel, E. R., Schwartz, J. H., Jessell, T. M., eds. Principles of 

Neural Science. Vol 28. Appleton & Lange, Norwalk, Connecticut, pp. 401- 

417.

Tootell, R.B.H., Reppas, J.B., Kwong, K.K., Malach, R., Bom, R.T., Brady, T.J., 

Rosen, B.R., Belliveau, J.W., 1995. Functional analysis o f human MT and 

related visual cortical areas using magnetic resonance imaging. Journal of 

Neuroscience 15, 3215-3230.

Torgesen, J.K.; Wagner, R.K., Rashotte, C.A., 1994. Longitudinal-studies of

phonological processing and reading. Journal of Learning Disabilities 27, 

276-286. V

Treiman, R., Tincoff, R.j Rodriguez, K., Mouzaki, A., Francis, D.J., 1998. The 

foundations o f literacy: learning the sounds o f letters. Child Development 

69,1524- 1540.

Troy, J.B., Lennie, P., 1987. Detection latencies o f X and Y type cells o f the cat's 

dorsal lateral geniculate nucleus. Experimental Brain Research 65, 703-706.

Tucker, D., 1993. Spatial sampling of head electrical fields: the geodesic sensor net. 

Electroencephalography and Clinical Neurophysiology 87,154-163.

Valdois, S., Gerard, C., Vanault, P., Dugas, M., 1995. Peripheral developmental 

dyslexia - a visual attentional account. Cognitive Neuropsychology 12,31-

van der Leij, A., van Daal, V., 1999. Automatization aspects o f dyslexia: Speed 

limitations in word identification, sensitivity to increasing task demands, 

and orthographic compensation. Journal o f Learning Disabilities 32,417-

'.V

.1. 175



van Leeuwen, T.H., Steinhausen, H.C., Overtoom, C.C., Pascual-Marqui, R.D., 

van't Klooster, B., Rothenberger, A., Sergeant, J.A., Brandeis, D., 1998. 

The continuous performance test revisited with neuroelectric mapping: 

impaired orienting in children with attention deficits. Behavioral Brain 

Research 94, 97-110.

Vanni, S., Uusitalo, M.A., Kiesila, P., Hari, R., 1997. Visual motion activates V5 in 

dyslexics. NeuroReport 8,1939-1942.

Vellutino, F.R., 1979. Dyslexia: Theory and research. MIT Press, Cambridge, MA.

Vellutino, F.R., Scanlon, D.M., Sipay, E.R., Small, S.G., Pratt, A., Chen, R.S., 

Denckla, M.B., 1996. Cognitive profiles o f difficult-to-remediate and 

readily remediated poor readers: Early intervention as a vehicle for 

distinguishing between cognitive and experiential deficits as basic causes o f  

specific reading disability. Journal o f Educational Psychology 88, 601-638.

Vellutino, F.R., Fletcher, J.M., Snowling, M., Scanlon, D.M., 2004. Specific

reading disability (dyslexia): what have we learned in the past four decades? 

Journal o f Child Psychology and Psychiatry and Allied Disciplines 45,2-40.

Verleger, R., Paehge, T., Kolev, V., Yordanova, J., Jaskowski, P., 2006. Gn the 

relation o f movement-related potentials to the go/no-go effect on P3. 

Biological Psychology 73,298-313.

Vidyasagar, T.R.; 1999. A neuronal model o f attentional spotlight: parietal guiding 

the temporal. Brain Research Reviews 30, 66-76.

Vidyasagar, T.R., 2001. From attentional gating in macaque primary visual cortex 

to dyslexia in humans. Progress in Brain Research 134,297-312.

Vidyasagar, T.R., 2004. Neural underpinnings o f dyslexia as a disorder o f visuo- 

spatial attention. Clinical and Experimental Optometry 87,4-10.

Vidyasagar, T.R., 2005. Attentional gating in primary visual cortex: A 

physiological basis for dyslexia. Perception 34,903-911.

Visser, T.A.W., Boden, C., Giaschi, D.B., 2004. Children with dyslexia: evidence 

for visual attention deficits in perception o f rapid sequences o f objects. 

Vision Research 44, 2521-2535.

von Plessen, K., Lundervold, A., Duta, N., Heiervang, E., Klauschen, F., Smievoll, 

A.I., Ersland, L., Hugdahl, K., 2002. Less developed corpus callosum in

dyslexic subjects - a structural MRI study. Neuropsychologia 40, 1035-
■■■> ■ ■■■ ■ '■■■■' ■ ■......  ........... ................... ................. .
1044.



Wechsler, D., 1991. Wechsler Intelligence Scale for Children, 3rd Ed. The 

Psychological Coloration, Europe, Sidcup UK.

Wechsler, D., 1993. Wechsler Objective Reading Dimension. The Psychological 

Corporation, London.

Whitford, T.J., Rennie, C.J., Grieve, S.M., Richard Clark, C., Gordon, E., Williams, 

L.M., 2007. Brain Maturation in Adolescence: Concurrent Changes in 

Neuroanatomy and Neurophysiology. Human Brain Mapping 28,228-237.

Wijers, A.A., Been, P.H., Romkes, K.S., 2005. Dyslexies show a deviant

lateralization o f attentional control: a brain potential study. Neuroscience

Letters 374, 87-91.

Willcutt, E.G., Pennington, B.F., 2000. Comorbidity o f reading disability and

attention-deficit/hyperactivity disorder: Differences by gender and subtype. 

Journal o f Learning Disabilities 179-191.

Wilson, T.W., Leuthold, A.C., Moran, J.E., Pardo, P J., Lewis, S.M.,

Georgopoulos, A.P., 2007. Reading in a deep orthography: neuroimaging 

evidence for dual-mechanisms. Experimental Brain Research 180,247-262.

Wimmer, H., Goswami, U., 1994. The influence o f orthographic consistency on 

reading development: word recognition in English and German children. 

Cognition 51, 91-103.

Wimmer, H., Mayringer, H., Landerl, K., 1998. Poor reading: a deficit in skill- 

automatization or a phonological deficit? Sci Stud Read 2, 321-340.

Wimmer, H., Mayringer, H., Raberger, T., 1999. Reading and dual-task balancing: 

Evidence against the automatization deficit explanation o f developmental 

dyslexia. Journal o f Learning Disabilities 32,473-478.

Wimmer, H., Hutzler, F., Wiener, C., 2002. Children with dyslexia and right

parietal lobe dysfunction: Event-related potentials in response to words and 

pseudowords. Neuroscience Letters 331,211-213.

Wolf, M., Bowers, P.G., 1999. The double-deficit hypothesis for the developmental 

dyslexias. Journal o f Educational Psychology 91,415-438.

Wolf, M., O'Brien, B., 2002. On issues of time, fluency, and intervention. In:

Nicolson, R. I., FawCett, A., eds. Dyslexia: Theory and Best Practice, pp.

World Federation o f Neurology, 1968. Report o f research group on dyslexia and 

world illiteracy. WFN, Dallas.

177



World Health Organisation, L-. 1993 , The international classification o f diseases. 

Classification of mental and behavioural disorders. Vol 10. World Health 

Organisation, Geneva.

Yap, R., Vati der Leij, A., 1993. Word processing in dyslexies: An automatic

decoding deficit? Reading and Writing: An Interdisciplinary Journal 5,261- 

279.

Yap, R., van der Leij, A., 1994. Testing the Automatization Deficit Hypothesis Of 

Dyslexia Via a Dual-Task Paradigm. Journal o f Learning Disabilities 27, 

660-665.

Zeki, S.M., 1973. Colour coding in rhesus monkey prestriate cortex. Brain 

Research 53, 422-427.

Zillessen, K.E., Scheuerpflug, P., Fallgatter, A.J., Strik, W.K., Wamke, A., 2001.

Changes o f the brain electrical fields during the continuous performance test 

in ADHD boys depending on methylphenidate medication. Clinical 

Neurophysiology 112,1166-1173.



8. APPEN D IC ES

8.1. Information sheet for participants

EEG study of Reaction Times in Dyslexia

You are invited to take part in a study looking at changes in brain electrical activity 

during a reaction time test. Detailed instructions will be provided.

What is the aim of the study?
The aim of this study is to investigate whether there are interesting differences 
between dyslexic and non-dyslexic participants in the way their brains respond on 

seeing letters and looking for a sequence.

What will the EEG show?
EEG is a simple way of measuring the electrical activity of the brain. If it is 

recorded to a particular event, then averaging a number of trials will help to have a 

potential or a response related to appearance of that particular event. This is called 

the evoked potential (EP) technique. Another goal of study is to analyse the 

frequency components of EEG recording.

What will the EEG recording involve?
This technique involves placing on the head a ‘net’ of small 

non-intrusive pads. The current Net in use in this Department 

is a 128-channel cap of little plastic tubes with sponges that 

are placed on your head by the experimenter. The Net will be 

soaked in advance in a special solution that contains distilled 

water, a bit of lo salt and Johnson’s baby shampoo in order to 

improve the conductivity of brain signals. It is a reasonably 

comfortable procedure -  it doesn’t hurt at all! Your hair will 

get slightly wet while applying the Net, so it’s worth bringing 
a comb along for afterwards. The technique is in common use

© Electrical

Geodesics Inc

179



world-wide, even with babies. The experimenter will monitor 

the progress o f the task in the adjacent room. You will always 

be able to communicate to the experimenter i f  you need to.

What will I have to do during EEG recording?

During recording, different letters will be, presented in the centre o f a computer 

screen in between two vertical lines. You will be asked to fixate these lines and 

attend to the letters appearing within these fixation lines. You will be also asked to 

refrain from blinks and head and body movements (especially when the stimulus is 

on) as much as possible to prevent interference of the noise with signal. You will be 

given full instructions before the start o f the recording and have a trial run to 

familiarise you with the task.

How long will the EEG sessions last?

The task and recording itself will last about 15 min. The whole experiment 

including the appliance o f the Net and practice session will last about 1 hour. —

Is the EEG safe?

This type o f recording is considered completely safe. It does not involve exposure' 

to radiation; neither does it involve any injections. The sponges attached to the 

scalp only record the ongoing activity o f the brain. You will be in a normally 

illuminated room and able to speak to us throughout. The study can be stopped at 

any time if  you wish. Fully trained staff will be present. The type of EEG to be 

employed is in routine use in the Department of Psychology, Sheffield University.

Will I be rewarded for taking part?

We will pay you £5 an hour.

What if I change my mind during the study?
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Your participation in the research is entirely voluntary. You have the right to 

withdraw from the study at any point, without having to give a reason and without 

your future study being affected in any way.

What will happen to the information from the study?

The EEG recorded data and information for all the participants will be analysed to 

see whether there are any interesting differences between groups o f dyslexic and 

non-dyslexic participants. The results, I hope, will be published in the dyslexia 

research literature in order to be o f maximum use worldwide. Any results about you 

personally will be held in the strictest confidence and not disclosed to anyone 

outside the project. The results will be described completely anonymously as far as 

participants are concerned.

What if I have further questions?

Please do not hesitate to contact Dr. Angela Fawcett or Naira Taroyan at:

Psychology Department

Western Bank, University o f Sheffield,

Sheffield, S10 2TP

Tel (Naira Taroyan): (0114) 222 6553 or email: N.A.Tarovan@,sheffield.ac.uk.

Additional information:

The study has been approved by Research Ethics Committee o f Sheffield 

University Psychology Department. It would take place in the EEG lab o f  

Psychology department at a time convenient for participants.

Naira Taroyan (Researcher)

} ■

Dyslexia Research Group 

Department o f Psychology 

University o f Sheffield



8.2. Research consent form

EEG study of different types of performance in Dyslexia

PLEASE

NECESSARY

DELETE AS

Have you understood the participant information sheet? YES/NO

Have you had an opportunity to ask questions and 

discuss this study?

YES/NO

Have you received satisfactory answers to all your questions? YES/NO

Have you received enough information about the study?

To whom have you spoken? .................... .........................

YES/NO

Do you understand that you do not need to take part in the study and if you do enter 

you are free to withdraw -

- at any time

- without having to give a reason for withdrawing YES/NO
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Do you agree to take part in this study? 

YES/NO

Signed:.. Date:

(NAME IN BLOCK LETTERS)

Contact phone number:— ..............

(As you already have parental consent to participate in the dyslexia projects, we 

don’t need it again).

8.3. Instructions for the CPT study

Welcome to the Experiment
You will see a sequence of letters.

Please press first button (from left) only when you see letter 'X1 preceded by letter 

'O'. '■

Please try to refrain form blinks and other bodily movements during the recording.

Do nothing otherwise 

Press any key when you are ready to start
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8.4. Instructions for the coherent motion study

Welcome to the Experiment

You will see various combinations of small dots moving on the screen. In some 

cases they will move upwards, from the bottom to the top o f the screen. In other 

cases, they will move randomly in different directions. Your task is to press the first 

button on your left with the index finger o f the right hand, when you see dots 

moving upwards. When you see the dots moving randomly in different directions 

(like TV noise), please press the second button on your left with the middle finger 

of your right hand.

Please try to avoid eye blinks during stimulus display as much as possible 

Press any key when you are ready to start

8.5. Instructions for the lexical decision task

Welcome to the Experiment

You will see a sequence o f letter combinations. Some of them will be real words, 

others will be nonsense words, i.e., without any meaning. Your task is to press the 

first button on your left with the index finger of your right hand when you see a real 

word. When you see a nonsense word, please press the second button on your left 

with the middle finger o f your right hand.

Please try to avoid eye blinks during stimulus display as much as possible

Press any key when you are ready to start

t *

y„v;
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8.6. Graphs for the Tables 2.2 & 2.3

PI amplitude and latency (with standard error bars) in CPT task in Go and NoGo 
conditions and left, central and right (L, C, R) areas of occipital cortex

N1 amplitude and latency

GoL GoC GoR NoGoL NoGoC NoGoR

P3 amplitude and latency

GoL GoC GoR NoGoL NoGoC NoGoR

Dyslexic
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