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A B S T R A C T

The loss of ice from Antarctica and Greenland is the main source of
uncertainty for sea-level rise predictions under a warming climate. Ice
fabrics - the distribution of crystal orientations within a polycrystal
- are key for understanding the dynamics of ice. Understanding ice
fabrics enables us to infer processes occurring within ice sheets. In
addition, ice fabrics can cause the flow rate to vary by a factor of 9

in different directions. Despite this, it is still a challenge to model
ice fabrics both accurately and efficiently. I develop the first fully
constrained continuum model for fabric evolution which agrees with
experimental results and has only temperature and velocity gradient
as inputs, with low computational cost. Using this model I explore fab-
rics generated across a spectrum of two-dimensional deformations and
temperatures. Results show that intermediate deformation regimes
between pure and simple shear result in a smooth transition between
a fabric characterised by a cone-shape and a secondary cluster pat-
tern. Highly-rotational deformation regimes produce a weak girdle
fabric. I also predict fabrics within an ice stream and compare results
to measured ice fabrics from cores at the East Greenland Ice Core
Project (EGRIP) site by tracing the flow path upstream using satellite
data. This approach correctly predicts the fabric pattern at EGRIP - a
girdle/horizontal maxima perpendicular to the flow. The results also
provide insights into properties deep within the ice sheet such as the
level of basal slip. In summary, the fabric model and its applications
presented in this thesis enable prediction of ice fabrics much more
accurately and easily than previously. Due to its numerical efficiency
the developed and tested fabric evolution model presented in this
work can now be coupled to large-scale ice-sheet models and provide
a reliable basis for estimating the effect of viscous anisotropy.

vii





C O N T E N T S

1 introduction 1

1.1 Research questions 2

1.2 Thesis outline 3

2 background 5

2.1 Ice microstructure 5

2.1.1 Processes affecting fabric evolution 5

2.1.2 Observed fabrics 10

2.1.3 Fabric patterns 11

2.2 Modelling ice 13

2.2.1 Overview of modelling approaches 13

2.2.2 Anisotropy and the flow of ice 14

2.2.3 Mathematical representations of the fabric 19

2.2.4 Fabric evolution 21

3 the evolution of ice fabrics : a continuum mod-
elling approach validated against laboratory

experiments 27

3.1 Introduction 28

3.2 Model details 29

3.2.1 Evolution equation 29

3.2.2 Non-dimensionalisation 30

3.3 Spectral method 31

3.4 Results 33

3.4.1 General forms of the fabric 33

3.4.2 Strain-rate dependence 35

3.4.3 Inversion for parameters in simple shear 37

3.4.4 Extrapolation to compression 39

3.5 Discussion 42

3.5.1 General model behaviour 42

3.5.2 Prediction of strain-rate dependence 45

3.5.3 Comparison with other models 48

3.5.4 Future Applications 48

3.6 Conclusions 49

4 ice fabrics in two-dimensional deformations : be-
yond pure and simple shear 51

4.1 Introduction 52

4.2 Background 52

ix



x contents

4.2.1 Experiments in intermediate deformations 52

4.2.2 Classifying flow regimes 53

4.2.3 Open questions addressed here 57

4.3 Methods 57

4.3.1 Non-dimensionalisation 59

4.3.2 Pole figure and cross section representation 59

4.4 Results 61

4.4.1 General fabric evolution: dependence on tem-
perature and vorticity number 61

4.4.2 Fabric regime diagrams for cluster angle and
fabric type 63

4.4.3 Analysis of fabric evolution timescales 70

4.5 Discussion 72

4.5.1 Fabric patterns across deformation regime and
temperature space 72

4.5.2 Finite strains required for fabric evolution 73

4.5.3 Consequences for ice core interpretation 74

4.5.4 Implications for ice flow properties and mod-
elling 75

4.6 Conclusions 77

5 numerical modelling of ice stream fabrics : im-
plications for recrystallization processes and

basal slip conditions 79

5.1 Introduction 79

5.2 Background 81

5.2.1 Shallow ice and shallow shelf approximations 81

5.2.2 The EGRIP site 82

5.3 Methods 86

5.3.1 Deformation history 86

5.3.2 Temperature history 88

5.3.3 Dimensional form of SpecCAF 88

5.4 Results 88

5.4.1 The effect of slip at the base of the ice sheet on
fabric development throughout an ice stream 89

5.4.2 Strain-rate dependence of rotational recrystal-
lization 93

5.5 Discussion 94

5.5.1 Girdle & horizontal maxima perpendicular to
the flow 94

5.5.2 Oscillation in eigenvalues 95



contents xi

5.5.3 Fabric strength & rotational recrystallization 95

5.5.4 The importance of basal slip for the flow of
NEGIS 96

5.5.5 Timescales for fabrics to adjust to new deforma-
tions 97

5.5.6 Deformation mechanisms in ice stream flow 98

5.6 Conclusions 99

6 ongoing and future work 101

6.1 Ongoing work 101

6.1.1 Numerical method 102

6.1.2 Preliminary Results 104

6.2 Future work 105

7 discussion and conclusions 109

7.1 General discussion 109

7.2 Conclusions 116

a spherical harmonics 119

a.1 Using the spherical harmonics to solve partial differen-
tial equations 120

a.1.1 Relationship between spherical harmonics and
orientation tensors 122

b numerics and constraining of speccaf 123

b.1 Number of harmonics 123

b.2 Experimental data used in comparison 123

c parameter sensitivity study 127

bibliography 139



L I S T O F F I G U R E S

Figure 2.1 Image from Faria et al. (2014). Ice 1h. Red rep-
resents oxygen, white hydrogen. The hexagonal
symmetry is shown by the yellow dashed line.
The top view is along the c-axis, whereas the
bottom view is along the a-axis. 6

Figure 2.2 Sketch of the primary slip systems in ice, taken
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Figure 2.3 Diagram showing the four processes that can
affect the ice fabric. An illustration of the mech-
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sulting effect on a pole figure of orientation
mass distributions is shown for each one. (a)
Under basal slip deformation, the c-axis rotates
towards the axis of compression. In the pole
figure for this case the cluster of c-axes at θ1

also move towards the compression axis. (b)
Rigid body rotation: any vorticity in the flow
acts to rotate the crystallites and their c-axes
around the axis of rotation. (c) Rotational re-
crystallization: n1,2,3 represent grains with their
orientation illustrated by the direction of hatch-
ing. Sub grains form at the boundaries between
larger grains with intermediate orientations. In
the pole figure, this translates to a diffusion of
high intensity clusters of orientation towards
n1,2,3. (d) Migration recrystallization: the grain
with a lower dislocation density, with orienta-
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dislocation density. In the pole figure, the mass
fraction of c-axes towards n1 increases and the
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1
I N T R O D U C T I O N

Mass loss from ice sheets is set to be the main contributor to sea-
level rise this century (e.g. Shepherd et al., 2018). Reliably predicting
sea-level rise depends on accurately modelling ice flow. One of the
most important controls on ice flow dynamics is the ice fabric, i.e.
the arrangement of the crystallographic axes within a polycrystal.
Strong alignment of the crystal lattices may cause the strain-rate
response to an applied stress to vary by a factor of 9 in different
directions (e.g. Pimienta and Duval, 1987). Hence, understanding the
fabrics present in any flowing ice sheet, i.e. Antarctica or Greenland,
is important for predicting ice-sheet flow and, in turn, the loss of
ice over time. Furthermore, with understanding ice fabric we can
infer other properties deep into the ice-sheet, such as deformation,
basal-conditions and temperature variations.

The damage caused by sea-level rise will cause significant hardship
in terms of livelihood and habitat loss. The damage is likely to hurt
most those people living in the poorest parts of the world, such as
the small islands in the South Pacific and around river deltas in
Bangladesh (Byravan and Rajan, 2010). Improving our understanding
of ice dynamics allows a greater understanding of the flow of ice-sheets
and therefore leads to more accurate predictions of the magnitude of
this sea-level rise, allowing for better planning and mitigation in areas
most affected.

When ice deforms or flows, the crystals within align along preferred
directions. The distribution of crystal orientations is called the fabric
or Crystallographic Preferred Orientation (CPO). Ice develops a fabric
whenever it is deformed, and the fabric pattern produced is dependent
on factors such as the deformation and temperature history. Therefore,
by understanding the fabric we can infer information about processes
deep into the ice-sheet, such as deformation conditions, temperature
and the level of slip at the base of the ice sheet.

The fabric of ice also leads to viscous anisotropy in the ice. This
means the viscosity of ice varies with direction. It has been shown
that the flow rate of ice can vary by a factor of 9 in different directions
(e.g. Pimienta and Duval, 1987). The flow itself in turn influences the
fabric. This dynamic coupling between the flow field and the fabric
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2 introduction

makes the study of ice a mathematically rich problem, and accurately
modelling ice fabrics key for predicting the flow of ice. Despite the
above, viscous anisotropy is commonly neglected or incorporated very
crudely, in part because ice fabric evolution models cannot accurately
reproduce fabrics seen in the natural world.

Due to the complexity, analysis and discussion of ice fabrics has
focussed primarily on those deformed under a limited set of deforma-
tions. Fabrics from ice cores are commonly deformed under compres-
sion, as the majority of ice core sites are at these locations for better
climate data. Fabrics from experiments are also limited primarily to
compression or simple shear. The fabrics produced in these conditions
are well known, but there is a need to extend this understanding to
the whole space of possible deformations, in order to truly understand
the deformations in ice-sheets.

The study of ice fabrics and anisotropy present in ice also has many
parallels with other areas. Olivine aggregates that govern the rheology
of the Earth’s mantle are also an area where crystalline anisotropy
influences a viscous flow. Improving our understanding of ice fabrics
can also lead us to improve our understanding of these other materials,
with have key geophysical importance.

1.1 research questions

To improve our understanding and modelling of ice fabrics, in this the-
sis I present a new, validated continuum model for ice fabric evolution
and compare it to both laboratory experimental results and real-world
conditions, as well as using it to explore a range of general defor-
mations and temperature conditions. The main research questions I
explore in this thesis are:

Q1: How can we improve our modelling of ice fabrics, including all
key processes while retaining computational efficiency?

Q2: How do the processes affecting fabric evolution vary with tem-
perature and strain-rate?

Q3: Can we explain fabric patterns produced in completely general
deformations, both in nature and in laboratory experiments, by
taking exclusively deformation by dislocation creep into account?

Q4: How can the developed fabric evolution model be used to im-
prove our understanding of the dynamics of ice sheets?
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Q5: What is needed from a fabric evolution model to simulate viscous
anisotropy and have we reached this stage?

1.2 thesis outline

Including this introduction, this thesis contains 7 Chapters. Chapter 2

introduces the key concepts and theory from literature for ice fabric,
ice rheology and viscous anisotropy, and both small and large-scale
modelling approaches. This is followed by 3 chapters of original sci-
entific research, covering the development of a novel, constrained
continuum ice fabric evolution model, and its application to both gen-
eral deformations and temperatures - to explore the whole parameter
space of fabrics, as well as applying it to simulate fabrics observed in
an ice core obtained from a real-world location. Chapter 6 contains an
overview of ongoing work to couple ice fabric evolution to viscous
anisotropy, as well as possible future directions. Finally in chapter 7 I
provide a general discussion of the findings in this thesis, specifically
in light of the research questions above, and finish with conclusions.

Chapter 3 outlines my development of the SpecCAF model: a meso-
scopic continuum equation for fabric evolution. The chapter describes
the novel spectral solution method, and the process of comparing
the model to experiments to constrain the parameters as functions of
temperature. This results in the first fully constrained model for ice
fabric evolution. This chapter represents the content of Richards et al.
(2021b).

Chapter 4 describes the application of the SpecCAF model described
previously to natural two-dimensional flows. This is motivated by the
fact that the literature tends to consider only the cases of pure and
simple shear. We extend this by using the model to explore the fabrics
produced by deformations between pure and simple shear, as well as
those more rotational than simple shear. This includes presenting a
regime diagram for fabric patterns and using the model to explore
steady-state properties not reachable in experiments. This chapter
largely represents the content of Richards et al. (2021a).

Chapter 5 uses SpecCAF to simulate the fabrics from ice cores taken
from the EGRIP site, a new drilling site in an active ice stream. Here, I
use satellite data, combined with assumptions based on the shallow
ice approximation with basal-slip, to predict the upstream path and
velocity gradient tensor upstream of EGRIP. I can then predict the
fabric using the deformation along the path. We compare the fabrics by
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SpecCAF with the results from EGRIP, and use this to infer information
about the strain-rate dependence of parameters and conditions in the
ice-sheet such as the level of basal-slip at EGRIP.



2
B A C K G R O U N D

This chapter gives an overview of the theory behind modelling fabric
evolution and viscous anisotropy in ice. I begin with a description of
the ice crystal structure at a microscopic scale, and the microstructural
processes relevant to the ice fabric. I then review the modelling ap-
proaches for fabric evolution with a focus on models which can be
incorporated into large-scale ice-sheet models. I then cover the current
approaches to represent the anisotropic viscous rheology.

2.1 ice microstructure

The anisotropy of ice occurs due to its poly-crystalline microstructure.
The ice that occurs naturally on Earth is known as Ice-1h and forms
a hexagonal lattice structure as seen in fig. 2.1. Due to the hexagonal
structure, the ice crystal has rotational symmetry. The axis of this
symmetry is called the c-axis and is normal to the basal plane. A
connected region of crystalline lattice with a common orientations
is termed a grain and the regions between grains are termed grain
boundaries. A polycrystal refers to a region of ice that contains a num-
ber of grains, and this can vary in size. The fabric or crystallographic
preferred orientation (CPO) of a polycrystal refers to the distribution of
crystal orientations within a polycrystal. A polycrystal with a random
distribution of lattice orientations is said to have an isotropic fabric
or no CPO. Other names used in the literature for fabric are texture or
lattice preferred orientation (LPO).

2.1.1 Processes affecting fabric evolution

Ice in the natural world, which mostly exists relatively close to its
melting point, will undergo creep when deformed. This is in a similar
manner to polycrystalline materials such as olivine in the mantle and
metals. Ice is considered a good model material for studying these
other polycrystalline materials (Wilson et al., 2014). This creep can
then be described as a ‘flow’ at large scales. For ice deformed in both
the laboratory and in ice-sheets, it is creep through the movement
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Figure 2.1: Image from Faria et al. (2014). Ice 1h. Red represents oxy-

gen, white hydrogen. The hexagonal symmetry is shown

by the yellow dashed line. The top view is along the c-axis,

whereas the bottom view is along the a-axis.

Figure 2.2: Sketch of the primary slip systems in ice, taken from Placidi

(2005). The figure shows the hexagonal lattice structure and

the c-axis.
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of dislocations - local defects in the lattice arrangement caused by
impurities or a local excess or deficiency of hyrogen atoms (Glen,
1968) - that is generally considered to dominate (Goodman et al., 1981;
Paterson, 1999).

From dislocation theory (e.g. Weertman and Julia R. Weertman,
1992) the slip systems in ice - planes along which dislocations can
move - are shown in fig. 2.2. Of these slip systems, dislocation creep
along the basal plane is approximately 70 times easier than prismatic
slip, and 180 times easier than pyramidal slip (Duval et al., 1983). Con-
sequently, for temperatures typical in an ice sheet (−10°C to −30°C)
basal-slip tends to dominate (Duval et al., 2010). Nevertheless, slip on
the other planes must occur due to geometric compatibility. Recent
work (Chauve et al., 2017) shows that in certain conditions non-basal
slip can account for up to 30% of the deformation. However, despite
this, dislocation creep along the basal planes (basal-slip deformation)
dominates the contribution to macroscopic deformation (e.g. Petrenko
and Whitworth, 2002)

As mentioned above, the normal to the basal plane is called the
c-axis and due to the dominance of basal-slip deformation it is a com-
mon assumption to consider only the distribution of the c-axes when
describing the ice fabric. As ice flows, the c-axes align to produce a
fabric from the combination of deformation and recrystallization. Fig-
ure 2.3 illustrates schematically the deformation and recrystallization
processes that affect the fabric: basal-slip deformation, rigid-body rota-
tion, rotational recrystallization and migration recrystallization, which
I will describe in turn below. For each, the effect on the microstructure
is shown above a diagram, referred to as a pole figure, in which the
shading indicates the mass distribution of c-axis orientations projected
onto a plane. Since the pole figures are antipodally symmetric, it
shows all the orientation information.

The effect of basal-slip deformation on the fabric (fig. 2.3a) can be
understood through an analogy to a deck of cards sliding over one an-
other: under compression the c-axes tend to rotate towards the axis of
compression (Azuma and Higashi, 1984). A corresponding pole figure
of the mass distribution of c-axis orientations shows the movement
of a cluster of c-axes towards the compression axis. Furthermore, any
vorticity in the flow acts to rotate the c-axes around the axis of vorticity
(fig. 2.3b). Under these two mechanisms the change in orientation of
the c-axis of a single grain can be described by

ċi = wijcj − ι(dijcj − dklclckci), (2.1)
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Figure 2.3: Diagram showing the four processes that can affect the

ice fabric. An illustration of the mechanism on the mi-

crostructure, as well as the resulting effect on a pole figure

of orientation mass distributions is shown for each one. (a)

Under basal slip deformation, the c-axis rotates towards

the axis of compression. In the pole figure for this case the

cluster of c-axes at θ1 also move towards the compression

axis. (b) Rigid body rotation: any vorticity in the flow acts

to rotate the crystallites and their c-axes around the axis

of rotation. (c) Rotational recrystallization: n1,2,3 represent

grains with their orientation illustrated by the direction of

hatching. Sub grains form at the boundaries between larger

grains with intermediate orientations. In the pole figure,

this translates to a diffusion of high intensity clusters of

orientation towards n1,2,3. (d) Migration recrystallization:

the grain with a lower dislocation density, with orientation

n1, migrates into the grain with a higher dislocation den-

sity. In the pole figure, the mass fraction of c-axes towards

n1 increases and the mass fraction towards n2 decreases.
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where w and d are the spin and strain-rate tensors of the individual
grain or crystal and ι ≤ 1 is a parameter. For the case of slip only on
the basal-plane ι = 1. The first term wijcj represents the change in the
c-axis due to rotation in the flow. The second term describes mathe-
matically the process illustrated in fig. 2.3a for basal-slip deformation.

Rotational recrystallization and its effect on the microstructure is
illustrated in fig. 2.3c. This occurs when dislocations in the microstruc-
ture recover into subgrain boundaries which, with increasing strain,
will develop into grains (Drury et al., 1985). As dislocations are concen-
trated close to grain boundaries due to stress heterogeneities (Piazolo
et al., 2015), subgrains, and therefore new grains developing from
subgrains, tend to occur near grain boundaries. The orientation of
these new grains is similar to their parent grains but has some random
difference. This random process on the micro-scale causes a diffusion
of any clusters of orientation in the distribution function (Gödert,
2003).

Figure 2.3d illustrates migration recrystallization, again illustrating
the microstructural affect and the corresponding change in a pole
figure. Migration recrystallization is mainly driven by a difference in
strain energy i.e. energy related to unbound dislocation density either
side of a grain boundary (e.g. Humphreys and Hatherly, 2004). Hence,
in the case of such strain induced migration recrystallization (Drury
et al., 1985; Drury and Urai, 1990) the less strained grain grows at the
expense of the more strained grain resulting in an overall decrease
in the strain energy of the system. As the strain energy stored in a
grain (corresponding to the dislocation density) is directly related
to the imposed stress (Gottstein and Shvindlerman, 1999) migration
recrystallization is inherently related to stress as well. The dislocation
density accumulated within a certain grain is primarily a response to
its orientation relative to the main deviatoric stress axes. For example,
a grain favourably oriented for basal slip (which as discussed earlier
requires far less stress than other slip systems) will accumulate less
dislocations than a grain that is oriented unfavourably. Consequently,
depending on the deformation regime, grains of certain orientation
will grow at the expense of grains of another unfavourable orientation.
As a result, the effect of migration recrystallization is to produce c-axes
clustered towards certain orientations in a polycrystal.

The above processes are all driven through the movement of dis-
locations in the ice lattice. Another process which may cause ice to
deform is diffusional creep. This may occur for ice deformed at very
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low stresses with very low grain sizes (Azuma et al., 1999; Goldsby
and Kohlstedt, 1997).

Grain boundary sliding is another deformation mechanism, which
is accommodated by either diffusional or dislocation creep. This occurs
when grains slide relative to each other. Grain boundary sliding on its
own will not produce a fabric (Zhang et al., 1994) however dislocation
creep acting to accommodate grain boundary sliding will still produce
a fabric. It has been suggested that grain boundary sliding may be the
dominant, or a significant mechanism at the stress and strain-rates of
ice sheets (Goldsby and Kohlstedt, 2001). However, this is controversial
(Duval and Montagnat, 2002), because deformation primarily by grain
boundary sliding will either not produce a fabric, or produce a much
weaker fabric than deformation solely by dislocation creep. This would
seem inconsistent with the strong fabrics consistently observed from
cores taken from ice sheets (Duval and Montagnat, 2002).

2.1.2 Observed fabrics

Ice fabrics can be observed through laboratory experiments, through
ice cores from real-world locations, and, more recently, inferred through
seismic and radar measurements.

In the laboratory, the majority of experiments are performed in
compression, either in pure shear (2D) or unconfined (uniaxial) com-
pression (3D), without any rotational component (e.g. Craw et al., 2018;
Fan et al., 2020; Jacka, 2000; Jacka and Maccagnan, 1984; Piazolo et al.,
2013). The other endmember considered is simple-shear (Journaux
et al., 2019; Qi et al., 2019). Laboratory experiments provide detailed
fabric measurements in known conditions. However experiments are
mostly limited to endmember deformation regimes, as well as to
strains of around 0.4 for compression (Fan et al., 2020) and 2 for direct
simple shear (Qi et al., 2019).

Fabrics can also be analysed by taking ice cores in ice sheets. An
understanding of these fabrics enables us to interpret the deformation
regime and temperature history of ice cores. Initial studies of ice cores
have concentrated on ice domes or divides (Gow, 1961; Holtzscherer et
al., 1954; Johnsen et al., 1995). These locations are deliberately chosen
because they have minimal deformation, to act as a good proxy for
past climate data. At domes, the ice will be deformed vertically in
unconfined compression, producing either a single-maximum or a
girdle shape fabric (fig. 2.4). Recently, ice cores have become available
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in locations with more complex deformation regime histories (Stoll,
2019; Treverrow et al., 2010). Stoll (2019) show examples of a variety of
fabric shapes such as girdles and single-maximum fabrics orientated
in different directions as well as relatively faster fabric development
with depth compared to ice cores taken at or near divides. Fabrics can
also be measured from boreholes using sonic and optical techniques
(Gusmeroli et al., 2012; Kluskiewicz et al., 2017).

Recently, data from radar and seismics has also been used to infer
fabric properties (Booth et al., 2020; Fujita et al., 2006; Matsuoka et al.,
2003). These methods can capture natural ice fabrics without expensive
drilling, allowing data to be collected at more active locations such as
ice streams (Jordan et al., 2020).

2.1.3 Fabric patterns

Figure 2.4 illustrates schematically some commonly observed fabric
patterns seen in laboratory experiments and from ice cores. These are
illustrated by pole figures as in fig. 2.3. Laboratory experiments study-
ing fabric evolution have been performed mostly in uniaxial compres-
sion and this produces either a single maximum at low temperatures
(fig. 2.4a) or a cone-shape fabric at high temperatures (fig. 2.4b). At low
temperatures (T ≈ −30◦ C) the basal-slip deformation regime domi-
nates and this causes c-axes to rotate towards the axis of compression,
producing the single-maximum shown in fig. 2.4a. The cone-shape
fabric shown in fig. 2.4b, seen in experiments such as Kamb (1972).
is produced by the balance of basal-slip deformation and migration
recrystallization. The process of migration recrystallization acts to con-
sume grains orientated towards the compression axis, and grow grains
orientated in a ring 45◦ away from the compression axis. Therefore,
the balance of basal-slip deformation regime and migration recrys-
tallization produces a ring or cone-shape pattern in the pole figure.
In pure shear (2D compression), the grains produced by migration
recrystallization instead form two clusters at 45◦. This is shown in
fig. 2.4c. This can be thought of like a cone-shape fabric confined to
two dimensions. This has been seen in experiments such as Budd et al.
(2013).

Recent simple shear experiments produce either a single-maximum
at low temperatures, or a single-maximum with an offset secondary
cluster (fig. 2.4d) at intermediate strains and high temperatures (Jour-
naux et al., 2019; Qi et al., 2019). This pattern is similar to a double-
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Figure 2.4: Illustration showing common fabrics or CPOs which de-

velop in ice, illustrated by their pole figures, as well as the

deformation regime and temperature they typically occur

at. The pole figures show the distribution of c-axis orienta-

tions, with the compression axis at the centre. (a) shows a

single-maximum fabric, produced in unconfined compres-

sion or simple shear at low temperatures (Qi et al., 2019).

(b) shows a cone-shape fabric, produced in unconfined

compression at higher temperatures, when grain-boundary

migration is active (Paterson, 1999). This can also be con-

sidered a girdle fabric when the cone-angle approaches 90◦.

(c) shows a double maxima fabric produced in confined

compression (pure shear) (Budd et al., 2013). (d) shows

a single-maximum with a secondary cluster, produced in

simple shear at higher temperatures (Kamb, 1972; Qi et al.,

2019). The normal to the shear plane is at the centre of

this pole figure. (e) shows a girdle fabric, expected to be

produced in unconfined extension but not performed in

the laboratory. The arrows show the extension direction.
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maxima but the presence of vorticity in simple shear causes the cluster
that is not aligned with the shear plane normal to be advected towards
the primary cluster. As the secondary cluster’s orientation changes,
grains of that orientation accumulate more dislocations so start to be
consumed by migration recrystallization. This results in the imbalance
in cluster strengths seen in fig. 2.4d.

2.2 modelling ice

2.2.1 Overview of modelling approaches

The range of interest in the deformation of ice is vast, ranging from
micrometres for studying the microstructural, grain-grain interactions;
to 1000s of kilometres when studying ice-sheets. Consequently, dif-
ferent approaches must be used depending on the scale one seeks to
work on. At the smaller scale, approaches such as Llorens et al. (2016)
and Piazolo et al. (2015) model the microstructure directly using a dis-
crete model incorporating deformation and recrystallization processes.
This involves simulating both individual grains and the interactions
between them. Any deformation is imposed as a boundary condition.
Kennedy et al. (2013) take a similar approach by modelling a network
of cuboids with each cuboid representing an individual grain. These
approaches are key to improving our understanding of the processes
that lead to fabric formation. However, since they require solving for
the microstructure directly, they are too computationally expensive to
be incorporated into models of ice sheet flows. Furthermore, they are
unable to reproduce some commonly observed patterns seen in exper-
iments and nature, including the secondary c-axis cluster commonly
seen in pole figures for simple shear.

At a larger scale there are ice-sheet flow models, which are key
to predicting future sea-level rise. However, the majority of models
(e.g. Cornford et al., 2013; Larour et al., 2012; Lipscomb et al., 2018;
Winkelmann et al., 2011) do not include viscous anisotropy or fabric
evolution. Elmer/ICE (Gagliardini et al., 2013) incorporates anisotropy,
and calculates the fabric development using an evolution equation
for the second moment of the orientation distribution function (the
second-order orientation tensor, defined below in section 2.2.3), with-
out migration recrystallization. This approach is described in sec-
tion 2.2.4.1. This approach is computationally inexpensive and can
easily accommodate different deformations but cannot accurately re-
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produce experimentally observed fabrics. The anisotropic viscosity is
directly related to the fabric. Therefore, modelling the fabric accurately
is key to modelling viscous anisotropy reliably.

2.2.2 Anisotropy and the flow of ice

Generally, the movement of large ice masses can be described by
Stokes’ equations for the flow of viscous incompressible fluid:

∂Sij

∂xj
− ∂p

∂xi
= ρg

∂ui

∂xi
= 0

(2.2)

where S is the deviatoric stress, p is the pressure, ρ is the density and
g the force due to gravity. To solve this an expression for the deviatoric
stress is needed. Historically, the glaciological community has used
Glen’s law (Glen, 1952):

D = A(T)τn−1
e S. (2.3)

Here D = (∇u+∇uT)/2, the strain-rate tensor. The parameter A(T)

is a temperature dependent rate factor, τe =
√

1
2 SijSij, the second in-

variant of the deviatoric stress S. This is a power-law fluid model. Note
that eq. (2.3) is the inverse of the conventional form of a constitutive
law, (Sij = µDij). Expressing Glen’s law in this form gives:

Sij = (2A)−1/nγ̇
1−n

n Dij, (2.4)

where γ̇ =
√

DijDij/2 is the effective strain-rate. Glen’s law does not
include any anisotropic effects. As mentioned in the introduction, the
viscous anisotropy of ice, caused by the fabric, can cause the flow rate
to vary by a factor of 9 in different directions. In this section I review
the approaches in the literature to describe an anisotropic viscosity,
such that the viscosity µ is replaced by fourth-rank tensor µijkl .
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2.2.2.1 Transverse isotropy

The simplest from of anisotropy is transverse isotropy, where the
material has a plane of isotropy. Boehler (1987) gives the general
expression for a transversely isotropic viscosity:

µijkl = ξ0

(
δikδjl + ξ1vivjvkvl + ξ2(δikvlvj + vivkδjl)−

1
3
(ξ1 + 2ξ2)vkvlδij

)
,

(2.5)

where v is the unit normal to the plane of isotropy, ξ0, ξ1, ξ2 are
parameters currently undefined and δij is the identity tensor. An
inverse expression for the fluidity is also valid for transverse isotropy:

Fijkl = ζ0

(
δikδjl + ζ1vivjvkvl + ζ2(δikvlvj + vivkδjl)−

1
3
(ζ1 + 2ζ2)vkvlδij

)
,

(2.6)

where F is the fluidity and again ζ0, ζ1, ζ2 are parameters left unde-
fined.

For the case of an ice grain, the assumption of transverse isotropy is
reasonable, and the plane of isotropy is the basal plane. Meyssonnier
and Philip (1996) has applied eqs. (2.5) and (2.6) to describe the
behaviour of a single grain, for linear (n = 1) behaviour:

sij =
2η

β

[
δikδjl + 2(γ − β)cicjckcl + (β − 1)(δikclcj + cickδjl)

−2
3
(γ − 1)ckclδij

]
dkl

(2.7)

where the c-axis describes the normal to the plane of isotropy. The
parameter γ ≈ 1 is the ratio of the viscosity in compression or tension
along the c-axis to that in the basal plane, and β ≈ 0.01 is the ratio of
viscosity of a grain in shear parallel to the basal plane to that in the
basal plane. As in eq. (2.1) a lower-case is used to denote individual
grain properties, with s and d representing the stress and strain-rate
tensors for the grain. The alternative form, starting from eq. (2.6)
instead of eq. (2.5) is:

dij =
β

2η

[
δikδjl + 2

( γ + 2
4γ − 1

− 1
β

)
cicjckcl + (

1
β
− 1)(δikclcj + cickδjl)

−2
3
( γ + 2

4γ − 1
− 1
)
ckclδij

]
skl

(2.8)
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Both eqs. (2.7) and (2.8) provide valid expressions for the linear be-
haviour of a transversely isotropic ice grain.

2.2.2.2 Taylor and Sachs bounds

To transform from the grain-scale expressions in eqs. (2.7) and (2.8) to
expressions for the macroscopic viscosity or fluidity we must make
further assumptions. As an analogy, we can view a polycrystal as
being composed of individual grains that are mechanically connected
in a network. Although the connectivity in the network is unknown we
can consider the two extreme cases of parallel and series connections
where all the grains experiences the same strain-rate or the same stress.
These represent bounds on the behaviour of the network. These cases
corresponds respectively to the Taylor and Sachs hypothesis and can
be used give a flow law for large-scale ice dynamics.

The Taylor or Voigt bound assumes that all grains experience the
macroscopic strain:

d(x, t) = D(x, t). (2.9)

It is well known that this approximation violates stress equilibrium
and is a poor approximation for ice (Castelnau et al., 1996), however it
acts as an upper bound for the anisotropy. Combining eq. (2.9) and
eq. (2.7) gives an expression for a macroscopic flow law:

Sij =
2η

β

[
δikδjl + 2(γ − β)A(4)

ijkl + (β − 1)(δik A(2)
l j + A(2)

ik δjl)

−2
3
(γ − 1)A(2)

kl δij

]
Dkl .

(2.10)

Here A(2) and A(4) are the second and fourth-order orientation tensors
respectively. When averaging over physical grains these are defined
as:

A(2)
ij =

N

∑
g=1

f gcg
i cg

j , (2.11)

where N is the number of grains, f g is the volume fraction of grain g
with c-axis cg (Gagliardini et al., 2009). Similarly A(4) can be defined
as:

A(4)
ijkl =

N

∑
g=1

f gcg
i cg

j cg
k cg

l . (2.12)
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I discuss orientation tensors further in section 2.2.3. Equation (2.10)
gives an anisotropic rheology which can be combined with eq. (2.2) to
find the flow field.

The other end member is the Sachs hypothesis (also known as the
Reuss hypothesis or the static bound) from Sachs (1929). This assumes
the macroscopic stress is imposed on all the grains:

s(x, t) = S(x, t). (2.13)

This violates strain compatibility and acts as a lower bound for the
anisotropy. However it is known to be much closer to reality for ice
than the Taylor hypothesis (Castelnau et al., 1996). Combing eq. (2.13)
and eq. (2.8) gives an alternative macroscopic flow law:

Dij =
β

2η

[
δikδjl + 2

( γ + 2
4γ − 1

− 1
β

)
A(4)

ijkl + (
1
β
− 1)(δik A(2)

l j + A(2)
ik δjl)

−2
3
( γ + 2

4γ − 1
− 1
)

A(2)
kl δij

]
Skl .

(2.14)

For this model, the behaviour of a polycrystal with a perfect single-
maximum fabric is the same as a single crystal.

Both eqs. (2.10) and (2.14) are linear (n = 1). While this may be
reasonably valid for a single grain (Kamb, 1961), on the large scale ice
is known to obey a power law relationship with n ≈ 3 (Glen, 1952). A
linear anisotropic flow law Sij = µijkl Dkl can be easily extended to in-
corporate power-law dependence, as well as temperature dependence
A(T) from Glen’s law:

Sij = (2A)−1/nγ̇
1−n

n µijkl Dkl (2.15)

where µijkl comes from eq. (2.10) or the inverse of eq. (2.14). This has
been done by Martín et al. (2009).

2.2.2.3 General orthotropic linear flow law

Another anisotropic flow law, proposed in Gillet-Chaulet et al. (2005) is
the General Orthotropic Linear Flow law (GOLF) This constitutive law
derives a general expression for the viscosity based on the eigenvectors
of A(2). The constitutive law is:

µijkl = η0

3

∑
r=1

[
ηr M(r)

ij M(r)
kl + ηr+3(δik M(r)

l j + M(r)
ik δjl)−

1
3
(ηr + 2ηr+3)M(r)

kl δij

]
.
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(2.16)

Here M(r) (r = 1, 2, 3) is formed from the dyadic products of the
eigenvectors of the second order orientation tensor (Gagliardini et al.,
2013). In order to accurately represent micro-mechanical behaviour, the
equation has six parameters ηr which are functions of the eigenvalues
of the second-order orientation tensor. The values of each ηi are chosen
to match the response found through smaller scale models which
solve crystal dynamics directly, such as the visco-plastic-self-consistent
model (Castelnau et al., 1996). Equation (2.16) has been extended to
the non-linear case as in eq. (2.15) by Ma et al. (2010). A disadvantage
of eq. (2.16) is that it does not depend on any higher order orientation
tensor than A(2), and hence detailed features in the fabric cannot be
represented (this fact is discussed in detail in appendix A.1.1).

2.2.2.4 CAFFE flow law

Another flow law, which is not truly anisotropic, is proposed along-
side the fabric evolution model in Placidi et al. (2010). This is the
Continuum-mechanical, Anisotropic Flow model, based on an anisotropic
Flow Enhancement factor (CAFFE). In contrast to the above flow laws,
it does not attempt to represent any directional dependence in the
viscosity, but instead proposes a fabric dependent softening parameter
Ê:

Dij = A(T)Ê(D)τn−1
e Sij, (2.17)

where τe is the second invariant of S, as in eq. (2.3). The enhancement
factor is Ê(D) and D called the macroscopic deformability and is
defined as:

D =
5

DmnDnm
DijDkl(δik A(2)

jl − A(4)
ijkl), (2.18)

so the enhancement factor is a function of the orientation tensors and
the strain-rate tensor. Placidi et al., 2010 interprets D as representing
the normalised square of the stress on the basal plane.

The enhancement factor Ê is chosen by Placidi et al. (2010) to have
a dependency on D2 based on experimental results (Azuma, 1995):

Ê(D) =

(1 − Emin)Dτ + Emin, D ∈ [0, 1](
4D2(Emax − 1) + 25 − 4Emax

)
/21 D ∈ [1, 5

2 ],
(2.19)
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Figure 2.5: Plot of the enhancement factor Ê(D) in the CAFFE model,

with Emax = 10 and Emin = 0.1

where τ = 8
21

(
Emax−1
1−Emin

)
. The parameter Emax = 10 is chosen match the

maximum softening reported in ice (Budd and Jacka, 1989; Pimienta
and Duval, 1987) and Emin = 0.1 is chosen as non-zero to avoid
numerical problems. This is shown in fig. 2.5.

The advantage of eq. (2.17) is that it can be easily incorporated into
existing ice-sheet flow models which use Glen’s flow law. However, the
flow law cannot distinguish between different fabric and deformation
conditions which have the same value of D. It also does not include
any true anisotropy, i.e. any directional dependence in the viscosity.

2.2.3 Mathematical representations of the fabric

I now move onto mathematical descriptions of the fabric. These are
required as inputs into the anisotropic flow laws in section 2.2.2. A
general way to represent the fabric is to describe the distribution of
c-axes within a polycrystal. This is termed the orientation distribution
function. The orientation distribution function represents the volume
fraction of the crystals in a polycrystal that are at a specific orientation
(e.g. Gagliardini et al., 2009):

f ∗(n)dn =
dV∗(n)

V
, (2.20)
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e1

e2

e3

n

φ

θ

Figure 2.6: Schematic of orientation space. Each point on the unit

sphere represents a specific orientation n

where n is the position vector on a unit sphere, illustrated in fig. 2.6
describing all possible orientations. In spherical coordinates, n(θ, φ)

is defined by:

n = sin θ cos φe1 + sin θ sin φe2 + cos θe3, (2.21)

where θ is is the polar angle, φ is the azimuthal angle and {e1, e2, e3}
is a fixed orthonormal basis. Throughout this thesis, quantities which
vary with the unit orientation vector n are denoted by an asterisk,
with the exception of the spherical harmonics.

From eq. (2.20), it follows that:∫
S2

f ∗(n)dn = 1. (2.22)

Placidi et al. (2010) uses a generalisation of the orientation distribution
function to describe the mass fraction of grains with the solid angle n:

ρ(x, t) =
∫

S2
ρ∗(x, t,n) dn, (2.23)

hence integrating ρ∗ over the space of possible orientations gives the
mass density of the ice at that point in space. Note ρ∗/ρ = f ∗. When
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describing a c-axis, the top is not distinguishable from the bottom.
This leads to the symmetry:

ρ∗(n) = ρ∗(−n), (2.24)

and similarly for f ∗.
The orientation tensors, defined in terms of a physical average

in eqs. (2.11) and (2.12), can also be defined from the continuum
descriptions of the fabric which are defined above:

A(2)
ij = ⟨ninj⟩ =

∫
S2

ρ∗(n)
ρ

ninj dn, (2.25)

and

A(4)
ijkl = ⟨ninjnknl⟩. (2.26)

From eq. (2.22) and the symmetry in eq. (2.24) it follows that the second
order orientation tensor is symmetric and positive definite with A(2)

ii =

1, so there are only 5 independent components for the matrix A(2). The
second order orientation tensor does not provide a full description of
the fabric. Different fabrics can have an identical A(2). The higher-order
orientations tensors will then be different. Nevertheless, it provides a
good leading order description of the fabric. The eigenvalues of A(2)

are often used to describe ice fabrics, especially those drilled from ice
cores. Equal eigenvalues imply an isotropic fabric. One eigenvalue
larger than the other two implies a single-maxima (fig. 2.4a). Two large
and equal eigenvalues imply a girdle fabric (fig. 2.4e).

2.2.4 Fabric evolution

2.2.4.1 Evolution of the orientation tensors

The common approach for modelling fabric evolution at large-scales
is to derive an equation for the evolution of the orientation tensors.
This can be done by considering the rotation of an individual grain
such as in eq. (2.1) and making a Taylor assumption as in eq. (2.9) so
the spin and strain-rate tensor at an individual grain are equal to the
large scale spin and strain-rate tensors. Then, differentiating eq. (2.11)
I obtain:

DA(2)
ij

Dt
= Wik A(2)

kj − A(2)
ik Wkj − ι

(
Dik A(2)

kj + A(2)
ik Dkj − 2A(4)

ijkl Dkl

)
, (2.27)
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where W = 1
2 (∇u − ∇uT), the spin-rate or vorticity tensor, and

D = 1
2 (∇u+∇uT) is the strain-rate tensor as before. As can be seen

in eq. (2.27), in order to calculate A(2) one needs to know A(4), while if
one derives an equation for DA(4)

Dt as in Advani and Tucker (1987) then
an expression for A(6) is required and so on. To prevent an infinite se-
ries of orientation tensor evolution equations, closure approximations
are used to approximate higher order orientation tensors in terms of
lower order ones. Many different closure approximations have been
proposed (Chung and Kwon, 2002; Cintra and Tucker, 1995; Jack and
Smith, 2005) and there have been comparisons of their accuracy (Altan
and Tang, 1993).

It is possible to incorporate rotational recrystallization into eq. (2.27).
The fabric evolution model in Elmer/ICE, originally described in
(Gagliardini et al., 2013) and more recently by Lilien et al. (2021) is
implemented as:

DA(2)
ij

Dt
= Wik A(2)

kj − A(2)
ik Wkj −

(
Cik A(2)

kj + A(2)
ik Ckj − 2A(4)

ijklCkl

)
+ λ exp

log(10)T
10

(δij − 3A(2)
ij )||C||2,

(2.28)

where λ is a parameter, || · ||2 is the second-invariant and C represents
a blend between strain-rate and stress:

C = (1 − α)D + αksDglen (2.29)

where typical values are α = 0.06, ks = 10 and Dglen is the strain-rate
predicted by the isotropic Glen’s flow law for a given deviatoric stress
(eq. (2.3)). The tensor C was first proposed by Gillet-Chaulet et al.
(2006), and is designed to homogenise the stress and strain over a
polycrystal when determining the fabric evolution.

Equation (2.28) represents the state-of-the-art for fabric evolution
in large-scale ice-sheet models. The term Wik A(2)

kj − A(2)
ik Wkj represent

the effect of rotation on the fabric. The term
(

Cik A(2)
kj + A(2)

ik Ckj −
2A(4)

ijklCkl

)
represents the effect of basal-slip deformation. The final

term in eq. (2.28) can represent rotational recrystallization. However
eq. (2.28) is incapable of representing migration recrystallization as
this process acts to produce features in the fabric pattern more detailed
than the 2nd-order orientation tensor can represent.
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2.2.4.2 Fabric evolution from Placidi et al. (2010)

Placidi et al. (2010) includes both a model for fabric evolution, and
a fabric-dependent flow law. Here I cover the fabric evolution model
extensively as it is the basis for much of the work in this thesis. The
fabric evolution model is:

∂ρ∗

∂t
+u · ∇ρ∗ = −∇∗ · (ρ∗v∗)+λ∇∗2(ρ∗)+ β

(
D∗−⟨D∗⟩

)
ρ∗, (2.30)

where λ and β (originally Γ̂ in Placidi et al. (2010)) are parameters
which are left unconstrained by Placidi et al. (2010). Here, ∇∗ is the
gradient operator in orientation space defined by:

∇∗v∗ =
∂v∗

∂n
−
(

∂v∗

∂n
·n
)
n =

∂v∗i
∂nj

− ∂v∗i
∂nl

nlnj, (2.31)

which is the gradient operator restricted to the surface of a sphere.
The parameters λ and β represent the rates of rotational recrystalliza-
tion and grain-boundary migration, respectively. The orientationally
dependent term D∗ will be defined below in eq. (2.33). The term v∗

defines the orientation transition rate:

v∗i = Wijnj − ι(Dijnj − ninjnkDjk), (2.32)

which is similar to eq. (2.1). The term Wijnj in eq. (2.32) represents
the effect of vorticity on the fabric. The second term models basal-slip
deformation. The non-dimensional parameter ι represents the ratio
of basal-slip deformation to rigid-body rotation. Unlike in eqs. (2.1),
(2.27) and (2.28) ι is free to take values greater than 1.

The parameter λ (s−1) represents the rate of rotational recrystalliza-
tion, which can be modelled by a diffusion in orientation space (Gödert,
2003). Migration recrystallization is modelled by an orientation-dependent
source term, with the rate controlled by β (s−1). The orientation de-
pendence is governed by the deformability, defined by:

D∗ = 5
(Dijnj)(Diknk)− (Dijnjni)

2

DmnDnm
. (2.33)

Placidi et al. (2010) give the physical interpretation of D∗ as the
(normalised) square of the shear strain rate resolved onto the basal
plane. Because ice deforms primarily by basal slip, the resolved shear
rate on the basal plane also drives the accumulation of deformation
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energy in the physical grain, which drives migration recrystallization.
The average of D∗ is defined as:

D = ⟨D∗⟩ =
∫

S2

ρ∗

ρ
D∗ dn. (2.34)

This is the macroscopic deformability used in eq. (2.17). If D∗ is greater
than the average value ⟨D∗⟩ then ρ∗ at that orientation will increase,
as implied by the final term on the right hand side of eq. (2.30). This
corresponds to grains growing or nucleating with this orientation.
Note that the total production and consumption of D∗ always balance.
The factor of 5 in eq. (2.33) is a convention.

Equation (2.30) incorporates the net effects of grain-to-grain interac-
tions through parameterisations. This is similar to other continuum
approaches, for example how explicit descriptions of particle interac-
tions are not included in the Stokes equations, yet are satisfactorily
modelled statistically through parameterisation in the form of a con-
stitutive relation.

The underpinning theory for eq. (2.30) was proposed previously by
Faria (2001) and Faria (2006). Grains with the same orientations are
called a species. There has been discussion in the literature (Faria et al.,
2008; Gagliardini, 2008) on whether this theory implicitly includes a
Taylor assumption (that all ice grains forming the polycrystal experience
the same strain-rate) As discussed in section 2.2.2.2 this has been
shown not to be valid for ice (Castelnau et al., 1996). To summarise
this debate, Gagliardini (2008) suggests that the assumption in Faria
(2006) that the strain-rate of a species is independent of orientation is
equivalent to every grain undergoing the same deformation (a Taylor
assumption). However, Faria et al. (2008) rejected this assertion and
replied that this assumption only requires that grains move with the
surrounding material, with no direct constraint on the individual
deformation of grains. In accordance with the continuum approach,
the net effect of deformations on individual grains, which can vary
from grain to grain, is incorporated via parameterisations of the overall
net effect of these interactions. Therefore, the theory of Faria (2006),
and consequently eq. (2.30) does not impose a Taylor assumption on
the grain deformation. However, care should be taken in attributing
and parameters in the model as applying specifically to grain-to-grain
interactions, rather than the bulk interactions representing their net
statistical effect on the distribution function.
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Despite the model not including the Taylor hypothesis, the term for
basal-slip deformation in eq. (2.32) is similar to that which would be
derived from a Taylor homogenisation of ice under a simple basal-slip
only model, as was done for eq. (2.27). The difference is that the rate
of basal-slip deformation, controlled by ι, can vary freely.

This fabric evolution model has multiple advantages when com-
pared to modelling the evolution of A(2) defined in eq. (2.27). Firstly it
incorporates migration recrystallization, which has a leading order ef-
fect on the fabric pattern. Secondly, it is capable of reproducing much
more detailed fabric patterns as it describes the orientation space by a
continuous function, rather than 5 independent tensor components.
However, because of this, it is harder to solve. Furthermore, the pa-
rameters (λ, β, ι) are still unconstrained. Until these parameters are
quantified, the model cannot be used to predict ice fabrics.
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T H E E V O L U T I O N O F I C E FA B R I C S : A C O N T I N U U M
M O D E L L I N G A P P R O A C H VA L I D AT E D A G A I N S T
L A B O R AT O RY E X P E R I M E N T S

Abstract

There remains a significant challenge to model ice crystal fab-
rics both accurately and efficiently within ice-sheet models. I
develop the first fully constrained continuum model, validated
against experiments, able to predict the evolution of a crys-
tal fabric for any flow field or temperature. For this, I apply
a mesoscopic continuum model describing the evolution of a
mass distribution function of c-axis orientations. The model
assumes that ice deforms by dislocation creep with slip pri-
marily along the basal plane, and incorporates the effects of
rigid body rotation, migration recrystallization and rotational
recrystallization. I solve the model using a new spectral method,
which is computationally highly efficient. By constraining the
model parameters using data from laboratory experiments in
simple shear, I provide the first estimates of two fundamental di-
mensionless parameters controlling the importance of different
recrystallization processes as a function of temperature, as well
as the first constraints on the strain-rate dependence of these
parameters. With no further fitting, I apply the model to the case
of compression, yielding excellent quantitative agreement with
observed fabrics from corresponding experiments. The combi-
nation of the model, the spectral method and the parameter
constraints as functions of temperature provide accurate and
efficient predictions of ice crystal fabric evolution for general
deformations, temperatures and strain-rates. The model-solver
(SpecCAF) can, in principle, be extended to other important
polycrystalline materials including olivine, the key material in
mantle dynamics.

This chapter is based on a published paper, Richards et al. (2021b).
The chapter has been edited to fit coherently within the thesis. In
particular, much of the background and description of the model
details in Richards et al. (2021b) has been moved to chapter 2.

27
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3.1 introduction

Understanding ice fabrics is key for interpreting processes in the ice-
sheet and they are an important control on the rheology (Minchew
et al., 2018) through the induced viscous anisotropy. However, even
state-of-the-art ice-sheet models (Gagliardini et al., 2013) either ne-
glect the effects of crystal anisotropy or apply a low resolution or
unconstrained model for fabric evolution that neglects the key process
of recrystallisation. Discrete models that solve for the microstructure
directly have also been developed and analysed (Montagnat et al.,
2014a). However, these are both computationally expensive and can
fail to produce certain features of ice fabric. There is a need for a
reliable, constrained and computationally inexpensive model that can
be integrated into large-scale ice-sheet models.

Many laboratory experiments have been performed to investigate
fabric development: in uniaxial compression (Craw et al., 2018; Fan
et al., 2020; Jacka, 2000; Jacka and Maccagnan, 1984; Montagnat et al.,
2015; Piazolo et al., 2013; Qi et al., 2017; Vaughan et al., 2017) and
simple shear (Journaux et al., 2019; Qi et al., 2019). This provides a large
set of measurements at a range of temperatures, strains and strain-
rates that could be used to benchmark new models and constrain their
underlying parameters.

At a theoretical level, there are also several remaining open ques-
tions regarding the development of fabrics in ice. At the microscopic
scale, there is still uncertainty over which slip systems and modes of
recrystallization are key for producing the fabric patterns observed in
nature and the laboratory (Qi et al., 2019). Furthermore, there is only
a qualitative, not quantitative, understanding of the importance of
different recrystallization processes at different temperatures (Piazolo
et al., 2013). The essential effect of strain-rate on the fabric remains an
area of ongoing research (Wilson et al., 2019)

Here, I use a continuum model based on the CAFFE model (Placidi
et al., 2010), described in section 2.2.4.2, to model the mass distribu-
tion of crystal orientations, which I solve using a spectral method
(Montgomery-Smith et al., 2010), originally developed for fibre flows.
By solving the inverse problem for the model parameters, I provide
the first quantification of the magnitudes of different processes as func-
tions of temperature. This combination provides a fully constrained
continuum model for modelling the ice fabric, across a range of tem-
peratures and deformations.
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The closest previous work to this chapter is Bargmann et al. (2012).
They used the CAFFE model (Placidi et al., 2010) with rotational and
migration recrystallization to model the evolution of ice fabric at an
ice divide. The model was implemented using a finite-volume method.
They found good agreement up to intermediate depths, before en-
countering instabilities in their numerical model. In compression, their
scheme reproduced cone-shape fabrics, but was unable to reproduce
a secondary cluster in shear due to the numerical instabilities. They
provided order of magnitude estimates for the model parameters.

3.2 model details

To model the fabric I use the continuum approach of Faria (2006) and
Placidi et al. (2010), described extensively in section 2.2.4.2. The model
tracks quantities over both macroscopic space x and orientation space
n.

3.2.1 Evolution equation

I use the fabric evolution equation from Placidi et al. (2010), first
defined in eq. (2.30), which I repeat here:

∂ρ∗

∂t
+ u · ∇ρ∗ = −∇∗ · [ρ∗v∗] + λ∇∗2(ρ∗) + β

(
D∗ − ⟨D∗⟩

)
ρ∗.

I refer the reader to section 2.2.4.2, where I described the terms of this
equation and their physical meaning extensively, along with discussion
of the assumptions.

Since the parameters λ and β represent recrystallization rates, they
can be expected to be functions of temperature (Wilson et al., 2019)
and strain-rate (Piazolo et al., 2013). To date, the only determination of
these parameters is an order of magnitude estimate given by Bargmann
et al. (2012), without any temperature or strain-rate dependence. In
this chapter I will determine the first detailed constraints on these
functions using experimental data from compression and simple shear
deformations of ice, and show that the resulting model produces all
existing experimental observations spanning different deformation
regimes and temperatures.

Equation (2.30) can be used to predict fabric evolution. Unlike
models that solve for the microstructure directly, this equation can be
applied readily to any velocity field, and is computationally cheap
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enough to be incorporated into large-scale ice-sheet models. However,
the accuracy of this method is dependent on correctly including the
magnitudes of the terms modelling recrystallization, which I will come
to later.

3.2.2 Non-dimensionalisation

To apply eq. (2.30) to spatially homogeneous fabrics and to compare
to fabrics deformed in the laboratory. I non-dimensionalise by a char-
acteristic density ρ0 and strain-rate, which I define in this case as:

γ̇ =
√

DijDij. (3.1)

Note this strain-rate γ̇ =
√

2γ̇eff, the effective strain-rate used in the
definition of eq. (2.4) and later in this thesis. I choose this because it
gives a direct correspondence to the experimental strains. I assume the
fabric is spatially homogeneous, so the term u · ∇ρ∗ can be neglected.
The non-dimensional variables are represented with tildes and are
defined as:

ρ̃∗ =
ρ∗

ρ0
, D̃ =

D
γ̇

, W̃ =
W
γ̇

λ̃(T, γ̇) =
λ(T, γ̇)

γ̇
, β̃(T, γ̇) =

β(T, γ̇)

γ̇
.

Recasting eq. (2.30) in terms of the non-dimensional variables above, I
obtain:

∂ρ̃∗

∂t̃
= −∇∗ · [ρ̃∗ṽ∗] + λ̃∇∗2(ρ̃∗) + ρ̃∗ β̃

(
D∗ − ⟨D∗⟩

)
, (3.2)

where

ṽ∗i = W̃ijnj − ι[D̃ijnj − ninjnkD̃jk].

is the non-dimensional form of the orientation transition rate (eq. (2.32)).
The governing equation depends on three dimensionless parameters.
Physically, λ̃ represents the ratio of the rate of rotational recrystal-
lization to the strain-rate, and β̃ represents the ratio of the rate of
migration recrystallization to the strain-rate. The ratio of basal-slip
deformation to rigid-body rotation, ι(T) is already non-dimensional
so is not modified. The non-dimensional time is t̃ = γ̇t.
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3.3 spectral method

Equation (3.2) is challenging to solve directly due to the differential
operators on the surface of a sphere. In this section I describe a new
spectral model, adapted from work by Montgomery-Smith et al. (2010)
for fibre flows. The spectral method converts the partial differential
equations over orientation space into a system of ordinary differential
equations through the use of spherical harmonics. An overview of the
spherical harmonics and their application to solving partial differential
equations is given in appendix A. This method allows eq. (3.2) to be
solved with high precision and computational efficiency.

The orientation mass density can be represented in terms of the
spherical harmonics:

ρ∗(x, t,n) =
∞

∑
l=0

l

∑
m=−l

ρ̂m
l (x, t)Ym

l (θ, φ), (3.3)

where Ym
l are spherical harmonic functions as defined in eq. (A.1). The

weak form of eq. (3.2) can be found by integrating over the surface
of the sphere and multiplying by the complex conjugate Ȳm

l , as in
eq. (A.5):

∂

∂t

∫
S2

ρ∗Ȳm
l =

∫
S2
∇∗ · (ρ∗v∗)Ȳm

l +λ∇∗2ρ∗Ȳm
l + β(D∗−⟨D∗⟩)ρ∗Ȳm

l dn.

(3.4)

The next step is to apply integration by parts to eq. (3.4). Integration
by parts has a different form over the surface of a sphere:

∫
S2
f ∗ ·∇∗g∗ dn =

∫
S2
(∇∗ · (I −nnT) ·f ∗)g∗ dn =

∫
S2
((2n−∇∗) ·f ∗)g∗ dn.

(3.5)

I use eq. (3.5) to rearrange eq. (3.4) so the differential operator acts
on Ȳm

l . For the left hand side of eq. (3.4) (the time derivative), I also
replace ρ∗ with the spherical harmonic expansion (eq. (3.3)) and, as
this term has no multiplication or differentiation by components of n,
calculate the overlap integrals between Ym′

l′ and Ȳm
l using eq. (A.3):

∂

∂t
ρ̂m

l =
∫

S2
((2n−∇∗)Ȳm

l ) ·v∗ρ∗+ β(D∗−⟨D∗⟩)ρ∗Ȳm
l dn−λl(l + 1)ρ̂m

l .

(3.6)
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Here I have also used the identity ∇∗2Ym
l = −l(l + 1)Ym

l (eq. (A.6)) to
simplify the rotational recrystallization term. The advantage of this
form is that differentiation and multiplication by n on Ȳm

l can be
represented as multiplications by other moments of the spherical har-
monics through recursive application of the formulae in appendix A.1.
Montgomery-Smith et al. (2010) provide an algorithm which recur-
sively applies the identities in eqs. (A.12) to (A.14) to allow eq. (3.6) to
be rewritten as a series of ordinary differential equations:

∂

∂t
ρ̂m

l =
∞

∑
l′=0

l′

∑
m′=−l′

Cm,m′
l,l′ ρ̂m′

l′ . (3.7)

For example, the first term in the deformability D∗ is:

DijnjDiknk = D2
11n4

x + D2
22n4

y + ... (21 terms in total). (3.8)

When this term is multiplied by Ȳm
l in eq. (3.6) the aforementioned

algorithm from Montgomery-Smith et al. (2010), using the identities
in appendix A.1 to express operations by nx, ny, ny and ∂

∂nx
, ∂

∂ny
, ∂

∂nz

in terms of other terms in the spherical harmonic expansion, can be
applied recursively. Here I give a partial example by taking the first
term in eq. (3.8):

D2
11n4

xȲm
l = D2

11n3
x(nziLy(Ȳm

l )− iLy(nzȲm
l )). (3.9)

Expanding again only one term in the above:

nziLy(Ȳm
l ) =

nz

2
(L+(Ȳm

l )− L−(Ȳm
l ))

=
nz

2
(
√
(l + m)(l − m + 1)Ȳm−1

l −
√
(l − m)(l + m + 1)Ȳm+1

l ),

(3.10)

then again only taking the first term and applying Rodrigues’ formula
from eq. (A.7):

nz

2

√
(l + m)(l − m + 1)Ȳm−1

l =

1
2

√
(l + m)(l − m + 1)

(√
(l + m − 1)(l − m + 1)

(2l − 1)(2l + 1)
Ym−1

l−1 +

√
(l + m)(l − m)

(2l + 1)(2l + 3)
Ȳm−1

l+1

)
.

(3.11)

Thus through eqs. (3.9) to (3.11) we have (partially) transformed multi-
plying by nx to a linear combination of the other spherical harmonics.
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Once this has been done the orthogonallity of the spherical harmonics
(eq. (A.3)) can be used. This process must be applied recursively to all
the terms in eq. (3.6). Clearly this is quite laborious but Montgomery-
Smith et al. (2010) provides an algorithm and code to use the identities
described in appendix A.1 to generate the terms in eq. (3.7) from any
partial differential equation.

In the results, I truncate the outer summation in eq. (3.7) at l′ =
L , where L is a positive even integer representing the number of
harmonics used. A comparison of the truncation error for different
values of L is given in appendix B.1. As described in appendix A.1.1,
truncating at L gives the same precision as solving the evolution
equation for the Lth-order orientation tensor.

3.4 results

I first use the unconstrained model to illustratively show the fabrics
produced in different deformation regimes in section 3.4.1. I then
calibrate the free parameters in the model by comparing the output to
laboratory experiments of ice deformed in uniaxial compression and
simple shear. I run the model with L = 12 and using a Runge-Kutta
scheme for the time integration.

3.4.1 General forms of the fabric

I begin with an overview of the fabrics produced by the unconstrained
model in four different modes of deformation. Figure 3.1 shows both
sketched pole figures and predicted pole figures obtained from the
unconstrained model for each form of deformation at a true strain of
γ = 0.7. Panels (a)-(d) of fig. 3.1 illustrate the typical fabrics predicted
by the model, with and without migration recrystallization, under re-
spectively: uniaxial compression (∇ũ = diag(0.5, 0.5,−1)), pure shear
(∇ũ = diag(1, 0,−1)), uniaxial extension (∇ũ = diag(1,−0.5,−0.5)),
and simple shear,

∇ũ =


0 0 1

0 0 0

0 0 0

 .

The colour in the pole figures represents the magnitude of ρ̃∗ at that
orientation. The pole figure is plotted with an azimuthal equidistant
projection. For these examples, illustrative values of λ̃ = 0.03, ι = 1
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Figure 3.1: Comparison of the pole-figures produced by the model,

compared to sketches of expected pole figures, based on

experimental observations and ice core samples (Paterson,

1999). Each row represents a different deformation. Com-

parison between the expected sketch and the model are pre-

sented for both no migration recrystallization, (β̃ = 0), and

with migration recrystallization, for the illustrative case

of β̃ = 2. Other parameter values chosen were λ̃ = 0.05

and ι = 1. The model pole figures are plotted at true strain

γ = 0.7. The final column shows a plot of the deformability,

D∗ from eq. (2.33), which controls migration recrystalliza-

tion.

and β̃ = 0 or 2 were used. The right-hand column shows a pole figure
of the deformability, D∗, highlighting which orientations are favoured
for grain growth by migration recrystallization.

In uniaxial compression (fig. 3.1a) without migration recrystalliza-
tion, basal-slip deformation produces a single-maximum fabric to-
wards the axis of compression. For this deformation, migration recrys-
tallization acts to produce crystals orientated at 45◦ to the z-axis, and
consume grains orientated otherwise. The balance of this process and
deformation produces a cone-shape fabric with a cone angle < 45◦.
The model produces the expected single-maximum or cone-shape
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fabric, depending on the value of β̃ controlling migration recrystalliza-
tion.

For pure shear (fig. 3.1b), the single maximum is elongated with-
out migration recrystallization, and this feature is present in the
model. With migration recrystallization, instead of a cone-shape seen
in fig. 3.1a, two separate maxima develop, which can be seen in both
the sketch and the model.

For uniaxial extension (fig. 3.1c) the model again agrees with the
expected sketched pole figures. Without migration recrystallization,
a girdle fabric (fig. 2.4e) is produced in the yz-plane. A girdle fabric
is one in which all the crystal orientations lie on a single plane, and
the pattern in the pole looks like a girdle. Migration recrystallization
transforms this into a cone-shape fabric with the axis of the cone in
the x-direction.

Simple shear, shown in fig. 3.1d, is the only flow with non-zero
vorticity, so the orientation transition rate contains contributions from
both rigid-body rotation and basal-slip deformation. The model pre-
dicts a single maximum orientated at a certain angle slightly offset
from the shear plane, set by the balance between vorticity and basal-
slip deformation. The sketch from observations however, shows a
single-maximum with no offset. Migration recrystallization produces
orientations towards the z and x directions. The cluster at the z-axis is
sustained by a balance between vorticity moving it to the right, basal-
slip deformation moving to the left and migration recrystallization
acting as a source term. For the cluster orientated towards the −x-axis,
vorticity and deformation both act to move it in the same direction.
Once these grains are no longer orientated towards the x-axis migra-
tion recrystallization causes grains more favourably orientated, i.e.
those towards the x or z-axes, to consume them. This results in the
secondary cluster gradually weakening.

3.4.2 Strain-rate dependence

I now investigate the strain-rate dependence of the ice fabric develop-
ment. I investigate how key measures of the fabric: both λ1, the largest
eigenvalue of A(2), and J, a measure of total fabric concentration:

J =
∫

S2
(ρ̃∗)2 dn, (3.12)
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Figure 3.2: This figure shows the strain-rate dependence of experi-

mental fabrics in uniaxial (unconfined) compression. The

plots shows two measures of fabric concentration for this

flow field, λ1, the largest eigenvalue of A(2) (a), and Ĵ (b),

against experimental data (Craw et al., 2018; Piazolo et al.,

2013). For each data set, in order to identify the strain-rate

dependence, the values have been sorted into bins with

roughly equal temperature (±1◦C) and strain (±0.025). The

hats that indicate the values have been normalised against

the value at γ̇ = 10−5 in order to collapse different bins

onto a single curve. A fit is also shown along with the R2

value of the fit.

change with strain-rate. These changes are shown in fig. 3.2 for ex-
periments in uniaxial compression (Craw et al., 2018; Piazolo et al.,
2013). For temperatures and strains at which there are multiple ex-
periments the data has been sorted into bins and normalised by the
value at γ̇ = 2.5 × 10−6 s−1. This allows the results from experiments
performed at different temperatures and strains to collapse onto a
single curve and, to first approximation, a power-law fit to be per-
formed. As can be seen from fig. 3.2 and the value of the derive power
law exponents, both λ1 and J depend very weakly on strain-rate. For
example, the value of λ1 varies by only ∼ 12% over two orders of
magnitude variation in strain-rate. This highlights how the fabric has
only a very weak dependence on strain-rate.
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I can extend the hypothesis of modelling the strain-rate dependence
by a power law to the recrystallization parameters:

λ ∝ γ̇a, λ̃ ∝ γ̇a−1

β ∝ γ̇b, β̃ ∝ γ̇b−1.
(3.13)

Based on the weakness of the strain-rate dependence in fig. 3.2 it is
safe to assume that to leading order a, b = 1 in eq. (3.13). This means
the fabric and non-dimensional parameters can be assumed to be
independent of strain-rate (for ranges typical of experiments).

3.4.3 Inversion for parameters in simple shear

Based on the assumed strain-rate independence above, I henceforth as-
sume that the three non-dimensional parameters in the model (λ̃, β̃, ι)

are functions of temperature only. To provide a first quantification
of this dependence, I apply a regression to invert the model for the
parameters (λ̃, β̃, ι) which give the best fit at specific temperatures in
simple shear experiments (Journaux et al., 2019; Qi et al., 2019). Once
these parameters are constrained for this case, I use them to compare
the model to experimental data in compression, thereby checking the
predictive accuracy of the model for generalised deformations without
any further fitting.

Qi et al. (2019) deformed ice cores in direct simple shear. The ice
had an initially isotropic fabric and was deformed at temperatures
of −30°C, −20°C and −5°C, at a constant strain-rate of 1 × 10−4 s−1

up to strains of γ = 2.6. They found the development of a secondary
cluster in all experiments except at high strain and −30°C. They
hypothesise these patterns arise from the balance between basal-slip
deformation and migration recrystallization.

Journaux et al. (2019) ran similar experiments, but deformed the ice
in torsion at T = −7°C and a mean γ̇ = 1.14 × 10−6 s−1 over a range
of strains. This still produces the same simple shear velocity gradient.

In order to invert for the model parameters λ̃, β̃, ι as functions of
temperature I fitted the model to the fabrics from simple shear ex-
periments. I minimised the total difference in the unique components
of the fourth-order orientation tensor, between the model and experi-
ments. Data from −20°C in Qi et al. (2019) was not included as only 2

experiments were performed at this temperature, so it is difficult to
constrain the parameter set. Once the parameters λ̃, ι, β̃ were found
over a range of temperatures I performed a linear regression to give
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Figure 3.3: Plot of the parameters λ̃ (rotational recrystallization), β̃

(migration recrystallization) and ι (basal-slip deformation)

found from the inversion described in section 3.3 at three

temperatures: −30,−7,−5°C. The inverted-for parameters

are shown as points along with a linear regression from

these points for each parameter. A linear regression gave

the best fit to results at −20°C, this is discussed in sec-

tion 3.5.1. Note the broken y-axis as the parameter λ̃

changes much less than ι and β̃.

the parameters as functions of temperature, which is plotted in fig. 3.3.
Although an Arrhenius profile was expected, a linear fit gave the best
predictions at intermediate temperatures (in fig. 3.4) of ≈ −20°C. This
is discussed in section 3.5.1. The parameters ι and β̃ both increase with
temperature, suggesting increased basal-slip deformation and migra-
tion recrystallization. However, rotational recrystallization, controlled
by λ̃, is fairly constant.

Figure 3.4 shows a comparison of the model and experiments in
both simple shear and uniaxial compression. As an initial condition I
assume an isotropic fabric, i.e. ρ̃∗ = 1

4π everywhere. The parameters
at each temperature were calculated from the linear regression in
fig. 3.3. There is excellent agreement between the model and exper-
iments, across flow states, temperature and strain-rate. The plot on
the left shows the largest two eigenvalues of the second-order orien-
tation tensor. The numbered experiments are plotted as pole figures,
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alongside a pole figure extracted from the model at the same strain.
The experimental strain-rates are visualised by the size of the circles.
The results demonstrate the ability of the model to accurately predict
fabric evolution in different flow states and its strong dependence on
temperature.

For simple shear in fig. 3.4a the plot of the largest two eigenvalues
of A(2) against shear strain γ shows the largest eigenvalue increasing,
corresponding to the cluster orientated towards the z-axis. The model
accurately tracks the evolution seen in the experiments, including for
the simulation at T = −20°C which was not used in the inversion.

I am able to accurately reproduce the experimental fabrics across a
range of temperatures and strain-rates. The model accurately repro-
duces a secondary cluster, commonly seen at lower strains such as
experiment (3), (5), and (7) in fig. 3.4a. At higher strains the secondary
cluster tends to disappear, such as in (4) and (6), and this is also seen
in the model.

The data for −7°C is from Journaux et al. (2019). As can be seen from
the size of the circles in fig. 3.4a, these experiments were performed at
a lower strain-rate (γ̇ = 10−7-10−6 s−1). Despite the multiple orders
of magnitude difference in strain-rate from Qi et al. (2019) the model
and parameters, without strain-rate dependence, still agree excellently
with experimental results.

3.4.4 Extrapolation to compression

To test the model in a different flow field it was run in uniaxial com-
pression. The parameters (λ̃, β̃, ι) were taken from the linear regression
performed in simple shear (fig. 3.3). The comparison to experiments
was performed by taking results from Craw et al. (2018) and Piazolo
et al. (2013). Note Piazolo et al. (2013) used D2O ice, hence the temper-
atures have been converted based on the difference in melting points
(Ossipyan and Petrenko, 1988). The experiments are over a greater vari-
ety of strain-rates ranging from γ̇ = 6 × 10−7s−1 to γ̇ = 2.4 × 10−4s−1.

The comparison between the model and experiments is shown in
fig. 3.4b. For uniaxial compression I plot the largest two eigenvalues
of A(2) against true axial strain ϵ. The growth of the largest eigenvalue
represents the concentration of orientation towards the z-axis. The
presence of a cone-shape fabric cannot be discerned from A(2). The
agreement between the model and experiments seen here is excellent,
with the model lying within the experimental scatter at all tempera-
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Figure 3.4: Caption on next page.
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Figure 3.4: Comparison of the model with experiments performed in

(a) simple shear (Journaux et al., 2019; Qi et al., 2019) and

(b) compression (Craw et al., 2018; Piazolo et al., 2013). The

simulation parameters (λ̃, β̃, ι) as functions of temperature

were taken from the linear regression in fig. 3.3. Each row

shows the comparison between the model and experiments

at a specific temperature (and flow field). The first column

shows a plot of the largest 2 eigenvalues of A(2). The line

represents the simulation and the circles show experimen-

tal values, with their size corresponding to the strain-rate

at which they took place. The circles with numbers cor-

respond to plotted experimental pole figures. These are

shown alongside pole figures from the model at the same

strain. In the top right, the J index for each pole figure

is shown, above the number corresponding to the exper-

imental point shown in the plot of A(2). Table B.1 shows

the experimental conditions. The model was run with the

spherical harmonics truncated at L = 12.
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tures. The model also predicts the rapid development of a fabric even
at very low strains.

At T = −30°C the model pole figures agree well with experiments.
Both experiments (9) and (10) show a large amount of asymmetry
in the pole figure which can be assumed to be experimental scatter.
At T = −20.5°C and T = −13.6°C, the model consistently predicts
a cone-shape fabric, even at low strains. However only experiment
(13) has a cone-shape fabric, and (11) and (12) do not. At the higher
temperature of T = −10°C, a cone-shape is seen in both experiments
and the model.

Figure 3.5 shows how cone angle changes with temperature and
strain. A range of laboratory experiments are plotted as circles, with
the colour representing the experimental temperature and the strain-
rate shown by the size, as before. The model was run with the interpo-
lated parameters from fig. 3.3, at different temperatures and plotted
alongside as solid lines.

Again there is excellent agreement with experiments. At higher tem-
peratures there is scatter in the experiments, but the model generally
predicts the trend of cone angle reducing gradually as strain increases
for −15 < T < −5°C. I also accurately predict the decrease in cone
angle at −30°C, including the point at which the fabric transitions
from a cone-shape to a single-maximum (corresponding to θ = 0◦).

These comparisons show that the model, with the parameters deter-
mined earlier in simple shear, also work in uniaxial compression with
no further fitting required.

3.5 discussion

3.5.1 General model behaviour

In summary, the model incorporates four processes (fig. 2.3): basal-slip
deformation; rigid-body rotation of the fabric due to any vorticity in
the flow; rotational recrystallization which acts to diffuse any concen-
trations in the fabric pattern; and migration recrystallization (which
acts as a source or a sink at specific orientations depending on the
deformation configuration). By including basal-slip deformation and
migration recrystallization (and rigid-body rotation in simple shear)
the model is able to reproduce all observed fabrics in existing lab-
oratory experiments. Generally, there is excellent agreement across
the different deformations of compression and simple shear, across
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Figure 3.5: Comparison of model predictions and experimental data

showing cone angle θ of the fabric in compression (illus-

trated in the inset pole figure) against strain γ. Solid lines

show results from models run at different temperatures

using interpolated parameters as shown in fig. 3.3. This

figure is from Fan et al. (2020). Experimental data points

are shown as circles taken from experiments (Craw et al.,

2018; Fan et al., 2020; Jacka, 2000; Jacka and Maccagnan,

1984; Montagnat et al., 2015; Piazolo et al., 2013; Qi et al.,

2017; Vaughan et al., 2017). The size of the marker corre-

sponds to the strain-rate the experiment was performed at,

and it is coloured by temperature. Representation chosen

and experimental data based on fig 14 and table 4 in Fan

et al. (2020).
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strain-rates ranging from 10−7 − 10−4 s−1 and temperatures between
−30°C and −5°C. The excellent agreement indicates that other pro-
cesses, such as non-basal slip, do not need to be modelled explicitly
for accurate prediction of fabric evolution even if they are active in the
microstructure.

Figure 3.3 shows that as temperature increases both ι and β̃ increase,
while λ̃ stays roughly constant. The general increase of migration
recrystallization (β̃) with temperature agrees with theory (Faria et al.,
2014). However, this work is the first numerical quantification of the
importance of migration recrystallization and its change with temper-
ature. Although it could be expected that the temperature dependence
would conform to an Arrhenius equation, as all processes are driven
by dislocation-creep which itself has an Arrhenius temperature de-
pendence. However, a linear relationship gives the best prediction at
intermediate values (T ≈ −20°C). Strictly speaking, the parameters
are controlling the magnitudes of the different terms in eq. (2.30) and
their effect on the fabric pattern, so we are not suggesting that recrys-
tallization itself follows a linear fit. As can be seen in fig. 3.3 it would
be helpful to have more data points available for the regression in the
region of around −20°C.

The parameter ι, which represents the ratio of basal-slip deformation
to rigid-body rotation, increases from ∼1 at −30°C to ∼1.6 at −5°C.
In comparison, Seddik et al. (2008) found ι = 0.6 best represented
fabrics from ice core samples which were at roughly −40°C. They did
not posit a temperature dependence. The regression predicts ι ≈ 0.9
at this temperature. The difference can be explained by noting that
their model did not include recrystallization.

The use of values of ι > 1 is novel. If ι is capped at 1, the model
cannot reproduce the experimental pole figures or the evolution of the
orientation tensor. For a single grain, described in eq. (2.1) ι must be
≤ 1. When using a Taylor homogenisation to derive a fabric evolution
equation as is done in eq. (2.27) this under-predicts the fabric intensity
(Montagnat et al., 2014b). The continuum theory used to derive the
fabric evolution model used in this chapter does not place any such
constraint on ι. This suggests for polycrystals the effect of basal-slip
deformation on the fabric is increased compared to individual grains.
I also note that if eq. (2.28) used in Lilien et al., 2021 is combined with
Glen’s law (eq. (2.3)) this is mathematically equivalent to ι = 1.54.

The increased contribution from basal slip with temperature can
be explained by the increased activity of migration recrystallization
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at higher temperatures. This means more grains with low dislocation
density grow and grains with high dislocation density are consumed.
Non-basal slip occurs more frequently in regions of high dislocation
density (Chauve et al., 2017). Therefore, migration recrystallization
acts to increase the amount of grains favourably orientated for basal
slip.

The model predicts that rotational recrystallization, controlled by λ̃,
is roughly independent of temperature, only increasing by ∼ 15% from
−30°C to −5°C. This suggests that rotational recrystallization should
be primarily stress or strain-rate dependent, in broad agreement with
the theory of Faria et al. (2014).

The offset single-maximum fabric in simple shear which occurs in
fig. 3.1d with β̃ = 0 is also predicted by Llorens et al. (2016) and
Van der Veen and Whillans (1994) without recrystallization. In nature
and experiments, this is unlikely to occur as this situation can only
arise if ι ≥ 1 and β̃ ≈ 0. Such a combination of parameters does not
occur at any temperature (fig. 3.3): for low temperatures ι < 1 and
0 < β̃ < 1 and for high temperatures migration recrystallization is
large even though ι > 1.

3.5.2 Prediction of strain-rate dependence

In fig. 3.3 I have assumed the non-dimensional parameters are inde-
pendent of strain-rate. This means the ratio of recrystallization rate
to strain-rate is constant. As can be seen from fig. 3.4 this is a good
assumption to leading order, and the parameters are able to predict
the fabric across a variety of strain-rates.

Nevertheless, to provide a first estimate of the strain-rate depen-
dence of the parameters controlling the relative importance of re-
crystallization processes in eq. (3.13), I perform a regression for the
parameters (λ̃, β̃, ι) including all experimental data, in both compres-
sion and simple shear. Table 3.1 shows the inversion results. The mean
temperature T, mean strain-rate γ̇, number of experiments in each set
n and coefficients of variances cv are also shown. For simple shear the
parameters were found by minimising the error in the components
of A(4) as described previously. For compression, taking advantage
of the expected rotational symmetry of the fabric in φ, the error was
defined as the θ integral of the difference between φ averaged ρ̃∗:
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Flow T/°C γ̇/s−1 n cv(T)/% cv(γ̇)/% λ̃ ι β̃

Compression

-30.0 1.26 × 10−5
3 0.00 107 0.173 1.23 0.620

-13.6 7.50 × 10−6
3 0.00 57.7 0.198 1.93 4.25

-10.2 1.03 × 10−5
3 8.90 5.60 0.126 1.54 5.92

-9.50 1.66 × 10−4
2 3.00 64.5 0.343 1.98 2.75

Simple shear
-30.3 1.33 × 10−4

3 1.20 8.60 0.153 0.993 0.763

-7.00 1.14 × 10−6
5 0.00 71.9 0.139 1.65 4.12

-5.50 1.26 × 10−4
4 3.50 33.3 0.178 1.59 5.51

Table 3.1: Table showing the results from the inversion for parameters.

The inversion was performed for 7 bins in total, each with a

mean temperate and strain-rate. The coefficient of variance

is also shown, along with the parameters.

error =
∫ π/2

0

∣∣∣∣∫ 2π

0
ρ∗exp(θ, φ) dφ −

∫ 2π

0
ρ∗sim(θ, φ) dφ

∣∣∣∣ sin θ dθ. (3.14)

This takes advantage of the rotational symmetry of the fabric in com-
pression to give a more precise measure of the difference between
two fabrics. Table 3.2 shows regressions with and without strain-rate
dependence. These regressions were performed using all the data
in the table above (both compression and simple shear) hence are
different from fig. 3.3. The fit results, R2, adjusted R2 and confidence
intervals are shown to compare regressions with different number of
predictors.

The fit for strain-rate dependence in table 3.2 is the first quan-
tification of how the parameters change with strain-rate. However
including strain-rate dependence widens the confidence intervals
for the parameters. Further experiments are required for a more re-
liable estimate. However as a first attempt the values are close to
what was hypothesised: for all parameters the exponents are close
to zero, highlighting the weakness of the dependence. For ι the ex-
ponent is especially close to zero (0.002) supporting the hypothesis
that effect of basal-slip deformation on the fabric is independent of
strain-rate. Furthermore this first estimate also gives a = pλ̃ + 1 > 1
and b = pβ̃ + 1 < 1 from eq. (3.13). Therefore, this suggests the rate of
rotational recrystallization increases with strain-rate while the rate of
migration recrystallization decreases with strain-rate.
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Variable Equation m c p R2 R2
adj

λ̃

mT + c
0.001 0.21 - 0.033 -0.16

ι 0.026 1.95 - 0.60 0.53

β̃ 0.176 6.09 - 0.76 0.71

λ̃

(mT + c)γ̇p
0.007 0.80 0.124 0.37 0.056

ι 0.027 2.00 0.002 0.60 0.41

β̃ 0.144 4.98 -0.018 0.77 0.65

95% confidence interval

Variable Equation m c p

λ̃

mT + c
-0.007 - 0.009 0.065 - 0.347 -

ι 0.002 - 0.050 1.516 - 2.390 -
β̃ 0.063 - 0.289 4.046 - 8.125 -

λ̃

(mT + c)γ̇p
-0.025 - 0.039 -1.221 - 2.823 -0.119 - 0.368

ι -0.017 - 0.071 -0.252 - 4.260 -0.097 - 0.102

β̃ -0.155 - 0.443 -4.802 - 14.76 -0.193 - 0.156

Table 3.2: Table showing the regression results using the inversion

data in table 3.1. Results are shown both with and without

strain-rate dependence. The R2 and adjusted R2 values are

also shown, along with the 95% confidence intervals for

each fitted parameter.
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3.5.3 Comparison with other models

In a hierarchy of complexity for modelling ice fabrics, this model
sits between modelling the polycrystal directly (Kennedy et al., 2013;
Llorens et al., 2016), and solving for the evolution of the orientation
tensors (Gagliardini et al., 2013; Lilien et al., 2021; Seddik et al., 2011).
The model SpecCAF used here is much less computationally expensive
than full-field models, and of comparable cost to solving for orienta-
tion tensors. This means it is a candidate for including in ice-sheet
models.

Models such as Llorens et al. (2016) simulate directly the polycrystal
and hence give a more complete representation of the microstruc-
ture than included here. However, it is difficult to apply general or
changing deformations to these models. Such models are also far too
computationally expensive to be used in ice-sheet models. The model
used in this paper does not have these disadvantages. Despite this,
the results compare favourably with Llorens et al. (2016). The model
is consistently able to reproduce the secondary cluster seen in experi-
ments, whereas the bulk fabrics produced by Llorens et al. (2016) do
not show one, although it does appear in the high strain-rate areas for
γ < 1. Therefore, the model is able to produce details that full-field
models have not been able to produce to date.

To simulate fabrics at an ice divide Bargmann et al. (2012) used
the same fabric evolution equation as this paper but solved with a
finite-volume method. They constrained the parameters to an order
of magnitude. They found β̃ = O(1) and O(0.01) < λ̃ < O(0.1),
consistent with the results.

For large-scale ice-sheet models, the current approach to model
fabric evolution is to calculate the evolution of the second-order ori-
entation tensor without migration recrystallization, as described in
eq. (2.28). This is equivalent to setting β̃ = 0 and running SpecCAF
with L = 2. This is unable to produce any detailed features, including
cone-shape fabrics in compression or the secondary-cluster fabrics
in simple shear. Therefore, eq. (2.28) is likely unable to predict the
orientation tensors sufficiently accurately to model viscous anisotropy.

3.5.4 Future Applications

Our contribution of the spectral method and parameter inversion
represents a step forward for the accuracy of fabric predictions in
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ice-sheet models. The model and parameters can take the flow field,
temperature and strain-rate as inputs and then predict accurately
the fabric. The versatility, accuracy and computational efficiency of
the model across deformations and temperature make it an excellent
candidate for integration into ice-sheet models such as Elmer/Ice
(Gagliardini et al., 2013). It should also be noted that, if SpecCAF is
incorporated in such models, then the user can adjust the number
of spherical harmonics L to balance accuracy against computational
cost. For example, although I use L = 12 in this paper, L = 6 can
still represent a secondary cluster in the fabric, as shown in fig. B.1.
SpecCAF can also be used to explore the parameter space of deforma-
tion regimes and temperature due to its computational efficiency, and
applied to simulate fabrics taken from ice cores.

The framework presented here can also be applied to other geo-
logical materials that develop a fabric and viscous anisotropy. The
model-solver SpecCAF is transferable to other crystalline materials
whose plasticity is dominated by one slip system in a certain tempera-
ture range, like mica or quartz (Kronenberg et al., 1990; Schmid and
Casey, 1986). SpecCAF could also be generalised to other materials
with multiple active slip systems. In this case the combination of the
scheme with existing continuum models for slip-dependent fabric
development is promising. For example, fabric development in olivine
is an important research area: olivine is the main constituent of the
upper mantle (Boehler, 1996) and has seismic and viscous anisotropy
which is controlled by the fabric (Nicolas and Christensen, 1987). Large
scale geodynamic models are highly dependent on the flow of the
mantle where viscous anisotropy may play a major role (Tommasi
et al., 2009). Thus accurately predicting fabric development is key for
this field.

3.6 conclusions

We provide the first complete, fully constrained framework for predict-
ing the fabric for low computational cost, at any temperature including
all key processes. This is done by solving the fabric evolution equa-
tion by Placidi et al. (2010) using a spectral method adapted from
Montgomery-Smith et al. (2010) and then using experimental data in
simple shear and compression to constrain the model parameters. The
spectral method can solve the equations to high accuracy with low
computational cost. The inversion for the model parameters (fig. 3.3)
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provides the first quantitative estimate of the relative importance of
different processes which affect the fabric as functions of tempera-
ture. The model-solver SpecCAF, combined with these parameters as
functions of temperature, gives excellent agreement with experiments
across a large range of deformations, temperatures and strain-rates.

The model provides new inroads towards understanding ice fabric
dynamics under different deformations, for the interpretation of ice
cores, and for implementation into ice-sheet models. The model pro-
vides the first method to capture all key features of fabrics such as
secondary clusters across a range of temperatures and deformations
and shows greater accuracy than full field models for much lower
computational cost. That these accurate predictions arise mainly from
the balance between basal-slip deformation and migration recrystal-
lization highlight the importance of these processes. The constrained
model provides a complete toolkit to model dynamically the fabric
development in an ice sheet.

SpecCAF could be extended to other crystalline materials with one
dominant slip system, such as micas. Furthermore, it could be gener-
alised to incorporate more than one slip system, enabling modelling
of more complex polycrystalline materials such as olivine, which is of
primary importance to mantle dynamics.
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I C E FA B R I C S I N T W O - D I M E N S I O N A L
D E F O R M AT I O N S : B E Y O N D P U R E A N D S I M P L E
S H E A R

Abstract

Ice fabrics are key for understanding and predicting ice flow dy-
namics. Despite its importance, the characteristics and evolution
of ice fabrics beyond pure and simple shear flow has largely been
neglected. Within an ice sheet, a significant part of the deforma-
tion can be outside the regimes of pure and simple shear. I use the
model developed in the previous chapter, SpecCAF, which was
shown to accurately reproduce experimentally observed fabrics
in both compression and simple shear, to classify the fabrics pro-
duced under general two-dimensional deformation regimes. My
analysis develops the first predictions for fabric patterns arising
over a continuous spectrum of incompressible two-dimensional
deformation regimes and temperatures, encompassing those in-
termediate to pure and simple shear, as well as those that are
more rotational than simple shear. I find that intermediate de-
formation regimes between pure and simple shear result in a
smooth transition between a fabric characterised by a cone-shape
and a secondary cluster pattern. Highly-rotational deformation
regimes are revealed to produce a weak girdle fabric. In addi-
tion, I obtain predictions for the strain-scales over which fabric
evolution takes place at any given temperature. The use of this
model in large-scale ice flow models as well as for interpreting
fabrics observed in ice cores and seismic anisotropy, will provide
new tools supporting the community in predicting ice flow in a
changing climate.

This chapter is based on a manuscript in review in the international
Journal The Cryosphere (Richards et al., 2021a). Revisions in response
to reviewers have been submitted on 1st November 2021. As with the
previous chapter, it has been edited to fit into the thesis, with parts
of the background moved into section 2.1.2 and section 2.1.3, and
the methods section combined with the corresponding section from
Richards et al. (2021b) and merged into section 2.2.4.2.
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4.1 introduction

To date, the analysis and discussion of ice fabrics has focused pri-
marily on those formed under the specific deformation regimes of
pure and simple shear. The primary motivation of this chapter is to
use the validated fabric model SpecCAF (Richards et al., 2021b) to
take a step away from the isolated conditions of pure and simple
shear and explore the continuous space of deformation regimes lying
intermediate to these endmember cases, and also those that are more
rotational than simple shear, across a unified spectrum. Ice flow is
commonly modelled in the two-dimensional x-z plane (e.g. Martín
et al., 2009), and analysis of this flow shows that it commonly resides
outside the endmember regimes of pure and simple shear (we illus-
trate this below in section 4.2.2.1 below). Therefore, an exploration of
the fabric patterns arising in this generalised situation is necessary as
a step towards improving our ability to interpret fabrics derived from
ice cores and to predict future ice flow taking ice fabric effects into
account. As a first step towards this, we seek here to address a number
of open questions. First, what fabrics are produced under any given
(incompressible) two-dimensional deformation regime? Second, how
do fabrics evolve at the very high strains which have remained inac-
cessible to laboratory experiments? Third, what strains are necessary
to reach steady state in the different deformation regimes? Finally,
at these high strains, how are the final steady states dependent on
parameters such as temperature and type of deformation regime?

4.2 background

4.2.1 Experiments in intermediate deformations

In addition to the experiments in compression and simple shear de-
scribed in section 2.1.2, experiments also have been performed using
combined compression and shear, at close to the melting point of ice
(Budd et al., 2013; Duval, 1981; Jun et al., 1996). Fabrics from Duval
(1981) combining unconfined compression and simple shear show a
broad cluster with 3 or 4 maxima inside it. Budd et al. (2013) shows,
for an experiment with mostly simple shear combined with some con-
fined compression and at an equivalent strain to that used later in this
chapter of 0.75, a fabric which shows the merging of a double cluster
(from pure shear) and a single-maxima (from simple shear). Experi-
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ments have also been performed with layered samples of ice (Wilson,
2000; Wilson and Peternell, 2012). In addition to the relatively few
experiments that have been conducted under a combination of simple
and pure shear, no analysis has been conducted of situations where
fabrics are produced in deformation regimes more rotational than
simple shear. We show in section 4.2.2.2 that deformation regimes
inbetween pure and simple shear, and those more rotational than
simple shear, occur widely in natural ice-sheet flows.

4.2.2 Classifying flow regimes

4.2.2.1 General deformation regimes

There exists a significant variety of deformation regimes in the natural
world. One way to classify a deformation regime is by the vortic-
ity number (Passchier, 1991), which measures the ratio of vorticity
magnitude to strain-rate magnitude:

W =

√
WijWij

DijDij
, (4.1)

where W = 1
2 (∇u−∇uT) is the anti-symmetric part of the velocity

gradient (the spin-rate tensor) and D = 1
2 (∇u+∇uT) is the sym-

metric part of the velocity gradient (the strain-rate tensor). Figure 4.1
illustrates different flow regimes and the corresponding vorticity num-
ber W for each. The vorticity number is 0 for pure shear or uniaxial
compression, 1 for simple shear and ∞ for rigid-body rotation. Ice in
the natural world will experience deformation regimes with vorticity
numbers from 0 to ∞, however to date fabrics produced for W = 0
and W = 1 are the only areas which have been extensively explored
due to the limitations of possible deformation regimes in experiments.

In the late 1990s and early 2000s it was recognised in the geological
community that flow in rocks cannot be approximated by endmember
plane strain flow models alone (Bailey and Eyster, 2003; Jiang, 1994).
There is now an extensive literature within structural geology which
developed conceptual models and analytical techniques to predict
and recognise natural geological flows with vorticity numbers be-
tween 0 and 1 (Fossen and Tikoff, 1993; Piazolo et al., 2004; Piazolo
et al., 2002; ten Grotenhuis et al., 2002; Tikoff and Fossen, 1995) In
contrast, such analysis is less common in discussions surrounding ice
core interpretation; pure shear and simple shear tend to dominate
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Figure 4.1: Schematics illustrating two-dimensional flow regimes at

different vorticity numbers W (eq. (4.1)): (a) Pure shear

(W = 0), (b) Simple shear (W = 1), (c) Pure rotation

(W = ∞). For each flow the streamlines and deformation

regime produced are shown.

discussions regarding both the interpretation of ice-sheet flow and
experimental analysis. This may be mainly due to the fact that such
endmember scenarios are a) experimentally straightforward to achieve,
b) the two endmembers can – as a first approximation - be associated
with different ice flow scenarios of an ice divide and the shallow ice
approximation.

4.2.2.2 Two-dimensional deformation regimes in natural ice flow

As a first step towards exploring the fabrics produced by all possible
deformation regimes, we will focus here on general incompressible
two-dimensional deformations. Although deformation regimes in the
natural world will be three-dimensional, exploring fabrics produced by
two-dimensional deformation regimes is a natural first step away from
the canonical regimes of pure and simple shear. It is also common to
limit the modelling of ice sheets to two dimensions in the vertical cross-
section (Martín et al., 2009; Pattyn et al., 2008). In fig. 4.2, we show
the vorticity number from a 2D simulation of flow at an ice divide
and its horizontal transition towards a flow dominated by vertical
shear stresses (the shallow ice approximation). Due to the vanishing
of horizontal velocity at the divide, the vorticity number is 0 there,
corresponding to the regime of pure shear along the centre line. Away
from the divide, the flow dominated by vertical shear stresses exhibits
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Figure 4.2: Illustrative figure showing the vorticity number for ice

flowing at a divide, showing a range from 0 to 1. The

problem setup is from Martín et al. (2009) with isotropic

ice. The simulation has an aspect ratio of 20, but only the

region from x = 0 to x = 10H, where H is the height

of model domain, is shown. The domain has the velocity

from the shallow-ice-approximation imposed at the left and

right boundaries, and the surface accumulation is set to

match the outflow, corresponding to a steady state. No-slip

is imposed at the base and a free surface is assumed at the

top. The vorticity number is shown, alongside streamlines.

This flow was computed using a full-Stokes solver written

in FEniCS (Martin Alnæs et al., 2015) with n = 3 and solved

using Taylor-Hood elements.

a transition in the vorticity number from 1 at the base, corresponding
to simple shear, towards close to 0 at the surface. In summary, the
figure shows vorticity numbers between 0 and 1 are the norm.

It is not only vorticity numbers between 0 and 1 which can oc-
cur. Vorticity numbers greater than 1, corresponding to deformation
regimes more rotational than simple shear, are predicted to occur in
ice sheets. As an example consider the flow of ice over a Gaussian
bump at the base shown in fig. 4.3. This is modification of the Ice Sheet
Model Intercomparison Project for Higher-Order Models (ISMIP-HOM)
experiment F benchmark (Pattyn et al., 2008), representing ice flowing
downhill over a Gaussian bump. Compared to Pattyn et al. (2008), the
bump is 4 times higher and 31.6 times sharper. This shows that even
in a simple configuration, vorticity numbers greater than 1 can poten-
tially occur in the vertical velocity profile. Figure 4.3 shows vorticity
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Figure 4.3: The vorticity number for a 2D slice from a modified version

of the ISMIP-HOM Experiment F benchmark (Pattyn et al.,

2008). The ice is flowing from left to right, down a hill

with angle 3.0◦, and encounters a Gaussian bump at the

base. Compared to Pattyn et al. (2008), the Gaussian bump

is 4 times higher and 31.6 times sharper. Over the bump

the flow accelerates leading to vorticity numbers greater

than 1. This simulation was performed using Elmer/ICE

(Gagliardini et al., 2013) with n = 1.

numbers up to 2. To-date, the fabrics produced for vorticity numbers
above 1 have not been analysed.

Further, I have calculated an estimate of the vorticity number near
the surface of Antarctica, in order to illustrate the natural deviation
from endmember regimes. To do this I have used surface velocity
data from Antarctica (Mouginot et al., 2019) to calculate the vortic-
ity number, shown in fig. 4.4. I have calculated the surface velocity
gradients ∂u/∂x, ∂u/∂y, ∂v/∂x, ∂v/∂y using central differencing. To
evaluate the vorticity number, I use these estimates of horizontal ve-
locity gradients combined with an estimate of the maximum vertical
shear (∂u/∂z, ∂v/∂z) in the top 25% of the depth of the ice-sheet de-
termined using the shallow-ice approximation assuming no no slip
at the base of the ice sheet. The derivative ∂w/∂z is calculated using
mass continuity and I have neglected the higher-order contributions
∂w/∂x and ∂w/∂y.

To reduce the errors in the data for fig. 4.4 I have taken the mean
value from a 10× 10 block (covering a 4.5 km square). We have defined
the standard deviation of any variables, such as velocity components,
as the variance from the mean of the 100 samples in each 10 × 10
block. The relative standard deviation controls the transparency: if
this is > 100% this location is plotted as white, and a relative standard
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deviation of 0% is plotted as the full colour. From this figure we can see
that there are many regions of Antarctica where the vorticity number
near the surface is both at intermediate values between 0 and 1, and
greater than 1. The regions characterised by high vorticity numbers
(W > 1) occur typically in highly dynamic regions such as ice streams.
Closer to the base of an ice-sheet, in regions were there is significant
basal drag, the vorticity number tends to 1 as the vertical gradients
dominate. In regions with no basal slip, these vorticity numbers are
potentially valid to approximately 25% into the ice-sheet. In regions
with slip at the base, the vorticity number will be valid deeper into
the ice sheet.

4.2.3 Open questions addressed here

In this chapter I use the SpecCAF model to address the open questions
highlighted in the introduction: what fabrics are produced under any
given (incompressible) two-dimensional deformation regime, how do
fabrics evolve at the very high strains, what strains are necessary to
reach steady state, and how are these final steady states dependent on
the parameters?

In section 4.4.1 I determine for the first time the evolution of fabrics
in general 2D deformation regimes, bridging the complete spectrum
from pure shear to rigid-body rotation, across the range of tempera-
tures seen in ice sheets. In section 4.4.2 I construct a complete regime
diagram for two-dimensional deformation regimes documenting fab-
rics that arise over the space of temperature, deformation regime, and
strain, and explain the physical balances leading to these fabrics. Fi-
nally, in section 4.4.3 I investigate the time or strain scales over which
ice fabric evolution takes place, as well as investigating the steady-state
strength of ice fabrics, across the space of deformation regime and
temperature. I then discuss the implication of these results for the
interpretation of ice cores (section 4.5.3) and ice flow (section 4.5.4).

4.3 methods

I use the same model equations as in section 2.2.4.2 and chapter 3,
therefore they are not repeated here.
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Figure 4.4: Vorticity number (defined in eq. (4.1)) calculated from the

surface velocity data of Antarctica (Mouginot et al., 2019)

after averaging over a 10 × 10 block and taking the mean

value within each block. The calculation uses the hori-

zontal velocity fields from the observed surface velocity

combined with an estimate of the average vertical shear

predicted to occur in the top 25% of the ice sheet using the

shallow-ice-approximation. The colour shows the vorticity

number on a log scale. The transparency shows the relative

error: an error in W of 100% or greater is plotted as white

and an error of 0% is plotted as the full colour. The inset

shows the Ross Ice Shelf, with the easting and northing

in Antarctic polar stereographic coordinates. This shows

considerable variation across the continent, including de-

formation regimes not accessible in the laboratory.
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4.3.1 Non-dimensionalisation

The non-dimensionalisation I perform is slightly different to chapter 3.
In this chapter I non-dimensionalise with the effective strain-rate:

γ̇ =

√
1
2

DijDji. (4.2)

This is equal to the square root of the second invariant of the strain-
rate tensor D. The strain-rate I non-dimensionalise with in this chapter
is 1√

2
times the strain-rate I used in eq. (3.1), which was based on the

experimental strain-rate. I also use a slightly different temperature
dependence for the parameters. In this chapter, I use a best fit from
the entire inversion performed in table 3.1, rather than just from the
inversion performed in simple shear. Furthermore, as the strain-rate I
use to non-dimensionalise is 1√

2
times that used in chapter 3, the non-

dimensional recrystallization parameters (λ̃, β̃) used in this chapter
are double those used in chapter 3. The non-dimensional parameters
as functions of temperature are shown in fig. 4.5, along with the data
points used and the 80% and 95% confidence intervals. In Appendix
C a parameter sensitivity study can be found, reproducing figs. 4.7
and 4.9 to 4.12 with (a) ιmax, β̃max, λ̃min and (b) ιmin, β̃min, λ̃max, with
the max and min values taken from the 80% confidence interval in
fig. 4.5. The maximum and minimum set of values (a) and (b) are
chosen to give the strongest and weakest fabric respectively.

4.3.2 Pole figure and cross section representation

As a preliminary illustration of the model output and its representa-
tion, I show in fig. 4.6 an example of model output obtained by solving
the model at T = −5◦ C, in simple shear (W = 1). The principal axes
are orientated at θ = ±45◦ directions of the pole figure. To visualise
how the fabric changes with increasing strain, I plot slices of the pole
figure at y = 0. The example pole figure in (a) is plotted at a strain of
γ = 0.345. The value of ρ∗ at y = 0 is plotted in (c) for each strain. This
shows how the fabric develops from isotropic. A secondary cluster can
clearly be seen as a transient feature which has mostly disappeared
by γ = 0.8.

As an example comparison of the model prediction and experi-
mental observations, I have included a pole figure from laboratory
experiments (Qi et al., 2019) in fig. 4.6b, as I have done in fig. 3.4. This
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is at the same temperature and strain as the model output in (a). There
is very good agreement between the model and experiments.

4.4 results

4.4.1 General fabric evolution: dependence on temperature and vorticity
number

I explore fabric evolution across a complete, continuous range of vor-
ticity numbers W for two-dimensional deformation regimes (spanning
W = 0 to ∞), and a continuous range of temperatures T relevant to
ice-sheet flow (T = −30 to −5 ◦ C). For all cases, I assume an ini-
tially isotropic fabric. To make comparisons, I will limit my analysis
to fabrics undergoing a constant two-dimensional deformation and
at a constant temperature. The vorticity number, defined in eq. (4.1),
gives the ratio of vorticity to strain-rate magnitude. However, it does
not fully constrain the velocity gradient. To do so, I define the non-
dimensional velocity gradient as:

∇ũ =


1 W

−W −1

 . (4.3)

This gives pure shear for W = 0, simple shear for W = 1 and rigid-
body rotation as W → ∞. The principal-axes of deformation are
aligned with the coordinate axes and are unchanged as W varies.

With the velocity gradient fully defined, I explore the fabric dynam-
ics produced across W-T space in fig. 4.7. For each square I show
the slice through the pole figure at y = 0 (explained in fig. 4.6) up
to a finite strain of γ = 1. The temperature range is from −30◦ C to
−10◦ C, temperatures typical in ice sheets (Duval et al., 2010). The
vorticity number ranges from W = 0.1, very close to pure shear, and
W = 10 representing highly vortical flow with curved streamlines.
This provides a detailed picture of how the fabric evolves with in-
creasing strain, providing insights into deformation regimes between
compression and simple shear as well as showing fabrics produced by
deformation regimes more rotational than simple shear. For low vortic-
ity numbers, a single maximum can be seen at low temperatures which
develops into double-maxima as strain increases. As W increases the
clusters are moved by the rotational component of the deformation,
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Figure 4.6: To illustrate the fabric I show a simulation in simple shear

at T = −5◦ C. (a) shows a pole figure from the model at

an effective strain of γ = 0.345 (where the strain-rate is

defined as in eq. (4.2)). (b) shows a pole figure from labora-

tory experiments (Qi et al., 2019) at the same temperature

and strain, showing good agreement. The white dotted line

in (a) and (b) shows y = 0. (c) shows ρ̃∗ at y = 0 against

strain. Here the white dotted line highlights the strain at

which the pole figure is plotted. θ is the polar angle. Also

highlighted is the classification of the different fabric types

at different strains; from double-maxima to secondary clus-

ter to the steady state single maxima. For this figure only

the principal axes of deformation are oriented at θ = ±45◦.
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resulting in a primary and secondary cluster. The weaker, secondary
cluster is gradually consumed by migration recrystallization as strain
increases, leading to a single maximum at high strains, for W ∼ O(1).

I also show in fig. 4.7 analysis of fabrics produced in highly ro-
tational (W > 1) deformation regimes, which as I have shown are
prevalent in real-world conditions (figs. 4.3 and 4.4). Figure 4.7 shows
that the fabric is strongest for W = 1, and weakens as vorticity in-
creases past this. For example, for W = 10 there is only a very weak
fabric produced. Furthermore, at large vorticity numbers oscillation
can be seen in the fabric pattern. Figures C.1 and C.2 in Appendix C
show that variations in the parameters from fig. 4.5 affect the strength
of the primary cluster primarily, but do not affect the variation with
vorticity number or the transition from one fabric type to another.
To further analyse the limit of very large vorticity numbers I show
the fabric produced as W → ∞ in fig. 4.8. This fabric is seen for any
vorticity number above W ≈ 50. To measure fabric concentration I
use the J index, as defined in eq. (3.12). The J index of this fabric is
1.16, very close to completely isotropic (J = 1). It is unlikely this weak
girdle fabric would be distinguishable from an isotropic fabric in a
physical sample, where the fabric is determined by sampling a limited
number of grain orientations.

4.4.2 Fabric regime diagrams for cluster angle and fabric type

To distil all the complex information shown in fig. 4.7 and make
this information more easily accessible, I present results showing the
variation of the angle of the primary cluster and the regimes of dif-
ferent fabric patterns across the W-T space. The angle between the
primary cluster and the closest principal axis of deformation (i.e. the
axis of compression) is shown in fig. 4.9 at six separate finite strain
values, across W-T space. Even at a low finite strain of γ = 0.3 there
is already an established difference in angle across the parameter
space (fig. 4.9a). Low temperatures and low vorticity numbers have
the primary cluster most closely aligned with the compression axis.
The angle then increases as both temperature and especially vorticity
number increase. As strain increases the variation in angle increases.
However, for a finite strain greater than 0.5 the angle is mostly invari-
ant with strain. Across the strain and temperature range, an angle
of around 40◦ implies simple shear (W ≈ 1), whereas if the primary
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Figure 4.8: Pole figure for W → ∞ and T = −5◦ C at steady-state.

A very weak girdle fabric is produced, with the girdle

coincident with the axis of vorticity, shown. This fabric has

a J index of 1.16, where J = 1 is an isotropic fabric.

cluster and compression axis are coincident, this suggests pure shear
at T ≈ −30◦ C .

Figures C.3 and C.4 in Appendix C show fig. 4.9 with the strongest
and weakest possible fabric based on the 80% confidence intervals
in fig. 4.5. At low vorticity numbers and temperatures, the angle
between the primary cluster and compression axis is slightly sensitive
to variations in parameters, but outside of this space the angle is
roughly unchanged.

As a means to visualise the variety of fabrics in terms of both the
parameter space and across possible finite strains I show a regime
diagram for fabric patterns in fig. 4.10. To define whether a fabric is a
double-maxima, secondary cluster or single-maxima I take the ratio of
the two largest peaks in the fabric. If the 2nd largest peak is less than
10% the strength of the largest peak, it defines as a single-maxima. If
the strength of the 2nd largest peak is between 10% and 90% of the
largest peak, it is defined as a secondary cluster. If it is > 90% it is
defined as a double-maxima. Contour lines of primary cluster angle
at 20◦ and 50◦ are also shown. This shows the different fabric types
(fig. 2.4) across the space of temperature, vorticity number and finite
strain. The figure is in the same format as fig. 4.9.

Figure 4.10a shows the initial fabric after a finite strain of only
γ = 0.3. There are three regimes at this finite strain. For approximately
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W < 0.7 a double-maxima is produced. There is a small region, at high
vorticity numbers and primarily at low temperatures but extending
into high temperatures, at which a single-maxima is produced. Other-
wise a secondary cluster is produced, this occurs for relatively high
vorticity numbers and is more dominant at higher temperatures, as
expected. At higher finite strain the double-maxima pattern becomes
less prevalent, only occurring at lower vorticity numbers or not at all.
This highlights the transient nature of this pattern. As a reminder, the
double-maxima is the 2D equivalent of a cone-shape fabric (fig. 2.4).
The double-maxima fabric is only present up to a finite strain of about
γ = 0.5. In fig. 4.10c, at γ = 1.0 the parameter space is dominated
by single-maxima and secondary-cluster patterns. Ice fabrics which
develop at higher temperatures T > −20◦C are dominated by sec-
ondary cluster patterns, with the exception of around W ≈ 3, where a
single-maxima occurs because the secondary cluster is too weak. At
lower temperatures T < −25◦C a single-maxima is produced because
migration recrystallization is not active enough for multiple clusters
to be produced. This balance between a single-maximum fabric and a
secondary cluster fabric continues as the finite strain increases, with
a single-maxima also becoming more prevalent at high temperatures
for vorticity numbers around 1 (fig. 4.10e and f).

Figures C.5 and C.6 in Appendix C show fig. 4.10 with the strongest
and weakest possible fabric based on the 80% confidence intervals
in fig. 4.5. The overall picture is similar. The variation with vorticity
number is approximately unchanged and boundaries between the
regimes shift by roughly ±7◦ C.

To illustrate the difference in pole figure patterns at the same finite
strain but different temperatures and deformation regimes I plot
pole figures at a finite strain of γ = 2 (fig. 4.11) overlaid onto a
regime diagram of fabric patterns. The pole figures are centred at the
vorticity number and temperature they are simulated at. Figure 4.11

highlights fabrics are still variable despite being in the same regime.
The fabric at W = 1, T = −5◦ C is much stronger than the fabric
at W = 10, T = −30◦ C or W = 0.1, T = −30◦ C, however they are
all single-maxima. It is also worth nothing the difference in angle of
the primary cluster across the parameter space: approximately 0◦ for
W = 0.1, T = −30◦ C but increasing as W and T increase, as shown
in fig. 4.9.



4.4 results 67

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101
W

(a), γ = 0.30

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(b), γ = 0.50

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(c), γ = 1.00

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(d), γ = 2.00

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(e), γ = 5.00

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(f), γ = 10.00

0 10 20 30 40 50 60 70
Angle between primary cluster and compression axis (◦)

Figure 4.9: Contour plots showing the angle (in degrees) of the largest

cluster from the compression axis. Panels are shown for

progressively increasing finite strain values. This angle is

fairly invariant with finite strain. The resolution of this

figure is 50 × 50 across the parameter space.
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cur (defined in fig. 2.4). The angle of the primary cluster
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Figure 4.11: Pole figures overlaid onto the regimes at γ = 2. The pole

figures are centred at the vorticity number and tempera-

ture they occur.
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4.4.3 Analysis of fabric evolution timescales

A variable that is central to the interpretation of ice core fabrics is
the timescale or, equivalently in the non-dimensional problem, the
finite strain over which fabric evolution occurs. In fig. 4.12 I explore
fabric evolution timescales. fig. 4.12a shows the finite strain required to
reach halfway to steady state. I also show the J index when the fabric
reaches steady state in fig. 4.12b. Both are shown across the space of
W-T. An example showing the evolution of the J index and the finite
strain at which it reaches steady state is illustrated in fig. 4.12c.

Figure 4.12a shows the finite strain at which the J-index is halfway
to its steady-state value. This can be considered the half-life over which
fabric evolution occurs. Measuring the strain at halfway to steady-state
gives insight into the timescale over which fabric development occurs
and is more robust measure than estimating the strain at steady-state,
which I found was sensitive to parameter variations such as those
shown in appendix C. Vorticity numbers closest to zero and the coldest
temperatures have the highest halfway strain. Under these conditions,
neither rigid-body rotation nor migration recrystallization are are
activated to a significant degree: the fabric evolution is dominated by
by basal-slip deformation. Fabrics also take longer to develop closer
to a vorticity number of 0.7, due to the fact that this vorticity number
has the strongest fabrics generally. For W > 1 the strain to reach half
strength decreases, as the fabrics are shown to be generally weaker as
vorticity number increases. This is clearly seen in fig. 4.12b (showing
the J-index a steady-state). Generally, as temperature increases the
steady-state fabric always increases in strength. Fabrics are strongest at
a vorticity number of around 0.7 across almost the whole temperature
space.

Figures C.9 and C.10 in appendix C show fig. 4.12 with the strongest
and weakest possible fabric based on the 80% confidence intervals in
fig. 4.5. These figures show that the halfway strain is fairly insensitive
to changes in the parameters, with the maximum varying by around
±20%. The maximum halfway strain remains at W = 0.1, T = −30◦ C
for both figs. C.9 and C.10. The J index at steady-state is more sen-
sitive to changes in parameters but the general picture of how this
variable changes across the W-T space is similar, with the upper
bound showing generally less variation across the parameter space.
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4.5 discussion

The analysis presented here gives predictions for the fabric patterns
produced over the whole range of vorticity numbers and temperatures
arising for incompressible two-dimensional deformation regimes, a
first for fabric modelling. I have limited the analysis here to fabrics
produced under a constant two-dimensional deformation regime and
temperature. Although ice in the natural world will undergo changing
deformation regimes, the analysis presented here is a first step to
provide insights into fabrics produced for deformation regimes away
from pure and simple shear. Furthermore, the fabrics analysed here
are highly relevant for ice deformed in the laboratory, which is in most
cases deformed at constant temperature and vorticity number.

Ice in the real world will undergo three-dimensional deformations
yet it is common to model ice-sheets in two dimensions along the
vertical cross-section, such as in fig. 4.2. This has been shown to be
valid around divides such as in Martín et al. (2009). In some regions,
such as ice streams, the deformation will be more three dimensional.
Nevertheless, exploring general two-dimensional deformations is a
good first step away from the isolated, two-dimensional conditions of
pure and simple shear alone.

4.5.1 Fabric patterns across deformation regime and temperature space

Previous work has focused on modelling fabrics produced at fixed
deformation regimes (Llorens et al., 2016), or modelling the deforma-
tion experienced by ice at a divide (Bargmann et al., 2012). Due to
the computational efficiency of SpecCAF, I have been able to perform
thousands of simulations across the parameter space of temperature
and vorticity number to show how fabrics vary.

Our work generally shows a smooth transition between the two
deformation regimes of pure and simple shear, as can be seen in
fig. 4.7. Such intermediate deformation regimes are important in the
real world (figs. 4.2 to 4.4) and must be taken into account when
considering ice fabrics, rather than focusing on the isolated cases of
pure and simple shear.

The weak fabric seen for highly rotational flows has not been stud-
ied at all so far. This result is interesting as it shows for the first time
the fabric produced by highly rotational deformation regimes: a weak
girdle fabric. Throughout these deformation regimes I have kept the
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non-dimensional strain-rate constant. Therefore, at high vorticity num-
bers the weak fabric seen in figs. 4.7 and 4.8 is not caused by a lack of
deformation. Instead it is due to the rotational component acting to
quickly smear any cluster produced by basal-slip deformation or mi-
gration recrystallization to orientations where the cluster is consumed
by migration recrystallization. The end result as W → ∞ is a very
weak girdle fabric with the girdle aligned to the axis of vorticity.

The regime diagram in fig. 4.10 shows the fabric patterns produced
across the space of vorticity number, temperature and strain. From
experimentally deformed ice, the vast majority of fabrics produced are
cone-shape fabrics (see Fan et al. (2020) or the references in fig. 3.5).
However, ice deformed in the laboratory in compression can only
reach strains of up to γ = 0.5 and fig. 4.10 highlights how double-
maxima fabrics are only present up to these strains. Above γ = 0.5,
secondary cluster and single-maxima patterns are more prevalent.
Importantly, secondary cluster fabrics, which have been to-date only
seen in simple shear (W = 1), can occur at very low vorticity numbers
(fig. 4.10c,d).

Results from Budd et al. (2013) show a secondary cluster fabric
for W = 0.85, γ = 0.34 and T = −2◦ C. Extrapolating fig. 4.10a
would suggest this agrees with the model. Budd et al. (2013) also have
another laboratory data point at W = 0.52, γ = 0.72 and T = −2°C
which shows a single-maxima pattern. Extrapolating fig. 4.10 would
predict a secondary-cluster fabric, however close to boundary where
the fabric becomes a single-maxima. Furthermore SpecCAF has only
been constrained up to T = −5°C, and as ice approaches the melting
point the parameters are likely to behave non-linearly, so a simple
extrapolation cannot be relied upon.

4.5.2 Finite strains required for fabric evolution

For the interpretation of ice fabrics it is essential that we know the
timescale (or in the non-dimensional case here, total finite strain) over
which fabrics evolve to steady state. In this chapter I have presented
the first assessment of fabric timescales (fig. 4.12), by examining the
‘half-life’ for fabrics to reach steady state. In compression, experiments
can only reach a maximum effective strain of γ ≈ 0.5. It is often
assumed that a strain of around γ = 0.2 represents a steady state in
the mechanical properties, and consequently in fabric (Jacka, 2000).
However, recent experiments show that the fabric continues to evolve
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past this (Piazolo et al., 2013; Qi et al., 2017). It is also known that
fabrics require higher finite strain to reach steady state in simple shear
(Journaux et al., 2019). Qi et al. (2017) notes that fabric data is required
at higher strains than has been achieved to date by compression
experiments to link to high-strain natural environments. The results
in this chapter fill this missing gap. Here I extend analysis of fabric
regimes to very high strains of γ = 10. For low W , in experiments and
in fig. 4.7, a fabric quickly develops at very low strain γ ≈ 0.2, (also
seen in Craw et al., 2018). Although the fabric pattern does not change
as strain increases, it cannot be said to be in steady-state because the
concentration of orientation at the clusters continues to increase. It
should be noted that any change in fabric intensity will directly affect
the mechanical properties such as the degree of viscous and seismic
anisotropy (Duval et al., 1983; Matsuoka et al., 2003).

Figure 4.12a shows that, for very low temperatures (T ≈ −30◦ C)
the strain to reach halfway to steady state is the highest, around
γ = 0.5. as can be seen in fig. 4.12c the true steady-state can not be
reached to much later as the J index approaches the steady-state value
slowly. From this it is safe to remark that reaching true steady states
at these temperatures in laboratory experiments will be impossible for
deformations close to pure shear. Although fig. 4.12a shows that, above
very low temperatures (T > −24◦ C), deformation regimes closer to
simple shear take longer to reach steady-state. However these strains
are more achievable in the laboratory as fabrics can be deformed in
torsion, allowing very high strains such as γ > 1.5 to be reached
(Journaux et al., 2019). Furthermore, the strain to reach halfway to
steady state is primarily dependent on vorticity number W , rather
than temperature.

4.5.3 Consequences for ice core interpretation

Analysis and interpretation of ice cores remain key for understanding
the processes occurring in the natural world, for both understanding
the past climate history (Dansgaard et al., 1969) as well as understand-
ing ice sheet dynamics (Schytt, 1958). The regime diagrams I have
constructed (figs. 4.9 and 4.10) can be used as a toolkit to interpret
ice cores. For example a single maxima fabric with an angle less than
20◦ between the compression axis and primary cluster centre implies
the core has undergone mostly compression at low temperature. If
other constraints such as knowledge the deformation regime history
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or temperature has been constant to good approximation, the domi-
nant deformation regime and temperature can be further constrained.
As the work here is for constant temperature and vorticity number,
any ice core fabric interpretation will inherently assume that an ice
core that has been deformed primarily at a dominant temperature
and deformation regime over its recent history. Since temperature
varies with depth in an ice sheet (Paterson, 1999), this method is likely
to be most reliable for ice cores where the ice is primarily moving
horizontally i.e. far from ice divides. I also assume an initial random
orientation for the fabric. Although deformation regime history in the
natural world is likely to be complex, this is a reasonable assumption
because ice formed from surface accumulation will initially have a
random distribution of orientations (Montagnat et al., 2020).

The fabric pattern is a robust way to interpret ice cores, as it requires
no assumptions about the deformation regime direction. This can be
accomplished by the regime diagram we present in fig. 4.10. For
example, the presence of double-maxima fabrics (two equal strength
clusters) implies that the fabric has undergone a relatively low strain.
A secondary cluster fabric implies that the fabric is likely to be at
intermediate strains, and at temperatures T > −20◦ C. A fabric which
both has a low J index and a secondary cluster implies a highly
rotational deformation regime W > 3. Furthermore, I have shown
that the presence of a fabric which appears to be isotropic could be
indicative not only of no deformation, but also of a highly rotational
deformation regimes.

If other information about the fabric history is known, figs. 4.9
and 4.10 can be used in combination to extend this knowledge. For
example, if there are independent constraints on the orientation of the
deformation regime axis, then the angle of the primary cluster can be
used to interpret ice cores as well. As can be seen in fig. 4.9 the angle
between the primary cluster and the compression axis is relatively
invariant with strain. Knowing this angle can therefore give a good
estimate of the vorticity number and temperature, for deformation
regimes which are primarily 2D.

4.5.4 Implications for ice flow properties and modelling

Viscous anisotropy of ice is controlled by the fabric and is a key control
of the flow field (e.g. Alley, 1988). This anisotropy is dependent on
the pattern, direction and strength of the fabric. The current approach
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common in ice-sheet models is to represent anisotropy with an en-
hancement factor which scales the viscosity, either globally (Graham
et al., 2018) or locally as in Placidi et al. (2010) (eq. (2.17)). The model
SpecCAF used in this chapter can be coupled with any anisotropic vis-
cosity formulation to include directional variation in viscosity. Martín
et al. (2009) has coupled a fabric model to an anisotropic viscosity,
but the fabric evolution model used did not include recrystallization,
which are dominant processes in controlling fabric evolution and their
approach to final steady states. The high sensitivity of fabric strength
and patterns to temperature shown in this chapter and in experimental
work (Qi et al., 2019) may lead to further interesting flow features on
top of those caused by anisotropy alone. This can only be captured
with a coupled fabric model including a temperature dependent fabric.
Temperature can also affect the flow through viscous heating (e.g.
Hindmarsh, 2004) and a temperature dependent fabric model coupled
to anisotropic viscosity such as Gillet-Chaulet et al. (2005) would allow
us to understand what proportion of the effects of temperature are a
consequence of viscous heating and what proportion arise through
temperature induced changes to the fabric.

The fabrics I have shown here give insight into where anisotropy
may be most important in an ice sheet. Areas with strong fabrics will
be highly anisotropic, with the viscosity varying in different direc-
tions. Anisotropic flow is not well studied but initial simulations with
coupled anisotropic flow show it can explain hitherto unexplained
observations such as syncline patterns observed under ice divides
(Martín et al., 2009). My analysis of fabrics produced in highly rota-
tional deformation regimes showing an almost isotropic fabric (as seen
in fig. 4.7 and fig. 4.12b). This implies that in the regions of Antarctica
where the flow is highly rotational, which as we can see in fig. 4.4 does
occur, the fabric will evolve towards a state with limited anisotropy.
However areas of approximately simple shear (W = 1) show the
strongest fabrics and hence the strongest effect of anisotropy. This
means viscous anisotropic affects are expected to be widespread, fur-
ther motivating the need to fully represent them in models. In future
work it would be possible to explore how seismic wave velocities vary
with the different fabrics modelled in this chapter, again comparing to
real-world observations.
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4.6 conclusions

Prediction of fabric evolution is pivotal for the correct interpretation of
ice core fabrics and reliably predicting ice losses in a changing climate
using ice-sheet modelling. This work extends our ability to predict
fabric evolution from the end-member deformation regimes of pure
and simple shear to general two-dimensional deformation regimes.
As such the presented study represents a step towards understanding
fabrics in fully general conditions which is key for understanding
viscous anisotropy and, in turn, large-scale ice-sheet flow modelling.
I have shown that deformation regimes outside of pure and simple
shear are important in common flow scenarios seen in ice sheets.
There is the potential for future work to extend the modelled fabrics to
calculate seismic anisotropic properties, enabling us to further improve
our understanding of ice in natural flows.

The regime diagrams presented are a useful tool to help with the
interpretation of ice core data. In combination with other information,
such as the plane of deformation regime or an estimate of the temper-
ature at which a core was deformed, these regime diagrams can be
used to determine the primary deformation regime and temperature
undergone by an ice core. I have shown that for two-dimensional
deformations, the double-maxima fabric is not present at high strains
when only a small amount of vorticity is present in the deformation
regime W > 0.1. This is important as many laboratory experiments
are performed for W = 0. Future work could investigate whether this
conclusion extends to three-dimensional cone-shape fabrics.

Highly rotational deformation regimes were investigated for the
first time and showed a weak girdle fabric aligned to the axis of
vorticity. I have also shown how the timescale for fabric evolution,
shown by the halfway strain to reach steady state, changes over the
parameter space. Laboratory experiments around simple shear may
be able to reach the strains required to get close to steady state,
however compression experiments, especially at low temperatures
cannot achieve the required strains for steady state.
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N U M E R I C A L M O D E L L I N G O F I C E S T R E A M
FA B R I C S : I M P L I C AT I O N S F O R
R E C RY S TA L L I Z AT I O N P R O C E S S E S A N D B A S A L S L I P
C O N D I T I O N S

Abstract

Accurately predicting ice crystal fabrics is key to understanding
the processes and deformation in ice-sheets. In previous chapters I
have shown that the SpecCAF model is capable of reproducing ice
fabrics observed from laboratory experiments. In this chapter, for
the first time, a numerical fabric model is used to predict the fabric
evolution with an active ice stream. This is done by predicting the
fabrics at the EGRIP ice core site. I do this using satellite data and
inferred particle paths, combined with the shallow ice approxima-
tion (with basal slip) to infer a leading order approximation for the
deformation through the ice sheet. I find that SpecCAF is able to
predict the patterns observed at EGRIP - a girdle/horizontal maxima
fabric perpendicular to the flow direction. By reducing the rate of
rotational recrystallization in the model I am also able to predict
the fabric strength at EGRIP. As I have previously found rotational
recrystallization is mostly temperature independent, this suggests
rotational recrystallization may be primarily strain-rate/stress de-
pendent. These results show SpecCAF can be applied to real-world
conditions and provide insights into the deformation and basal-
conditions of the ice sheet. As the model only considers deformation
and recrystallization through dislocation creep, the results imply
that - for the ice stream modelled - no other process is significantly
influencing both the produced ice fabric and the deformation. I find
that the model gives best results for full slip at the base of the ice
sheet, implying that the level of sliding at the base of the ice sheet
in the North Greenland Ice stream may be very high. The approach
taken in this chapter could be extended to other ice core locations
in Greenland and Antarctica.

5.1 introduction

Understanding the flow of ice sheets is key for accurately predicting
sea-level rise (Shepherd et al., 2018). By more accurately modelling the
fabric of ice, we will improve the uncertainty in sea-level rise predic-
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tions. Accurate fabric models are the first step to incorporate viscous
anisotropy in ice sheet models. Furthermore, improved modelling of
ice fabrics enables us to investigate natural ice core fabrics in detail
focussing on possible deformation mechanisms, boundary conditions
of flow and flow evolution.

Numerical modelling of ice fabrics has either aimed to match lab-
oratory experiments, e.g. chapter 3 in this thesis (also published as
Richards et al. (2021b)), or Llorens et al. (2016), or aimed to predict
fabrics at or near to ice divides (Bargmann et al., 2012; Castelnau
et al., 1996; Montagnat et al., 2012; Seddik et al., 2008). The majority
of ice cores are taken at ice divides as they give reliable climate data.
However, in order to give reliable climate data the deformation is
minimal. Therefore the fabrics produced here are already well studied
and not representative of conditions in the rest of the ice sheet.

In contrast to ice divides, some of the most dynamic regions in an
ice sheet are ice streams, where there is slip at the base of the ice sheet
and the ice flows much faster than other regions. These are key for
controlling the mass loss from ice sheets (Bennett, 2003). Recently a
drill site has been setup in east Greenland in an ice stream. This is
called the East Greenland Ice Core Project, and fabric data from drilled
ice core data is now available here (Stoll, 2019; Westhoff et al., 2020)

In previous chapters I have introduced the SpecCAF model, and
shown it agrees well with laboratory experiments. Here I use this
model to predict the fabrics at EGRIP to test: a) the applicability of
SpecCAF to natural ice fabrics which originated from ice flowing at
4-7 orders of magnitude lower strain rates than ice deformed in the
laboratory, i.e 10−12 to 10−10 versus 10−6 to 10−5 s−1, and b) infer
properties deep into the ice sheet.

These tests are a clear way forward in our ability to predict ice
flow dynamics. For example, accurately modelling fabrics from real-
world ice sheets is key as a step towards accurately modelling viscous
anisotropy in ice sheets. Furthermore, reproducing real-world fabrics
enables us to infer conditions deep into an ice sheet, such as tempera-
ture, basal drag, levels of strain partitioning and the value of the flow
law parameter n.

Predicting ice fabrics from real-world locations is more challenging
than those from well confined laboratory experiments (e.g. Budd et al.,
2013; Qi et al., 2019) as they have a complex and changing deformation
and temperature history. Here I present and test an approach which
is based on combing predictions for the upstream flow path from
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satellite data with leading order assumptions to estimate the velocity
gradient at depth into an ice sheet upstream of the ice core site. I then
use this calculated deformation as an input into SpecCAF to predict
the fabric evolution. For this study, I use the EGRIP site as (a) the site
is in an ice stream, a critical region for controlling the mass loss from
the ice-sheet an ice stream (Bennett, 2003), and (b) there is detailed
fabric data from drilled ice cores (Stoll, 2019), including for the first
time azimuthal constraint on the ice core orientation (Westhoff et al.,
2020).

5.2 background

In this background, I first review the shallow ice and shelf approx-
imations. This is because I use these approximations to derive an
approximation for the velocity gradient throughout the ice sheet from
the satellite data - this is described later in section 5.3. I then give
details of the EGRIP site and the ice core data currently available from
here.

5.2.1 Shallow ice and shallow shelf approximations

In ice-sheet modelling, due to the complexity of solving the full
Stokes equations, simplifications are often made by neglecting smaller
terms in the force balance of an ice sheet. The simplest models, for
a grounded ice sheet and for a floating ice shelf (over the ocean) are
the Shallow Ice Approximation (SIA) and the Shallow Shelf Approxi-
mation (SSA) respectively. As the name suggests, these simplifications
can be made because the ice sheet length is much greater than its
thickness (i.e. the ice sheet is shallow). Kirchner et al. (2011) provides
a review of the usefulness and limitations of these models. Figure 5.1
shows the vertical velocity profile for both the SIA and SSA, as well as
for a mix of the two valid for an ice stream.

The SIA is derived by assuming that vertical shear stresses (Sxz and
Syz) dominate in the force balance for an ice sheet, and retaining only
the leading order terms. The SIA is valid both for regions with no slip
at the base, and also regions with limited basal slip. Its validity breaks
down for regions of high basal slip, such as ice shelves where the ice
is floating on water. If the surface velocity and level of slip at the base
are known, the SIA can be used to derive a vertical velocity profile
through the ice sheet depth (fig. 5.1a).
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Figure 5.1: Adapted from Kirchner et al. (2011), showing the vertical

velocity profile for the a) shallow ice approximation, b)

shallow shelf approximation, and c) a mix of the two, valid

for an ice stream such as at EGRIP.

The SSA, valid for ice shelves retains the xy normal and parallel
shear stresses as well as the vertical shear stresses. As can be seen in
fig. 5.1b, to a first approximation the vertical velocity profile is uniform
with depth.

5.2.2 The EGRIP site

Historically, ice cores have been drilled at or close to divides, with
the aim of having minimial deformation to give accurate paleoclimate
data. Consequently there is much data from ice cores at or near divides
(e.g. Dansgaard et al., 1969; Gow, 1961; Thorsteinsson et al., 1997), but
from a deformation perspective the limited data from fast flowing
locations is more interesting. EGRIP aims to provide exactly such data
by retrieving ice cores from the fast-flowing North East Greenland Ice
Stream (NEGIS), the largest ice stream in Greenland. This is shown in
fig. 5.2. Figure 5.2a shows an overview of Greenland, contoured by
velocity magnitude from satellite data (Joughin et al., 2018). Figure 5.2b
shows a zoomed in region (highlighted by the rectangle in fig. 5.2a)
showing the location of the EGRIP and GRIP drill sites. The tracked
upstream path from Gerber et al. (2021) (discussed later) is also shown.

Ice fabric data from EGRIP has been published in Stoll (2019) and
Westhoff et al. (2020). It should be noted the ice core drilling is ongoing
with more fabric data at deeper depths yet to be published. Neverthe-
less data is available to a depth of 2100 m. Analysis of the eigenvalues
of the second-order orientation tensor from fabric samples shows a
transition from approximately isotropic (all eigenvalues = 1/3) near
the surface to eigenvalues of approximately 0.7, 0.3, 0 below 600 m.
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Figure 5.2: View showing an overview of Greenland in (a), showing

the velocity magnitude calculated from Joughin et al. (2018)

and a rectangle describing the inset region in (b), which

shows the tracked plan-view path upstream of the EGRIP ice

core location. The location of the GRIP core is also shown.
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Figure 5.3: Pole figure from Stoll (2019), at a depth of 1361.02 m. This

shows both a girdle pattern, but also two horizontal max-

ima. The pole figure is shown with the z-axis out of the

page. Note that the orientation of the pole figure is uncon-

strained when rotating about the z axis. This is because

when ice cores are drilled they are free to rotate and this

information is usually lost.

The eigenvalue plot with depth also exhibits oscillations below 550 m.
These oscillations are hypothesised to be caused by strain partition-
ing (Stoll, 2019), where local deformation differs from the regional
deformation.

Stoll (2019) reports a girdle fabric between 350-1300 m. Below this
depth they report a horizontal-maxima fabric. This is similar to the
girdle fabric but exhibits clusters orientated normal to the z-axis. Pole
figures from depths of 361 m and 1361 m are shown in fig. 5.3, adapted
from Stoll (2019). Note that the orientation of the pole figures are
unconstrained when rotating about the normal axis. This is because
when ice cores are drilled they are free to rotate and therefore the
directional data in the horizontal. Recent work seeks to recover this
(Westhoff et al., 2020) but is currently not available for this pole
figure. For fig. 5.3a a girdle pattern is visible. For fig. 5.3b the girdle
pattern is still visible, but there are also two very strong clusters
approximately perpendicular to the z-axis, highlighted in red. This
correlates with the eigenvalue plot, as a evenly-distributed girdle
fabric would be characterised by the largest two eigenvalues being
equal (e.g. Gagliardini et al., 2009).

As discussed above, historically ice core samples are unconstrained
in the x − y plane. This means the angle of the girdle in fig. 5.3 is
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Figure 5.4: Girdle fabric from Westhoff et al. (2020), where the orienta-

tion of the girdle has been found. This figures shows c-axis

data averaged over a depth 1400 − 2100 m. The pole figure

is shown with the z-axis out of the page, North at 0◦. The

girdle is perpendicular to the flow-direction.

unknown. A recent advance (Westhoff et al., 2020) has allowed this
to be found for the first time, so the ice core fabric can be compared
directly to 3D ice fabrics from models. This has been done using
fabrics from EGRIP as an example. Westhoff et al. (2020) found that
the girdle fabrics from EGRIP were aligned perpendicular to the local
flow direction. This is shown in fig. 5.4. From this work, we would
expect the girdle fabrics seen at other depths in EGRIP, such as fig. 5.3
to be orientated in the same direction. This also agrees with data
from other fast-flowing regions: Lutz et al. (2020) performed seismic
measurements at a side in the Ross ice shelf in Antarctica. They
estimated a combined girdle and horizontal maxima, approximately
perpendicular to the flow direction from seismic measurements.

Gerber et al. (2021) has calculated the upstream particle path from
the EGRIP site. They also calculate values for past accumulation rates,
the surface height along the flow line and the level of slip at the
base of the ice sheet. They do this by using age-depth data from
radar measurements and simplified profiles for the vertical strain rate
(Dansgaard and Johnsen, 1969), and vertical velocity profile (Grinsted
and Dahl-Jensen, 2002).
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5.3 methods

In order to predict the fabric of an ice core using the information
available we must know (a) the deformation history, i.e. to as full
extent as possible all terms in the velocity gradient tensor ∇u, and (b)
the temperature history. I aim to trace the path of the ice core back
in time to the point where it fell as snow. Here I can safely assume
the fabric has an initial isotropic condition. I use satellite data for the
velocity with a resolution of 250 m (Joughin et al., 2018) alongside data
from Morlighem et al. (2017) for the bed and surface elevation, with a
resolution of 150 m, and data from Ettema et al. (2009) for the surface
accumulation rate, with a resolution of 1 km. I use the plan-view path
shown in fig. 5.2, and corresponding surface derivatives from Gerber
et al. (2021).

5.3.1 Deformation history

Once the plan view path is calculated, the surface derivatives ∂us/∂x,
∂us/∂y, ∂vs/∂x, ∂vs/∂y can be calculated along the path. This is al-
ready done by Gerber et al. (2021). In order to arrive at an estimate for
all the terms in the velocity gradient ∇u, along the three-dimensional
path, I make the following assumptions:

1. I neglect the derivatives ∂w/∂x, ∂w/∂y, as order of magnitude
analysis shows

O(
∂u
∂x

) ∼ U
L

, O(
∂w
∂x

) ∼ Uτ

L2

where U, τ and L are the characteristic velocity, thickness and
length of the ice-sheet. As τ ≪ L the additional factor of τ/L
means these derivatives are small compared to others.

2. The vertical gradients are not small and it is important to estimate
them reliably. To do this I use the shallow ice approximation to
estimate the vertical velocity profile, with variable slip at the base
of the ice sheet:

u(z) = us

(
1 − (1 − ub

us
)d̃n+1

)
, (5.1)

where us is the surface velocity and ub is the basal velocity. The
non-dimensional depth is d̃ = (h − z)/(h − b), where h is the
height of the ice surface and b is the base. The parameter n is the
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power from Glen’s law (eq. (2.3)). Here I use n = 3. This profile
arises from assuming vertical shear stresses are dominant, and
this may not be the case at EGRIP as it is in an ice stream. However,
the velocity profile recovers to the leading order estimate from the
SSA when there is no basal drag (fig. 5.1b) Therefore we can use
this as a leading-order estimate of the vertical velocity profile for
any level of basal slip. From eq. (5.1) the vertical derivatives can
be estimated as a function of the basal slip ratio ub/us.

Furthermore estimates for ∂u/∂x, ∂u/∂y, ∂v/∂x, ∂v/∂y at depth
are given by:

∂u
∂x

=
∂us

∂x

(
1 − (1 − ub

us
)d̃n+1

)
. (5.2)

Once ∂u/∂x and ∂v/∂y are known, ∂w/∂z can be calculated by
using ∇ · u = 0.

This gives us leading order estimates for all terms in the velocity
gradient. The xy variation is accounted for by the satellite data, and
the z variation is defined by the vertical velocity profile.

To define a fully three-dimensional path a location upstream is
chosen. At the surface, when the ice falls as snow the the vertical
velocity is given by the accumulation rate at that location (Arthern
et al., 2006; Milani et al., 2018), combined with the vertical velocity
arising from the surface slope:

ws = −ȧ + us
∂h
∂s

. (5.3)

Using the above equation the three-dimensional particle path can be
integrated forwards from the start point somewhere along the plan
view path, to a location at some depth at the EGRIP site. The accu-
mulation rate from Milani et al. (2018) may not be valid for the time
the ice core samples were deposited as snow. This discrepancy can
lead to streamline paths crossing in the results, however the predicted
fabric-depth relationship is not sensitive to this. An alternative ap-
proach, as in Gerber et al. (2021), could be to allow ȧ to be a free
parameter which can be fit to give streamlines which do not cross (for
each assumed vertical velocity profile). However, the approach I use
here avoids introducing extra fitting parameters.
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5.3.2 Temperature history

The temperature history must be defined as an input to SpecCAF.
Data from Prior-Jones et al. (2021) gives estimates for the temperature
at EGRIP with depth. Once the sensor has cooled to the surroundings,
it stays roughly constant at −30°C. In order to know the temperature
history upstream, I make another assumption.

3. I assume the temperature profile as a function of depth is the same
upstream as at the EGRIP borehole location.

Therefore I use T = −30°C throughout.

5.3.3 Dimensional form of SpecCAF

As I am now simulating real-world dynamics I work with SpecCAF in
dimensional form:

Dρ∗

Dt
= −∇∗ · [ρ∗v∗] + λ∇∗2(ρ∗) + β

(
D∗ − ⟨D∗⟩

)
ρ∗. (5.4)

Now I am tracking the change in the material derivative of ρ∗ as I am
tracking an ice block in a Lagrangian frame. I use the same parameters
as in fig. 4.5 in chapter 4. However as the equations are no longer
non-dimensionalised the recrystallization parameters are multiplied
by the strain-rate:

λ = λ̃(T)γ̇

β = β̃(T)γ̇,
(5.5)

where γ̇ =
√

DijDij/2 as in chapter 4. We now have a fully-constrained
model and the required inputs to predict the fabrics of a drilled ice-
core.

5.4 results

In figs. 5.5 and 5.6 I show the fabrics predicted at EGRIP with depth, as
well as their evolution history along the calculated streamlines. fig. 5.5
shows the fabrics for ub = us, i.e. with no vertical shear. fig. 5.5a
shows a plot of the streamline paths with depth along the streamline.
The streamline paths from the surface to depths at EGRIP can be seen.
For two paths, the fabric evolution is shown from isotropic at the the
surface to EGRIP. For fig. 5.5a, the pole figure axes are aligned with the
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axes of the plot: the horizontal axis of the pole figure is aligned with
the streamline coordinate, and the vertical axis is aligned with the
z-axis. The lower path, which starts close to a divide, shows the fabric
initially developing a weak single-maximum corresponding to vertical
compression, before developing into a horizontal maxima around 100
km upstream. The upper path develops a similar fabric at similar
distances upstream.

Note in fig. 5.5a, and in later figures, two of the streamlines cross.
This suggests some of the upstream data, such as surface velocity or
accumulation, changed over time. Even though such a cross over is not
realistic, the results are still valid as the fabric eigenvalues reported at
EGRIP are insensitive to the crossing streamlines, which happens far
upstream.

Figure 5.5b shows the eigenvalues of the fabrics at EGRIP against
depth as scatter points. This is plotted alongside a best-fit line from
EGRIP core data from Stoll (2019). Also, pole figures are plotted on the
right hand side, with the same normal as fig. 5.4. The fabric predicted
by the model is much weaker than that seen from Stoll (2019). However,
the results from EGRIP at these depths show a fabric pattern which
is between a girdle and horizontal maxima (as seen in fig. 5.3) with
the girdle perpendicular to the flow direction fig. 5.4 from Westhoff
et al. (2020). This agrees with the pattern seen in fig. 5.5b However, the
pattern predicted (a girdle fabric also exhibiting horizontal maxima,
aligned perpendicular to the flow direction) is in good agreement with
Stoll (2019) and Westhoff et al. (2020). It is also interesting to note that
the fabric is roughly invariant with depth.

Figure 5.6 shows the same as fig. 5.5, but for ub = 0 (SIA with no
basal slip). Figure 5.6a shows that the fabric pattern on the lower path
retains a single-maximum throughout, as the deformation changes
from compression to simple shear. The eigenvalues in fig. 5.6b show a
stronger fabric compared to fig. 5.5b, however the fabric is still weaker
than the data from EGRIP. Furthermore the vertical shear dominates
the deformation below a depth of around 750 m, producing a single-
maximum fabric orientation with the z-axis. This is not seen at EGRIP.

5.4.1 The effect of slip at the base of the ice sheet on fabric development
throughout an ice stream

The above models represent endmember models in terms of boundary
conditions for flow. To explore the effect of boundary conditions I
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Figure 5.5: Figure for ub = us (no vertical shear) showing (a): 3D

streamline paths and pole-figures aligned with the stream-

line axis (s, z) and (b): the eigenvalues of A(2) with depth,

and pole figures from the model output aligned with the

North and East directions at the corresponding depths (the

same orientation as fig. 5.4.) Note some streamlines cross

due to changes in accumulation with time, this is discussed

in section 3.4.
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Figure 5.6: Figure for ub = 0 showing (a): 3D streamline paths and

pole-figures aligned with the streamline axis (s, z) and (b):

the eigenvalues of A(2) with depth, and pole figures from

the model output aligned with the North and East direc-

tions at the corresponding depths (the same orientation as

fig. 5.4.) Note some streamlines cross due to changes in

accumulation with time, this is discussed in section 3.4.
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Figure 5.7: Figure for ub = 0.9us (basal velocity 90% the surface ve-

locity) showing (a): 3D streamline paths and pole-figures

aligned with the streamline axis (s, z) and (b): the eigenval-

ues of A(2) with depth, and pole figures from the model

output aligned with the North and East directions at the

corresponding depths (the same orientation as fig. 5.4.)

Note some streamlines cross due to changes in accumula-

tion with time, this is discussed in section 3.4.

modelled fabric evolution for an intermediate value of ub = 0.9us in
fig. 5.7. At depths above 1500 m the fabric and eigenvalues are similar
to fig. 5.5. However there is also an oscillation in the eigenvalues seen
in fig. 5.7b, similar to that seen in Stoll (2019). There is also a clear
transition between a girdle/horizontal maxima fabric at depths of
above ∼ 1500 m, and a single-maxima below. This can also be seen in
the eigenvalue plot. Below 1500 m vertical shear becomes dominant
leading to a single-maxima. Interestingly, the EGRIP ice core does not
show this transition to a single-maxima, even to depths of 2100 m (as
deep as data is currently available).

In figs. 5.5 to 5.7 I have used a constant ub/us (the ratio of the basal
velocity to the surface velocity) throughout the whole upstream path of
the ice stream. However the level of basal sliding would be expected to
vary, with ub ≈ 0 near ice divides and ub ≈ us in an ice stream. Gerber
et al. (2021) calculated the value of ub/us along a streamline traced
backwards from EGRIP, and this is shown in fig. 5.8. ub/us is close to 0,
until the path enters the ice stream where it rises. Close to EGRIP ub/us
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Figure 5.8: Plot of the calculated value of ub/us from Gerber et al.

(2021) along the streamline, used in fig. 5.9

Figure 5.9: Figure like figs. 5.5 and 5.6 for a variable ub
us
(s), from Gerber

et al. (2021)

is estimated to be one, i.e. almost no vertical shear. Figure 5.9 shows
the fabrics produced with this variable ub/us. However, the suggested
value of ub/us appears to predict fabrics which do not agree with Stoll
(2019). Although the middle eigenvalue matches, a single-maxima
fabric is produced, rather than the girdle fabric seen at EGRIP.

5.4.2 Strain-rate dependence of rotational recrystallization

The fact that fig. 5.5 (with full sliding at the base) is the case which
best matches the observed pattern at EGRIP, but has all eigenvalues too
close to 1/3 implies that the modelled fabric intensity is too low. In
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Figure 5.10: Figure like fig. 5.5 with ub = us but λ = λ0/3, where λ is

the parameter controlling rotational recrystallization.

other words, in the real world the fabric pattern is stronger and crystal
orientations less ‘smeared’ out than in the model e.g. fig. 5.3b. This can
be qualitatively explained by a too significant influence of rotational
recrystallization which is modelled as a diffusional process that moves
the fabric to isotropic. Consequently, a high contribution of rotation
recrystallization will result in a less intense fabric pattern. To test this
I reduce λ, the parameter controlling rotational recrystallization, by a
factor of 3 while keeping all other parameters the same. This is shown
in fig. 5.10, which has the same value of ub/us = 1 as fig. 5.5. As can
be seen in fig. 5.10 this gives much better agreement to the results from
Stoll (2019). The smallest eigenvalue matches very well with the best
fit line. The largest eigenvalue is slightly too high (correspondingly
the 2nd eigenvalue is slightly too low), but the overall the fit is good.
This leads to the horizontal maxima reported in Stoll (2019), with the
maxima perpendicular to the flow direction. I note that this figure is
for ub = us, so there is no vertical shear.

5.5 discussion

5.5.1 Girdle & horizontal maxima perpendicular to the flow

The recent work by Westhoff et al. (2020) allows the orientation of ice
cores normal to the z-axis to be found for the first time. This reveals
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the fabric pattern at EGRIP to be a girdle or a horizontal maxima, both
orientated perpendicular to the flow direction fig. 5.4. Similar patterns
are seen at other ice streams from radar data (Booth et al., 2020; Lutz
et al., 2020). This pattern and orientation is also produced by the model
in figs. 5.5 and 5.10, when ub/us is close to 1. The horizontal maxima,
seen at depths > 1300 m, is left as an open question in Stoll (2019).
Here, the horizontal maxima is also present in the results for ub = us,
hence we can rule out a cause by vertical shear. In the model, the
girdle pattern is caused by the flow accelerating along the ice stream,
and the horizontal maxima can be explained by shear perpendicular
to the streamline, which will occur off the centre line of EGRIP. The
fabric seen is a combination of these two flow regimes, acting through
basal-slip deformation. The work here shows that this pattern can
be explained by our current understanding of basal-slip deformation
(represented in SpecCAF), and the leading order approximation for
the flow deformation.

5.5.2 Oscillation in eigenvalues

The plot of eigenvalues of A(2) at EGRIP from Stoll (2019) shows both
a short (∼ 150 m) and long (∼ 800 m) wavelength oscillation in the
eigenvalues with depth. Longer wavelength oscillations can also be
seen in the model data, caused by the fabric pattern transitioning as
vertical shear increases with depth. Therefore this longer wavelength
change is expected from the zero-th order flow approximation. How-
ever the shorter wavelength oscillation is not seen in my results. Stoll
(2019) attributes this to strain partitioning, i.e. where local deformation
differs from the regional deformation (Carreras et al., 2013). The fact
that this short wavelength oscillation is not seen in the model results
here supports the hypothesis that it is caused by local deformation
affects.

5.5.3 Fabric strength & rotational recrystallization

Figures 5.5 and 5.6 show that for whatever value of ub/us, the pa-
rameters derived from experiments are not able to predict the fabric
strength - characterised by the magnitude of the largest eigenvalue -
seen in Stoll (2019). However by reducing rotational recrystallization
by a factor of 3 in fig. 5.10 I am able to predict well the eigenvalues
seen in Stoll (2019). The motivation for this change is in table 3.2 I
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found λ̃ to be the parameter most invariant with temperature and
most dependent on strain-rate, with a power of ∼ 0.1. The initial
value of ˜lambda was estimated from laboratory experiments, at strain
rates of around 10−6 - 10−5 s−1. In contrast, even in the fast flowing
region around EGRIP the maximum strain rate is only around 10−11 s−1.
Although the parameters were hypothesised to be strain-rate indepen-
dent to leading order, fig. 3.2 in chapter 3 shows the largest eigenvalue
increasing as strain-rate decreases.

The results in fig. 5.10 would suggest that rotational recrystallization,
controlled by λ, should be strain-rate dependent rather than temper-
ature dependent. To investigate this I show in fig. 5.11 regressions
assuming (a) only strain-rate dependence and (b) only temperature
dependence for λ̃, including the data point from EGRIP alongside the
data from table 3.1. Assuming a power law dependence λ̃ ∝ γ̇p gives
a power of only p = 0.082, so this is a weak dependence, however
still significant when considering the orders-of-magnitude difference
in strain-rates between laboratory experiments and ice-sheets. The
fit is much better for the strain-rate dependence (R2 = 0.724) com-
pared to assuming a temperature dependence only (R2 = 0.159). The
confidence interval of the regression in (a) is still quite wide for low
strain-rates appropriate to ice sheets. Applying the methodology in
this chapter to other ice core locations could provide further data
points at low strain-rates on this graph. Based on this, it may be appro-
priate to update the SpecCAF parameterisation to include a strain-rate
dependence for λ̃.

5.5.4 The importance of basal slip for the flow of NEGIS

My results show that as ub decreases, the depth at which the fabric
transitions from a girdle to a single-maxima decreases. This occurs
as reducing ub/us means more vertical shear, so the depth at which
vertical shear dominates the x and y shear terms reduces. When
vertical shear dominates, the deformation regime is simple shear and
a single-maxima is produced at this temperature (−30°C). Figure 5.6
(ub = 0) transitions to a single-maxima at a depth of around 500 m,
fig. 5.7 (ub = 0.9us) transitions to a single-maxima around 1600 m.
Only figs. 5.5 and 5.10, with ub = us, accurately predict the fabric
pattern at EGRIP. Therefore, the fact that the EGRIP ice cores have
a girdle fabric to a depth of 2100 m - and possibly lower as cores
below this are not yet available - suggests that the values of ub/us
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Figure 5.11: Plot showing a regression for λ̃ = λ/γ̇ for (a) strain-rate

dependence only, and (b) temperature dependence only.

The points used in the regression (from both chapters 3

and 5), 95% confidence interval and R2 values are shown.

and consequently the amount of basal-sliding underneath EGRIP and
possibly in the whole of NEGIS is extremely high. Another explanation
is that the value of the power-law exponent, n, could be higher than
3. Recent work (Bons et al., 2018) has suggested n = 4 may be more
valid in ice sheets. As can be seen from eq. (5.1) increasing n would
concentrate the vertical shear closer to the base of the ice-sheet. With
more ice core data close to the base (expected in 2022) this approach
of combining ice core data with numerical modelling opens avenues
for using fabric data to infer values for basal-slipperiness and for the
parameter n.

5.5.5 Timescales for fabrics to adjust to new deformations

It is an open question how long fabric retain their ‘history’, i.e. how
quickly fabrics adjust to changes in deformation and how far upstream
deformation must be taken into account. Providing a robust measure of
this is beyond the scope of this thesis, but the results presented above
give insights into this. Figure 5.10 agrees well with the fabric pattern
and strength at EGRIP. This figure very little variation of the fabric
with depth below around 500 m. The streamline which finishes at this
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depth starts 150 km upstream and takes a total time from the surface
to EGRIP (from the streamline integration) of approximately 6000 yrs.
As ub/us = 1 for this simulation, although the fabrics have been
deformed for different times, at the same point along the streamline
they experience the same deformation. This suggests these fabrics are
responding dynamically to changes in deformation, and the history
beyond 6000 yrs, for this case, is unimportant. Lilien et al. (2021) finds
that changes in deformation may affect the fabric for ∼ 1000 to 10, 000
yrs, in broad agreement with this result.

As fig. 5.10 suggests it takes fabrics ∼ 150 km to respond fully
to changes in deformation, it is unsurprising that fig. 5.9b shows a
single-maxima at depth (characteristic of ub ≪ us) despite the local
value of ub = us at EGRIP, shown in fig. 5.8. As can be seen in fig. 5.8,
ub/us has changed to 1 only over the last 30 km, so based on the
results in fig. 5.5 we would not expect the fabric to adjust to this new
deformation over such a short distance.

5.5.6 Deformation mechanisms in ice stream flow

As mentioned in section 2.1 there is currently an open question over
whether the flow of ice streams can be explained entirely by dislocation
creep (including basal-slip deformation, rotational recrystallization
and migration recrystallization), which is encapsulated by the fabric
model used here, or whether other processes are important, such
as grain boundary sliding. Goldsby and Kohlstedt (2001) suggested
that grain boundary sliding is the dominant deformation process in
ice-sheets. This is unlikely to be true (Duval and Montagnat, 2002)
however grain boundary sliding is still a candidate to contribute to
ice deformation (e.g. Fan et al., 2020). Deformation by grain boundary
sliding does not produce a fabric (Duval and Montagnat, 2002; Zhang
et al., 1994).

The fact that the model can predict natural fabrics, taking only into
account mechanisms caused by dislocation creep suggests that at least
for EGRIP deformation (γ̇ ∼ 10−11s−1) deformation is dominated by
dislocation creep. Furthermore, if grain boundary sliding was con-
tributing a small amount to deformation, we would expect a weaker
fabric compared to laboratory experiments (which are indisputably in
the dislocation creep regime). However we see the opposite result here:
the fabrics at EGRIP are much stronger than predicted by the model
using parameters derived from experiments fig. 5.5. It should be noted
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however, that the model only predicts the distribution function of
c-axes subject to deformation. Grain boundary sliding could still be
present in the microstructure if it does not affect the deformation or
the c-axis pattern.

5.6 conclusions

Here I provide the first attempt to theoretically predict ice fabrics from
a real-world ice stream. Cores taken from the EGRIP site lie in the fast
flowing NEGIS and fabrics show a girdle or horizontal maxima pattern
perpendicular to the flow direction. I model the upstream deformation
conditions using satellite data and plan-view paths from Gerber et al.
(2021) and Mouginot et al. (2019), as well as using the shallow ice
approximation (allowing for sliding at the base of the ice sheet) to
derive a leading order approximation for the velocity gradient through
the ice sheet.

SpecCAF is able to predict the observed girdle/horizontal maxima
aligned perpendicular to the flow direction which is seen at EGRIP.
These patterns were unexplained but the results show these fabrics
can be produced through our current understanding of ice dynamics.
The fact that the model was most accurate for full slip at the base
(ub = us) suggests that the level of basal sliding in NEGIS is very high.
I also provide a timescale of 6000 yrs for fabrics to adjust to local
deformation conditions, in agreement with Lilien et al. (2021).

By reducing rotational recrystallization I am also able to fully predict
the pattern and eigenvalues seen at EGRIP. This suggests that rotational
recrystallization may be primarily strain-rate or stress dependent, as
suggested by Faria et al. (2014). Future work could further constrain
this relation. Furthermore, the fact that I can accurately predict fabrics
at EGRIP using this model, suggests that dislocation creep - which
underpins the mechanisms in the model - is the dominant deformation
mechanism in this ice stream. Future work could further constrain
this relation.

The work in this chapter could be extended by applying the pro-
cedure to other ice core locations, such as those taken at divides (e.g.
Thorsteinsson et al., 1997). This would provide another end-member
in the range of deformations. The modelling approach here can also
be used to provide insights into the basal-conditions, and possibly the
parameter n in the flow law.
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O N G O I N G A N D F U T U R E W O R K

6.1 ongoing work

The work described in previous chapters represents a step forward
for modelling ice fabrics, especially at large scales such as simulating
ice sheets. The next step from this is to combine SpecCAF, which
models the evolution of ice fabrics, with modelling of the viscous
anisotropy of ice. As mentioned in previous chapters, the fabric of ice
can cause viscous anisotropy due to the alignment of crystal grains.
This has been shown to cause the flow rate to vary by a factor of 9

in different directions (Pimienta and Duval, 1987). Through the work
in this thesis, we now have a constrained fabric model incorporating
all the key processes, which gives good results when compared to
both experiments and ice cores from ice sheets (chapters 3 and 5

respectively).
As part of ongoing work, and as future work leading on from this

thesis, I am developing a coupled model to combine SpecCAF with
representations for viscous anisotropy to simulate realistically the
flow of ice sheets. Hruby et al. (2020) has recently shown that the
fabric can cause ice streams to flow 15% faster (using an uncoupled
model without fabric evolution). Viscous anisotropy coupled to fabric
evolution has been applied to ice sheets before. Martín et al. (2009)
simulated ice at a 2D divide, using the Static model described in
eq. (2.14) and describing the fabric using the evolution equation for
A(2) described in eq. (2.27). The Elmer/ICE model (Gagliardini et al.,
2013) is also capable of representing viscous anisotropy and fabric
evolution in three dimensions, using a modified A(2) described in
eq. (2.28). However, the vast majority of ice-sheet models either do
not include fabric evolution and viscous anisotropy, or attempt to
include it by a constant enhancement factor (e.g. Graham et al., 2018)
multiplying the viscosity, which is not dependent on the fabric and
simply reduces the viscosity by the same factor in all directions.
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Find the viscosity
field dependent
on the rheology

Solve for the flow
field using FEniCS

Iterate the
fabric using

LEoPART, step
forward in time.

BCs
µijkl(x, t)

u(x, t)
A(2)(x, t), A(4)(x, t)

Figure 6.1: A schematic of the numerical procedure for the proposed

coupled model for anisotropic viscous flow of ice deformed

by dislocation creep. Starting at the top left, the anisotropic

viscosity tensor is calculated in terms of the fabric, rep-

resented by A(2) and A(4) - see section 2.2.2. From this

the flow field can be calculated, depending on the geome-

try and boundary conditions. Then the fabric at the next

timestep can be found using SpecCAF

6.1.1 Numerical method

When incorporating the effect of anisotropy, the viscosity is usually
described by a fourth-rank tensor µijkl . I have described the different
anisotropic viscosity formulations in section 2.2.2. Here I detail the
steps I use to couple these to the fabric evolution model and solve for
the flow field.

I use Finite Element Computational Software (FEniCS) (Martin Al-
næs et al., 2015), combined with Lagrangian-Eulerian on Particles
(LEoPART), a particle tracking add-on for FEniCS (Maljaars et al., 2021)
to solve the coupled anisotropic viscous flow and fabric evolution equa-
tions. A schematic for the numerical procedure is shown in fig. 6.1.
Once an initial condition for the fabric is defined (e.g. isotropic ev-
erywhere) the viscosity tensor can be defined, I then use this to solve
for the velocity u. The velocity is a diagnostic variable: it is set by the
fabric field and the equation does not incorporate time dependence.
With this new velocity field I use SpecCAF to find the ice fabric field
at the next timestep.
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6.1.1.1 Defining the viscosity tensor

The viscosity tensor µijkl can be computed using one of the four
formulations in section 2.2.2: the viscosity formulation arising from
the Taylor bound in eq. (2.10); taking the inverse of the equation for the
fluidity arising from the Static bound in eq. (2.14); the GOLF flow law
from Gillet-Chaulet et al. (2005) in eq. (2.16); and finally the CAFFE flow
law from Placidi et al. (2010) in eq. (2.17). To-date I have implemented
all of the above with the exception of the GOLF flow law.

6.1.1.2 Solving for the velocity

Once the viscosity tensor is calculated the next step is to solve for the
velocity field u. As FEniCS is a finite element library we rewrite the
Stokes equations (eq. (2.2)) in the variational form:

∫
Ω

Sij
∂vi

∂xj
− p

∂vi

∂xi
+ q

∂ui

∂xi
dx =

∫
Ω

ρgivi, (6.1)

where Ω is the solution domain and v and q are test functions to
be chosen. This has the significant advantage compared to eq. (2.2)
of not involving a derivative of S. As we described in eq. (2.15), for
non-linear viscous anisotropy the stress has the form:

Sij = (2A)−1/nγ̇
1−n

n µijkl Dkl ,

where γ̇ is the effective strain-rate as defined in eq. (4.2). Combining
eq. (6.1) and the above equation I obtain:

∫
Ω

1
2
(2A)−1/nγ̇

1−n
n µijkl

(
∂uk

∂xl
+

∂ul

∂xk

)
∂vi

∂xj
− p

∂vi

∂xi
+ q

∂ui

∂xi
dx =

∫
Ω

ρgivi,

(6.2)

which, although complicated, can be inputted directly into FEniCS. This
equation is solved with an iterative method due to the non-linearity
(γ̇ is a function of the velocity). This gives the velocity field, which
is solely a function of the viscosity field µijkl(x) and any boundary
conditions.

6.1.1.3 Iteration of the fabric evolution

Once the velocity field is known at time t, the fabric evolution can be
iterated to the next time step. To do this I use LEoPART, (Maljaars et al.,
2021), which is an add on for FEniCS which allows for Lagrangian
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particle tracking. I use this because the fabric evolution equation is
hyperbolic in space:

∂ρ∗

∂t
+ u · ∇(ρ∗) = F ∗(ρ∗,u), (6.3)

where F ∗ denotes a short-hand for the orientationally dependent
part of the fabric evolution equation, which is solved by SpecCAF. To
solve this in an Eulerian frame typically requires the introduction of
some level of artificial viscosity to suppress numerical instabilities
(e.g. Dmitri Kuzmin et al., 2012) which is not representative of the
true solution. Martín et al. (2009) used a semi-Lagrangian method
(e.g. Durran, 1999) to solve for the fabric. Here LEoPART allows us
to use a fully Lagrangian method. In essence, a number of particles
are advected through the flow field with time, subject to the local
velocity field. Each particle carries the fabric information, which is
updated through SpecCAF, subject to the local velocity gradient at
each timestep. LEoPART then provides methods to project the fabric
information carried by the particles onto the finite-element space on
which the velocity is solved for.

6.1.2 Preliminary Results

To show preliminary results for the coupled model, I present results
for ice flowing through a constriction. This is a 2D simulation which
is heavily idealised, but represents an ice shelf passing between a
constriction, for example two islands. I show preliminary results for
a simulation run at T = −20°C for SpecCAF, with the Taylor viscos-
ity formulation (eq. (2.10)), and n = 3, and 6660 cells. The current
implementation is non-dimensional and is run for 296 iterations to a
non-dimensional time of 4.1. I start with an isotropic fabric everywhere
and show the initial velocity field in fig. 6.2, along with annotations
for the boundary conditions. I run half the domain shown, with a sym-
metry condition on the dashed line. The flow is driven by a pressure
inlet on the left. The obstruction is defined as a no-slip wall and the
other walls at the very bottom and top are free-slip walls. There is an
outlet on the right-hand side. The colour scale is chosen to match the
later fig. 6.3. Streamlines are also shown.

Figure 6.3 shows the same figure but at the end of the simulation,
t = 4.1. As can be seen from the matching colour scale, the speed of
flow through the constriction is much greater. The maximum speed
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Figure 6.2: Velocity magnitude at t = 0, with an isotropic fabric ev-

erywhere. Annotations show the boundary conditions: a

pressure inlet on the length, a line of symmetry in the

centre (so the top half of the simulation is not computed,

but a reflection of the bottom), an outlet on the right, no-

slip walls to describe the obstruction and free-slip walls

elsewhere. The colour scale is chosen to match fig. 6.3

is 2.7 times greater. This can be explained by the fabric. Figures 6.4
and 6.5 show A(2)

xx and A(2)
yy , the components of the second-order

orientation tensor in the flow direction and vertically upwards at at
the final time. As can be seen from figs. 6.4 and 6.5 the c-axes have
aligned perpendicular to the flow, so the basal planes are parallel
to the flow direction in the constriction and therefore there is less
resistance in the constriction, consequently an increased flow rate.

6.2 future work

In this section we will discuss avenues for future work from this thesis,
based on both the ongoing work in section 6.1 as well as extending
the analysis done in previous chapters.

The first avenue of future work is to continue developing the coupled
model. As can be seen from figs. 6.4 and 6.5, further work is needed
to validate the model and dimensionalise it so it can be applied to real
world conditions, as well as improving its robustness. Martín et al.
(2009) ran a simulation for a 2D ice divide with the Static viscosity
formulation and the fabric described by A(2). I believe extending this
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Figure 6.3: Plot of velocity magnitude like fig. 6.2 but at the end of the

simulation (t = 4.1).

Figure 6.4: Plot of A(2)
xx , the component of the second-order orientation

tensor aligned with the flow direction, at the end of the

simulation. At t = 0 A(2)
xx was 1/3 (grey) everywhere.
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Figure 6.5: Plot of A(2)
yy (y is vertically upwards), at the end of the

simulation. At t = 0 A(2)
yy was 1/3 (grey) everywhere.

result, with the more accurate SpecCAF fabric evolution model and
a range of viscosity formulations, offers a first step for both reliably
validating the numerical model, and producing publishable work for
a case valid to ice sheets. This involves incorporating free-surface
evolution which I am in the process of doing.

Once the model is validated, many cases can be run. As can be seen
in fig. 6.3, it is possible to use simple cases to constrain enhancement
factors used in large-scale ice-sheet models. I can also use the model
to simulate other areas where anisotropy may be important, such as
ice streams and ice margins.

The modern numerical framework of the model, incorporating both
Lagrangian and Eulerian frameworks, allows it to be easily extended
to incorporate other key properties which are ‘carried with’ the flow
field and affect the viscosity, such as melt-water content and damage.
This allows us to take a first step towards a model which incorporates
all key processes together for the first time.

Alongside the development of this coupled model, there are also
numerous other avenues for future work. One possibility is to extend
the analysis in chapter 5 performed at EGRIP to general locations in
Greenland and Antarctica. This would enable comparisons with a
wide range of ice core locations in different deformation conditions
(Thorsteinsson et al., 1997), and also to fabrics inferred from radar and
seismics (Booth et al., 2020; Lutz et al., 2020). This would allow investi-
gation and constraint of the strain-rate dependence of the parameters
in SpecCAF, by adding more data points to fig. 5.11. The methodology
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could also allow the inferring of other ice-sheet properties, such as
the level of sliding at the base of the ice sheet, across a wide range of
locations.

There is also potential to incorporate SpecCAF into large-scale ice
sheet models, such as Elmer/ICE (Gagliardini et al., 2013). Further-
more, the SpecCAF framework could be extended to incorporate other
polycrystalline materials, such as olivine fabrics which are key for
predicting the flow of the Earths mantle (Conrad et al., 2007). This
will involve incorporating multiple slip systems and crystallographic
axes into the model, which could be done by solving multiple coupled
equations for different orientation fields.



7
D I S C U S S I O N A N D C O N C L U S I O N S

7.1 general discussion

In chapters 3 to 5 I have developed the first fully calibrated continuum
fabric evolution model SpecCAF, which is able to predict fabrics
with only temperature and velocity gradient as inputs. I have used
SpecCAF to explore general two-dimensional deformations as well
as applying it to fabrics from ice cores drilled in an ice stream. The
result of this work is improved modelling of ice fabrics, as well as
improved understanding of observed fabrics and consequently of
other properties in ice sheets. I now discuss the work done in the
previous chapters in light of the research questions in section 1.1:

Q1: How can we improve our modelling of ice fabrics, including all key
processes while retaining computational efficiency?

For ice fabric evolution, describing the distribution of c-axes, the
literature (e.g. Faria et al., 2014) identifies three key processes in
deforming ice: basal-slip deformation, migration recrystallization and
rotational recrystallization. The approach for fabric evolution used
in large-scale ice-sheet models, evolving the second-order orientation
tensor (e.g. Gagliardini et al., 2013), is not capable of representing
migration recrystallization accurately. As can be seen in fig. 2.3 this is
key for producing detailed fabric patterns, which have been observed
in experiments (Qi et al., 2019) and ice cores (e.g. Hudleston, 1977).

The SpecCAF model I present in chapter 3 and expand upon in
chapters 4 and 5 represents a big step forward for modelling the fabrics
of ice. The model allows fabrics to be predicted with only temperature
and velocity gradient as inputs, including all the key processes. In
comparison to models which represent the microstructure directly,
such as Kennedy and Pettit (2015) and Llorens et al. (2016), Spec-
CAF can more reliably reproduce detailed features such as secondary
clusters; for example Llorens et al. (2016) struggles to reproduce a
secondary cluster. SpecCAF is also much more computationally effi-
cient, which enables us to perform sweeps through deformation and
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temperature space such as in chapter 4, enabling the production of
regime diagrams (figs. 4.9 and 4.10) to aid with the interpretation of
ice cores.

The computationally efficiency of SpecCAF not only enables all the
main work in this thesis, such as parameter sweeps and applying the
model to ice cores, but also is key to incorporating fabric evolution into
large-scale models. This is why to date only evolution for the second-
order orientation tensor has so far been included in these models.
SpecCAF has excellent computational efficiency for two reasons. Firstly,
as laid out by the theory of Faria (2001) and discussed in section 2.2.4.2
the model does not seek to include grain-to-grain representations, but
instead models their bulk affect on the distribution function. This is
in contrast to Kennedy and Pettit (2015), Llorens et al. (2016), and
Piazolo et al. (2015) which do aim to include grains. This advantage
enables SpecCAF to be applied to large-scale problems without having
to represent a huge range of length scales, from microstructure to ice
sheets. This is analogous to parameterisations for turbulence used
extensively in computational fluid dynamics, which mean turbulence
does not have to be resolved down to millimetre scale throughout
the model. And like with turbulence modelling, there is still a need
for these models to improve our parameterisation of the fundamental
processes in continuum models like SpecCAF.

The second reason for SpecCAF’s computational efficiency is the
spectral method, detailed in section 3.3. The fabric evolution equation
from Placidi et al. (2010) avoids including grain-to-grain interactions.
However it accomplishes this by adding two extra dimensions to the
problems: the two spherical angles θ, φ. The advantage of the algorithm
described by Montgomery-Smith et al. (2010) is that it reduces the
partial differential equation over these two dimensions to a set of
ordinary differential equations, while still recovering the full solution
as l → ∞ (eq. (A.1)). Reducing the partial differential equation to
a set of ordinary differential equations can also be accomplished by
taking moments of eq. (3.3), deriving a similar equation to eq. (2.27) for
orientation tensor evolution. The disadvantage of this is that to include
migration recrystallization requires a closure approximation for both
the n + 2 and n + 4th rank tensor. Furthermore, the spectral method
in section 3.3 automatically takes advantage of all symmetries so that
calculating the solution to high precision is possible. To highlight this,
consider that in chapters 3 and 4 I truncate SpecCAF at L = 12. I
could also take moments of eq. (2.30) to generate an equation for the
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12th-order orientation tensor which would give the same accuracy.
However this would entail solving an equation for a tensor of rank 12,
and finding an accurate approximation for A(14) and A(16) in terms of
the other tensors.

Q2: How do the processes affecting fabric evolution vary with temperature
and strain-rate?

Although, as discussed in section 2.2.4.2, SpecCAF only represents
grain-to-grain interactions through parameterising their effect on the
bulk c-axis distribution function, therefore they cannot be said to
directly correlate to recrystallization processes occurring at the mi-
crostructure. The effect of other processes not included in the model,
for example, non-basal slip systems, are also parameterised by the val-
ues of ι, λ, β. Furthermore, comparing ratios between parameters, such
as β/λ cannot be used to state anything about how much migration
recrystallization there is relative to rotational recrystallization in the
microstructure. Nevertheless, the parameters can provide a leading
order estimate of how microstructural processes, and especially their
effect on the fabric, vary with temperature and strain-rate.

From fig. 4.5 and table 3.2 I find that the parameterisation of migra-
tion recrystallization is primarily and strongly dependent on tempera-
ture, increasing by a factor of 6.4 between T = −30°C and T = −5°C.
This broadly agrees with theory (Faria et al., 2014). I also predict a
linear dependence with temperature. This linear fit gives good pre-
dictions at intermediate values such as T ≈ −20°C where there were
limited points for the inversion. However we would intuitively ex-
pect the temperate dependence to follow an Arrhenius profile as the
dislocation creep which drives these processes has this temperature
dependence. Further data points from laboratory experiments would
be helpful here, though it may be the case that although migration
recrystallization on the microstructural scale follows an Arrhenius
temperature dependence, how it affects the orientation distribution
function could vary linearly with temperature.

The parameter ι, controlling the effect of basal-slip deformation on
the fabric, primarily varies with temperature, increasing by 55% from
T = −30°C to T = −5°C, and is above 1 throughout. As discussed in
section 3.5, The temperature dependence of ι could be explained by
the increased activity of migration recrystallization producing grains
easily orientated for slip along the basal plane. ι > 1 implies the
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contribution of basal-slip deformation to fabric development greater
than that predicted by the Taylor hypothesis, which is expected as
the fabric evolution equations derived from the Taylor hypothesis
under-predict fabric evolution (Montagnat et al., 2014b).

Considering both the results in chapter 3 and chapter 5 we can
better estimate the strain-rate dependence of ι. The fact that there
is no need to change this parameter to give a good fit to results
in fig. 5.10, despite the 5 orders of magnitude change in strain-rate
gives confidence in my assumption in chapter 3 that this parameter is
invariant with strain-rate. The result, that the contribution of basal-slip
deformation to the fabric is approximately invariant with strain-rate
may also suggests that the relative activity of different slip systems
is also invariant with strain-rate. To compare to other work, micro-
scale modelling by Castelnau et al. (2008) predicts that the activity
of slip-systems does not vary, but they only explore a single order
of magnitude change in strain-rate. Unfortunately, as the ice sheet
around EGRIP is at around −30°C, for which the effect of migration
recrystallization on the fabric is minimal, I cannot yet investigate the
strain-rate dependence of the effect of migration recrystallization on
the fabric. Future work to answer this would involve reproducing
fabrics taken from a warmer region of the ice sheet.

Figure 5.11 predicts that any change in the effect of rotational re-
crystallisation on the fabric, represented by λ̃, can be much better
explained by a strain-rate dependence than a temperature dependence.
Compared to the other parameters, λ̃ is mostly independent of temper-
ature, increasing only by 20% between T = −30°C and T = −5°C. The
predicted power of 0.082 in fig. 5.11 is in reasonably good agreement
to that derived from laboratory experiments in table 3.2 (0.124). In
contrast the estimated strain-rate dependence of the other parameters
in table 3.2 is much closer to 0. Therefore I suggest that future im-
plementations of SpecCAF include the strain-rate dependence found
in fig. 5.11 rather than a temperature dependence. The results sug-
gest that rotational recrystallization on the microstructural level has
more of an effect on the fabric as strain-rate increases. However, it is
still hard to project down onto the microstructural scale which is not
resolved in SpecCAF. This may mean that the relative frequency of
small grains - a microstructural measure of rotational recrystallization
- directly correlates with this increase. However another explanation
could be that the grains undergoing rotational recrystallization in-
crease in relative size as strain-rate increases, so have a larger impact
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on the fabric pattern. Work with micro-scale models such as Llorens
et al. (2016) is required to properly investigate this.

Q3: Can we explain fabric patterns produced in completely general deforma-
tions, both in nature and in laboratory experiments, by taking exclusively
deformation by dislocation creep into account?

The work in this thesis represents a step forward towards understand-
ing fabric patterns in general deformation regimes and across the
temperature spectrum found in ice sheets. Fabric patterns such as a
secondary cluster in simple shear (Qi et al., 2019) or a cone-shape
fabric in compression (e.g. Fan et al., 2020) have been well studied.
However ice cores continually exhibit complex patterns, such as a
girdle fabric in the deepest part of GRIP (Thorsteinsson et al., 1997) or
the double-maxima perpendicular to the flow direction at EGRIP (Stoll,
2019).

In section 3.4.1 I am able to explain the common fabric patterns, as
shown in Paterson (1999). Furthermore, the ability of the model to turn
off or on different mechanisms affecting the fabric allow us to interpret
which recrystallization or deformation processes are acting to produce
each fabric. In addition, I am able to extend this understanding of
fabrics produced by canonical deformation regimes to include for the
first time a weak girdle produced by highly-rotational deformation
regimes (fig. 5.4) and also generalise it to the continuous space of
vorticity number and temperature in chapter 4.

Recent data from ice streams, either from ice cores (Stoll, 2019)
or seismics (Booth et al., 2020; Lutz et al., 2020) have shown fab-
ric patterns, such as girdles aligned with the flow direction (Stoll,
2019) or horizontal partial girdles (Lutz et al., 2020) which arise from
complex, three-dimensional deformations. These lie outside even the
two-dimensional spectrum I consider in chapter 4. These results show
that explaining fabric patterns from combinations of deformation
regimes like simple or pure shear becomes tricky in three dimensions,
where the fabric may be caused by competing combinations of a range
of deformation modes, acting in all three dimensions. However, in
chapter 5 I am able to use leading order estimates of the deformation
from satellite data to reproduce the fabric patterns seen at EGRIP. This
shows that, even if it may be hard to explain these fabrics through a
combination of deformation modes, they are still accounted for by our
current theories for fabric evolution, encapsulated by SpecCAF.
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The fact that the model can reproduce fabrics from both experiments
and from ice streams suggests that the theory underpinning the model
- based on dislocation creep - is valid for these conditions and can
be solely used to explain observed fabrics without necessitating extra
processes to account for grain boundary sliding. Furthermore, the fact
that a stronger fabric is produced at lower strain-rates is contrary to
the idea that grain boundary sliding, which if active would produce a
weaker fabric (e.g Duval and Montagnat, 2002), contributes to defor-
mation at lower strain-rates. However, as the model only represents
the bulk distribution of c-axes, this does not suggest processes such
as grain boundary sliding or diffusional creep cannot occur in the
microstructure as long as their effect on the fabric and macroscopic
deformation is minimal. This investigation could be extended by test-
ing if SpecCAF can reproduce fabrics produced in very low strain-rate
regions, such as ice divides.

Q4: How can the developed fabric evolution model be used to improve our
understanding of the dynamics of ice sheets?

With confidence in a fabric evolution model, and an understanding
of the fabric produced under different conditions we can better use
fabrics to infer other physical conditions and processes in the ice sheet.
This has commonly been done when ice cores have been drilled, but
can also be done using radar and seismics (Matsuoka et al., 2003).
This approach is promising as drilling ice cores is very expensive and
laborious. Radar and seismics also enables data to be gathered in areas
it may be too dangerous to drill in (e.g. Jordan et al., 2020). Jordan
et al. (2020) and Thorsteinsson et al. (1997) and others use fabrics to
qualitatively infer deformation in the ice sheet by comparing the fabric
patterns observed elsewhere and in experiments (which are mostly
in compression and simple shear). The regime diagrams I present for
fabric patterns (figs. 4.9 and 4.10) allow deformations to be inferred in
a more precise way, especially if other conditions such as temperature
can be estimated. This can allow us to move away from thinking in
terms of pure and simple shear towards the continuous spectrum of
deformation which occurs in ice sheets.

Furthermore, I also provide a quantitative method to infer ice sheet
properties from fabric data in chapter 5. By combining the fabric evo-
lution model presented earlier in this thesis with satellite data, which
is available for the whole of Antarctica (Mouginot et al., 2019) and
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Greenland (Joughin et al., 2018) we can predict fabrics at locations and
compare them to ice core or seismic data. The methods used in chap-
ter 5 can be easily generalised to other locations. Using this method,
we can use the fabric pattern to infer conditions and processes deep
into the ice sheet much more accurately. If the predicted fabric does
not agree, this implies the deformation in the ice sheet at this location
diverges from the leading order approximation, or the underlying the-
ory for fabric evolution is breaking down: both are interesting results
which would suggest further investigation. If the predicted fabric does
agree, this method can then be used to infer other properties in the ice
sheet, such as the level of slip at the base (this can be inferred without
requiring fabrics close to the base), the level of strain heterogeneity
and even the value of the flow law parameter n. This method could
be combined with more readily available radar data to use ice fabrics
to infer conditions in the ice sheet over a much wider area. The work
in this thesis thus represents a step forward for using fabrics to infer
properties in ice sheets.

Q5: What is needed from a fabric evolution model to simulate viscous
anisotropy and have we reached this stage?

Fabric evolution models which represent the microstructure (e.g
Llorens et al., 2016) are not capable of being included in ice sheet
models because it is not possible to simulate the range of length scales
(10−4 to 106 m) with current computers. The current state of the art
for incorporating anisotropy into ice-sheet models is Elmer/Ice. The
current fabric evolution model used there is described in eq. (2.28).
As discussed in section 2.2.4.1 this is computationally very efficient
but incapable of representing detailed fabric patterns and migration
recrystallization.

There is still considerable uncertainty over the correct viscosity
formulation (described in section 2.2.2) and the parameters to use
in the formulation. As shown in section 2.2.2 there are currently 4

candidate viscosity formulations. Furthermore, it is not possible to
measure the terms in the viscosity tensor from laboratory experiments:
these experiments are only capable of measuring 1 component in the
fourth-rank tensor. One possible avenue to constrain the anisotropic
viscosity tensor is to use a coupled model to compare the predicted ice
flow to real-world scenarios. However in order to do this we must have
confidence that the fabric evolution is accurate. Both A(2) and A(4)
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appear in eqs. (2.10), (2.14) and (2.18), so having reliable predictions
for these is key.

I have shown that SpecCAF is able to accurately reproduce fabrics,
both from experiments in chapter 3 and, perhaps more importantly,
from ice cores taken in highly dynamic regions in the Greenland ice
sheet in chapter 5. The methodology in chapter 5 can be applied to
other locations to further improve the reliability of our fabric evo-
lution models. The model is also able to accommodate changing
temperature and strain-rate, which will naturally occur in simulations
of an ice sheet. I have taken a first step towards coupling SpecCAF
with anisotropic viscosity formulations in section 6.1. The increased
confidence we have in fabric predictions gives a first step towards
constraining the components of the viscosity tensor and hence reliably
predicting the flow of anisotropic viscous ice.

7.2 conclusions

The model I develop in this thesis, SpecCAF, is the first complete and
fully constrained continuum model for fabric evolution. I do this by
solving the fabric evolution equation from Placidi et al. (2010) using
a spectral method and constraining the model against experimental
results. The model can give predictions as a function of temperature
and velocity gradient.

SpecCAF is capable of reproducing all the detailed features seen
in observed fabrics, such as secondary clusters and cone angles. The
model can also reproduce the strength of fabric as well. This represents
a step forward from even microstructural models such as Llorens et al.
(2016). In addition, SpecCAF is highly computationally efficient and
can be incorporated into large-scale ice-sheet models.

The results from chapter 3 indicate that at high temperatures migra-
tion recrystallization has a leading order effect on fabric development,
and must be incorporated to accurately predict ice fabrics. I also find
that the effect of basal-slip deformation on the fabric is also primarily
dependent on temperature, and invariant with strain-rate to leading
order. The effect of rotational recrystallization on the fabric is found
in chapter 5 to be primarily dependent on strain-rate, with the effect
of rotational recrystallization on the fabric increasing as strain-rate
increases.

I am able to use SpecCAF to explore fabrics produced across the
space of two-dimensional deformations and temperature in chapter 4.
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The regime diagram presented is a first for ice fabrics and allows for
the systematic interpretation of the deformation regime and temper-
ature conditions a fabric has undergone. Furthermore, I predict for
the first time a weak girdle fabric is produced for highly-rotational
deformations.

I am also able to use the model to reproduce fabrics from ice cores
taken at the highly dynamic EGRIP region. This is accomplished by
combining SpecCAF with satellite data to estimate the upstream ve-
locity gradient. I am able to accurately reproduce the fabrics at EGRIP

by assuming that rotational recrystallization is strain-rate dependent.
This work shows our current models of fabric evolution can describe
the novel fabrics seen from ice streams.

The fact that the model - based on processes driven by dislocation
creep - can reproduce fabrics for both experiments and ice sheets sug-
gests that the production of fabrics is dominated by this mechanism,
and that other mechanisms such as grain boundary sliding do not
contribute significantly to the fabric itself, even though they may occur
in the microstructure.

Using the work in chapters 4 and 5 I am able to improve our ability
to interpret ice cores. Both the regime diagrams shown in chapter 4

and the methodology in chapter 5 allows us to more accurately in-
terpret the deformation ice fabrics have undergone. Furthermore, the
methodology in chapter 5 can allow us to infer other properties deep
into the ice sheet from fabrics, such as the level of sliding at the base
of the ice sheet.

The SpecCAF model is now ready to be incorporated into a coupled
model, alongside viscous anisotropy. I present a first step towards this
in section 6.1. Work is ongoing to couple SpecCAF to representations
for the anisotropic viscosity tensor, with a view towards simulating
the flow of ice in some simplified conditions such as a 2D divide. With
the constrained fabric model presented in this thesis, we will be able
to take steps towards constraining the anisotropic viscosity tensor.

Alongside the development of a coupled model, future work could
extend the analysis done in chapter 5 to any region in Antarctica
and Greenland, so it can be compared to other ice core locations (e.g.
Thorsteinsson et al., 1997) or fabrics inferred from radar or seismics
(Lutz et al., 2020). Furthermore, there is the potential to extend Spec-
CAF to model other polycrystalline materials, such as olivine in the
mantle, and to incorporate it into large-scale ice-sheet models.





A
S P H E R I C A L H A R M O N I C S

In this appendix I give an overview of the spherical harmonics and
their use for solving partial differential equations over the sphere. This
is for use in defining the spectral method used in section 3.3.

For any function which exists over the surface of a sphere, such
as the distribution function of c-axis orientations, a natural way to
represent it is through the spherical harmonics. In this appendix I
describe the spherical harmonics and identities associated with them.
Laplace’s spherical harmonics are solutions to Laplace’s equation
(∇2 f = 0) over the surface of a sphere. For spherical coordinates with
a polar angle θ the solution can be described as:

Ym
l (θ, φ) = N expimφ Pm

l (cos θ), (A.1)

where Pm
l is an associated Legendre polynomial, a solution of the gen-

eral Legendre equation. The above solution is valid for l is an integer
≥ 0 and m is an integer −l ≥ m ≥ l, and N is some normalisation
coefficient, which varies depending on the conventions of particular
scientific disciplines. In this thesis I use:

N =

√
(2l + 1)(l − m)!

4π(l + m)!
. (A.2)

The orthogonality of the spherical harmonics means:

∫
S2

Ym
l Ym′

l′ dn =

1 if m = m′ and l = l′,

0 otherwise.
(A.3)

Furthermore, the complex conjugate Ȳm
l obeys the following relation:

Ȳm
l = (−1)mY−m

l .
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Due to their orthogonality, the spherical harmonics form a orthonor-
mal basis, so any function over the surface of a sphere can be written
in terms of them:

f ∗(θ, φ) =
∞

∑
l=0

l

∑
m=−l

f̂ m
l Ym

l (θ, φ), (A.4)

Thus the function can be described by the terms f̂ m
l . These can be

obtained by multiplying eq. (A.4) by the complex conjugate Ȳm
l , inte-

grating over the surface of the sphere S2, and using the orthogonality
relation in eq. (A.3):

f̂ m
l =

∫
S2

f ∗(θ, φ)Ȳm
l (θ, φ) dn. (A.5)

a.1 using the spherical harmonics to solve partial dif-
ferential equations

The spherical harmonics have advantages for solving partial differ-
ential equations on the surface of a sphere. For example, due to the
definition of the spherical harmonics as solutions to Laplace’s equation
on the surface of a sphere, any diffusion term has a linear effect on
the spherical harmonics:

∇∗2Ym
l = −l(l + 1)Ym

l , (A.6)

where ∇∗ is the gradient operator restricted to the surface of a sphere
as defined in eq. (2.31). The above equations transforms a differential
operator to a linear operation on a spherical harmonic term, which in
this case relates only to the term with the same m and l.

Montgomery-Smith et al. (2010) provide a systematic algorithm
for converting a partial differential equation over the surface of a
sphere to operations on other terms in the spherical harmonic expan-
sion. In this section I reproduce the mathematical identities used in
Montgomery-Smith et al. (2010) to derive this algorithm, as they are
used in section 3.3.

Rodrigues’ Formula for Legendre polynomials can be used to find
the effect of multiplying by nz, the z component of the unit orientation
vector n, on a spherical harmonic:

nzYm
l =

√
(l + m)(l − m)

(2l − 1)(2l + 1)
Ym

l−1 +

√
(l + m + 1)(l − m + 1)

(2l + 1)(2l + 3)
Ym

l+1. (A.7)
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Like with eq. (A.6) I have expressed multiplying by nz as a sum of
linear operations on other spherical harmonic terms. To extend this to
account for multiplying by nx, ny, as well as differentiation ∂

∂nx
, ∂

∂ny
, ∂

∂nz

I first introduce the angular momentum operator:

L = −in×∇∗, (A.8)

which split into components gives:

Lx =− i(ny
∂

∂nz
− nz

∂

∂ny
)

Ly =− i(nz
∂

∂nx
− nx

∂

∂nz
)

Lz =− i(nx
∂

∂ny
− ny

∂

∂nx
).

(A.9)

We note that the effect of the z component of the angular momentum
operator on the spherical harmonics is

Lz(Ym
l ) = mYm

l , (A.10)

From eq. (A.9) the ladder operators can be defined as:

L+ = Lx + iLy

L− = Lx − iLy.
(A.11)

These are called ladder operators because of how they affect the
spherical harmonics:

L+(Ym
l ) =

√
(l − m)(l + m + 1)Ym+1

l

L−(Ym
l ) =

√
(l + m)(l − m + 1)Ym−1

l .
(A.12)

With the above, the effect of multiplying by nx and ny can be found
from the identities:

nxYm
l = inzLy(Ym

l )− iLy(nzYm
l ), nyYm

l = −inzLx(Ym
l )+ iLx(nzYm

l ).

(A.13)
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Similarly, the components of ∇∗ acting on the spherical harmonics
can be expressed as:

∇∗
x(Y

m
l ) = nziLy(Ym

l )− nyiLz(Ym
l )

∇∗
y(Y

m
l ) = nxiLz(Ym

l )− nziLx(Ym
l )

∇∗
z (Y

m
l ) = nyiLx(Ym

l )− nxiLy(Ym
l ).

(A.14)

The above equations, which I repeat here from Montgomery-Smith et
al. (2010) and which are also used in other fields such as quantum me-
chanics, provide a recipe for converting terms in a partial differential
equation over the surface of a sphere into linear operations expressing
the change in one term of the spherical harmonic expansion in terms
of neighbouring terms.

a.1.1 Relationship between spherical harmonics and orientation tensors

Montgomery-Smith et al. (2010) also provide a formula to calculate
any order orientation tensor from the spherical harmonics:

A(n) =
√

4π
n

∑
l=0

l

∑
m=−l

Cl,m f̂ m
l , (A.15)

where A(n) is the n-th order orientation tensor, f̂ m
l are the terms in the

spherical harmonic expansion in eq. (A.4), and the terms in Cl,m can
be determined using the equations in appendix A.1. From eq. (A.15)
it can be seen that the n-th order orientation tensor contains terms
in the spherical harmonic expansion only up to l = n. Therefore
describing fabric evolution by A(2) is equivalent to retaining terms in
a spherical harmonic expansion only up to order 2. This explains why
eq. (2.27), describing the evolution of A(2), cannot reproduce more
detailed features in the fabric.



B
N U M E R I C S A N D C O N S T R A I N I N G O F S P E C C A F

b.1 number of harmonics

This section illustrates how by varying L in eq. (3.3), the computational
cost and accuracy vary (fig. B.1). Both the error, defined as:

error =
|λL

i − λL=50
i |

λL=50
i

, (B.1)

where λL
i is the ith largest eigenvalue of A(2) with L spherical har-

monics, and pole figures are shown, all at γ = 1. Setting L = 2 gives
similar accuracy to solving the evolution equation for A(2). As can be
seen in the figure, above L = 6 there is little difference in the pole
figures.

b.2 experimental data used in comparison

This section gives table B.1, which shows the key data for each experi-
ment used for comparison in fig. 3.4.
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Figure B.1: The error in the eigenvalues of A(2) and corresponding

pole figures for different values of the number of spectral

modes L, illustrating the higher resolution arising for large

L. The illustrative parameters λ̃ = 0.05, ι = 1, β̃ = 1 were

chosen here. Both the error and the pole figures are shown

at an arbitrary strain of γ = 1. The error is calculated

relative to a highly numerically resolved solution with

L = 50. The plot shows the exponential convergence of the

spectral method.
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Experiment Paper Name Flow T/°C γ̇/s−1 γ

1

Qi et al. (2019)

PIL143

Simple shear

-30.6 1.46 × 10−4
0.65

2 PIL135 -30.5 1.25 × 10−4
2.6

3 PIL145 -20.1 9.49 × 10−5
1.1

4 PIL144 -20.4 1.19 × 10−4
2.2

5

Journaux et al. (2019)
TGI071 -7 1.80 × 10−6

0.71

6 TGI196 -7 2.10 × 10−6
1.96

7

Qi et al. (2019)
PIL82 -5.4 7.98 × 10−5

0.69

8 PIL94 -5.2 1.37 × 10−4
1.5

9

Craw et al. (2018)
PIL132

Compression

-30 2.80 × 10−5
0.2

10 PIL141 -30 7.20 × 10−6
0.23

11

Piazolo et al. (2013)

13_22 -20.5 2.50 × 10−6
0.1

12 13_26 -13.6 1.00 × 10−5
0.1

13 MD9 -13.6 2.50 × 10−6
0.2

14 MD3 -10.7 2.50 × 10−6
0.2

15 MD22 -10.7 1.00 × 10−5
0.4

Table B.1: Table showing the experimental data used in fig. 3.4. The

first column gives experimental number shown in the plot

of A(2) and beside the experimental pole figures in fig. 3.4.

This is followed by the paper the data was published in and

the conditions the experiment was run at.





C
PA R A M E T E R S E N S I T I V I T Y S T U D Y

In this appendix I perform a parameter sensitivity study of the main
results chapter 4. From fig. 4.5 I use the 80% confidence intervals to
choose parameters to give the strongest and weakest fabrics. For the
strongest fabric I use ιmax, β̃max, λ̃min and vice versa. I then reproduce
the figures from chapter 4 with these two parameter sets. The discus-
sion of how sensitive the figures are to the changes in parameters is
included in both chapter 4 alongside the discussion of the original
figures to provide context there, and repeated here for completeness.

Figures C.1 and C.2 show fig. 4.7 reproduced with the upper and
lower bound on fabric strength respectively. Figures C.1 and C.2 show
that variations in the parameters from fig. 4.5 affect the strength of the
primary cluster primarily, but do not affect the variation with vorticity
number or the transition from one fabric type to another.

Figures C.3 and C.4 show fig. 4.9 reproduced with the upper and
lower bound on fabric strength respectively. These figures show that
at low vorticity numbers and temperatures, the angle between the pri-
mary cluster and compression axis is slightly sensitive to variations in
parameters, but outside of this space the angle is roughly unchanged.

Figures C.5 and C.6 show the upper and lower bound for fig. 4.10.
There is little change in the overall picture. The variation with vorticity
number is approximately unchanged and boundaries between the
regimes shift by roughly ±7◦ C.

Figures C.6 and C.7 show fig. 4.11 with the upper and lower bound
on fabric strength respectively. These figures highlight that even if the
fabric peak strength varies significantly with the change in parameters,
the pattern is much less sensitive to the change in parameters.

Figures C.9 and C.10 show fig. 4.12 with the upper and lower bound
on fabric strength respectively. These figures show that the halfway
strain is fairly insensitive to changes in the parameters, with the
maximum varying by around ±20%. The maximum halfway strain
remains at W = 0.1, T = −30◦ C for both figs. C.9 and C.10. The J
index at steady-state is more sensitive to changes in parameters but the
general picture of how this variable changes across the T-W space is
similar, with the upper bound showing generally less variation across
the parameter space.
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Figure C.1: As fig. 4.7 but with ιmax, β̃max, λ̃min, to give the strongest

fabric.
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Figure C.2: As fig. 4.7 but with ιmin, β̃min, λ̃max, to give the weakest

fabric.
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Figure C.3: As fig. 4.9 but with ιmax, β̃max, λ̃min, to give the strongest

fabric.



parameter sensitivity study 131

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(a), γ = 0.30

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(b), γ = 0.50

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(c), γ = 1.00

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(d), γ = 2.00

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(e), γ = 5.00

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(f), γ = 10.00

0 10 20 30 40 50 60 70
Angle between primary cluster and compression axis (◦)

Figure C.4: As fig. 4.9 but with ιmin, β̃min, λ̃max, to give the weakest

fabric.



132 parameter sensitivity study

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(a), γ = 0.30

50

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(b), γ = 0.50

50 50

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(c), γ = 1.00

50

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W
(d), γ = 2.00

50

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(e), γ = 5.00

50

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

W

(f), γ = 10.00

50

Single Maxima Secondary Cluster Double Maxima

Figure C.5: As fig. 4.10 but with ιmax, β̃max, λ̃min, to give the strongest

fabric.
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Figure C.6: As fig. 4.10 but with ιmin, β̃min, λ̃max, to give the weakest

fabric.
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Figure C.7: As fig. 4.11 but with ιmax, β̃max, λ̃min, to give the strongest

fabric.
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Figure C.8: As fig. 4.11 but with ιmin, β̃min, λ̃max, to give the weakest

fabric.
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Figure C.9: As fig. 4.12 but with ιmax, β̃max, λ̃min, to give the strongest

fabric.



parameter sensitivity study 137

0.01 0.12 0.22 0.32 0.42

Strain at halfway to steady state

1.00 1.27 1.55 1.82 2.09

J index at steady state

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

Vo
rt

ic
it

y
nu

m
be

r
W

(a)

−30 −25 −20 −15 −10 −5
T(◦C)

10−1

100

101

Vo
rt

ic
it

y
nu

m
be

r
W

(b)

0 1 2 3 4
Strain γ

1.0

1.5

J Strain at halfway to steady state

(c) J index at T = −19.4◦C,W = 0.704
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fabric.
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