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Abstract

With the ever-increasing technological evolution, the current and future generation communi-
cation systems are geared towards accommodating Machine to Machine (M2M) communica-
tion as a necessary prerequisite for Internet of Things (IoT). Machine Type Communication
(MTC) can sustain many promising applications through connecting a huge number of
devices into one network. As current studies indicate, the number of devices is escalating
at a high rate. Consequently, the network becomes congested because of its lower capacity,
when the massive number of devices attempts simultaneous connection through the Random
Access Channel (RACH). This results in RACH resource shortage, which can lead to high
collision probability and massive access delay. Hence, it is critical to upgrade conventional
Random Access (RA) techniques to support a massive number of Machine Type Communi-
cation (MTC) devices including Delay-Critical (DC) MTC. This thesis, approaches to tackle
this problem by modeling and optimising the access throughput and access delay perfor-
mance of massive random access of M2M communications in Long-Term Evolution (LTE)
networks. This thesis investigates the performance of different random access schemes in
different scenarios. The study begins with the design and inspection of a group based 2-step
Slotted-Aloha RACH (SA-RACH) scheme considering the coexistence of Human-to-Human
(H2H) and M2M communication, the latter of which is categorised as: Delay-Critical user
equipments (DC-UEs) and Non-Delay-Critical user equipments (NDC-UEs). Next, a novel
RACH scheme termed the Priority-based Dynamic RACH (PD-RACH) model is proposed
which utilises a coded preamble based collision probability model. Finally, being a key
enabler of IoT, Machine Learning, i.e. a Q-learning based approach has been adopted, and a
learning assisted Prioritised RACH scheme has been developed and investigated to prioritise
a specific user group. In this work, the performance analysis of these novel RACH schemes
show promising results compared to that of conventional RACH.
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Chapter 1

Introduction

1.1 Overview

In recent years, the Internet of Things (IoT) has experienced a radical shift with the ever-
increasing number of devices switching from wired to wireless networks as well as with the
considerable increase in data rates [1]. Due to this paradigm shift towards IoT, the number of
Machine-Type Communications (MTC) is increasing rapidly and thus MTC is a crucial target
scenario in cellular networks such as 4G, 5G and beyond [2]. As of today, many countries
have implemented the fifth-generation (5G) mobile communication system designed to
address more complex Quality of Service (QoS) requirements than its predecessors. These
requirements emerged from a wide range of applications and services that were previously
non-existent. The ITU-R has recommended three usage scenarios for 5G and beyond cellular
networks [3]:

• enhanced Mobile Broadband (eMBB),

• massive Machine Type Communications (mMTC), and

• Ultra-Reliable and Low Latency Communications (URLLC).

The eMBB prioritises wide-area coverage to deliver smooth access and high capacity
in hotspots and targets human-centric applications requiring high-data-rate accessibility to
mobile services, multi-media content, and data. URLLC enables reliable, fast and ubiquitous
connectivity for emerging mission-critical applications (e.g. self-driving cars, smart grids,
and industry 4.0) which have strict requirements for their seamless operation. On the contrary,
mMTC intends to connect tens of billions of network-enabled devices wirelessly with little
to no human intervention [4]. Additionally, mMTC facilitates a wide variety of new services
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Figure 1.1: Requirements for 5G and 6G wireless technology

and applications such as industrial automation, intelligent transportation, e-health, smart grid
etc. [5].

Some key traffic characteristics of mMTC include very small transmit-data size per
device, exceptionally high-energy efficiency requirement, majorly uplink (UL), partially/fully
autonomous communication, and most importantly sporadic transmission [6].

Fig. 1.1 shows the requirements of the ongoing 5G as well as next-generation 6G technol-
ogy [7], where, in addition to the higher 5G criteria, new standards that were not addressed in
5G have been recommended. 6G also opens the door to plenty of new application possibilities
such as (i) human-centric services, (ii) long-distance and high-mobility communications,
(iii) extremely low-power communications, (iv) convergence of communications, comput-
ing, control, localization, and sensing, (v) space-air-ground sea integrated networks, (vi)
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distributed AI (e.g., federated learning) applications, (vii) remote holographic unmanned
systems to name a few [7] and [8].

Although conventional cellular systems (5G, LTE/LTE-A) have many advantages in
terms of large coverage, time synchronisation, and handover, when it comes to supporting a
massive number of devices, mMTC poses some additional challenges like QoS provisioning,
handling highly dynamic and sporadic MTC traffic, massive signalling overhead, congestion
and network overload in the physical random access channel (PRACH) [9]. Using PRACH,
mMTC and H2H devices perform an initial access request procedure called Random Access
(RA) process. In the current RA procedure in the LTE/LTE-A system, device sends a
uniformly selected preamble on the RACH to establish a link to Evolved Node B (eNB).
However, due to the limited number of available preambles, when a large number of devices
are attempting RA within a short interval of time, it causes an access problem referred to
as the "massive access problem" as mentioned by the 3rd Generation Partnership Project
(3GPP). As a result, while using conventional RA procedure in a massive access scenario,
there will be RACH resource shortage, which can result in high collision probability and
massive access delay [10]. Therefore, to support a large number of devices as well as URLLC
based MTC devices mentioned above, it is crucial to improve conventional RA methods.

This thesis, therefore, considers and investigates the coexistence of H2H and MTC
devices, where MTC devices are categorized into two groups: delay-critical user equipments
and non-delay-critical user equipments. The main motivation is on how to more effectively
handle machine type traffic over the RA channel, including how to effectively prioritise delay-
critical traffic and provide the required quality of service without degrading the performance
of existing H2H traffic.
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1.2 Hypothesis

The following hypothesis guides the research work provided in this thesis:
“A Dynamic Prioritised Random Access strategy can provide priority access to a specified

user group termed Delay-critical UEs, by minimising access delay and providing required
Quality of Service (QoS) in a congested network scenario caused by a massive number of
machine-type devices.”

Future generation mobile communication system standards (5G and beyond) will employ
a range of techniques geared towards supporting machine to machine communication, as
required by the IoT. Due to this shift towards IoT, the number of machine-type communi-
cations (MTC) is increasing rapidly. When a large number of MTC devices send an uplink
signalling message through the RACH in a short interval of time, network congestion occurs.
As a consequence, there will be a RACH resource shortage, which can result in high collision
probability and massive access delay. Therefore, to support a large number of MTC devices
including delay-critical MTC, it is crucial to improve conventional RA methods.

This thesis, therefore, considers mMTC scenario and investigates the coexistence of H2H
and M2M devices, where M2M devices are categorised into two groups: Delay-critical user
equipment (DC-UEs) and non-Delay-critical user equipment (NDC-UEs). To mitigate these
issues, a dynamic RA scheme with prioritisation will be needed, where eNB can handle
massive access requests by dynamically controlling the devices, as well as providing required
priority access to the specific user group to provide the required quality of service. In this
work, a two-step RA scheme is considered using a coded preamble technique in order to
prioritise RA schemes dynamically. Additionally, we have considered Q-learning techniques
which is a basic model of Reinforcement Learning (RL). Here, the idea is to avoid collision
by learning in a contention-based RA process which will provide priority to a specific user
group.
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1.3 Thesis Structure

The remainder of the thesis is organised into seven chapters for the major body. The topics of
each chapter are briefly summarised in this section. Fig. 1.2 visually depicts the relationship
between them and the relevant completed/in-progress publications. The arrows represent
the flow of information between complementary chapters, while the boxes highlight crossed
chapters where the information from one chapter is needed to properly comprehend the
material in the others.

Chapter 2 provides an overview of the concept of M2M communication including its
architecture, enabling technologies, applications and requirements. As a part of the literature
review, research on supporting M2M on cellular networks are discussed. Finally, different
machine learning techniques and their benefits for M2M communication are presented.

Chapter 3 provides background information on LTE cellular network including its network
structure, frame structure, and channel configuration. The chapter also reviews Random
Access Channel, providing the RA procedures, the impact of M2M communication on RACH,
limitation on RACH, and RACH overload control mechanism due to its relevance in this
work.

Chapter 4 begins by introducing the methods used to develop the simulation models for
an uplink cellular system. First, an overview of the simulation software tools used in this
thesis work is discussed. Next, the performance metrics that are used to evaluate network
performance are defined. Finally, the traffic model and validation techniques are presented.

Chapter 5 introduces a two-step RACH scheme using slotted-ALOHA (SA), where a
combination of H2H and M2M traffic is considered. First, an analytical model to develop
RACH-throughput performance is presented. Next, the cause of RACH instability is illus-
trated by analysing the performance of two steps RACH-throughput, average end-to-end
delay and blocking probability using retransmission limits and back-off interval windows.

Chapter 6 presents a scenario, where a shared RACH Channel with the coexistence of
H2H and M2M UEs is considered and M2M users are categorised into two groups: delay-
critical (DC-UEs) and non-delay-critical (NDC-UEs). It further describes the implementation
of a novel RACH scheme called the Priority-based Dynamic RACH (PD-RACH) using a
two-step SA-RACH approach to control the interaction and the delay for the specific delay-
critical user group. A coded preamble based collision probability model, which provides a
two-step prioritisation scheme is also discussed.

Chapter 7 introduces a novel Q-learning assisted Prioritised Dynamic RACH (QPD-
RACH) scheme for delay critical user equipments; an extension to the PD-RACH approach
that was proposed in chapter 6. This approach introduces Q-learning in order to avoid
collision among delay critical UEs to minimise delay and provide priority access to delay-
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Figure 1.2: Block diagram presentation of thesis structure with proposed RACH Schemes

critical UEs over non-delay-critical UEs in an emergency scenario. A scenario of a combined
RACH access scheme is presented, where H2H traffic uses slotted-ALOHA RACH access
(SA-RACH) and M2M traffic controlled by the Q-Learning assisted RACH (QL-RACH).
Finally, simulations results of the proposed scheme are presented.

Chapter 8 summarises the work presented in this thesis, concludes its original contribu-
tions, and suggests a number of ideas for further work.



Chapter 2

Machine-to-Machine Communication

2.1 Introduction

The objective of this chapter is to provide background information about key elements related
to this thesis including a brief description of related topics in the literature. In section 2.2, we
introduce concepts of Machine-to-Machine (M2M) communication including its architecture,
enabling technologies, applications and requirements. Section 2.3 presents M2M in cellular
networks, describing advantages and challenges. In section 2.4, we briefly discuss machine
learning techniques and its advantages for M2M communication. Finally, we summarise the
chapter in section 2.5.

2.2 Machine-to-Machine Communications

In modern wireless communication, Machine-to-Machine (M2M) communication is a rapidly
evolving field. In this form of communication, one or more entities (e.g. “intelligent devices”)
can communicate autonomously with little or no human intervention. Such autonomous
communication includes a diverse set of actions including sensing, actuation, monitoring,
and processing etc. These smart devices are on the rise and are predicted to reach around 125
billion in number by 2030 [1]. A number of factors contribute to this current escalation in
device numbers, including inexpensive electronic gadgets, sensors, actuators, and embedded
devices, abundance of high-speed internet access, and the use of automated devices in
remote spots. 3GPP refers to M2M communication as machine-type communication (MTC)
and started standardisation activities on MTC in September 2008 as part of 3GPP Rel-10
specifications [19]. Whereas M2M/MTC needs an infrastructure to operate, device to device
communication (D2D), on the other hand, allows UEs to communicate with each other
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Figure 2.1: Evolution of IoT (reproduced from [21])

without the involvement of network infrastructure such as access points or BS. In our work,
we focused on M2M/MTC communication and we provide a more detailed overview of
M2M communication in later sections.

2.2.1 M2M evolution towards IoT

Next-generation wireless communication systems are rapidly evolving and one of the key
enablers of these systems is the Internet of Things (IoT) [12]. In an IoT ecosystem, “ob-
jects/things” are integrated with machines, sensors, software, and network connectivity in
a way that they can collect and exchange data autonomously. This innovative technology
allows more direct integration between the physical world and computer-based systems,
resulting in enhanced efficiency, accuracy and economic advantage [13]. In a nutshell, IoT is
facilitated by integrating a massive number of M2M devices using the internet to process all
the data. That is why M2M communication is considered as an integral part of IoT. Fig.2.1
depicts the evolution of IoT from M2M communication and shows how M2M plays a vital
role in IoT evolution as a fundamental building block.
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2.2.2 M2M architecture and Enabling Technologies

M2M Architecture: According to the European Telecommunications Standard Institute
(ETSI) architecture [14], the M2M communication system model comprises of three inter-
linked domains namely the M2M device domain, the network domain, and the application
domain. Fig.2.2 shows the M2M system model which is explained below.

• M2M device domain: In this domain, a large number of devices (e.g. sensors, actuators,
and smart meters) and gateways (e.g. data aggregation points) collaborate with each
other, collect and exchange their information by creating an M2M area network. The
types and numbers of devices in this domain vary depending on their individual
application scenarios.

• Network domain: This domain creates links between the M2M device domain and
the application domain using long-range wired/wireless network protocols such as
WiMAX, 3G, 4G/LTE, 5G and beyond cellular networks. These networks provide
cost-efficient and reliable channels with wide coverage in order to transfer sensory
information from the device domain to the application domain.

• Application domain: This domain has two core features, the first is called the M2M
server which processes the collected data and interacts with the M2M devices, and the
second one is the M2M client which is used to serve users.

Enabling technologies: In order to establish a connection between domains, M2M
adopts various technologies that can be achieved through both wired and wireless tech-
nologies. Although, wired M2M communication is able to provide high data rates and be
extremely reliable, it will be very expensive to roll out for huge number of devices, causing
difficulty of implementation. Therefore, wired communication is not further considered
in our work. On the contrary, implementation of M2M communication is possible using
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Figure 2.3: M2M Applications and Requirements

both cellular and non-cellular technologies. Cellular technologies such as GSM, WCDMA,
LTE/LTE-A, 5G, and beyond can support M2M communication [15]. In this research, we
mainly focus on the M2M access network which is directly related to the M2M device
domain and network domain using cellular technologies.

2.2.3 Applications, Requirements and Features of M2M

With mMTC, a diverse range of new services and applications can be offered which include
Industrial Automation and control, Intelligent Transportation, e-Health, Smart Grid, Environ-
mental monitoring, Security and public safety and many more [2], [15], and [16]. Recent
times have shown growth in the number of application cases with very different features and
requirements that add constraints on the network technology as well as on MTC devices. In
the following section, we discuss some of the key features and service requirements of some
M2M applications [16], [19] shown in Fig.2.3.

Simultaneous massive transmission: Accommodating a massive number of devices
concurrently on the network may be necessary for some applications, which may be achieved
by enhancements in channel request, allocation protocols, as well as cooperative commu-
nication. In cooperative communication, nodes or terminals in a communication network
collaborate with each other in information transmission to enable efficient utilization of
communication resources [87].

Priority scheduling and access: These are essential to provide appropriate priority
access through improved channel request and allocation protocols for certain types of devices,
in a wide range of applications such as e-health, security surveillance etc.
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Low power consumption: As most MTC devices are battery powered with power
constraints, to reduce power consumption, signaling updates and an efficient sleep and wake
up mechanism for the MTC devices may be required.

Bursty Traffic: M2M devices generate bursty natured traffic in most cases. To support
this characteristic, changes may be required including new allocation protocols, channel
coding and frame structure.

Monitoring and security: It is essential for M2M devices to be able to sense unusual
activities, and enable proper authentication to prevent incidences such as hacking, that may
compromise credentials and configurations. To improve monitoring and security, efficient
mobility management mechanisms as well as interference mitigation mechanisms may be
required.

Reliability: Irrespective of the working environment (e.g. mobility, interference, and
channel quality) connection for M2M devices must be ensured, which is expressed as the
reliability of the network. Reliability is strictly required for applications such as healthcare,
remote payment etc.

Low Latency: Many M2M applications (e.g. healthcare, automated vehicles) demand
low latency communication for which the network latency and data transmission latency both
need minimising. This may necessitate changes to channel request and allocation protocols
as well as changes in frame structure and control signaling.

Low or no mobility: For application cases where the M2M devices remain nearly
stationary, changes to handover signaling and execution may be required for optimisation of
mobility management to minimize power consumption as well as signaling overhead.

Based on delay requirements discussed above, M2M communication applications can be
divided into two categories: (i) Delay-critical, applications needing low latency and (ii) Delay
tolerant applications which are less sensitive to delays. Furthermore, different applications
can have different priority based on their nature, and in our work, we are mainly focusing on
delay-critical priority-based M2M communication.
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2.3 M2M in Cellular Networks

Cellular networks (such as GSM, GPRS, LTE/LTE-Advanced and 5G) are the most widely
known and used wireless network technology for provision of numerous services and ubiq-
uity. Cellular networks can support M2M communication over a long-range network. The
advantages as well as challenges of using a cellular network to support M2M communication
are presented below.

2.3.1 Advantages of cellular network in M2M

Cellular networks are convenient for their high data rates, availability and ubiquity over
the installation of a new private radio network [15]. This is an advantage for various
M2M applications over other technologies, which are currently capable of supporting M2M
communication. Moreover, lower cost for deployment of M2M can be achieved with
cellular M2M communication. With cellular technology, an M2M device is able to establish
direct cellular communication using its unique Subscriber Identity Module (SIM) card [17].
Additionally, cellular networks support roaming and mobility. One of the key advantage of
cellular M2M lies in its ability to provide Quality of Service (QoS) guarantees. Considering
all the advantages of cellular M2M communication over non-cellular options, such as Wi-Fi,
Ethernet, Bluetooth etc., we opted for cellular M2M in our work.

2.3.2 Challenges in cellular network for M2M

Although cellular networks provide a wide variety of advantages, using a legacy cellular
network is inefficient when the number of devices is enormous as it is mainly designed
for human-centric communications termed Human-to-Human (H2H) communication [18].
High data rates, mobility, decent QoS for human satisfaction are some of the basic attributes
of these cellular networks. On the contrary, M2M communication initiates and requires
a very different set of characteristics and requirements (discussed in section 2.2.4) from
that of regular H2H communication [19]. Table 2.1 summarises characteristic differences
between H2H and M2M communications [9] and [20]. Some of the challenges faced in
cellular network for M2M communications include: supporting the deployment of a massive
number of MTC devices, accommodating small data bursts, ensuring a high level of security,
providing ultra-reliable communications with low-latency, achieving low power consumption,
supporting low-cost devices, enhancing coverage [5] etc.

In order to mitigate the challenges, substantial research and development effort has been
undertaken by academia and industry.
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Table 2.1: Characteristics differences between M2M and H2H

Characteristics H2H M2M

Density Maybe not that much compared
to M2M potential

M2M outnumbers human end
users by an order

of magnitude.

Downlink and Uplink Most traffic is downlink and
traditionally less traffic in Uplink

Uplink dominant traffic of small
size, except for case of video

surveillance.
Delay 250 ms (voice) to few second 10 ms to several minutes [4]

Mobility Fixed to Low Fixed to High
Traffic Transmission

Frequency Infrequent to Frequent Infrequent

Priority Services Yes Yes
Power Consumption High Low

QoS Requirements H2H users have similar service
requirements

Different M2M applications may
have diverse quality of service

requirements.

2.3.3 Potential Enablers for designing cellular MTC

In addition to the existing solutions, some key enabling strategies are being studied for
integrating mMTC into the cellular IoT network, some of which are briefly outlined below
[2].

Dynamic resource allocation techniques: 3GPP has considered a possible solution
to the RAN congestion problem through dynamic RACH resource allocation [35] with an
aim to maximise its throughput, which can be done by selecting the number of preambles
adaptively without knowing the number of devices or access probability [36]. One advantage
of this method is reduced data collection time from resource-constrained MTC devices in
delay-sensitive situations.

Clustering and data aggregation schemes: The RAN congestion may be greatly re-
duced by clustering MTC devices based on some relevant criteria (e.g. geographical locations
or QoS requirements), and then aggregating the individual device data at the MTC gate-
way/aggregator [37]. Furthermore, investigating energy-efficient clustering techniques makes
it easier to install low-power MTC devices.

Advanced RA schemes: Several developing RA schemes e.g. Non-Orthogonal Multiple
Access (NOMA), Sparse Code Multiple Access (SCMA), Coded Random Access (CRA) [2],
and distributed queuing based access protocol [38], are promising enablers for mMTC in
cellular networks.



2.4 Machine Learning for MTC in Cellular IoT 14

Low signalling overhead MAC protocols: Low signaling overhead MAC protocols
target to reduce one of the primary technological problems created by MTC devices which is
signaling overhead, and assist the deployment of cellular MTC [9].

Advanced transmission-scheduling techniques: In order to accommodate MTC de-
vices with diverse QoS requirements, advanced transmission-scheduling technique is required.
In this context, advance transmission-scheduling techniques such as delay-aware scheduling
[39], fast uplink grant [40], and learning-assisted scheduling have the potential to handle and
schedule a massive number of MTC over limited RACH resources.

In addition to the promising enablers discussed in the above section, it is worthwhile to
mention machine learning (ML) techniques as a promising tool to aid mMTC in cellular IoT.
In the following section, the advantages and types of ML techniques are discussed briefly.

2.4 Machine Learning for MTC in Cellular IoT

As recent times have experienced advancement in computing power as well as the ability to
collect and store huge amounts of data, Machine Learning (ML) has found its way into many
different scientific domains. ML is a powerful set of mathematical and computational tools
that aim to acquire the system variations/parameters uncertainties, to classify the associated
cases/issues, to predict the future results, and to explore possible solutions [29]. In wireless
communication systems, problems that arise are frequently formulated as classification,
detection, estimation, and optimization problems; for all of which ML techniques can provide
elegant and practical solutions [25], [26] and [27].

2.4.1 Advantages of Machine Learning in MTC

As cellular system moves from one generation to the next, the number of reconfigurable
system parameters also increases considerably. For instance, the number of configurable
parameters in a 2G node is about 200, which increases to about 1000 in a 3G node, further
rising to about 1500 in a 4G node. In ongoing 5G network, the number of system parameters
is around 2000 [29], [32] and this number is expected to soar with each upgrade of the
cellular system. Therefore, carrying out self-configuration, self-optimization, and self-
healing operations will be tremendously challenging in 5G and beyond systems. To cope
with these challenges and to handle these operations efficiently, ML techniques can play
a vital role. Various issues such as link adaptation, resource allocation, user scheduling
are usually too complex to be modelled, but usually they have hidden patterns, that can be
explored using ML.
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Figure 2.4: Types of Machine Learning

2.4.2 Types of Machine Learning

Machine learning is characteristically categorised into three broad classes [30], [31]: super-
vised learning, unsupervised learning and reinforcement learning. Fig.2.4 shows the types
of different machine learning. In supervised learning, example inputs and their anticipated
outputs are provided to the learning agent that targets to determine a general rule, mapping
inputs to outputs. On the other hand, for unsupervised learning, instead of feeding prior input
data to the learning agent, it turns to its own ability to find the embedded structure or pattern
in its input, making it suitable for application in the AI category of cellular networks. Lastly,
in reinforcement learning, the agent interacts with a dynamic environment in order to obtain
its goal.

2.4.3 Reinforcement learning

Reinforcement Learning (RL) is a sub-field of machine learning, which has widespread
applications in numerous areas such as medical diagnostics, psychology, neuroscience,
informatics, cybernetics, control theory etc. RL differs from other learning techniques in
terms of learning independency. In reinforcement learning, there are no data sets with correct
answers as in supervised learning, but the reinforcement agent decides on the action to
perform the given task. The reinforcement agent aims to maximise the cumulative reward in
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Figure 2.5: A basic block diagram of Reinforcement Learning (reproduced from [34])

a specific situation by applying a trial-and-error method from the direct interaction with the
environment [28], [33]. There are four main sub-elements of RL system: a) a policy, b) a
reward function, c) value function, and d) a model [34]. Fig.2.5 shows a basic diagram of
RL.

• A policy is a fundamental part of RL that tells the agent what action to take at a
particular state in the environment at a given time. This is also termed as a policy
function. The interaction between the agent and its environment occurs in discrete
time steps, where the agent selects an action purely based on a trial-and-error approach
and changes its current state to the next state. Based on the outcome, the current policy
is then formulated or reconstructed.

• At each step, an agent selects an action and the environment provides a reward based on
the consequence of that action. The reward is a feedback, in the form of a scalar value,
from the environment which helps to decide the next choice of action. The agent’s
objective is to maximise the total reward over the long run by altering its current policy
according to its reward function.

• While the reward function indicates what is good in each step, a value function, on
the other hand, indicates what may be the appropriate action in the long run. The
value function helps to decide whether an action is desirable for long-term taking into
account the total amount of reward an agent may expect to receive.
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• Lastly, a model is something that represents the behavior of the environment by
showing the correlation between the different RL elements including state, action,
reward and transition probabilities between state, action and future state.

Model-based Reinforcement Learning:
The type of RL that requires a well-developed mathematical model which provides an

accurate and comprehensive relationship between different elements, is termed as model-
based RL. An example of model-based RL is Dynamic Programming (DP) [34] and is
described in the following section.

Dynamic Programming (DP): Dynamic Programming (DP) is a model-based RL ap-
proach to achieve optimal policy or a solution. This method includes RL elements such as
state, actions, rewards, and transition probability to construct the model of the environment
as a finite Markov decision process (MDP). When an agent performs an action, the current
state changes to the next and a probabilistic reward is received. Using dynamic programming
algorithm, a policy is then computed to select the most appropriate action in the current state
of the environment. After a series of policy iteration and policy improvements on current
policy, an optimal policy is learnt in dynamic programming algorithm. DP algorithms are
not widely used in solving RL problems, as they require an assumption of the perfect model
of the learning environment as well as their great computational expenses [34], and therefore,
is not considered in this thesis.

Model-free Reinforcement Learning:
Alternative to model-based RL techniques, model-free RL techniques do not require

a model and are explicitly trial-and-error based. In a model-free RL technique, a policy
is calculated directly from the experience gained through recursive interaction with the
environment. Monte Carlo (MC) RL and the Temporal Difference (TD) learning are two
types of model-free RL. In the following sections, we have discussed these two types of RL
methods.

Monte Carlo: Monte Carlo methods require only experience which is sample sequences
of states, actions, and rewards from interaction with an environment. Each experience
is divided into episodes which eventually terminate no matter what actions are selected.
Only after the completion of an episode, value functions and policies are updated. Thus
Monte Carlo methods are considered to be incremental through an episode-by-episode sense
rather than a step-by-step sense. We intend to use learning in this work in slot/preamble
selection strategy, which will require a step-by-step incremental update of the learning
process. Therefore, Monte Carlo is also not considered in this thesis.
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Figure 2.6: Q-Learning process

Temporal Difference (TD): Temporal Difference (TD) is a combination of DP and MC
methods. TD methods learn from raw experience without any prior knowledge of the model
of environment dynamics similar to MC method. Like DP, the agent in TD updates the
value function after each step to learn a policy in order to select the next action to reach
the target state. Q-learning is an example of off-policy TD method [88] where an agent
recursively interacts with the environment purely through trial-and-error iterations to gather
the information related to the environment and learn the most appropriate solution. These
features of Q-learning TD methods makes it suitable for our application of slot/preamble
selection and therefore, is considered in this thesis. In the next section, we provide an
overview on Q-learning: off-policy TD method.

Q-Learning: Off-policy TD control
Q-learning is a model-free TD RL technique that enables the agent to learn an optimal

policy from experience based on a trial-and-error approach in an unknown environment.
This learning method does not require established state to action policies. The experience
of an agent is represented by a Q-value which is a function of state-action pairs to learned
values. By taking actions, an agent moves from one state to another. Each action offers
the agent a reward and the agent targets to maximise the total reward. The agent achieves
this using a table called the Q-table, where there are a tuple of states and a tuple of actions.
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The agent always chooses the action that results in the highest Q-value. Q-learning is also
called off-policy TD method because the target-policy is different from that of the behaviour
policy, where behaviour policy determines how an agent will behave in a given state, on the
other hand, target policy is concerned with updating its estimate of Q-values using rewards it
receives. Fig.2.6 shows basic Q-learning process and the detailed Q-learning implementation
is presented in chapter 7.

2.5 Summary

This chapter has provided background information related to the research presented in this
thesis. A general overview of M2M communication is given with its various applications and
requirements in section 2.2. The challenges and advantages of cellular networks for M2M
communication are discussed, and some potential enablers for M2M communication are also
provided in section 2.3. Advanced Random Access scheme is one of these potential enablers
and a detailed overview on Random Access Channel in cellular network is later provided
in chapter 3. Additionally, an advanced two-step Random Access scheme is discussed in
Chapter 5. In section 2.4, as an emerging solution, machine learning (ML) techniques with
its types and advantages are discussed. The concept of Reinforcement Learning (RL) has
been introduced, where three different solution methods for RL are briefly described and the
reason for choosing the Q-Learning algorithm in this research is explained in section 2.4.3.
A more detailed overview on Q-learning is provided in chapter 7.



Chapter 3

Random Access Channel Management in
Cellular Network

3.1 Introduction

The objective of this chapter is to provide background information on Random Access
Channel (RACH) Management and its impact on MTC. In section 3.2, a detailed overview
of RACH in LTE is discussed with a brief discussion on RACH limitations due to MTC.
Section 3.3 outlines a detailed discussion on RACH overload control mechanisms including
both 3GPP and non-3GPP solutions and finally, we summarise the chapter in section 3.4.

3.2 Random Access Channel in LTE

Long Term Evolution (LTE) is a standard for the wireless network and is an evolution from
the standard Global System for Mobile communication (GSM) and High Speed Packet
Access (HSPA) established by the 3rd Generation Partnership Project (3GPP). Some features
of LTE include ultra-broadband internet service, fast data rates (100 Mbps – 1.0Gbps), high-
speed handoff procedure, Multiple Input Multiple Output (MIMO) technology, worldwide
roaming service, etc. [42]. In Long Term Evolution (LTE), devices need to perform an
initial attachment procedure called Random Access process, using Random Access Channel
prior to data transmission. However, LTE networks are designed mainly for H2H, so when a
massive number of MTC devices perform initial access request procedures at the same time
using RACH with a limited resource, congestion occurs, which causes a network overload
scenario. To mitigate these challenges, in this work LTE RACH scheme is considered as a
baseline in order to establish improved RACH protocols so that it can cope with a massive
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number of M2M devices in next-generation communication paradigms. In the following
subsections, we will first demonstrate the uplink resource structure of the LTE networks and
then elaborate on the RA process.

3.2.1 Uplink Resource Structure of the LTE Network

In LTE networks, data packets and signalling messages have to be delivered in different
time-frequency resources. In the time domain, the duration of one radio frame is 10ms,
where each frame is identified by a number known as system frame number (SFN). One
frame is divided into 10 subframes of 1ms each and each subframe is again divided into two
equally sized slots of 0.5ms, resulting in 20 slots per frame. Each slot contains either six or
seven OFDM symbols, depending on the Cyclic Prefix (CP) length, where a symbol is the
smallest unit in a resource block. A resource element represented is the smallest modulation
structure in LTE, which is equal to one 15 kHz subcarrier in the frequency domain. Resource
elements are aggregated into Resource Blocks (RB), which is the minimum allocation unit,
where twelve consecutive subcarriers together make an RB with a bandwidth of 180 kHz in
frequency and 6 to 7 symbols in the time domain. Therefore, as shown in Fig 3.1, a single
RB is allocated in a slot period and consists of 12 subcarriers in the frequency domain and 7
to 6 symbols (depending on the type of the cyclic prefix used) in the time domain [43].

LTE Uplink Channel Mapping: In LTE, different types of channels are used to trans-
port data across the radio access network where channels are separated based on the types of
information they carry and process. In LTE channels are divided into three categories and
these three types of channel are present in Downlink as well as Uplink direction [41]. In our
work, we are focusing on Uplink Channels only however, the details of LTE channels can be
found in [43], [44] and [45]. Fig.3.2 shows LTE Uplink Channel mapping where LTE Uplink
Channel are divided into three categories.

Uplink Logical Channel:

• Common Control CHannel (CCCH), which is common to multiple UEs.

• Dedicated Control CHannel (DCCH), which is used to transmit dedicated control
information for a particular UE.

• Dedicated Traffic CHannel (DTCH), which is dedicated traffic channel for a particular
UE.
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Figure 3.1: Time-frequency resource structure of the LTE system.
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Uplink Transport Channel:

• Uplink Shared CHannel (UL-SCH), which is the main channel for uplink data transfer.

• Random Access CHannel (RACH), which is used for random access procedure.

Uplink Physical Channel:

• Physical Uplink Control CHannel (PUCCH), which delivers control signalling, such
as channel quality indicator report.

• Physical Random Access CHannel (PRACH), which is used for transmission of random
access preambles.

• Physical Uplink Shared CHannel (PUSCH), which is used to carry user data packets
and radio resource control messages.
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Figure 3.2: LTE Uplink Channel mapping
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Figure 3.3: Representation of PRACH configuration index (directly reproduced from [17])

PRACH Configuration: In Fig.3.3, it is shown that each System frame (SF) contains
Random access attempts called Random Access Opportunities (RAO) that can only be
transmitted in specific sub-frames, which are mentioned as random access slots (RA slots).
One or more RA slots may be supported in each frame, and the number of RA-slots depends
on the PRACH configuration index, and this will be allocated periodically and the period is
broadcast by the eNB. LTE defines up to 64 possible configurations [46] that vary between a
minimum of 1 RA-slots in every 2 frames to a maximum of 1 RA slots per 1 subframe, i.e.,
every 1ms. In Figure-3.3, some PRACH configuration indexes are presented where filled
squares represent RA slots.

From Fig.3.3 based on different PRACH configuration index values, it is clear that
RACH requests are restricted to RA-slots. Due to this nature of the PRACH configuration
arrangement, LTE adopts the s-ALOHA protocol to control Random Access Procedure.
Random Access Procedure is described in the next section.
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3.2.2 RA Procedures in LTE

This section describes the random access scheme used by the conventional LTE network. As
mentioned earlier, the Random Access Channel (RACH) is the initial access through which
a user is connected with the network. A device (H2H and M2M) must initiate the access
procedure to establish a connection to the BS/ eNB/ access point in the following situations
[17], [47]:

• To establish initial access.

• To establish uplink synchronisation.

• To perform seamless handover (change of eNodeB).

• To re-connect to the network in case of radio link failure.

In order to handle all these situations, random-access procedures in LTE-based cellular
systems can be categorised into two different forms:

• Contention based (Supports collision)

• Contention-free (No collision and applicable to handover only)

Each random-access procedure of 3GPP LTE consists of the following four steps as
shown in Fig.3.4:

Random-access Preamble transmission: In this step, a UE sends its access request
by transmitting one out of the available preamble sequences via Msg-1. The preamble is
selected in a random manner and carried in the Physical Random Access Channel (PRACH),
which is a part of an uplink resource of an LTE network. A Random Access Response (RAR)
window is set up to wait for the RAR. If a UE does not receive the RAR in a RAR window, it
means the initial access has failed and UE shall randomly back-off for a period between 0 to
a back-off indicator parameter (BI) value

Random-access Response: In this step, the eNB transmits the access response to the
detected preamble sequence by sending an RA Response (RAR) via Msg-2 on the Physical
Downlink Shared Channel (PDSCH).

Scheduled Transmission: After receiving the RAR at step-2, the UE transmits a connec-
tion request such as Radio Resource Control (RRC) connection request followed by Msg-3
in order to establish a connection using Physical Uplink Shared Channel (PUSCH).

Contention Resolution: In this step, when eNB receives Msg-3 it replies Msg-4 to con-
firm that the connection is successfully established and the status changes to RRC_CONNECTED.
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Figure 3.4: Random-Access Procedure

Otherwise, if the Msg-4 is not received by the UE, the RA is declared as failed and the UE
needs to restart the RA process all over again until the allowed preamble retransmissions are
reached. Further details on the RACH procedure in LTE can be found in [48].

As shown in Fig.3.4, the eNB broadcast System Information Block2 (SIB2) message
where all the information related to the RACH procedure is carried out. The details about the
information elements in the SIB2 message can be found in [19]. As part of the information,
the “PRACH Configuration Index” (PrachCon f igIndex) defines the UE when the UE itself is
supposed to transmit the RACH request. The number of Random Access Opportunities (RAO)
in an LTE cell depends on the PrachCon f igIndex and the number of preambles available for
contention-based RA. In each LTE cell, there are up to 64 orthogonal preambles available
created by the Zadoff-Chu sequence [49]. Out of 64 preambles, 54 are used for contention-
based access, while the remaining 10 are dedicated for contention-free access [50]. Since the
number of available resources is limited in comparison to the large number of access requests,
if two or more devices choose the same preamble to send the connection request at the same
time, a collision takes place and this kind of PRACH collision is called the "Contention"
and the RACH process that allows this type of "Contention" is called "Contention based"
RACH Process. In the contention based RACH process to solve the contention issue, eNB
needs to go through an additional process called "Contention Resolution" step. Now let’s
assume that a collision happened at step-1, where two UEs select same preamble to sent
Msg-1. In this case, both of the UEs will receive the same RA response via Msg-2 and both
UEs will send Msg-3 through the same resource allocation to eNB. As a result, eNB will
not be able to decode either of them and none of the UEs would have any response (Msg-4)
from eNB and they think that the RACH process has failed and they have to start from step-1
again. The other possibility would be that eNB could successfully decode the message from
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only one UE and failed to decode it from the other UE. In this case, one of the colliding
devices delivers the RRC connection and Contention Resolution message, while the other
UE needs to wait for a random time before attempting a new request. Due to the limitation in
the number of available resources compared to the massive number of access requests to be
supported, contention-based RACH is considered in our work.

3.2.3 Conventional RACH Limitations

As the number of M2M devices has been growing rapidly, the load on the random access
channel is also increasing. Consequently, devices attempting RA within a small time interval
is causing an access problem referred to as the “massive access problem” as mentioned
by 3GPP [35]. The worst-case scenario according to 3GPP is that thousands of devices
may attempt to perform RACH within a 10ms time window [35]. However, at a peak
traffic load where the number of access requests is maximum, the standard LTE random
access mechanism suffers congestion due to the high probability of collision and this causes
excessive time delay. In [51], the results showed that using standard current LTE medium
access control system, the access delay may be intolerable when the number of devices
exceeds 30,000 per cell. As a result, for some delay critical M2M applications that require
ultra-low latency (e.g., e-health, intelligent transportation system), the standard LTE will not
be adequate, which may cause a sharp degradation of QoS.

One possible way to mitigate the overload problem is to increase the number of RA
opportunities per frame, but this causes a fall in the existing amount of resources for data
transmission and therefore, it reduces the data transport capacity of the uplink channel. To
diminish this problem besides improving the legacy system, it is significant to provide an
effective approach for managing the massive access in the radio access network to reduce the
network overload as well as to minimise the latency.

3.3 RACH Congestion Control

In this section, we provide a comprehensive review of RA congestion solution proposals to
control the RACH overload problem caused by M2M traffic in LTE systems. The proposals
are categorised under two classes: 3GPP and non-3GPP specified solutions.
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3.3.1 3GPP Specified Solutions

In [52], 3GPP has proposed six basic mechanisms for RA overload control and in the
following, we briefly describe the principle of these techniques.

Access Class Barring (ACB): ACB is a renowned mechanism in controlling RA con-
gestion by decreasing the access arrival rate. ACB can define 16 access classes [53] and [54],
each class operates on two factors: a set of barring access classes (ACs) in which devices are
classified, and a barring time duration (Tb). First, the eNB broadcasts the ACB parameter,
p (ranging from 0 to 1) to the MTC device and each MTC device also generates a random
number, r (between 0 and 1) uniformly. If r<p, the device is permitted to transmit their RA
preamble, otherwise the access is barred and the device has to wait for a random backoff
time based on the barring time duration (Tb). However, in a peak congestion condition when
a massive number of devices try to connect in a very short time, the value of p might be set
to a very low value which leads to intolerable delay. In [55], a Dynamic ACB scheme is
approached and a Prioritised RA jointly with dynamic ACB is proposed in [56] to improve
the performance of the RACH channel.

MTC-Specific Backoff: In this scheme, when a device faces a collision, it waits for
a fixed back-off time and then retransmits the connection request. Although the network
performance under low congestion levels increases using this scheme, in high-congestion
levels the network performance is reduced [57]. In [58], a separate back-off scheme is
suggested for separate user groups: delay-sensitive M2M with H2H as group 1, and on the
other hand, delay-insensitive M2M as group 2. Devices in group 2 have a longer backoff
time compared to group 1. Although this scheme can provide some enhancement for low
congestion [59], it is not satisfactory to handle peak congestion levels.

Dynamic Resource allocation: In this scheme, the BS allocates additional RACH
resources dynamically in the time domain or frequency domain or both by predicting the
congestion level of the access network overload caused by MTC devices [35] and [60].
In [59], a simulation result is presented by 3GPP showing that additional allocation can
solve most of the congestion problem. However, allocating more resources for RACH will
reduce the available resources for data traffic, which in turn causes problems in the network
performance.

Slotted Random access: In the slotted aloha method, each MTC device is provided with
a dedicated RA opportunity using only the slot allocated to the device [61]. These slots
comprise an RA cycle, where eNB periodically broadcast the parameters of the RA cycle
and access slots. For a large number of MTC devices the RA cycle is likely to be very large
and as a result MTC devices might experience long access delay. Also each RA slot consists
of 64 RA opportunities and in case of massive numbers of access requests there is a strong
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possibility that all 64 access attempts are made within a single RA slot, which will cause
high collision rate in a slotted aloha based random access system. Moreover, in slotted RA
scheme, while there could be very high load in some slots, some other slots may remain
underutilized.

Separate Resource Allocation: In this approach, The MTC and HTC devices are deliv-
ered with different RACHs in an attempt to avoid the effect of RA congestion on HTC devices.
The separation can be possible by assigning different RA slots for MTC and HTC devices
or by splitting the available preambles into MTC and HTC subsets [60]. This separation
technique might help to drop the negative impact on non-M2M devices.

Pull-based RA: All the schemes mentioned in earlier sections are categorised as push-
based approaches in which RA attempts are random and are started by devices autonomously.
On the other hand, in a pull-based method [52], the RA procedure is started by eNB.
Therefore, the eNB can control the number of requests and mitigate congestion problems.
The devices perform RA attempts only after getting paging messages from the eNB. However,
the scheme needs additional control channel resources to page a massive number of devices.
To reduce the number of paging loads, a number of MTC devices can be paged together by
following a group paging method, an analytical model is developed in [62] for performance
evaluation of group paging in LTE.

3.3.2 Non-3GPP RACH solutions for supporting M2M

In addition to the solutions specified by 3GPP, several academic, industrial, and governmental
institutions have also proposed various RA congestion solutions to support the huge MTC in
LTE networks. Some proposals are discussed in the subsequent paragraphs.

Group-based RA Scheme: A group-based RA mechanism is an addition to the pull-
based group RA model. Based on some specific criteria such as similar QoS/delay require-
ments, MTC devices can be grouped in a particular region and the RA procedure can be
assigned on a group basis in order to minimise the network congestion. In [63], a two-layer
device segregating technique to reduce congestion is proposed, where in the first layer,
devices are grouped into several paging groups. Devices within a paging group are then
partitioned into different access groups. For each group, a group head is assigned who is
responsible for communicating with the eNB. Another group-based approach is proposed in
[64], where dividing the cell coverage area into different spatial groups is mentioned. The
idea behind the cell division approach is to permit the use of the same preambles in the same
RA slot by different groups of MTC users if the distance is not larger than the multi-path
delay spread. In [65], a cluster-based approach is proposed for mitigating the inefficiencies of
the ACB algorithm. In [66] a technique is proposed based on groups in which M2M devices
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are grouped according to their characteristics (access speed) and requirements (maximum
tolerable delay). Hence a decision-making step is taken upon reception of the data about the
characteristics after the third step of the RACH procedure in LTE.

Code-Expanded RA Scheme: In this scheme, a codeword (set of preambles) is transmit-
ted to execute an RA process instead of a single preamble. A virtual RA frame is considered
which contains a group of RA slots, or a set of preambles in each slot. This allows expansion
of the number of contention resources, and reduction in the number of collisions [67].

Self-optimisation overload control RA: This self-optimising mechanism is proposed in
[18], which configures the RA resources depending on the load condition. It encompasses a
combination of other solutions, specifically Separation of RACH Resources, ACB Schemes,
and Slotted-Access scheme. The LTE-A ACB scheme is modified by adding two classes
of M2M devices, i.e. high priority and low priority. The ACB scheme is applied to the
next attempt when a device is not granted access in the first attempt. After receiving an
RAR, a device sends the number of retransmitted preambles to the eNB within message
3, which is used for overload monitoring and adjusting the RA resources according to the
congestion level of the RACH. If the RA slot usage reaches the maximum accessible limit,
the lowest priority M2M class devices are temporarily restricted from accessing the network
until overload conditions recover.

Prioritised Random Access: In this scheme, applications are divided into five categories:
HTC, high-priority MTC, low-priority MTC, scheduled MTC, and emergency services. Also,
virtual separation of the RACH channel is applied into three classes i.e. HTC, random MTC,
and scheduled MTC (emergency services) [56]. A prioritisation is accomplished by applying
distinct back-off window sizes to guarantee QoS using a prioritised access algorithm based on
the mentioned classes. It has been reported that this type of scheme is better than other EAB
methods in terms of access delay and probability of success, but it still needs the prohibition
of an M2M device for an amount of time [18].

In the study above, we have discussed existing methods for controlling the RA procedure
in corporations with M2M from 3GPP and non-3GPP perspective. We have highlighted some
key issues related to the enormous number of devices trying to connect to the network at
the same time. It was noticed that some existing RA congestion control methods are not
appropriate for solving the RACH overload problem in massive M2M scenarios [68]. ACB
based methods are targeted to lessen collisions, preamble-splitting methods perform decently
to protect the H2H QoS, but both schemes result in intolerable delay. Resource allocation
methods are suitable for both counts; however, like back-off-based schemes, it decreases the
general throughput. In contrast to the ACB and back-off schemes [69], the slotted access
approach is advantageous in several ways such as offering better access rates, in terms of
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complexity and has minimum influence on H2H traffic. The simulation results presented in
[69], demonstrate that the slotted access scheme outperforms others in the case of access
rate even for randomly assigned slots. The slotted access uses the already provided paging
mechanism, whereas ACB imposes signalling overloads resulting in added complexity. [70]
shows a comparison of ACB, back-off, and slotted access approaches for overcoming the
LTE RACH overload problem, summarising the minimal effect of the slotted access method
on H2H access traffic in contrast to the other methods. Nevertheless, some research studies
show that the combination of two or more methods could result in better performance aimed
at overload controlling.

3.3.3 Emerging Solutions for MTC

In the following, we have provided some of the emerging research directions to address the
RAN congestion problem in a massive MTC scenario.

Learning-Based Approaches: Resolving the RAN congestion problem in cellular net-
works discussed in the previous section has been a major concern in recent times. As an
attempt to mitigate this problem, a Reinforcement Learning (RL) scheme has been applied in
[71] for selecting an appropriate BS for the MTC devices in order to avoid access network
congestion and minimise the packet delay. Also, a Q-learning-based scheme was studied in
[72] with the objective of supporting MTC traffic in the present-day cellular networks where
the MTC devices learn to avoid collisions among each other without assistance from a central
entity. As a result of the learning convergence, each MTC device acquires a unique RACH
slot. Additionally, in [73], another Q-learning-based unsupervised algorithm was studied
in order to select an appropriate BS for MTC devices taking into consideration different
QoS parameters in dynamic network traffic conditions. Furthermore, in another study, [74]
a hierarchical stochastic learning algorithm was applied for enabling each device to make
access decisions based on common control information broadcasted from the BS. Likewise,
in [75], another Q-learning algorithm was applied in the fashion that a barring factor can be
allocated dynamically to the MTC device in the ACB scheme.

Grant-free random access: A grant-free (GF) random access scheme has been proposed
for MTC in the 5th generation (5G) by the 3GPP [89]. GF random access allows active
UEs to transmit their data to the base station (BS) directly where the traditional 4-step
handshake-based grant acquisition phase is skipped [90]. The motivation of GF is to reduce
the access latency and control signaling overhead with a two-step RACH scheme compared
to the conventional 4-step RACH [91]. However, one major drawback is the collisions that
occur when multiple MTC devices select the same uplink resources. Another challenge is
the synchronisation among the MTC devices due to the omission of RA process [92]. In our
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work, we adopted a 2-step random access process, where we modified the traditional 4-step
RACH to a 2-step RACH providing priority to a specific user groups called delay-critical
UEs. Our approach is based on LTE-RACH, it is applicable to 4G and beyond whereas GF
random access is suitable for 5G new radio (NR). The details of 2-step RACH is given in
section 5.3.

3.4 Summary

This chapter presents an overview of RACH in the LTE cellular network. Firstly, in section
3.2.1, the Uplink Resource Structure of the LTE Network is introduced in order to under-
stand the RA mechanism in the conventional cellular network. Secondly, Random-Access
procedure is introduced and the conventional 4-step RACH is described. In this work, we
later developed a RACH simulator using Riverbed Modeller and the design methodology
is provided in chapter 4. Next, the limitations of conventional RACH due to the massive
number of MTC devices is described in section 3.2.3. A literature review on RACH overload
control mechanism is given in detail including both 3GPP and non-3GPP based solutions in
section 3.3. As the literature review indicates, a combination of two or more overload control
methods could result in better performance in solving the RACH congestion issue and to
support massive machine-type communications. In this work, we have considered this hybrid
approach to solve the RACH congestion issue. We have introduced a novel two-step RACH
scheme using slotted-ALOHA (SA) and Group-based RA in Chapter 5 and the main idea
behind this scheme is minimising the signalling overhead compared to 4-steps conventional
RACH. Additionally, we have combined Dynamic Resource Allocation, Group-based RA
and Prioritised RA schemes as a hybrid RACH mechanism in order to provide dynamic
prioritisation for specific user groups in chapter 6.



Chapter 4

Modelling and Performance Evaluation
Method

4.1 Introduction

In this chapter, introduction to the methods used to develop MAC layer simulation models
for an uplink cellular system (random access channel) using a software simulation tool is
provided. In section 4.2, a brief overview of system simulation on communication and
the types of simulation software used in this work is delivered. A reference model of the
developed simulator and simulator design steps are described in section 4.3. Section 4.4
describes the performance metrics that are used to evaluate network performance. Section
4.5 introduces the traffic models and finally, the chapter is concluded in section 4.6.

4.2 Simulation in Communication System

In communication, a system has to go through a number of steps throughout the development
process, whether it is a completely new design or an alteration of an existing system. Although
the design process determines the final behaviour of a system, validating it through design
evaluation is crucial. The techniques used in a communication system for performance
validation are as follows:

• Analytical Models

• Experimental measurements

• Simulation Technique
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In the early design stages, analytical models are often incorporated as a performance
validation method based on a simplified model. The Erlang-B formula for call blocking
probability is a well-known example, which is used for circuit-switched networks [76]. On
the other hand, a communication system may be validated by creating hardware prototypes
and applying measurement methods. However, most of the time this method is avoided since
it can be very costly and inflexible in nature. In contrast to these techniques, simulation-based
validation methods are more flexible, comparatively inexpensive and can also be applied
effectively in complex systems [77]. Simulation is a powerful tool to gain an in-depth
overview of different aspects of a computer network technology, however, there remain some
limitations to it for example credibility and validation, scalability limits [97]. Instead of these
disadvantages, this research work opts toward using simulation-based methods for validation
because it is reasonable compared to the other methods.

4.3 Simulation Software Tools

To simulate a communication system, one of the most important steps is to choose a software
tool according to the complexity of the desired task, which means different layers of a
communication system require different types of simulation tools. This work has utilised the
tool called Riverbed Modeller, previously known as OPNET. Using the Riverbed Modeller, a
user can either choose the customised simulator or can develop the algorithm according to
his preferences.

4.3.1 Riverbed Modeller

Riverbed Modeller is a simulation tool with a virtual environment for modelling, which
can be used to simulate wired and wireless network technologies. It is an event-driven and
interrupts based simulation tool which allows a user to develop advanced protocols and is
capable of simulating a close-to-real communication environment.

Fig.4.1 shows a reference model of the developed simulator using Riverbed Modeller,
which is used in this work. The structure of the developed simulator can be divided into
three levels: network model, node model and process model. The network model includes
physical and logical part of a network model such as nodes, subnets and their mobility. In
this work, a coexistence of H2H and M2M device is considered in the LTE network scenario.
The network model has three main components H2H node, M2M node and eNB Node (base
station). The node model defines the inner structure of nodes and base stations. Due to the
characteristic difference between H2H and M2M, different traffic model is considered for
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Figure 4.1: A reference model of the developed simulator in Riverbed Modeller

both nodes, also each group have their own parameter values such as packet generation time,
arrival time, transmission time. The process model is developed with a computer language
called PROTO- C, which allows a user to model a wide range of system and provide a flexible
programming ability. Due to this opportunity, in this work different algorithm is developed.
In eNB node, protocols for radio resource allocation such as dynamic prioritisation, coded
preamble based collision model for the proposed RACH mechanism are designed. Also in
the device (H2H/M2M) node, protocols such as machine learning algorithm are developed
using PROTO-C in the process model.
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Figure 4.2: The Network Domain

4.3.2 Simulator design in Riverbed Modeller

In our work, we have considered Riverbed Modeller to design and develop our simulator
where the structure of the developed simulator is divided into three parts: the network domain,
the node domain, and the process domain. Each domain uses a single paradigm to perform
corresponding tasks to the modelling process. The following section gives an overview of
each domain in detail.

Network Domain: The Network Domain (shown in Fig.4.2) consists of objects repre-
senting physical or logical parts of a network model that mainly includes three types of
components: subnets, communication nodes, and communication pipelines (invisible for
wireless networks) [93]. In a network domain, nodes/subnets can be fixed or mobile. In our
work, we have considered a large number of fixed nodes and used a tool called the Rapid
Configuration Tool for creating the network topologies. There are three different types of
node included in the network domain namely: Human type nodes (H2H), Machine type
nodes (M2M) and Base stations (eNB). M2M nodes are further categorised into two types:
Delay-critical (DC) M2M and Non-delay-critical (NDC) M2M.

Node Domain: The second domain is called the node domain which defines the inner
structure of each of the nodes of the network domain. It includes several modules with
specific functions: processing, transmission and reception. Fig.4.3 shows UE and eNB node,
these include five modules: a transmitting processor module (RACH-MAC), a receiving
processor module (Receiver), a packet generator module (GEN), a wireless transmitter
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Figure 4.3: The Node Domain

module (TX), and a wireless receiver module (RX). In our work, the UE (H2H or M2M)
nodes have four modules. The packet generator module (GEN) works as a random access
request generator as a packet. The transmitting processor module (RACH-MAC) works as a
RACH access control processor which can queue packets in its memory and schedule their
transmission/retransmission. The wireless transmitter module (TX) sends RACH requests
as packets. In the eNB node, wireless receiver module (RX) receives the RACH request
and forwards it to the receiving processor module (Receiver) that can be used to process the
incoming requests/packets and collect the final statistics. Finally, eNB sends random access
response using wireless transmitter (TX).
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Figure 4.4: The Process Domain

Process Domain: In the process domain, the detailed protocol mechanisms are designed
and implemented. It is the lowest level of system design hierarchy [94]. Fig.4.4 shows
a typical process domain. The language used to develop the protocol is called PROTO-
C [95] which provides a flexible programming ability to model a wide range of systems.
Each process model usually consists of several states and state-transitions which represent a
specific activity the node may perform. Only one state can be active at any particular instant
and during its activation period, the corresponding codes are executed by the system until
the end of current state. Each state are divided into two parts: the enter executive and the
exit executive. The transition from one state to another can be immediate or depend on a
condition defined by the user. There are two types of states: forced state (shown by green
colour in Fig.4.4) and unforced states (shown by red colour in Fig.4.4). In the forced states,
the module directly runs the exit executive after completing the enter executive. On the other
hand, in the unforced states, the execution is paused after the entry code is executed and waits
for the next interrupt where the type of interrupt and its condition determine the next state. In
this work, we have considered different types of states and their corresponding conditions to
design our proposed protocol. For example, when an UE enters the RACH-TX state (shown
in Fig.4.4) it will transmit a request.
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Figure 4.5: Riverbed Modeller Radio Transceiver Pipeline Stages, reproduced from [96]
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4.3.3 Radio Receiver Pipeline

Riverbed Modeller offers open and modular architecture for implementing link behaviour
called the Radio Receiver Pipeline. The role of Radio Receiver Pipeline is to simulate
the basic influence of all elements (such as channel fading, noise, interference, transceiver
hardware) in the network on transmission. These include different physical phenomena as
well as characteristics of the physical layer (such as channel and error correction) so that
differences in behaviour and timing of the radio link can be taken into account for a given
transmission. Each transfer of packet goes through a series of computational procedures
forming a complete radio transceiver pipeline containing 14-procedures. The sequencing
and interfaces of these 14-procedures are standardised for each type of link and this way,
the Radio Receiver Pipeline is able to implement link behaviour. Fig.4.5 shows the radio
transceiver pipeline stages of Riverbed Modeller. The failure of certain stages will change
the rest of the stages and considers the failure of the transmission. All the stages have default
configurations but they can be modified by the user to satisfy different requirements.

Propagation Delay: In this work, propagation delay is calculated using pipeline stage-5
which is Propagation delay (shown in Fig.4.5). The purpose of this stage is to calculate the
amount of time required for the packet’s signal to travel from the radio transmitter to the
radio receiver. This result is generally dependent on the distance between the source and the
destination. The Kernel uses this result to schedule a beginning-of-reception event for the
receiver channel that the packet is destined for. In addition, the propagation delay result is
used in conjunction with the result of the transmission delay stage to compute the time at
which the packet completes reception.

Error correction: In our work, we have not considered propagation loss and we have
only assumed that one packet will be dropped if it suffered one or more collisions. To
determine whether the arriving packet can be accepted and forwarded to the receiver’s
neighbouring modules in the destination node or not decides by the final pipeline stage called
error correction (ecc) stage.
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4.4 Performance metrics

The performance of a system is estimated through the evaluation of some performance
metrics. Some of them have been used in this research work and these will be explained in
this section.

4.4.1 Offered Traffic

According to Harada and Prasad, offered traffic is the total number of active packets that
include new packets generated as well as retransmission packets within the given time interval
[78]. In this work, both new packet and re-transmission packets are considered as this work
is concerned with a signalling channel carrying bursts of information comprising multiple
packets, where retransmission takes place when an access request fails because of collision.
In this thesis, the total number of RACH requests within a given time interval is defined
as the offered traffic. Offered traffic can be measured in a unit called the Erlang (E) [79],
which defines the portion of a channel occupied at a time by the users. For example, 0.4E
means 40% of the channel is occupied over time. Also, offered traffic can be expressed
mathematically by Little’s law as follows [79]:

Gu = λτ (4.1)

where Gu is the offered traffic level of an individual user, λ is the average number of service
requests per unit time and τ is the average service duration. For a system with N users, the
total offered traffic is the product of the individual offered traffic and the number of users:

G = GuN (4.2)

And from equations (4.1) and (4.2) the total offered traffic G is:

G = λτN (4.3)

Finally, offered traffic can also be measured in bits/sec, but in this work, Erlang is preferred
to the bits/sec.
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4.4.2 Throughput

Throughput is defined as the successful information delivered over a certain link in a commu-
nication system [80]. This parameter is frequently used for the performance measurement of
a system offering data services. In our work, throughput is calculated upon successful recep-
tion of RACH request sent to eNB by the users associated with the system. In this research, a
single RACH channel to calculate the throughput is considered, where the maximum channel
capacity is 1E. The throughput is calculated as below:

S(E) =
RsTtx

ttotal
(4.4)

where S(E) is throughput in Erlang, Rs is the number of successful RACH requests, in our
work each successful request is defined as a successful packet reception on eNB, where all
the packets have same length defined in bits, Ttx is the transmission time of each packet. In
this work, all packets have the same transmission time because they have the same length
and the transmission time is calculated from the packet length as shown in equation 4.5, and
ttotal is the period over which the throughput is calculated, which is the simulation time in
this work.

Ttx =
l
C

(4.5)

where l is the packet length in bits and C is the data rate in bits/sec. Similar to offered traffic,
throughput can also be obtained in bits/sec as follows:

S(
bits
sec

) =
Rsl

ttotal
(4.6)

4.4.3 End-to-End Delay

End-to-end delay is an important time-dependent parameter, which is calculated from the
time of packet generation to the time of successful packet reception at the destination node.
This type of delay consists of several components, which are the queuing delay prior to
transmission, scheduling delay from the MAC protocol, packet transmission duration, and
radio propagation delay. Therefore, if ts denotes the time of successful RACH transmission
and tg refers to the time of RACH request generation then the average delay D of the i-th
delay is expressed as:

D =
1
L

L

∑
i=0

(ts− tg) (4.7)

where L is the number of successful transmissions from which the delay values are calculated.
The mean value of end-to-end delay is commonly used as a performance metric and so results
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presented in this thesis has shown the mean end-to-end delay performance as a function of
the channel offered load.

4.4.4 Blocking Probability

The probability with which calls are blocked is termed the blocking probability in a cellular
system. Blocking probability is also defined as Grade of Service (GOS), which is used
by communication engineers to design and dimension a communication system with the
maximum usage demand. This work has considered blocking probability where blocking is
used to define the RACH access failure. In other words, when there will be a collision and
the number of allowed retransmission has been exceeded, the request will be declared as
blocked. The blocking probability PB is described mathematically by the following equation:

PB =
RB

(RB +RS)
(4.8)

where, RB represents the total number of blocked RACH requests and (RB +RS) represents
the total number of RACH requests. Alternatively, PB can be expressed as;

PB = 1− S(E)
TL

(4.9)

where TL is the generated traffic load.

4.4.5 Traffic Models

Traffic modelling plays a vital role in designing and analysing a communication network.
In this work, traffic model is considered in order to evaluate the performance of the MAC
in a cellular network that coexists with H2H and M2M devices. The concept of the traffic
model was developed based on the traditional telephone network by Agner K. Erlang [81].
The model was structured based on queuing and prediction of allowed blocking probability.
This can be expressed mathematically by the Erlang B formula shown below [82]:

Pb =
Gm

m!

∑
m
i=0

Gi

i!

(4.10)

where Pb is the predicted allowed blocking probability (which the system can tolerate) m is
the number of servers (e.g. telephone lines). G, as defined in equation 4.3, is a function of λ ,
which is the average call/packet arrivals in a given time using predicted traffic distribution.
In this work, λ refers to the average RACH request arrivals in a given period of time.
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In communication, different types of traffic distributions can be used to describe behaviour
based on the arrival of information. The appropriate traffic model depends on the nature of
the application of the information arrived.

A common traffic model called the Poisson distribution model is considered in this
research, which is one of the most important models in queuing theory. Although the Poisson
distribution was originally used for modelling fixed networks, it can also be used to model
cellular networks. This model is well established and has been used widely in the call arrival
process at the telephone exchange as it resembles typical human behaviour. It is characterised
as a renewal process with exponential inter-arrival time and has the following characteristics
[83]:

• Infinite number of sources

• Random traffic arrival pattern

In our work, as a traffic model we have considered Poisson for both H2H and M2M.
This is because the Poisson model is well established as an accurate model of the call arrival
process at the telephone exchange/eNB. In our work, we have considered different traffic
loads for M2M aggregated with H2H traffic.

4.5 Summary

An overview of the communication simulation system is discussed in this chapter. Riverbed
Modeller is used as a simulation tool and a reference model of the developed simulator
is also presented in section 4.3.1. Also, the overall network diagram and example node
structure diagrams, process state diagram models are also discussed in section 4.3.2. In
section 4.3.3, we presented the pipeline stages of Riverbed Modeller. Section 4.4 includes
the key metrics used to assess the performance of the simulated protocols i.e. throughput,
blocking probability, and end-to-end delay of the network. Finally, the traffic model used in
this thesis is discussed in 4.4.5.



Chapter 5

Two-step slotted-ALOHA RACH Access

5.1 Introduction

This chapter investigates two-step slotted-ALOHA RACH with M2M traffic which coexists
with H2H. The chapter starts in section 5.2 with the introduction of the basic of two ALOHA
schemes (slotted and pure) with their performance comparison. A two-step RA procedure
is described in section 5.3. Section 5.4 we investigate the two-step SA-RACH model by
evaluating performance using throughput, delay and blocking probability. In Section 5.5 a
group-based two-step SA-RACH is investigated and performance evaluation is presented in
section 5.6. Finally, section 5.7 summarises the chapter.

5.2 ALOHA Schemes

This section provides an overview of ALOHA ( pure ALOHA and slotted-ALOHA) mainly
focusing on slotted-ALOHA which is considered as a baseline in our work. The ALOHA
schemes were developed at the University of Hawaii in 1979 and was the first multiple
access data communication network [84]. ALOHA use a simple MAC strategy that allows
users to share a single channel without any control by central entity [85]. Expressions
of the ALOHA schemes can be derived using Poisson distribution with some simplifying
assumptions. The equations originated as results this way, provide useful theoretical upper
bound on the throughput. To analyse the efficiency of p-ALOHA we make the following
assumptions regards to the user [78].

• all the packets are equal in length.

• There is a huge number of user/node
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Figure 5.1: p-ALOHA showing vulnerable period of transmission, reproduced from [98]

• request arrival should follow Poisson arrival process.

• There will be lost packet due to collision fully or partially.

Pure ALOHA: Fig.5.1(a), shows how packet collision in pure ALOHA can potentially
occur. If a receiver receives a packet at time t with packet duration T , and again receives
another packet within the time duration [t−T, t +T ], collision would occur. The probability
of k number of packets arriving at the receiver during time period t is [85]:

Pk{t}=
(λ t)ke−λ t

k!
(5.1)

where λ is the arrival rate in packet/s, and so, 1/λ is the average packet inter-arrival time
where packets are generated as in the Poisson traffic model. The time duration for probable
collisions is 2T . Therefore, probability of successful packet transmission during this period t
= 2T can be found using eq 5.1:

P0{2T}= (λ2T )0e−λ2T

0!
= e−2G

(5.2)

where G represents the amount of traffic arrival at the channel in Erlangs and on average
G = λT . Throughput Scan be calculated from the above equation by multiplicating the
probability of success by G:

S = Ge−2G (5.3)
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Figure 5.2: ALOHA comparison

Maximum throughput can be derived using the above equation by finding throughput
where the offered traffic is 0, which results in the required offered load for maximum
throughput to be:

G =
1
2

(5.4)

This gives the theoretical maximum throughput of 0.1835 Erlangs when the offered traffic
is 0.5 Erlangs [84].

Slotted ALOHA: Similar to pure ALOHA but with two additional assumptions, slotted
ALOHA can be analysed. Here, more than one packet must be received at the same receiver
within the same time slot for a collision. In this case, the collision interval is reduced from
2T to T as packets must overlap within the same time slot, this can be seen in Fig 5.1(b).
When the probability of successful packet reception is e−GT , throughput for a given offered
traffic can be calculated as:

S = Ge−GT (5.5)
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Figure 5.3: Two-step Random Access Procedure

Hence, the theoretical maximum throughput is 0.3679 Erlangs with channel capacity of
0.3679 Erlangs, when the offered traffic is 1 Erlang [84]. Figure 5.2 depicts the predicted
theoretical throughput characteristics of the two ALOHA schemes.

5.3 Two-step Random Access Procedure

3GPP has recently introduced a two-step Random Access Procedure which aims to reduce
signalling overhead and latency [99]. In the first step of two-step RA procedure, a UE
transmits a preamble with payload, i.e., control message or data, using uplink resources
randomly selected by UEs as shown in Fig.5.3. After transmitting MsgA (Msg1+Msg3)
which is similar to the preamble transmission of 4-step random access (discussed in section
3.2.2), a UE waits for MsgB (Msg2+Msg4), similar to the Random Access Response (RAR)
of the 4-step RA procedure. Different actions are taken by the next generation nodeB (gNB)
depending on the reception status of MsgA:

• Case 1: If the gNB successfully detects the preamble and decodes the payload, it sends
a successful random access response (RAR) to the UE.

• Case 2: If the gNB detects multiple identical preambles from UEs, it considers this
as collision and therefore gNB transmits a backoff indication to the UEs to retry the
transmission.

• Case 3: If the gNB fails to detect any preamble, there will be no RAR.
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The main advantage of two-step RA procedure is reduction in latency and signalling
overhead. However, with the increase in number of UEs, achieving the low latency goal
becomes challenging. When a massive number of UEs compete for limited random access
resources, frequent collision occurs followed by multiple random access re-attempts which
results in increased delay, which is intolerable for some delay-critical UEs. In our work, we
have adopted a slotted-ALOHA based two-step RA procedure where H2H and M2M traffic
coexist. In the following section, we investigate the impact of M2M on two-step SA-RACH.

5.4 Impact of M2M on Two-step SA-RACH

In this work, slotted-ALOHA is used as a basis of our developed protocol because of its
simplicity and the nature of the RACH channel in which the access is restricted to slots.
This protocol has the ability of handling multiple spatially distributed nodes, where a single
channel will be assigned to all the user without involving the central entity. We investigate
two-step SA-RACH for accommodating M2M devices in the existing cellular network. In
the following section, impact of M2M on two-step SA-RACH is investigated.

5.4.1 Investigation of Two-step SA-RACH with retransmissions

In slotted-ALOHA RACH, due to the nature of the protocol, collision is inescapable and it
causes poor throughput performance at high traffic loads. In order to maximise the chance of
the request getting through, it allows retransmission after a collision happens. Retransmission
help to reduce the possibility of blocking the user by giving more chances. However, it is
essential to control the retransmission to make a system stable because at higher load, higher
retransmission will generate more retransmitted traffic so the aggregated traffic will be high
and the system will be unstable.
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Figure 5.4: RACH request process diagram

As shown in Fig.5.4 a user generates a RACH request and needs to wait for the next time
slot to send the request if that particular slot is used by another user at the same time, collision
occurs. After the collision, a user checks its retransmission value and if it is minimum than
max retransmission number then it will generate a random backoff window and retransmit
again. If a user exceeds the maximum retransmission number, the request will drop and will
need to start from the beginning. For two-step SA-RACH, we consider some assumption
these assumptions represents a scenario that allows us to analyse RACH throughput of
two-step SA-RACH according to the standards. These assumptions are:

• RACH request packet is equal to the slot length.

• There is a huge number of user generating request in a short interval.

• RACH request arrival should follow Poisson arrival process.

• The system is perfectly synchronised with every user and can transmit only at the
beginning of a slot.

• Only one preamble available per slot which means all user sharing a single RACH.



5.4 Impact of M2M on Two-step SA-RACH 51

5.4.2 Two-step SA-RACH performance evaluation

To evaluate the performance of the two-step SA-RACH, the Riverbed Modeller is considered
as the simulation tool, where both H2H and M2M used the standard parameter as shown in
Table 5.1. Also, the newly developed model is validated and compared using [72] and [86].

Table 5.1: Two-step SA-RACH Simulation parameters

Parameter Values

Slot Duration 1 ms
Frame Duration 10 ms

ReTx limit 7
PRACH Config Value 8,10,12,14

No. of Preamble 1
Max Backoff Value 14
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Figure 5.5: RACH throughput against generated traffic (Solid line represents our result and
dashed line represent the result in [86])

Fig.5.5 shows the RACH throughput performance at different retransmission values (1,
2, 4 and 7) with a maximum backoff interval of 14 slots within which a user selects a slot
at random. The results show that at low generated traffic the highest maximum number of
retransmission produces better throughput. Although with the growth of the generated traffic
the throughput increases up, after some point it starts to fall. For example, for a maximum
retransmission value of 4, it shows an increasing trend in throughput up to a value of 0.4E.
Nevertheless, at higher generated traffic it starts to fall as the retransmission traffic inject
more traffic to the system, causing the traffic to exceed s-ALOHA capacity.
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Figure 5.6: Blocking probability against generated traffic for different retransmission number
with a random retransmission interval of max backoff value fixed at 14 RACH slots

Fig.5.6 shows the blocking probability, which agrees with the behaviour of the throughput
curves explained above. As shown, at low generated traffic levels, the maximum number of
retransmission reduces the blocking significantly. On the other hand, at higher traffic levels,
blocking probability increases as the number of retransmission increases. This is because
when the generated traffic is high the system pushed beyond slotted-ALOHA capacity, so
more collision occur resulting into more retransmission, hence the blocking probability
becomes high.
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Figure 5.7: Average end-to-end Delay against generated traffic for different retransmission
number with a random retransmission interval of max backoff value fixed at 14 RACH slots

Average end-to-end delay is another parameter used in our work to describe the behaviour
of RACH access at a different number of transmissions. In general, Fig.5.7 showed that the
average end-to-end delay is increasing in nature with respect to generated traffic growth.
Fig.5.7 showed that when there is no retransmission (max retx=0), the delay is almost the
same throughout the range of generated traffic, but the delay increases with the increase in
the maximum number of retransmission, where at maximum retransmission value 7 the delay
is also maximum. Therefore, we can see that there is a trade-off between RACH throughput
and average end-to-end delay with regards to the maximum number of retransmissions.
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The impact of RACH configuration index (CI) on the average access delay is illustrated in
Fig.5.8 In particular, as shown in Fig.5.8 the average access delay increases with increasing
traffic load. Besides this, it also shows that at a higher configuration index, corresponding to
a higher number of RA opportunities (RAO) per frame; the access delay reduces compared
to a lower number of configuration index.

The retransmission interval width is the second parameter used to determine the retrans-
mission behaviour in this work. A high interval reduces the probability of more than one
user retransmitting at the same time slot that could cause another collision. As shown in
Fig.5.9 the retransmission interval has an impact on average end-to-end delay. In general, for
all interval values delay increases with the increase of generated traffic level. For example,
retransmission interval width value 3 (3 RACH slot) shows an increasing trend in delay and
becomes stable at a higher load with a value of about 0.01s. On the other hand, retransmission
interval width value 50 (50 RACH slot) shows a different characteristic, it shows that the
delay increases with respect to generated traffic growth and becomes large compared to
interval width 3. However, it is clear from the above Fig.5.9 that at a low generated traffic
level, the delay introduced for the high retransmission interval is accepted for some delay
critical applications but at a higher traffic load, the delay is intolerable.
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Figure 5.9: Average end-to-end delay against generated traffic for different retransmission
interval values with a fixed retransmission value 7

As can be seen from Fig.5.5, the throughput performance of two-step SA-RACH is
inadequate due to the limited channel capacity, which aggregates with the retransmission
of the contended traffic. Consequently, the traffic surpasses the channel capacity causing
the system to become unstable. Although the slotted-ALOHA for RACH access proves to
be unstable as stated above, it is efficient enough in terms of H2H communication and the
reason lies in the dimensioning of the system and regularity of the H2H traffic as the RACH
request falls within the slotted-ALOHA throughput capacity. On the contrary, using a shared
two-step SA-RACH for a massive number of M2M user with different QoS requirements
will not be efficient. Because a massive number of M2M traffic has the potential capability to
cause the RACH overload, it will affect the slotted-ALOHA for practical use. To conclude, it
is necessary to develop a congestion control mechanism and a separate group based RACH
for M2M user with specific QoS requirements.
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5.5 Group-based two-step SA-RACH

When a massive number of H2H and M2M devices try to access the network simultaneously,
due to the limited RACH resources, there will be RACH resource shortage. This will lead to
collisions and as a result, the RACH becomes unstable and causes an excessive delay and
the system becomes overloaded. As investigated in section 5.4.1, it is clear that the two-step
SA-RACH performs differently in different scenarios with different sets of parameters. In low
load scenarios, two-step RACH performs well in both H2H and M2M UEs. On the contrary,
in high load scenarios, two-step RACH performance degrades which is unacceptable for
some application scenarios and specific user groups. In order to fulfil the requirements of
different groups (DC and NDC), it is crucial to choose suitable parameters so that two-step
RACH can provide better performance. In our work, we have combined two random access
approaches (Group-Based RA, Separate Resource Allocation based RA) to address these
issues with two-step RACH. In this two-step group-based SA-RACH model, H2H and M2M
have their own separate groups. The M2M user is further divided into two groups:

• Delay Critical (DC) and

• Non-Delay critical (NDC)

The motivation behind the approach is to mitigate the delay issue for M2M delay-critical
UEs. We have considered a single preamble based shared RACH which means that there
is only one RACH opportunity per RA slot. Instead of using regular preamble, we have
adopted a coded-preamble by which eNB can identify the user group. Additionally, a load
aware dynamic RACH configuration model is adopted instead of a fixed value RACH model.
We have also considered two different types of scenarios: low load and high load. In low
load scenarios, both DC and NDC (Dual user mode) have the same parameters. On the
contrary, in the high load scenarios, the parameter set for the DC user group is changed in a
dynamic manner with respect to the network load condition to minimise the collision and
reduce the delay for DC-UEs. This scheme is able to adjust the PRACH configure index,
backoff Interval (BI) value, and max Retx value according to the load to satisfy the delay
requirements for DC-UEs.
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5.6 Performance Evaluation of Group-based two-step SA-
RACH

5.6.1 Simulation Scenario and parameters

To evaluate the performance of proposed Group-based two-step RACH schemes some
assumptions for both groups of UEs are considered to represent the scenario.

These assumptions are:

• All packet lengths are equal to the length of the slot.

• RACH request arrivals follow the Poisson arrival process.

• The system is perfectly synchronised with every user transmitting at the beginning of a
slot.

• All users share a single RACH (one preamble available).

Based on the assumptions, the simulation is modelled with the introduction of the RACH
request generation from each user group (H2H and M2M) following exponentially distributed
inter-arrival times with a mean inter-arrival time τia determined by the traffic load G as shown
below.

τia = PlenN/GTrate (5.6)

Where Plen is the preamble length/packet length in bits, N is the total number of users in
the system, G is the traffic load in Erlangs and Trate is the transmission rate in bits/sec.

The collaboration between the user groups (H2H & M2M) is controlled by providing
individual loads to each group. Therefore, the total generated traffic in the system using the
load sharing is expressed as:

GTotal = GH2H +GM2M (5.7)

Where GTotal is the total generated traffic, GH2H and GM2M represent traffic generated by
H2H and M2M respectively.

To evaluate the performance of the Group-based two-step SA-RACH, we have used the
Riverbed Modeller as the simulation tool. The simulation is performed in the LTE scenario
of a single cell, with an eNB. The basic parameters set up for the random access procedure
are as shown in Table 5.2.
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Table 5.2: Simulation parameters for Dual user group

Parameter DC-UEs NDC-UEs
RAO 5 Per frame 5 Per Frame

Slot Duration 1 ms 1ms
Frame Duration 10 ms 10 ms

ReTx limit 7 7,3
PRACH Config Value 12 12,13

No. of Preamble 1 1
Max Backoff Value 5 20,5

5.6.2 Simulation results and discussion

As can be seen from Fig.5.7, the max Retx value impacts the end-to-end delay. In low load
conditions, the minimum value of max Retx (in our work minimum value of max Retx=0)
achieves low delay. On the other hand, in high load conditions, all UEs with max Retx value
(in our work max value of max Retx=7) will cause very high delay as after each collision, all
UEs will retry maximum times. Therefore, adjusting the max Retx value is crucial in high
load scenarios.

For DC-UEs, the value for BI and max Retx value stays the same in both low load and
high load scenarios. On the contrary, for NDC-UEs that are delay-tolerant, in low load
scenarios, the value for BI and max Retx value is the same as DC-UEs. However, in high
load scenarios, the BI value is increased and the max Retx value is decreased to achieve the
delay requirements. Another important parameter is PRACH config index which determines
the number of slots available per LTE frame. From Fig.5.8, it is seen that a higher PRACH
config index reduces the access delay compared to a lower PRACH config index. Taking
this into consideration, we have used a similar PRACH config index in low load scenarios,
whereas, in high load scenarios, we have used a different PRACH config index for DC-UEs
and NDC-UEs.

Fig.5.10 and 5.11 shows the average end to end delay versus the offered load for different
user groups. Here, the single user group (M2M) is considered as DC-UEs and the single user
group (H2H) is considered as NDC-UEs. When the network load increases, the end-to-end
delay increases for NDC-UEs. When the load is less than 0.4E, it is considered as low load
scenario, and the same set of parameters are assigned to both user groups. However, in high
load scenarios (load>0.4E), the RACH parameters are changed dynamically for NDC-UEs.
In high load, DC-UEs use PRACH config index 13 (1, 3, 5, 7, and 9), whereas NDC-UEs use
PRACH config index 12 (0, 2, 4, 6 and 8). The result shows that the delay for M2M user
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Figure 5.10: Average end-to-end delay against offered load (Fixed M2M load and varying
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group becomes stable because they avoid collision with H2H and have more access in slots
with different sets of BI and Retx value.

In the above study, it is investigated that a dynamic RACH configuration approach for
LTE reduce the massive access problem and also can reduce the access delay of a specific
user group called M2M DC-UE with high priority without affecting the total number of
accesses.

5.7 Summary

This chapter has presented an overview of the existing RACH access scheme. Comparison
between pure ALOHA and slotted ALOHA schemes are presented. Two-step SA-RACH
instability due to M2M is investigated and it was realised that SA-RACH scheme has shown
difficulties in supporting additional M2M traffic on the existing cellular network. To address
this important issue a group-based two-step SA-RACH is proposed for specific user group
and is shows effectiveness by keeping the end-to-end delay minimum in both higher load
scenarios. Although a group based RACH is proposed in this work, this method is not
dynamic and only works with the eNB broadcast message. In order to mitigate this problem
in our work in the next chapter, we have introduced a dynamic prioritised RACH.



Chapter 6

Prioritised Dynamic RACH (PD-RACH)
Scheme for DC-UEs

6.1 Introduction

The main issue of RACH overload, which is massive access requests on RACH with a
massive number of M2M devices was analysed in the previous chapter. The issue indicates
that the existing RACH access scheme will not be efficient for the additional M2M traffic
over the cellular network. It is also seen that at a peak traffic load where the number of access
requests is maximum, the standard LTE random access mechanism suffers congestion due to
the high probability of collision and this causes excessive time delay. To mitigate this issue
in chapter 5, a group-based two-step SA-RACH is proposed for a specific user group and
it shows effectiveness by keeping the end-to-end delay minimum in both higher and lower
load scenarios. The limitation of this method is that the proposed scheme is not dynamic and
only works with the eNB broadcast message. Therefore a dynamic scheme is proposed in
this chapter in order to manage the congestion issue. In this work, a priority-based RACH
scheme is proposed which aims at solving delay issue for a specific user group by proposing a
Prioritised Dynamic Random Access scheme (PD-RACH). In section 6.2 the implementation
details of the PD-RACH scheme are presented with the PD-RACH algorithm. In section
6.3, the performance evaluation of PD-RACH schemes is investigated. Finally, section 6.4
summarises the chapter.
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Figure 6.1: RACH request process of a cellular system.

6.2 Prioritised Dynamic RACH (PD-RACH) Scheme

A shared RACH with the coexistence of H2H and M2M UEs is considered in this work.
Also, the M2M users are categorised into two groups: delay-critical (DC-UEs) and non-
delay-critical (NDC-UEs). We propose a Priority-based slotted-ALOHA Dynamic RACH
(PD-RACH) scheme to control the interaction and the delay for the specific delay-critical
user group, whereas in the traditional slotted-ALOHA RACH, an equal opportunity based
fixed RACH is used for both H2H and M2M users. The proposed scheme provides a
two-step prioritisation mechanism and includes a combination of dynamic allocation of
RACH resources and a group based specific backoff by utilising random access cycle-
based information. The eNB can monitor this information to adjust RA resources and other
parameters like backoff and Max-Retransmission value in order to minimise delay and provide
priority to delay-critical UEs over non-delay- critical UEs. Further, we analyse whether our
proposed scheme and simulations results validate the effectiveness of the proposed scheme
compared to the conventional scheme.

6.2.1 SA-RACH scheme and Impact of M2M device

A SA-RACH request process of combined H2H and M2M (DC/NDC) devices in a cellular
system is shown in Fig. 6.1. A user-generates a RACH request and needs to wait for the
next time slot or transmission mode to send the request. If that particular slot is used by
another user at the same time, a collision occurs and this collision phenomenon is inescapable
due to the nature of this protocol. After a collision, a user checks its retransmission value
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and if it is within the max retransmission (MaxReTx) limit then it will generate a random
backoff value and retransmit again, where this retransmitted request is called a backlogged
request. The cellular system allows retransmission in order to maximise the chance of the
request getting through which helps to reduce the possibility of blocking by giving more
chances to the user. If a user exceeds the maximum retransmission number, the request will
be dropped and needs to start from the beginning. However, with a large number of M2M
devices, the activity of the channel may be very high because M2M devices are capable
of originating a huge number of access requests in a short time interval. This will cause a
large number of collisions which will produce more backlogged requests, and the aggregated
traffic will be very high which drives the system beyond its capacity. As a result, the system
will be unstable. This is why in such an overloaded scenario a prioritised RACH is essential
to control the system for delay-critical UEs in order to satisfy the delay requirements by
providing a suitable backoff scheme as well as controlling the retransmission number.

6.2.2 Proposed PD-RACH scheme for delay critical M2M UEs

The eNB has the ability to control RACH access by restricting or allocating RACH resources.
To do so an eNB needs to have knowledge of the network condition. The available information
to an eNB is limited to the number of available preambles, the total number of successful
or collided preambles and number of devices registered. Even though the eNB has the
information about the total number of UEs in a network it is very difficult to handle the RA
process because of M2M devices submitting a huge number of access requests in a short
period of time and it is much more difficult when H2H and M2M are combined in a shared
RACH process. In this work, a single preamble RACH is considered with a preamble coding
technique, preamble code=0 for non-priority non-delay critical user group (NDC-UEs) and
preamble code=1 for the delay-critical priority user group (DC-UEs). The main idea behind
this preamble coding is to identify different user groups in order to provide priority. We
employ a frame-based statistic strategy where a frame based Random Access cycle, RAcycle

(RAcycle < SIB2 Broadcast time) is used (described in Algorithm 1) and after each RAcycle,
the preamble collision probability for overall UEs and for delay-critical UEs are calculated
using (6.1) and (6.2).

PC =
total preamble collision in RAcycle (overall)

Total RAO in RAcycle
, (6.1)

where, PC= Preamble collision probability (overall)
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Total preamble collision in RAcycle = No. of total attempts

−No.of successful RACH attempts

Total RAO in RAcycle =
RAcycle

Frame duration
·RAO per frame

Also, the preamble collision probability for delay-critical UEs (DC-UEs) in Random
Access cycle time RAcycle can be calculated using the coded preamble technique.

PCDC =
total preamble collision in RAcycle(DC−UE)

Total RAO in RAcycle
(6.2)

where, PCDC= Preamble collision probability (DC-UE)

These preamble collision values (PC and PCDC) are compared with predefined preamble
collision thresholds (Pcthreshold(min), Pcthreshold(max) and PDCthreshold ) in order to provide a
two-stage prioritisation where first stage is defined as priority with a non-emergency stage
and the other is defined as priority with an emergency stage. These priority and emergency
stages are enabled using Priority and Emergency flags. If the preamble collision values
(PC) is less than Pcthreshold(min), both Priority and Emergency flags are stated as FALSE and
in this case both the delay critical and non-delay critical user group equal right with same
RACH configuration parameters (PrachCon f igIndex, Max retransmission value, backoff
period) for the random access process. On the other hand, when the preamble collision
probability PC is greater than Pcthreshold(min) and less than Pcthreshold(max), the priority flag
will be set to TRUE which indicates the first stage priority mode for DC-UEs. In this stage, a
higher PrachCon f igIndex is assigned to the delay-critical group in order to provide more
RAO per frame, and frame-based backoff will be assigned instead of slot based backoff
for NDC-UEs. When the Priority Flag is set to TRUE, one further step will be checked, if
PCDC < PDCthreshold then the Emergency flag will set to FALSE, otherwise the Emergency flag
will set to TRUE and this state is called the Emergency state. In the emergency state, in
order to minimise the collision probability, we restrict NDC-UEs by limiting the maximum
retransmission number (no backlogged request for NDC-UEs will be accepted, only newly
generated requests will be accepted). In an emergency state, when the RACH is declared as
congested and the preamble collision probability is already exceeded the Pcthreshold(max) in
order to provide priority to the DC-UEs, backlogged request for NDC-UEs is not accepted.
Accepting backlogged request will increase the collision probability and for every collision
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Algorithm 1 Preamble collision estimation based Dynamic RACH Configuration for DC-
UEs

Initialisation:
T← 0, All Flag=FALSE,RAcycle
Set initial RACH Paremeter:
Backoff Indicator, MaxReTX, PrachCon f igIndex
eNB Broadcast initial RACH Paremeter via SIB2
for T ← 0 to T do

if T == RAcycle then
Calculate PC and PCDC via eqn. (6.1 and 6.2)
UpdateRAcycle
if PC < Pcthreshold(min) then

Priority Flag = FALSE
Emergency Flag = FALSE

end if
else if Pcthreshold(max) > PC > Pcthrshold(min) then

Priority Flag = TRUE
if PCDC < PDCthreshold then

Emergency Flag = FALSE
else

Emergency Flag = TRUE
end if

else if PC > Pcthreshold(max) then
Priority Flag = TRUE
Emergency Flag = TRUE

end if
if T == eNB Broadcast time then

Set Flag & Broadcast SIB2
end if

end for
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there will be a retransmission request which will be added to the RACH channel. Accepting
only the newly generated request will minimise the interaction between DC-UEs and NDC-
UEs, which eventually will minimise the collision probability for both user groups. Another
case arises when the overall preamble collision probability PC is greater than Pcthreshold(max)

both the Priority and Emergency flags will set to TRUE and this stage is called the Priority-
with Emergency stage. Finally, eNB will set a group-based specific RACH configuration
parameters (PrachCon f igIndex, Max retransmission value, backoff period) based on flag
indicator and will broadcast via System information block 2 (SIB2).

6.3 Performance Evaluation of Proposed PD-RACH

6.3.1 Simulation Scenario and parameters

To evaluate the performance of SA-RACH and proposed PD-RACH schemes some assump-
tions for both groups of UEs are considered to represent the scenario.

These assumptions are:

• All packet lengths are equal to the length of the slot.

• RACH request arrivals follow the Poisson arrival process.

• The system is perfectly synchronised with every user transmitting at the beginning of a
slot.

• A RACH request will be unsuccessful only due to the collision, no noise or interference
is considered in our work.

• All users share a single RACH (one preamble available).

Based on the assumptions, the simulation is modelled with the introduction of the RACH
request generation from each user group (H2H and M2M) following exponentially distributed
inter-arrival times with a mean inter-arrival time τia determined by the traffic load G as shown
below.

τia = PlenN/GTrate (6.3)

Where Plen is the preamble length/packet length in bits, N is the total number of users in
the system, G is the traffic load in Erlangs and Trate is the transmission rate in bits/sec.

The collaboration between the user groups (H2H & M2M) is controlled by providing
individual loads to each group. We used a fixed load for H2H traffic at 0.1E and a varying load
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for M2M traffic from 0.02E to 0.2E to achieve slotted-ALOHA channel capacity. Therefore,
the total generated traffic in the system using the load sharing is expressed as:

GTotal = GH2H +GM2M (6.4)

Where GTotal is the total generated traffic, GH2H and GM2M represent traffic generated by
H2H and M2M respectively.

6.3.2 Simulation results and discussion

In order to show the effectiveness of our new scheme, the performance of the conventional
fixed RACH and proposed dynamic RACH scheme are compared for different scenarios
based on the simulation parameters presented in Table 6.1.

Table 6.1: Simulation parameters for PD-RACH

Parameter Value
RA Slot period 1ms
Frame Duration 10ms
Retransmission limit 5
PRACH configuration index 10,12,14
Number of Preamble se-
quence

1

Preamble format 1
RAO per frame 3,5,10
RAR Window size 5ms
Back-off period 20 slots, 10/20 frames
Total No. of UEs 100
No. of Delay-critical UEs 25
DC-UEs ratio 25%
Preamble collision threshold
(overall) Pcthreshold(min) and
Pcthreshold(max)

0.3 and 0.5

Preamble collision threshold
for DC-UEs PDCthreshold

0.3

Random Access cycle
(RAcycle)

40ms
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Figure 6.2: No. of successful RACH attempts vs. M2M Offered load.

Fig. 6.2 represents the successful RACH attempts versus M2M offered load. It shows
in Fig.6.2 that when the offered load for both H2H and M2M is equal to or less than 0.1E,
conventional RACH access performs slightly better than the proposed scheme because in
conventional fixed RACH, both user groups are using a higher value of PrachCon f igIndex
whereas in the proposed dynamic RACH scheme, both user groups will start with lower value
of PrachCon f igIndex and will increase based on load and priority condition. However when
the M2M offered load exceeds 0.1E with the conventional scheme, the number of successful
RACH access attempts start decreasing immediately because with conventional RACH at
high offered loads such as 0.2E, the probability of collision becomes high as a result the
number of retransmission also increasing and the aggregated traffic becoming very high,
exceeding the channel capacity of slotted-ALOHA. On the other hand, the proposed scheme
achieves a higher number of successful RACH access attempts even at high values of offered
load by minimising the collision using dynamic backoff and configuration index and it is
clear from Fig. 6.2 that the prioritised dynamic RACH scheme is very effective for DC-UEs
even at higher loads.
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Figure 6.3: Avg. no. of attempts per successful RACH vs. M2M offered load.

Fig. 6.3 shows the average number of attempts per successful RACH access versus M2M
offered load. It shows that when the offered load for both H2H and M2M is equal to or less
than 0.1E, the average number of attempts per successful RACH access is at a minimum,
whereas this number increases dramatically with increasing load value. When M2M load
is 0.2E the number of collision increase and both user group tries their fixed maximum
retransmission number using a slot based backoff which leads the maximum number of tries
to reach 25 times which is intolerable for our delay-critical priority user groups. However,
the performance of our proposed scheme shows that for both DC and NDC-UEs the number
of average tries per successful RACH access attempts is less than the conventional scheme
not only in low load condition but also in high load scenario, it keeps this value a low rate.
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Figure 6.4: Probability of packet drop vs. M2M offered load.

Fig.6.4 shows the packet dropping probability versus M2M offered load. In this work,
to evaluate the performance well within the slotted-ALOHA channel capacity, we vary the
M2M offered load up to 0.1E. We also consider two different PrachCon f igIndex values
for the conventional RACH access scheme to compare to our proposed scheme. A higher
bound of PrachCon f igIndex=12 is used where the number of Random Access Opportunities
(RAO) is 5 per frame, and a lower bound of PrachCon f igIndex=10 where RAO=3 per frame.
As we can see from Fig.6.4, the conventional RACH with PrachCon f igIndex=10 performs
well under lightly loaded conditions, but under heavier loads, the performance is poorer.
This is because the increased M2M load and corresponding higher overall load results in a
significant number of collisions due to the limited number of random access opportunities
available in the frame. On the other hand, conventional RACH with PrachCon f igIndex=12
performs well under both high and low load conditions, but it wastes unnecessary resources
for random access attempts when the channel is lightly loaded. The use of a dynamic
PrachCon f igIndex in our proposed scheme combined with dynamic RACH parameters
(maximum retransmission number and back-off values) can overcome these limitations of
the fixed schemes and provide good performance for both delay-critical and non-delay-
critical users. From Fig. 6.4, we can see that for delay-critical users the priority scheme
outperforms both conventional RACH schemes in high and low load conditions, and the
dropping probability for all users using the proposed scheme is similar to that achieved
with PrachCon f igIndex=12. In our work, even though the non-delay critical users use
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Figure 6.5: Average end-to-end delay vs. M2M offered load.

PrachCon f igIndex=10, the dropping probability is much lower than the conventional RACH
with PrachCon f igIndex=10 because of the use of the dynamic RACH parameters to restrict
the RACH access in higher load conditions, which reduces the number of collisions.

Fig. 6.5 shows end-to-end delay performance plotted against the M2M offered loads. As
we can see for the conventional SA-RACH process, while the load for M2M is increasing,
the overall delay is also increasing and at maximum load the delay is about 0.06s. In order
to provide priority, a slot-based backoff is considered for DC-UEs, if a DC-UE experiences
collision it can perform retransmission in the next available slot within the same frame. On
the other hand, for NDC-UEs a frame-based backoff is adopted where an NDC-UEs can only
perform retransmission in the next frame. With the proposed dynamic scheme, NDC-UEs
initially experience a high delay because when the offered load for M2M increases the
interaction between M2M and H2H also increases which leads to collision and NDC-UEs
use frame-based backoff for retransmission which results in high delay. But at high loads, the
delay decreases significantly because the proposed mechanism handles the RACH request
and minimises the collision by limiting the interaction between user groups by providing
dynamic resource allocation. For delay-critical UEs, our proposed algorithm outperforms
and shows that even as the M2M load is increased the prioritised dynamic RACH scheme is
able to keep the delay lower than the conventional scheme.
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We have presented a performance evaluation of contention-based RACH access, where
delay-critical and non-delay-critical devices coexist. It has been shown that in the case of
a lightly loaded traffic scenario, use of a fixed parameter based RA scheme could satisfy
the delay requirements but when the traffic is heavily loaded, the standard RACH access
mechanism suffers congestion due to the high probability of collision and causes excessive
delay which is intolerable for delay-critical UEs. To solve this problem, we have proposed a
Prioritised Dynamic RACH (PD-RACH) scheme lies in the full consideration of the priority
user group called delay-critical user group (DC-UEs). The simulation results show that in
highly loaded traffic scenarios by dynamically adjusting the RACH parameter using the
proposed preamble collision estimation based dynamic RACH scheme could greatly decrease
access delay and a significant gain in the number of successful attempts for delay-critical
UEs as compared to the conventional fixed RACH.

6.4 Summary

This chapter introduced a Priority Based Random Access which enables M2M users (specially
Delay critical UEs) to coexist with H2H users even in a massively loaded scenario. A coded
preamble based collision probability model is used to define the priority state where DC-UEs
are given the highest priority. This work considered a two-stage priority model, one called
priority state and another called emergency-state. The simulation results show that even in a
highly loaded traffic scenario, by using this scheme a DC-UE can dynamically change its
RACH parameter values given via SIB2 in order to get access in an emergency or overloaded
situation. A significant decrease in access delay and a significant gain in the number of
successful attempts is observed through the simulation results. Although a dynamic RACH
is proposed here, which can handle a massive request in RACH in a dynamic manner, the
collision between the same user group can not be avoided. Due to this, in the next chapter,
we have introduced a novel Q-learning based RACH scheme for two-step prioritisation and
the idea of this work is to use the Q-learning approach in an emergency scenario in order to
solve the delay issue.



Chapter 7

Q-learning assisted Coded Preamble
based Prioritised Dynamic RACH

7.1 Introduction

Chapter 6 analysed the impact of massive M2M over dynamic prioritised RACH and the
simulation results show that even in a highly loaded traffic scenario, by using this scheme a
DC-UE can dynamically change its RACH parameter values given via SIB2 in order to get
access in an emergency or overloaded situation. A significant decrease in access delay and
a significant gain in the number of successful attempts is observed through the simulation
results. The limitation of this PD-RACH is that the collision between the same user group can
not be avoided. In this chapter, to mitigate this issue as a further improvement the potential
of the learning approach is investigated. Q-learning technique is used here as a means
of supporting DC-UEs over the cellular network, where DC-UEs and NDC-UEs coexist.
A novel coded preamble based dynamic Q-learning based RACH is proposed for further
prioritisation to serve priority/required QoS to the priority user groups. The idea of this
work is to use the Q-learning approach in an emergency scenario in order to solve the delay
issue. In section 7.2 a brief overview of Q-learning and Q-learning assisted coded preamble
based prioritised dynamic RACH (QPD-RACH) is given then in section 7.3 performance
evaluation of QPD-RACH schemes is presented where single-user and the dual-user group is
considered. Finally, the chapter is summarised in section 7.4.
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Figure 7.1: SA-Random Access Process

7.2 Q-learning assisted Prioritised Dynamic RACH

To monitor and adjust RA resource parameters as well as to set the priority, eNB uses a coded
preamble based collision probability model which provides a two-step prioritisation scheme.
In the first step, UE (both DC and NDC) adjust the RACH parameters like backoff value,
PrachCon f igIndex, Max-ReTx value and in the second step, a Q learning approach is applied
to avoid collision among delay critical UEs in order to minimise delay and provide priority
access to delay-critical UEs over non-delay-critical UEs. This work supports combined
SA-RACH and Q-RACH briefly explained below.

7.2.1 Combined SA-RACH and Q-RACH

In Fig.7.1, a slotted-ALOHA based RACH Access scheme is illustrated, where users use a
shared frame with one or multiple RAO, which is a number of the available slots in a frame.
This RAO value depends on PrachCon f igIndex which is broadcast via SIB2 periodically. In
the RACH process, upon reception of the SIB2 parameter, a user sends a request MSG1 as
preamble transmission. In Fig 7.1, k represents a PRACH opportunity, in which a UE can
send the preamble. If more than one UE select the same slot K and send preamble at the
same time, a collision occurs. If eNB does not send a response within the response window
(in figure the cross sign represents no response from eNB), and in such a case the UE needs
to adopt a backoff value (which could be random or fixed) and after the backoff window, it
will transmit again. This simple slotted RACH works fine in a low load/traffic scenario, but
when the number of users is very large, and a massive number of access requests happen
in a very short window, this mechanism becomes inefficient to handle the massive access
request. As a result, congestion occurs, and even if a user tries multiple times, it will be
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Figure 7.2: Q-RACH Approach

unable to get access. In such a case, delay critical user will suffer the most because of
their delay constrained nature. To mitigate this congestion issue particularly for DC-UEs,
a combined approach is proposed which is Q-learning based RACH called Q-RACH with
dynamic priority.

Fig.7.2 shows how Q-learning is applied in our work, the main RACH frame has a
maximum of 10 Random Access Opportunities (RAO) and is considered as an initial global
frame that will repeat after every 10ms. Firstly, in the global frame we have separated the
resources for DC and NDC UEs, so that there will be no collision between these two user
groups. After the separation, Q-learning and SA-RACH are implemented in the global
RACH frame, where both the protocol (SA-RACH and Q-RACH) will work individually. A
Q-learning assisted user use only the specific slot for RACH operation. In Fig.7.2, filled slots
marked “M” are denoted as Q-slots, which will be used for learning. On the other hand, the
white slots marked as “H” will be used as SA-RACH. We have used separate resources for
DC and NDC in a priority or emergency scenario, this two-step priority will be implemented
by using our previous model which is a coded preamble based PD-RACH scheme. The
algorithm for coded preamble based dynamic RACH is given in Algorithm-2, and Fig.6.5
(chapter 6) shows a significant improvement in delay by handling various RACH parameters
dynamically in our previous study. The basic of Q-learning is described in the later section.
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7.2.2 Coded Preamble based Dynamic Q-RACH

A RA process can be controlled by eNB by restricting or allocating RACH resources and
also by changing RACH parameters only if the eNB has information about the current
network condition. The available information to an eNB is limited to the number of available
preambles, the total number of successful or collide preambles and the number of registered
devices. Although an eNB has knowledge about the total number of UEs in a network, it
is extremely difficult to manage the RA process due to massive access requests in a short
period of time, and it is even more difficult when H2H and M2M are combined in a shared
RACH process. In this work, a single preamble RACH is considered with preamble coding
technique, where preamble code=0 for the non-priority non-delay critical user group (NDC-
UEs) and preamble code=1 for the delay-critical priority user group (DC-UEs). The main
objective of this preamble coding is to classify different user groups so that priority can be
given to them. A frame-based statistic strategy is adopted (described in Algorithm 1) with a
frame-based Random Access cycle, RAcycle and RAcycle < SIB2 Broadcast period. RAO per
frame defined by PrachCon f igIndex which is known and broadcast via eNB in every 80ms.
Frame duration for LTE is 10ms. In our work, RAcycle =40ms and SIB 2= 80ms. Total RAO
in RAcycle can be calculated. In our work, we use a coded preamble technique to distinguish
between H2H and M2M preamble. After every RAcycle, eNB will calculate the total number
of RACH requests and the total number of successful RACH by counting the RAR messages.
After each RAcycle preamble collision probability for overall UEs and for delay-critical UEs
are calculated using (7.1) and (7.2).

PC =
total preamble collision in RAcycle (overall)

Total RAO in RAcycle
, (7.1)

where, PC= Preamble collision probability (overall)

Total preamble collision in RAcycle = No. of total attempts

−No.of successful RACH

Total RAO in RAcycle =
RAcycle

Frame duration
∗RAO per frame

Also, preamble collision probability for delay-critical UEs (DC-UEs) in Random Access
cycle time RAcycle can be calculated using the coded preamble technique.

PCDC =
total preamble collision in RAcycle(DC−UE)

Total RAO in RAcycle
(7.2)
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where, PCDC= Preamble collision probability (DC-UE)

These preamble collision values (PC and PCDC) are compared with predefined preamble
collision thresholds (Pcthreshold(min), Pcthreshold(max) and PDCthreshold ) in order to provide a
two-stage prioritisation. A priority flag is used to enable these stages where first stage
is called priority without emergency stage and the other stage is defined as priority with
emergency stage. In case when both Priority and Emergency flags are set to FALSE, both
delay critical and non-delay critical user groups share the same RACH parameters with equal
rights. On the other hand, when only the Priority flag is set to TRUE which indicates first
stage priority mode for DC-UEs and to provide priority high PrachCon f igIndex will be
assigned to DC-UEs as well as a frame-based backoff will be assigned instead of slot based
backoff for NDC-UEs. In the emergency state in order to minimise the collision probability,
we restrict NDC-UEs by limiting the maximum retransmission number (no backlogged
request for NDC-UEs will be accepted only newly generated requests will be accepted).
Another case is when both the Priority and Emergency flag will set to TRUE and this stage is
called the Priority-with Emergency stage. In this case, to avoid collision among delay-critical
user groups in order to minimise delay a Q-learning based unique slot selection technique
is applied which is described in the following section. Finally, eNB will set group-based
specific RACH configuration parameters (PrachCon f igIndex, Max retransmission value,
backoff period) based on flag indicator and will broadcast via System information block 2
(SIB2). Full details of the coded-preamble based Dynamic RACH scheme can be found in
chapter 6, section 6.6.2.
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Algorithm 2 Collision Probability and Preamble coded based Dynamic RACH Prioritisation
eNodeB side:
Initialisation:
T← 0,RAcycle
Set initial RACH Paremeter:
All Flag = FALSE, Max Re-TX value, PrachCon f igIndex
eNB Broadcast initial RACH Paremeter via SIB2
for T ← 0 to T do

if T == RAcycle then
Calculate PC and PCDC via eqn. (7.1 and 7.2)
UpdateRAcycle

if PC < Pcthreshold(min) then
Priority Flag = FALSE
Emergency Flag = FALSE

end if
else if Pcthreshold(max) > PC > Pcthreshold(min) then

Priority Flag = TRUE
if PCDC < PDCthreshold then

Emergency Flag = FALSE
else

Emergency Flag = TRUE
end if

else if PC > Pcthreshold(max) then
Priority Flag = TRUE
Emergency Flag = TRUE

end if
if T == eNB Broadcast time then

Set Flag & Broadcast SIB2
end if

end for
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Figure 7.3: Q-Learning assisted Prioritised Dynamic RACH

7.2.3 Q-Learning assisted Prioritised Dynamic RACH (QPDR)

In this method, a slotted Aloha Q-learning scheme is adopted (described in Algorithm 2) to
prioritise DC-M2M users only, where other users (H2H/NDC-M2M) are using conventional
SA-RACH. Q learning is a basic model of reinforcement learning with the trail-error-and
technique, which allows early system convergence. The idea behind this technique is to avoid
collision by learning and acquiring a dedicated slot during the contention process as stated in
[72]. In [72] a combined RACH access scheme is proposed to control M2M traffic in order
to reduce its impact on a cellular network. The QL-RACH access scheme uses an intelligent
slot assignment strategy in order to avoid collisions amongst the M2M users. In our work,
we use Q-learning for prioritisation which aims at solving the delay issue for a specific user
group called the delay-critical user group.

Fig.7.3 shows how Q-learning assisted Prioritised Dynamic RACH works, where a global
frame is considered which has 10 slots. In the Standard mode, RO is Random Access
Opportunity for all the UEs, where a UE chooses a RA slot randomly and if two or more
UE select the same slot collision occurs and after a random backoff a UE can retransmit.
On the other hand, in the Priority mode, the slots coloured in blue are for H2H/NDC UEs
and the peach coloured boxes are for DC UEs only. If a UE experienced collision they
only can retransmit on their specific slots. Priority mode separates the UEs in different
RACH resources in order to minimise collision. After SIB2 reception if the UE finds the
Emergency Flag is TRUE which means delay-critical UEs needs a priority with an emergency.
To implement Q-learning, in this case, DC-UEs will use different PrachCon f igIndex than
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Algorithm 3 Q-Learning assisted Prioritised Dynamic RACH (QPDR) Configuration for
DC-UEs

After Successfully SIB2 reception:
if Emergency Flag = TRUE then

Set Emergency RACH values for DC-M2M
Initialisation Q-learning values:
Q← 0,r α

Input : where, Q is the current Q-value
r is the reward or punishment, α is the learning rate
Calculate Q′ with updated Q value via eqn. (7.3)

end if
if Priority Flag = TRUE then

Set Priority RACH values for DC-M2M
end if
if Priority Flag = FALSE then

Set Standard RACH values for M2M and H2H
end if

NDC-UEs to make M2M Q-Frame from the mainframe as shown in Fig 7.3. Using different
PrachCon f igIndex will separate the DC and NDC-UEs in the first place and will avoid
collision among them. The DC-UEs number is set equal to the number of RAO in a Q-Frame
to get the optimum learning. Firstly, all the Q-values are initialised to zero and Q-values are
used to keep the transmission history in each slot. Every Q-Frame will update with every
mainframe and the slot value will update at every RACH access attempt. Based on every
successful or failed transmission Q-values will update using the following model:

Q′ = (1−α) Q+αr (7.3)

Where Q is the current Q value, α is the learning rate= 0.01 and r is the reward (+1) or
punishment (-1).

Let’s assume a UE randomly select a slot from the Q-Frame and initially all the Q-values
are the same. If the transmission is successful (which means positive reward received) and
using (7.3) the Q value of the slot is updated. In the next Q-Frame a UE before sending a
request instead of selecting a random slot, UE will send a request in the slot with the highest
Q value. If there are multiple slots with the same highest Q value, one is selected at random.
By doing this error-and-trail learning, all the DC-UEs can find a unique slot with the highest
value, which avoids interfering with other UEs.
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Table 7.1 represents the parameters used in this simulation based on LTE standards.

Table 7.1: Simulation parameters for QPD-RACH

Parameter Value
RA Slot period 1ms
Frame Duration 10ms
Retransmission limit 5
PRACH configuration index 7,9,10,12,13
Number of Preamble se-
quence

1

Preamble format 1
RAO per frame 5,7
RAR Window size 5ms
Back-off period 10/20 slots
Total No. of UEs 100
No. of DC-M2M user per
frame

5

Preamble collision threshold
(overall) Pcthreshold(min) and
Pcthreshold(max)

0.25 and 0.4

Preamble collision threshold
for DC-UEs PDCthreshold

0.25

Random Access cycle
(RAcycle)

40ms

Learning rate 0.01
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7.3 Performance Evaluation of Proposed QPD-RACH

7.3.1 Simulation Scenario and parameters

Riverbed Modeller is used as simulator to evaluate the performance of combined Proposed
QPD-RACH and SA-RACH schemes with considering delay and non-delay UEs. We also
consider some assumptions for both UEs to represent the scenario that allows us to analyse
RACH of conventional slotted-ALOHA according to the standards. These assumptions are:

• All packets length is equal to the length of the slot.

• RACH request arrival follows the Poisson arrival process.

• The system is perfectly synchronised with every user and can transmit only at the
beginning of a slot.

• All users share a single RACH (one preamble available).

Based on the assumptions the simulation is modeled with the introduction of the RACH
request generation from each user group (H2H and M2M) following Poisson distribution
having a mean inter-arrival time τia determined by the traffic load G as shown below.

τia = PlenN/GTrate (7.4)

Where Plen is the preamble length/packet length in bits, N is the total user in the system,
G is the traffic load in Erlangs and Trate is the transmission rate in bits/sec.

The collaboration between the user groups (H2H & M2M) is controlled by providing
individual load in each group. We used a fixed load for M2M traffic at 0.1E and a varying load
for H2H traffic from 0.02E to 0.2E to achive slotted-ALOHA channel capacity. Therefore
the total generated traffic in the system using the load sharing is expressed as:

GTotal = GH2H +GM2M (7.5)

Where GTotal is the total generated traffic and GH2H and GM2M is traffic generated by H2H
and M2M respectively.
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Figure 7.4: Throughput vs. generated traffic.

7.3.2 Simulation results and Discussion

To investigate the effectiveness of Q-learning, firstly, we compare the single user group
RACH-throughput performance of the SA-RACH with retransmission scheme and the steady-
state RACH-throughput of the QL-RACH scheme. From Fig.7.4, it can be seen that the SA-
RACH throughput increases with the increase in the generated traffic. However, immediately
after the channel throughput limit ( 36% which is the maximum capacity of the s-ALOHA) is
reached, the aggregated traffic increases to the point that the s-ALOHA scheme can no longer
support the traffic. This is why we can notice the throughput dropping with an increase in the
traffic, to the extent that the channel becomes unstable. On the other hand, with steady-state
of the Q-learning, the QL-RACH scheme offers up to 100% throughput. This is because
there are no collisions since the scheme is contention free. In Fig.7.4, the convergence is
achieved because we have considered that the number of UEs are equal to the number of
Q-slots available in a Q-frame. On the contrary, if the number of UEs increases beyond the
number of Q-slots, the convergence will not be achieved because the system will never be
contention free. If multiple UEs select the same Q-slot at the same time, collision will occur
and punishment will be given to both UEs, hence the Q-value will degrade and the system
will not converge.
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Figure 7.5: End-to-End delay vs. generated traffic.

Fig. 7.5 shows the delay performance for different user groups, where Dual User groups
include both M2M and H2H. Both QL-RACH and SA-RACH is considered where M2M user
group use Q-learning, and on the other hand, H2H user group use conventional SA-RACH.
Here generated traffic is considered as an aggregated traffic for both H2H and M2M. Fig.7.5
shows that in low traffic scenarios both user group perform well with very low delay, on the
contrary, with the increasing load the delay for M2M with no learning as well as dual user
group increased. It can be seen that using QL technique shows a minimum delay profile
with respect to non-learning and dual user group scenario. By giving priority to the M2M
user group in a convergence mode when all M2M have a specific slot and there will be no
collision between them, it will become contention free, hence the delay is less compared to
the non-learning mode. The only issue with Q-learning is, it will not achieve convergence
if the number of devices active in frame is greater than the Q-slot available in that specific
frame. In our work, we have assumed that the number of active devices is equal to the Q-slot
value.
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Figure 7.6: Average attempts per successful RACH vs. H2H offered load.

7.3.3 Dual User Group

In this work, to evaluate the performance well within the slotted-ALOHA channel capacity,
we vary the H2H offered load up to 0.2E. In this dynamic technique a higher and a lower
bound is considered based on the priority and emergency state. In priority mode, the higher
PrachCon f igIndex value will be assigned to the priority user and in an emergency mode, the
slot will be divided so the priority user can access the Q-learning mode and use the RACH
global frame as Q-Frame. In convergence mode, all the DC-UE will have their own slot,
and the collision will resolve among the DC-UEs, also using different PrachCon f igIndex
there will be no collision among NDC and DC UEs. We have considered two different
modes: priority and emergency with priority modes. The eNB can detect these two modes
dynamically by using a coded preamble based collision probability model. As shown in Fig.
7.6 with the increasing H2H load the average number of attempts per successful RACH also
increases, due to the resource limitation and massive access request. When two or more UEs
select the same preamble or select the same resource slot to send the RACH request, collision
occur and both UE can retransmit the request after a random interval. When the number
of UEs increases drastically the collision also increases, as a result, UEs need to try more
times than usual and the average number of attempts per successful RACH increases. In eNB
after every 40ms which is 4 global frame time, eNB checks the collision probability and uses
Algorithm-1 to detect the emergency mode and response via SIB-2 with resource and priority
information to all the UEs. If the Emergency flag is set to TRUE then Algorithm-3 activate
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Figure 7.7: End-to-end delay vs. H2H offered load.

which is the Q-learning approach for M2M DC priority user. Q-learning plays a vital role to
minimise the collision effect by providing a dedicated slot, which keeps the overall attempts
for all user within the limit. Particularly in the convergence mode, all the DC-UEs will have
a dedicated slot and can access the RACH channel without collision.

Fig.7.6 shows the average number of attempts per successful RACH access versus H2H
offered load. After we investigate Q-RACH single user mode, where only M2M users both
delay critical and non-delay critical exist, this investigation is based on dual user mode,
where both H2H and M2M users co-exist. It shows that when the offered load for both
H2H and M2M is equal to or less than 0.1E, the average number of attempts per successful
RACH access is at a minimum, whereas this number increases dramatically with increasing
load value. On the other hand, only DC user have a minimum effect on H2H rising load,
our proposed scheme dynamically give priority by applying the Q-learning to the DC-UEs,
even if in a high load scenario. Also, in overloaded case, the Q-learning play a vital role to
minimise the collision effect by providing a dedicated slot, which keeps the overall attempts
for all user within the limit.

Fig.7.7 shows the end-to-end delay with respect to H2H offered load. In this work, we
have considered that the number of M2M UEs is fixed and the number of maximum UEs
is equal to the number of maximum available RACH slots per frame. We have varied the
H2H offered load to see the impact, as we can see with the increasing offered load of H2H,
the end-to-end delay is also increasing and in high load scenarios, the dealy is very high
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Figure 7.8: Probability of packet drop vs. H2H offered load.

for NDC-UEs. On the other hand, the performance of DC-UEs outperforms the other user
group and it shows a minimum delay even with the high H2H load. This is because our
proposed scheme plays a vital role in minimising the collision in a massive access scenario
by applying Q-learning to the DC-UEs which provides dedicated slots in convergence mode.
When DC-UEs get a dedicated slot to send the RACH request, it avoids the collision with
H2H as well as within the same group. The average number of attempts per successful RACH
is very low which results in a minimum delay. The results show that using a learning-based
dynamic prioritisation technique can provide a QoS requirement based service to a specific
user and the scheme is able to keep the delay lower than the conventional scheme.

Fig. 7.8 represent the packet dropping probability versus H2H offered load. In this work,
to evaluate the performance well within the slotted-ALOHA channel capacity, we vary the
H2H offered load up to 0.2E. As we can see from Fig. 7.8, at low load conditions both the
DC and NDC-UEs perform well and the packet dropping probability is low, but under the
heavier loads, the performance is poorer, almost 80% of packets are dropped when H2H
offered load is 0.2E. This is because the increased H2H load and corresponding higher overall
load result in a significant number of collisions due to the limited number of random access
opportunities available in the frame. On the contrary, using our proposed learning-based
scheme for DC-UEs shows a satisfactory performance by keeping the dropping probability
very low in both low and high load conditions. When the system enters the emergency mode
eNB informs UEs via SIB-2 and all the UEs can dynamically change the RACH parameters
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Figure 7.9: Impact of the number of M2M-UEs on Q-learning

and DC-UEs start using the Q-learning approach in order to achieve the priority access, where
the collision rate minimises as a result the packet dropping probability also decreases. Also,
in the convergence mode, all the DC-UEs has a dedicated RACH slot for the RACH access
request and the system almost work as a non-contention based RACH procedure. From the
figure, we can see that the packet dropping probability is very low and also maintain the
value throughout the simulation by adjusting the parameters dynamically using our proposed
learning assisted dynamic prioritised RACH.

In our work, Q-learning has been used to acquire dedicated slots for collision-free RACH
in an emergency scenario to provide priority over the non-priority group of users. The
Q-learning scheme is implemented by designing an M2M frame in which Q-slots are fixed
size equal to the number of active M2M users in the system in order to achieve maximum
performance as described in section 7.2.3. From Fig. 7.4, we can see that convergence is
only possible if the number of UEs is equal to the number of Q-slots. However in some cases,
the scenario could be different. In this section, in order to examine the impact of the number
of M2M on Q-learning, we have considered 3 different cases,
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• Case-1: The number of M2M UES is more than double the number of Q-slots

• Case-2: The number of M2M UEs is equal to the number of Q-slots

• Case-3: The number of M2M UEs is double the number of Q-slots

To evaluate these cases, we have considered M2M with Q-learning, and have evaluated
the average number of attempts per slot value. We can see that in case-1 the average number
of attempts is very high because the number of M2M UES is more than double the number
of Q-slots, and the system is not in convergence mode. In a low load scenario, when the
number of RACH requests is low the average no of attempts is also low with Q-learning but
in a high load scenario, case-1 have the worst performance. On the other hand, in case-2
the average number of attempts is very low in both low and high load scenarios. All the
UEs have their dedicated slot and no collision in the convergence mode is achieved. Also, in
case-3, when we have doubled the value in a frame the convergence becomes unstable and
it shows that at low load it still performs better but in the high load condition it becomes
unstable. In our work, we have considered this case which is a limitation of our work but
this issue can be solved by using a dynamic M2M-frame size, in which the Q-slot will be
dynamically adjusted in order to maintain the convergence mode, which we have considered
as a part of our future work.

7.4 Summary

We have presented a performance evaluation of contention-based RACH access, where delay-
critical and non-delay-critical devices coexist. A Q-learning assisted coded preamble based
prioritised dynamic RACH is proposed where a group-based separate Q-Learning technique
is used for delay-sensitive M2M UEs. The idea behind this work is to use the Q-learning
approach in an emergency scenarios caused by a massive number of access requests on
RACH. The proposed scheme provides a two-step prioritisation mechanism that includes a
combination of dynamic resource allocation of RACH and a specific Q-learning approach
for collision avoidance between the same user groups. In an emergency case, Q-learning
plays a vital role to minimise the collision by providing a dedicated slot, which keeps the
overall attempts for all users within the limit. The simulation results show a positive impact
on delay in highly loaded traffic scenarios by dynamically adjusting the RACH parameter.
Using the proposed learning approach could greatly decrease access delay and a significant
gain in the number of successful attempts for delay-critical UEs. For delay-critical UEs, our
proposed algorithm outperforms the conventional scheme and shows that even as the H2H
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load is increased the learning-based prioritised dynamic RACH scheme is able to keep the
delay lower than the conventional scheme.



Chapter 8

Conclusion and Future Work

8.1 Summary and Conclusion

The upcoming cellular networks require to be designed in such a way that can provision
the massive number of MTC devices fulfilling their various QoS requirements along with
enriching the access latency, scalability and network throughput. As per the prediction of
3GPP and other organisation members, simultaneous access attempts of the massive number
of MTC devices will result in congestion of the RACH. This work explores the situation
inflicted upon the cellular network with the inclusion of M2M communication. In chapter 2,
we have provided a general overview of the machine to machine communications including
applications, requirements and characteristics. Also, we have mentioned the challenges and
advantages of cellular networks for M2M communications. Some potential enablers for
M2M communication are also provided in the chapter in addition to the existing solution. As
an emerging solution, ML techniques with their type and advantages are discussed. Taking
into consideration the challenges and potential enablers for MTC in next-generation cellular
IoT network, in this work we have focused on several challenges such as how to support a
massive number of MTC devices, ensure a low latency based communication as well as how
to solve the RAN congestion problem. To understand the RAN congestion problem in the
RACH procedure we have provided a detailed discussion on RACH limitation and overload
control mechanism in Chapter 3. Chapter 3, provides background information on LTE
cellular network including its network structure, frame structure, and channel configuration.
The chapter also reviews Random Access Channel, providing the RA procedures, the impact
of M2M communication on RACH and the limitation on RACH. Then a literature review
on the RACH overload control mechanism is given in detail including both 3GPP and
non-3GPP based solutions. Also, as an emerging solution learning-based technique is also
discussed. An overview of the communication simulation system has been discussed in
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chapter 4. Riverbed Modeller is used as a simulation tool in this study is described and
a reference model of the developed simulator as well as simulator design steps are also
presented. The key metrics used to assess the performance of the simulated protocols i.e.
throughput, blocking probability, and end-to-end delay of the network are also included.
Finally, the traffic model used in this thesis is discussed. In chapter 5, the introduction of
the basic two ALOHA schemes (slotted and pure) with their performance comparison is
presented. Then investigation on two-step slotted-ALOHA RACH with M2M traffic which
coexists with H2H traffic is provided by evaluating performance using throughput, delay and
blocking probability. Finally, a novel group based two step slotted-ALOHA is introduced
in this chapter. A dynamic RACH configuration approach for LTE is used to reduce the
massive access problem and the access delay of a specific user group called M2M DC-UE
with high priority without affecting the total number of accesses. Based on the simulations
results, we observe that this approach reduces the access delay of M2M devices with high
priority. Chapter 6, introduced Priority Based Random Access which enables M2M users
(specially Delay critical UEs) to coexist with H2H users even in a massively loaded scenario.
A coded preamble based collision probability model is used to define the priority state where
DC-UEs are given the highest priority. This work considered a two-stage priority model, one
called priority state and another is emergency state. The simulation results show that even in
a highly loaded traffic scenario, by using this scheme a DC-UE can dynamically change its
RACH parameter values given via SIB2 in order to get access in an emergency or overloaded
situation. A significant decrease in access delay and a significant gain in the number of
successful attempts is observed through the simulation results. Additionally, we explore
the benefits of machine learning as an effort to minimise the RACH overload/congestion of
the cellular network. A novel coded preamble based dynamic Q-leaning assisted RACH is
proposed for further prioritisation in order to serve priority/required QoS to the priority user
groups and simulation results show a positive impact on delay.
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8.1.1 Original Contributions

Two-step Group-based RACH: A two-step group based RACH is proposed in our work,
where each group have their own different requirements. In order to provide the different QoS
requirements instead of having a common RACH, a group based RACH can efficiently handle
the group. In our work, we have considered two specific groups: one is called delay-critical
and the other is called non-delay-critical. As a novel contribution, a two-step RACH in LTE
is investigated and a group-based as well as Separate Resource Allocation based RA scheme
is proposed.

Prioritised Dynamic RACH (PD-RACH): We proposed a novel RACH scheme called
Prioritised Dynamic RACH (PD-RACH). This novel proposed RACH mechanism considers a
shared RACH Channel with the coexistence of H2H and M2M UEs. Also, the M2M users are
categorised into two groups: delay-critical (DC-UEs) and non-delay-critical (NDC-UEs). We
propose a Priority-based slotted-ALOHA Dynamic RACH (PD-RACH) scheme to control the
interaction and the delay for the specific delay-critical user group, whereas in the traditional
slotted-ALOHA RACH an equal opportunity based fixed RACH is used for both H2H and
M2M users. The proposed scheme provides a two-step prioritisation mechanism and includes
a combination of dynamic allocation of RACH resources and a group based specific backoff
by utilising random access cycle-based information. The eNB can monitor this information to
adjust RA resources and other parameters like backoff and max-retransmission value in order
to minimise delay and provide priority to delay-critical UEs over non-delay-critical UEs.
Moreover, we analyse our proposed scheme and simulations results validate the effectiveness
of the proposed scheme compared to the conventional scheme.

Q-learning assisted prioratised RACH (QPD-RACH): We have studied a shared
RACH Channel with the coexistence of H2H and M2M devices and also considered de-
lay critical and non-delay critical UEs. A Q-learning based Prioritised Dynamic RACH
(QPD-RACH) scheme is proposed in order to provide priority to the delay-critical user group
(DC-UE) in a congestion scenario caused by massive MTC devices. To monitor and adjust
RA resource parameters as well as to set the priority, eNB used a coded preamble based
collision probability model which provides a two-step prioritisation scheme. In the first step,
UE (both DC and NDC) adjust the RACH parameters like backoff value, PrachCon f igIndex,
Max-ReTx value and in the second step, a Q learning approach is applied to avoid collision
among delay critical UEs in order to minimise delay and provide priority access to delay-
critical UEs over non-delay-critical UEs. A Riverbed Modeller based simulation study for
the contention-based RACH has been studied, and the results show that the proposed scheme
can significantly decrease the access delay for the priority user group.



8.1 Summary and Conclusion 95

8.1.2 Hypothesis Revisited

“A Dynamic Prioritised Random Access strategy can provide priority access to a specified
user group termed Delay-critical UEs, by minimising access delay and providing required
Quality of Service (QoS) in a congested network scenario caused by enormous machine-type
devices.”

Machine-type communications (MTC) is considered as one of the promising technologies
over the next decade and these MTC devices are continuously increasing. When a large
number of MTC devices try to access a cellular base station simultaneously using the existing
LTE/LTE-A Random Access Channel (RACH), the collision probability among Machine-
to-Machine (M2M) and Human-to-Human (H2H) devices increase drastically. Thus the
performance of RACH degrades sharply which causes significant blocking and huge access
delay. Delay critical applications, cannot, therefore, be served using the legacy RACH
protocol.

In our work, we have proposed several advanced RA schemes including priority for
specific user groups called delay-critical UEs. Our proposed schemes show effectiveness
on the conventional RACH scheme and provide priority to the specific user group. A group-
based technique is proposed where users are group and assigned parameters based on their
requirements. A coded preamble based collision probability model is used to define the
priority state where DC-UEs are given the highest priority. This work considered a two-stage
priority model, one called priority state and another is emergency-state. Also an emerging
technology we have incorporated machine learning in our work, as an efficient and simple
learning technique Q-learning based adopted in our work which shows the effectiveness of
learning. The prioritised learning-based RACH minimises the delay for a specific user group
and, the result shows some significant improvements in the adaptability of combined RACH
schemes; hence, upholding the hypothesis of the thesis.
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8.2 Future Work

Dual Q-Based Prioritised RACH: In our work, we have considered machine learning and
adopted a Q-learning approach, in one of our proposed schemes called Q-learning assisted
Prioritised RACH where we have used a single-mode Q-learning only for delay critical
users. Looking at the performance of the proposed schemes in this thesis, it is clear that, the
proposed scheme significantly improves the RACH-throughput performance of both H2H
and M2M users especially compared with the SA-RACH scheme. As a further modification
to our work, a two-stage Dual-Q learning approach can be considered which can provide
further priority where priority will be crucial. As a part of our future plan, we will investigate
Q learning approach for eNB so that it can handle a massive number of access requests with
the help of a learning-based approach.

Preamble and Slot-separation based Prioritised RACH: In our work, we have consid-
ered a single channel RACH where a single preamble is considered for all users in a shared
manner and no slot reservation technique is used. A multi preamble slot separation based
prioritised RACH can be considered as part of future work, where preamble can be divided
into specific user groups based on their requirement and priority mode. Also, slots can be
separated and reserved for a specific user group (delay-critical UEs) by using a learning
approach such as Q-learning based slot separation technique in order to provide priority
access to the required UEs.

Q-learning assisted preamble separation for RACH Prioritisation: We have studied
a shared RACH Channel with the coexistence of H2H and M2M devices and also considered
delay critical and non-delay critical UEs. A Q-learning based Prioritised Dynamic RACH
(QPD-RACH) scheme is proposed in order to provide priority to the delay-critical user group
(DC-UE) in a congestion scenario caused by massive MTC devices. To monitor and adjust RA
resource parameters as well as to set the priority, eNB used a coded preamble based collision
probability model which provides a two-step prioritisation scheme. The results show that the
proposed scheme can significantly decrease the access delay and they significantly improve
the RACH-throughput performance for the priority user group especially compared with
the SA-RACH scheme. Similarly, Q-learning can be applied in order to separate Preamble
in multi preamble RACH. Using Q-learning, UE can select a dedicated slot as well as it
can select a dedicated preamble from the preamble pool, which will mitigate the collision
problem in conventional RACH and could provide priority access to the required UEs.
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