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Abstract

YIELI2AaAQA { I NO2YIl ([KSHYRB aiohcovBur and Biddeidlagital jerid

2F ASOSNIt YIFEAAYylryOASa AyOf dzRdorfagKS) Kike allS y R 2
herpesviruses, KSHV undergoes distinct latent and lytic life cycles which are both required
for KS pathogenesis. The latent stage is characterised by a state of transcriptional dormancy
where viral gene expression is limited; howeveg virus may undergo reactivation into the

lytic phase where all KSHV proteins are expressed leading to the production of infectious

virus particles.

Although nodifications of DNA and protein are known to substantially regulate gene
expressionthe study d RNA modificationsvhich comprise the epitranscriptomis still
emerging.mPA, the most common internal modification of mMRNA, is now known to affect
all stages of mMRNA metabolism and regulate a wide range of biological processes.
Importantly, nfA has beerinked with various disease states and is rapidly becoming a key
area of interest within viral infections. Notably, the investigation of changes in the cellular

m°®A landscape in response to viriméectionis lacking and in need of further research.

In this study, cells infected witKSHMvere monitored for changes in % content upon
cellular transcripts between latent and lytic replication. Fascinatingh topology among
host transcripts was vastly altered in response to KSHV reactivation. Furtheroetitgar
mRNAs with altered PA content were enriched in pathways known to be hijacked during

KSHYV replicatiosuch as oncogenic signalling an&NA dynamics.

Following these findings, two mRNAs were identified with dramatfA-dependent
increases in alndance among cells undergoing KSHV lytic replication. eflveded
proteins GPRC5A and ZFP36kdre demonstrated to be crucial for efficient KSHV lytic
replication through regulation of plasma membrane dynamics andriéft mRNA fate

respectively

In summay, this studyprovides tantalizing evidence into theemodellingof the host nfA

landscapéo affect the expression of mMRNAs whrelgulate KSHWtic replication
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Chapter 1

Introduction



1 Introduction

1.1 Herpesviruses

Herpesviruses comprise family of viruses which share common structure and life cycles.
While the herpesviruses were originally classified into a single faknipwn as
Herpesviridagrevisions brought about by the International Committee on Taxonomy of
Viruses (ICTV) , introducede new taxonomic orderHerpesviralegArvin et al., 2007,
Davison et al., 2009; Sehrawat et al., 2018; Jeffanyth and Riddell, 2021)yhe updated
Herpesviridadamily retained the mammal, reptile and bird viruses. However the two new
families,AlloherpesviridaandMalacoherpesvidae, contairedthe fish and frog viruses and

a single mollusc virus respectivépavison et al., 2009)n addition tomany viruses of
animals, at least eight members of théerpesviridaecause diseases in humans, where a

lifelong persistent infection is a key feature.

1.1.1 Subclassification oHerpesviridae

Herpesvirida@are categorised into three subfamilieglphaherpesviruses, betaherpesviruses
and gammabherpesvirusesll of which share a set of 40 common getiest play key roles

in virus replicationFigurel.1a) (Owen et al.2015) Initial classification into these three
groups vasbased on biological properties including host range, replication strategies and
genetic architecture. Modern molecular phylogenetic analyses estimate that these three
subfamilies diverged from a oonon ancestor approximately 400 million years ago
(Matthews, 1979; Owest al., 2015)



Alphaherpesvirinae

HSV-2

VzZv
KSHV

HCMV

EBV

HHV-6
Gammaherpesvirinae
HHV-7

Betaherpesvirinae

Figure 1.1. Herpesviridae subfamilies. Herpesviruses are classified into alpha, beta and gamma
subfamilies. Shown within each family are the viruses pathogenic to humans

1.1.1.1 Alphaherpesvirinae

Alphaherpesvirinaer alphaherpesviruses are widely recognised by their ability to cause
latent infection in neuronal cell@Owen et al., 2015)Primary infection usually occurs in
epithelial cells; however, the spread of virus to surrdimy sensory neurons marks the start

of a lifelong persistent infection. Alphaherpesviruses differ from the Betaherpesviruses and
Gammaherpesviruses through their short reproductive life cycle, rapid lysis of the host cell
and ability to infect a wide ramgof animal speciefArvin et al., 2007; Jeffefgymith and
Riddell, 2021)

Among thealphaherpesvirinaethere are three notable viruses with tropism in hans:
Herpes simplex virus typke (HSVL), herpes simplex virus tyge (HSW2) and the more
distantly related varicellzostervirus(JefferySmith and Riddell, 202I)he viruses are also
known as human herpesvirus (HHV) 1, 2 and 3 respectivelyl ld8& HS\2 infections lead
to recurrent oraland genital ulcersvhereasvaricellazoster is the causative agent of the

highly infectious disease chickenp@chiffer and Corey, 2009; Owen et al., 2015)



1.1.1.2 Betaherpesvirinae

Unlike alphaherpesviruses betaherpesvirinaer betaherpesviruses have a restricted host
range and undergo an extended life cycle progressing over several days. Generally, these
viruses infect cells of the monocyte lineage within the kidneys, the reticuloendothelial
systemand secretory gland¢Arvin et al., 2007) A major feature of betaherpesvirus

infection isthe formation of cytomegaly without cell lys{gefferySmith and Riddell, 2021)

Human pathogens among the betaherpesviruses include human cytomegalovirus (HCMV)
or HHVS, HHW6 and HHVZ. The latter two viruses belong to tiRoseolovirugierus and

cause a roseola rash in young infants. Addally, HHW6 is associated with rejection of
kidney transplantgYoshikawa, 2018; Hanson et al., 20 8EMVhas the largesggenome
among all human herpesvirusaghich causes a range of diseases in immunocompromised

individuals and a number of disabilities following congenital infedf@@oodrum, 2016)
1.1.1.3 Gammaherpsvirinae

In  comparison with the betaherpesviruses, thegammaherpesvirinae or
gammaherpesviruselsavea very restricted host rangand display tropism foonly a few
host cell typs (JefferySmith and Riddell, 2021)The preferred host cells of
gammabherpesviruses are lymphocytéswever, produdive replication in endothelial and
epithelial cells may also take pla¢8tewart et al., 1998; Ackermann, 2006; Mohl et al.,
2019)

Unlike the othetherpesviridaessubfamilies, gaamaherpesviruses are often associated with
cancers, especially lymphoproliferative disorders. Epstein Barr virus (EBV) &, ¢V

best studied among the gammaherpesviruses, causes infectious mononucleosis and is found

in the large majority ottases of BzNJ A (i ( Q & (Adke&rnyahdk 2006| Jha et al., 2016)

Y I LJ2 & A Q dassécieNDezp¥sivirus (KSHV) or HA\is the etiological agent of the
SYR20GKSt ALt OSft ¢ Gdzy2dzNJ YIF LI2aArQa al NO2Y!
RA&G2NRSNAZ LINAYINE STFFdaAzy f@YLK2Yl ot 9 (
(Decker et al., 1996; Schumann et al., 2016; Manners et al., 2018)



1.1.2 Virion structure

Herpesviruses have a defining virion structure which separates them from all other viruses
(Arvin et al., 2007)All herpesvirus particles share four major architectural features including

the genome, capsid, tegument and envelopeyrel.2) (Heming et al., 2017)

Envelope N

glycoproteins

Envelope

Tegument

Figure 1.2. Herpesvirus virion structte. The herpesviral dsDNA genome is encapsidated by an
icosapentahedral structure of 150 hexon and 11 penton capsomers. The 12th penton is replaced by the
portal vertex to allow passage of the dsDNA from the capsid. The nucleocapsid is surroundedtéina pro
rich tegument which itself is enveloped by a hostl derived double membrane littered with
glycoproteins.

The large double stranded DNA (dsDNA) genome of herpesviruses varies between 120 and
250 kilobase pairs (kbp) in size, encoding betwé@mand220 open reading frames (ORFs)
(Roizmann et al., 1992; Davison et al., 2009rpesviral genomes, especially those of
gammabherpesviruses, contain additionahgs hijacked from their hosts to aid in immune

evasion(Holzerlandt et al., 2002; Aswad and Katzourakis, 2018)

The herpesviral genome Bncased by an icosahedral capsid with T=16 (triangulation
number) symmetryFurlong et al., 1972; Schrag, 1988)e capsid is comprised of 161 major
structural protein subunits termed capsomers and has an approximate diameter ef 100
130nm(Bowman et al., 2003The 1620 LJA2 YSNJ A& NBLX I OSR o6& |
which permits the entry and exit of the dsDNA gengf8ehrag1988; Bowman et al., 2003;
Pageau et al., 2007; Yuan et al., 2018)



Surrounding the nucleocapsid lies a proteinaceous layer unique to herpesviruses, known as
the tegument. The tegument contains between 10 and 40 viral proteins depending on
herpesvirus gbfamily; some of which are essential for virion structure, while others play
important roles in infection, immune evasion and viral DNA replicatiailly et al., 2009)

Mass spectrometry of purified virions has also shown the appearance of host proteins, as

well as viral and cellular messengerRRNA) within the tegumeirfLoret et al., 2008)

Finally, surrounding the entire herpesvirus particle is a hostdeglied lipid bilayer
envelope containing approximately 10 different viral glycoproteins essential for binding,

fusion and entry into host cell&isenberg et al., 2012)

1.1.3 Life cycle

The life cycle of herpesviruses begins with the attachment of the virus particle to its host
cell via surface receptof&isenberg et al., 2012n most cases, fusion of the virwgh the

host cell takes place through interactions with viral envelope glycoproteins, three of which;
gH, gB and gL, are conserved among all herpesvirus. However, some herpesviruses, such as
EBV can enter the cell by endocytosis after acidification efethdosomal compartment
(Nicola et &, 2003; Nicola and Straus, 2004 he insertion of viral glycoproteins into the
host cell membrane causes conformational changes leading to pore formation and delivery
of the viral tegument proteins and nucleocapsid into the cytoplasm. The nucleocapsid
then propelled along the host cell microtubule network by the dynein/dynactin motor
protein complex, allowing viral DNA entry to the nucleus through the nuclear pore complex
(Sodeik et al.1997; Dohner et al., 2002; Pasdeloup et al., 20@8)ce inside the host cell
nucleoplasm the herpesvirus DNA circularises and enters one of two distinct replication

programmes: Latency or lytic replication.

1.1.3.1 Latency

Latency is a period of transcriptionrddrmancy for herpesviruses where limited viral gene
expression occurs and infectious virion production is tightly restricted. Through the action
of epigenetic silencing machinery in the host cell, the viral genome becomes maintained as
a circular, norAntegrated episome packaged by histones into a condensed chromatin state
(Deshmane and Fraser, 1989; Amon and Farrell, 2008y a small number of gendésiown

as latency associated transcripts (LATS), are expressed during this replication programme.
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In latency, viral DNA is replicated in tandem with host DNA by cellular DNA polymerases

during mitosigDeshmane and Fraser, 1989; Purushothaman et al., 2015)

The latent cycle aids in the evasion of immune signalling pathways and antiviral mechanisms
which would otherwise inhibit the production of infecus virions. As a result, this process
allows the virus to establish lifelong persistent infections characteristic of herpesviruses.
Importantly, in cells infected by alphand betaherpesviruses, the majority undergo lytic
replication and a small subset infected cells harbour latent virug\ckermann, 2006)in
contrast, for gammaherpesviruses, latency is the default replication programme with only a
feg OSftfa dzyRSNH2AY 3 | LINE OS &ManreiE et INIDI8O U A DI

1.1.3.2 Lytic replication

Herpesvirus lytic replication is characterised by a highly ordered temporal cascade of gene
expression. All viramRNAs are transcribed by host RNA polymerase Il and undergo
LINEOSaaAy3da (G2 | OljdzA NB p Q(Costhnkzdset dl., V1®77; he® andl2 f &
Glaunsinger, 2009After nuclear export, the viral transcripts are translated in th@plgsm

of the host cell. Herpesviral genes are expressed in a tenlpoegjulatedmanner, starting

with the immediate early (IE) genes, followed by the early genes and finally the late genes.

The IE genes do not require prior viral protein synthesisearmbde proteins important for
transcriptional control of the early genes. The early gene products are required for
replication of the viral genome, the initiation of late gene transcription and the
accumulation of viral mMRNAs in the cytoplasm for incorporainto progeny virugGruffat

et al., 2016) In contrast with latency, viral DNA replication during the lytic phasarrged

out by a viral DNA polymerase rather than that of the host. Finally, late viral proteins play
structural roles in newly assembled virions and help with the infection and subversion of a

new host cell.

Viral DNA synthesis produces concatemers of Heaidil genomes that are cleaved to
produce standard unitength genomes(Jacd et al., 1979) Herpesvirus capsids are
assembled in the nucleus and package nascently replicated DNA. The nascent nucleocapsids
bud through the double nuclear membrane. First, they become enveloped at the inner
membrane and enter the perinuclear spadbgen, they fuse with the outer membrane

permitting their release into the cytoplasfGuo et al., 2009; Johnson and Baines, 2011)
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The exported nucleocapsids acquire tegument proteins and bud into vesicles synthesised by
the host transgolgi network. Within these vesicles, the final steps in virion maturation take
place and nascent infectious herpesvirus particles bud from the cell after fusion of their

surrounding vesicle with the plasma membrgihe et al., 2019)

1.2 Y I LJ2 a A Q dasséclatdh@rpebvirus (KSHV)

KSHV is a gammaherpesvirus of tiradinovirusgerus. Although the disease KS was
described over 100 years earlier by Moritz Kaposi, KSHV was first identified in 1994 after the
isolation of herpesvirus DNA from a KS tumoummA#DS patienfChang et la, 1994) KSHV

has since been confirmed as the aetiological agent of KS and associated with two further
lymphoproliferative disorders: Primary effusion lymphoma (PEL) and multicentric

/' aGft SYFryQa RA&ASFAS o6a/ 50 @ !lxardinogddcagmit by> VY {

the International Agency for Research on Carfedinther et al., 199).

KSHYV seroprevalence is variable across different regions and populations with the highest
ratesexistin subSaharan Africa (>50%) where KS is endé@Biigahwaho et al., 2010; Butler

et al., 2011)Lower seropositivity is reported in Mediterranean countries (30%) and the rest
of Europe, Asia and North America (<1q®atrick et al., 1983; N. Regamey et al., 1998;
Engds et al., 2007)Outside of endemic regions, seroprevalence is higher among men who

have sex with men and African migrants.

The highest levels of KSHV shedding are found in oral epithelial cells, suggesting that saliva
is the most common method of transssion for the virugkoelle et al., 1997)This leads to
non-sexual transmission of KSHV between children in endemic areas, accounting for the
high level of childhood infections in these regidhk®elle et al., 1997 However, there is

also strong evidence that the virus can be transmitted through sexual contact, especially
between men who have sex with men, and transplantation of infected organs and blood
(Martin et al., 1998; N Regamey et al., 1998; Martin and Osmond, 1M28%n and Osmond,

2000)



1.2.1 KSHV associated malignancies
1211 YFLI2EAAQa &l NDO2YIl 6Y{0

KSHYV is the aetiological agent of KS and present in all KS tumours whethasgdbigted

or not. The disease is characterised by multifocal angioproliferative neoplasms sKithe
mucosa and sometimes the viscera which present as dark purple lesions. Closer examination
of these tumours showthey are polyclonal though the most common cell type among
them, the spindle cellis derived from an endothelial cell origifiBoshoff et al., 1997)
Although the disease arely arises in healthy individuals, those that are
immunocompromised, especialiI\tinfected, have a drastically elevated rigkanem,
1997). In approximately half of patients where immunocompetence is restaesgdecially
through intervention with anti-retrovirals (ARTs) to combat AIDS, KS tumours can be sent
into complete remissioiiFiorelli et al., 1998 However, in some cases, the initiation of ART
therapy in KSHinfected individuals leads to a paradoxical worsening of disease attributed
to KSassocitged immune reconstitution inflammatory syndrome ¢(K8S). Due to increased
HIV load and reduced CD4 T cell count at initiation of ART therapl| K& more likely to

occur in Africa where it contributes to significant mortaligfurdoch et al., 2008)

KSHV has four clinical stypes which describe the severity of the disease and extent of
immunosuppression: Classic, endemic, iatrogenic and-AdR2&d. Classical KS is a slow
growing tumour which usually affects older Mediterranean and easkEusropean men.
Endemic KS is a more aggressive form of the disease prevalent -thakaban Africa
(Wabinga et al., 1993)atrogenic KS usually occurs after transplantation of infected organs
into an immunosuppressed individu@dl Regamey et al., 1998inally, AID&ssociated KS

is the most severe form of the disease with significant morbi@igo et al., 1996 Although

all these suktypes require infection with KSHV for tumour progression, evidence suggests
that the virus alone is insufficient for KS development. For example, not altikt&idted

AIDS patients develop KS despite extensive immunosuppression, suggesting that certain

genetic, immune or environmental cofactors are requifednternier et al., 2008)

In contrast to other tumours caused by gammaherpeses, both latency and lytic
replication are required for KSH¥ediated oncogenesis. On primary infection with KSHV,

both latent and ltic replication programmes are active; however, after several replication



cycles, latency predominates. KSHV prefemdlytitargets Bymphocytes as host cells and
establishes latentlyinfected Bcell reservoir that persists for life. However, approximately
1-2% of these latentinfected cellsundergo activation into the lytic replication state
independent ofa definedexternal stimulj facilitating the production of infectious virions

and infection of endothelial cell&hong et al., 1996)n KSHVnfected endothelial cell
culture gstems, viral episomes are rapidly lost unless additional transformational events
take place, suggesting the virus places selective pressure on endothelial cells to undergo
transformation(Grundhoffand Ganem, 2004)hus, the persistent infection of endothelial
cells by KSHV virions leads to KS tumourigenésgarel.3). As a result, the study of both
latent and tic replication programmes can help guide the developmerit novel

therapeutics against K&ai et al., 2010)

cell

Transformed
spindle cell

Figure 1.3. KS tumourigenesisThe formaion of KS lesions is a mutiiep process that requires both

Y{Il Q& fIFGSyld FyR t&@0A0 NBLIX A O (A anfectddBaIEd¢drV6iy S 4 @ ™
is established in the peripheral blood. 2) Upon stress or immunosuppressionuik8étgoes reactivation

to produce infectious virions. Initial infection of endothelial cells cannot be sustained until the cell has
undergone transformation. 3) The constant infection of endothelial cells leads to transformation and
spindling phenotypeshiat over time form highly vascular KS lesions.
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1.2.1.2 Primary effusion lymphoma (PEL)

PELisararendn2 RI1T Ay Qa feYLK2Yl GKIFG 2F0Sy FFFSC
such as AIDS patients. The malignancy occurs in B cells after persistent infection with KSH
leading to long term expression of viral factors which drive oncogef(idardor et al., 1996;
Narkhede et al., 2018PEtransformed B cells penetrate body cavities lined with serous
membranes such as the pleura, peritoneum and pericardium cavities afitepate rapidly

(Kaplan, 2013)Unlike KS, restoration of immunocompetency does not ameliorate the
disease and consequently prognosis is very pgdaakhede et al., 2018)PEL cell lines,

latently-infected with KSHV, are commonly used in the laboratory in the study of the virus.
1213 adzf GAOSYGNRO /lFadtSYFryQa RA&aSIaS o6al/ 50

MCD is a rare lymphoproliferative disorder with several different clinical forms. KSHV
present in nearly all HRgositive MCD patients and less common in MCD patients that are
HI\tnegative(Soulier et al., 1995) ike PEL, the MCD cells derive fromcalBorigin but are
polyclonal in naturgPolizzotto et al., 2012)The prognosis for the disease has improved
dramatically in patients with KSHAgsociated MCD since the introduction of highly active

antiretroviral therapy (HAART).

1.2.2 KSH/ genome

The KSHV genome is approximately 165kb in length with a 138kb coding region flanked by
801bp terminal repeat sequences which help circularisaf®usso et al., 1996The KSHV
genome encodes 85 ORFs of which 15 (ORFREK15) are unigue to KSH#Vias et al.,

2014) Moreover, like other herpasruses, KSHV has acquired a number of ORFs through
piracy of host cell genes including vMIPs, VIRFs, vCyclin, VFLIP, vGBGRJWE 12
(Sakakibara and Tosato, 2014)

The coding potential of the KSHV genome is greatly enhanced by the use of alternative
splicing and alternative translation initiation codons. Furthermore, the virus is proposed to
utilisea number of small and upstream open reading frames and encodes a number-of non
coding RNAs (ncRNAs) including 12 viratnpi@oRNAs (preniRNAs) which express 25
mature microRNAs (miRNAs) and long 4coding RNAs (IncRNASs) including circular RNAs

11



(circRM\s)(Arias et al., 2014; Abere et al., 2020¥ note, is the KSHV IncRNA PAN, which is

the most abundant viral transcript in cells undeitag lytic replication.

1.2.3 KSHYV life cycle

Like all herpesviruses, KSHV undergoes a complex;staptiife cycle consisting of latent

and lytic replication programmes which act-operatively to ensure a lifelong infection
(Figurel.4). Upon initial infection, KSHV binds to host cells and enters via the interaction of
viral glycoproteins gB, gL and gH to cellular surface receptors such as heparin sulphate,
ephrin A2 and integringkKumar and Chandran, 2016Jhe predominant method of entry

into target cells is by endocytosis, however KSHV also uses macropinocytosis and clathrin
mediated endocytosis to enter certain cell tydésoue et al., 2003; Akula et al., 2003; Raghu

et al.,, 2009) Once KSHV has entered the host cell, the nucleocapsid is traffickbd to

nuclear pore and the genomigjected into the host cell nucle®aghu et al., 2009)
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Figurel.4. KSHYV life cycl&KSHV undergoes a complex life cycle consisting of multiple steps. 1) The KSHV
virion makes contact with a target cell using its surface glycoproteins. 2) The virus particle enters using
cell typedependent methods of emny. 3) The contents of the KSHV tegument are released into the host
cell preparing it for infection. 4) The viral nucleocapsid is trafficked through the cytoplasm by the host cell
ESCRT machinery before docking to the nuclear pore. 5) The dsDNA isréicgghtthe nuclear pore into

the nucleoplasm. 6) The KSHV genome undergoes circularisation into an episome and becomes
chromatinised. 7) The KSHV protein LANA tethers the viral episome to host cell chromatin leading to
initiation of the latent KSHV replitan programme. 8) Under stress conditions or immunosuppression,
KSHV undergoes reactivation into the lytic phase. 9) Chromatin demodifying enzymes are brought to the
KSHV episome leading to KSHV gene expression. 10) KSHV gene expression leads tatiba adffihe

viral dsDNA genome by the rolling circle mechanism. Late KSHV gene expression leads to construction of
capsids at viral replication centres in the nucleus. Replicated genomes enter capsids through the portal
complex. 11) The nucleocapsids libbugh the nuclear membrane and reach the cytoplasm where they
acquire a tegument and envelope. 12) The mature KSHYV virions are engulfed by vesicles derived from the
golgi and migrate to the cell membrane. 13) The vesicles containing KSHV viriongtiube Wost cell.

14) The KSHYV virions are released outside the cell ready to disperse and infect new target cells.

1.2.3.1 Latency

After entry into the target cell nucleus, the KSHV genome is rapidly circularised and tethered
to the host chromatin by the latentiral protein latency associated nuclear antigen (LANA)
(Uppal et al., 2014)Gene expression is highly restricted in K$t#tted cells undergoing
flrG6Syde 6AlGK 2yfte || FSg 3ASySa SELINBaasSR Ay
aswell as 12 pranicroRNAgUppal et al., 2014)The open reading frames (ORFs) of latency
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associated genes are located in actively transcribed latency regions lacking both
nucleosomes and repressive histone modificati@deCotiis and Lukac, 201T) contrast,

the expression of lytic genes is tightly restricted by condercdedmatin and no infectious
virions are produced. LANA acts as the master regulator of KSHV latency maintaining the
chromatinisation, replication and segregation of KSHV episomes and thus is indispensable
for long termlatent survival ofKSHV innfected hosts (Uppal et al., 2014)importantly
however, stable maintenance of KSHV episomes is not observed among any Jatently
infected cell types, likely due to errors in replication and segregation during cell division
(Grundhoff and Ganem, 20Q4However, the infection of new cells through virion
production in the lytic phase sustains the population of latently infected cells that would
otherwise diminish. Thus, KSHV latent and lytic repboaprogrammes complement one

another to allow long term persistence of the virus in an infected individual.

1.2.3.2 Lytic replication

Cells infected with latent KSHV can be stimulated to undergo lytic replication in response to
external factors such as stress, poxia, viral coinfections, immunosuppression or
inflammation(Vieira et al., 2001; Gil et al., 2003; Uldrick et al., 2010; Davis et al., 2011; Tang
et al., 2012) In addition, latently infected cell culture systems can be induced into lytic
replication by the addition of chromatin demodifying chemicals such as sodiuymatbeit
12-O-tetradecanoylphorbofl3-acetate (TPA) and valproic adiiller et al., 1997) The
presence of these environmental or chemical factors leads to reconfiguration of the KSHV
episome into an etive chromatin state, the expression of all KSHV genes in a temporal

cascade and the mass production of infectious viridfigurel.5) (Wang et al., 2004)
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Figurel.5. KSHV lytic gene expressioiSHV gene expression is a highly ordered temporally regulated
process. In latency, latent proteins including LANA bind IE lytic gene promoters and prevent transcription.
Under stress or immunosuppression, the giundergoes reactivation into the lytic phase starting with

the expression of IE genes. RTA degrades LANA allowing the active transcription of IE genes encoding
proteins which in turn initiate the transcription of the early genes. The early proteins &rtkste
replication of the viral genome and commence the transcription of late genes which encode components

of the KSHV virion.

Of central importance to the temporal cascade of viral gene expression during lytic
reactivation is the lytic master regulat®TA, encoded by tHeRF5@ene. RTA is necessary

and sufficient for KSHV reactivation, as ectopic expression of this viral factor leads to
completion of lytic replication, through transactivation of a variety of cellular and viral
promoters(Lukac et al., 1999; Bu et al., 200Bhe Nterminal domain of RTA allows binding

to various RTAesponse elements (RREs) in the KSHV genome while the transactivation
domain induces lytic gene expressiorigure 1.6) (Lukac et al., 2001)n some cases
however, RTA interacts with the cellular transcription factor BB | £ G SNA Y 3 (K€
binding specificity and thus relocalising RBP (2 ww9a T2 (bangbdklaly al O
2002) Similarly, with the aid of several other cellular factors includinglQctJun, SP1,

{¢l1 ¢o FYR Ok9.thsz we¢! KFa 0SSy F2dzyR (G2 GN
target genes(Anejaand Yuan, 2017)Finally, RTA has also been found to mediate gene

expression through proteosomal degradation of transcriptional repressors, including LANA



and the Notch signalling protein Hdy using its E3 ubiquitin ligase domdkang et al.,
2008; Gould et al., 2009As the master regulators of KSHV latent and lytic replication
programmes, the interplay between LANA and RTA is strictly controlled with both acting

antagonisically to each other to ensure efficient persistence in the t{ban et al., 2004)

1. Direct transactivation 2. Cooperative binding 3. Repressor degradation

“ A\/
A—
Repressor
~ -4 —oa. 7 Gene Yo \'s,

Figure1.6. RTA mebanisms of controlling gene expressioRTA promotes gene expression through 3
main mechanisms. 1) RTA directly binds to a target gene promoter and activates transcription. 2) RTA
recruits transcription factors such as RBRo cooperatively activate genexpression. 3) RTA degrades
transcriptional repressors such as LANA or HEY1 throsgtofits E3ubiquitin ligase domaito target
proteins forproteosomal digestion.

1.3 The life cycle of an mMRNA

The life cycle of an mRNA is a multistep process startitigtiinscription and ending with
degradation. Importantly, mRNA serves as a critical intermediary between DNA and protein,
enabling dynamic control of gene expression. The life cycle of an mRNA starts in the nucleus
with the transcription and processing af premRNA to produce a mature mRNA. The
mature mMRNA is then exported from the nucleus where it is translated into protein by the

ribosome. Finally, the mRNA is degraded and its ribonucleotide components recycled.

1.3.1 The nuclear RNA cycle

1.3.1.1 Transcription

mRNAtranscription, using DNA as a template, is carried out by RNA polymerase Il (RNAPII)
in the nucleuof eukaryotes. This is a threstep process involving initiation, elongation and
termination. During initiation, RNAPII associated with general transcnififiotors binds to

the promoter of a gene to form a p#aitiation complex Figurel.7). The DNA duplex is
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melted to separate the two strands and ribonucleotides are added to start the formation of

a nascent RNA strand. Next, RNAd$sociates from the general transcription factors
situated at the promoter and starts elongation. The polymerase progresses along the entire
body of the gene with the DNA strands unzipping in front and reannealing behind. The RNA
strand continuesto elongate until RNAPII recogniséise poly(A)signal sequenceand
transcription terminates. Then, the nascent mRNA is released and RNAPII dissociates from

the DNA to be recycleflenstra et al., 2016)

740V
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Figurel.7. Eukaryotic gene transcription by RNA polymeraseThe transcription of eukaryotic genes

into MRNA by RNAPII takes place in three distincspsia(1) Initiation, (2) elongation and (3) termination.

1) Transcription initiation takes place at gene promoters, such as the highly conserved TATA box, slightly
upstream of their transcription start site. Other sequence elements, including enhanceinsmietor

regions, bind transcriptional activators or repressors to alter the rate of transcription for a gene. In
promoters that contain a TATA b¢x40% of genesh preinitiation complex assembles starting with the

binding of the TATA box binding pratesubunit of TFIID. Next, TFIIA and TFIIB stabilise the DNA
transcription factor assembly and recruit RNAPII and TFIIF which bridges TDP and the polymerase. TFIIE
binding in turn recruits TFIIH which melts the promoter DNA allowing formatiam BNADNAhybrid.
CAyLFLfftes ¢CLLI Qa 1 AY!l aSmirkaldal deyhainiai RNARI I2aé dvdity2ShhBsdrihed S
residue within a repeated heptapeptide sequence allowing promoter escape and transcription elongation.

2) During elongation, an RNMNA hybrids formed one base at a time with the trailing DNA and RNA
exiting from separate tunnels of RNAPII. Unlike initiation, TFEb differentially phosphorylates the C
terminal tail of RNAPII at every 2nd Serine residue to promote elongation. In addition, TiekSeadhe

rate of transcription by reducing pause times at certain DNA sequences and helping resolve
misincorporated ribonucleotide bases. 3) As RNAPII reaches the end of a gene, CPSF and CstF recognise
the poly(A)signal sequence and the latter transctipn factor cleaves the mRNA molecule by ATP
hydrolysis to achieve transcription termination.

17



1.3.1.2 Processing and maturation

The premRNA precursor that is generated through transcription undergoes maturation into
a mature mRNA through the removalf introns and the addition of two external
modifications on each end of the molecule. Importantly, the processing and maturation of
a premRNA is a ctranscriptional process that impacts on the later life on an mRNA

molecule.

PremRNA splicing is carried out by thpliceosome, a huge dynamic complex of proteins
and small nuclear RNAs (snRNAgurel.8). The spliceosome recognises specific sequences
around intronexon junctions and catalyses a series of reactions that lead to ligatictwpn$e

and release of an intron larigShi, 2017)The scars of splicing at exeron jungions are
marked by the exon junction complex (EJC) which is of critical importance later in the mRNA

life cycle.
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Figure1.8. Splicing of premRNA.The process of intron removal from pmeRNA to produce mater

MRNA is known as splicing. The process is carried out by a large ribonucleoprotein complex known as the
aLX A0S2a2YS GKAOK Aa O2YLINARASR 2F p aywb'!a FyR IL
AA0GS O2yGlrAyAy3a | DK as(i8S¢9DHFal hy ¥ BSANI ¥ QF BSY ¥PS 1
containing & AG dinucleotide are required for splicing. The initiation of splicing involves the binding of
GKS aywbt !'m (G2 G4KS pQ R2y2NJ aAGS | yURAFiekrdits BBRR (i S A y
to the branch site which is then displaced by U2 leaving a bulge at this adenine residue. Furthermore,
U2AF and U1 dissociate from the intron to be replaced by U4, U5 and U6. The interaction between U6 at

the donor site and U2 at the bnah site drives a twastep reaction: First, a lariat is formed by ligation of

the donor and branch sites and second the acceptor site is cleaved at the AG sequence and the exons are
ligated together while the intron lariat is discarded. Finally, the ndadgned exonexon boundaries are

marked by the exon junction complex for downstream processes while the spliceosome dissociates and
becomes recycled for further splicing events.

Very early in the process of transcription, when the nascent RNA chain isxapptely

30bp, a Zmethylguanosine (MO0  OF LJ A& FFRRSR (2 GKS pQ Sy
(Coppin et al., 2018 CdzNJi KSNXY 2 NBE = 2y OBRNA K fleasdd dsingR 2 7
transcription termination, a polyadenosine (poly(A)) tail is add€dppin et al., 2018)
Together, these two RNA modifications prevent the degradation of the newly matured

MRNA by exoribonucleases.
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1.3.1.3 Nuclear export

Only a mature mRNA can undergo export to the cytoplasm as key proteins involved in this
process are recruited during the prior processing steps. The transcription and export
O2YLX SE 6¢w9- 032 | 188 FIFOG2NI Ay ( KAgithe LINE OS
MRNA during transcriptio(Stral3er et al., 2002; Katahira, 2018) turn, TREX components

recruit the NXFINXT1 heterodimer to these sites and drive a molecular handover event
whereby NXF1 undergoes dommational changes that permit RNA bindif@armody and

Wente, 2009; Viphakone et al., 2012he NXFNXT1 heterodimer then exports the mRNA

to the cytoplasm through the hydrophobic core of the nuclear péiigirel.9).

CYTOSOL

NUCLEUS

Nuclear pore
complex

NXF1-NXT1

. [\..(

ALY/REF
UAP56

THO =R

S

Figurel.9. Nuclear export of mMRNAThe nuclear export of mRNA is essential in shuttling an mRNA from
its site of synthesis in the nucleus to where it can be translated ircyii@plasm. During transcription
elongation, the phosphorylation of serine residues in th@ninal domain of RNAPII recruits numerous
factors involved in downstream processing and export steps. One of these factors is THO, the first
component of the TREcomplex to assemble on the mRNRAichrecruits subsequent members of TREX
including UAP56 and ALY/REF. Next, ALY/REF recruits the heterodimeric export receptdXNX&ad
triggers the ATPase activity of UAP56. The result is a molecular handoverveverd NXFINXT1
displaces UAP56 to bind the mRNA through ALY/REF. TheANXXEelocates the mRNA to the nuclear
pore, a large complex of over 30 nucleoporins with a central channel formed by FG repeat sequences.
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Finally, NXFNXT1 facilitates the pasga of the mRNA through the hydrophobic core of the nuclear pore
by interacting with the F@ontaining nucleoporins. The exported mMRNA may then undergo translation in
the cytoplasm.

1.3.2 The cytoplasmic RNA cycle

1.3.2.1 Localisation to RNA granules

Once exported to theytoplasm, many transcripts localise to RNA granules which permit
greater spatiotemporal control of gene expression. Through phase separation, these
membraneless compartments become biophysically distinct from the surrounding cytosol.
RNA granules enrica number of RNAinding proteins which affect the localisation,
translation, stability and decay of the mRNA species they corfMartin and Ephrussi,
2009) For examples, RNA transport granules enable the shuttling of transcripts to certain
cellular destinations allowmnlocalised translation. As a result, the localisation of a transcript

to a particular RNA granule is a key step in the determination of its fate.

Two types of RNA granule, which arise under cellular stress, are procbesieg (P
bodies) and stress grates. The former generally contains stalled translation initiation
machinery while the latter enriches mRNA decay fact@scker and Parker, 2012)
Importantly, these granules trade mMRNAs allowing their degradation or translation once

cellular stresss resolved.

1.3.2.2 Translation

Translation is the process of protein synthesis through the decoding of an mRNA by the
ribosome. The ribosome is a large complex consisting of ribosomal RNA (rRNA) and multiple
ribosome-associated proteins. Like transcription, idation of an mRNA takes place in

three phases: Initiation, elongation and terminatidfigurel.10).

During translation initiation, eukaryotic initiation factors (elFs) play key roles in the
recruitment and assembly of a fullyrfoed 80s ribosome to the start codon of an mMRNA
(Moore and von Lindern, 2018Figure 1.11). In elongation, the ribosome advances
processively along the mRNA, codon by codon, with a growing polypeptide chain forming in
its wake. Charged aminoacyl tRNAs aealgally delivered by eukaryotic elongation factors

(eEFs) to add amino acids to the synthesising prdi@ever and Green, 2012; Schuller and
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Green, 2018)Finally, when a stop codon is recognised, translation termination is achieved

by eukaryotic release factors (eRFs) which release the newly synthesiypéptide

@ Initiation

@ Elongation

@ Termination

Aju

Figure1.10. Eukaryotic translation.Like transcription, mRNA translation can be separated into 3 steps
including initiation, elongation and termination. 1) During initiation, an 80s ribosomal initiation complex

is assembledt the start codon of an mMRNA. The methionine initiator tRNA occupies the peptidyl (P) site

of the ribosome and its anticodon is base paired to the AUG start codon. 2) At the start of elongation, a
second tRNA species with an anticodon complementary te#oend codon is loaded into the aminoacyl

(A) site by EEF1A. Through GTP hydrolysis, a peptide bond is formed between the initiator methionine and
the second aminoacyRNA at the A site [106]. The ribosome then shifts by one position on the mRNA so
that the empty initiator tRNA enters the E site and leaves the ribosome, while the remaining dipeptidyl
tRNA enters the P site. The process repeats so that a polypeptide chain is formed, one amino acid at a
time, by the constant shifting of the ribosome alorfigetmRNA. 3) Finally, when a stop codon enters the

P site of the ribosome, translation termination is carried out by eukaryotic release factors [106].
Cooperatively, eRF1 and eRF3 catalyse the hydrolysis of the bond associating the nascent peptide and the
tRNA. In addition, the 80s ribosome is disassembled by ABCEL1 into 40S and 60S subunits to begin a new
round of translation.
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Figurel.11. Ribosome assembly at start codonsitiation of translation is carriedut by the assembly

of initiator tRNA and the 40s and 60s ribosomal subunits into an 80s ribosome by eukaryotic initiation
factors. First, elF1A, elF1 and elF3 associate with the small 40s ribosomal unit and are later joined by elF2

in complex with GTP anan initiator methionine transfer RNA (tRNA) to form the 43S-ipitation

O2YLX SE omMnp8d aStysKAt ST RyOKKSI YRbSECSDChA bayi
poly(A) tail through poly(A) binding protein. Thus, the interaction of thege proteins from the elF4

complex with external RNA modifications leads to circularisation of the n{RdIAsimplicity, not shown

in this diagram) Importantly, elF4E is the rate limiting factor in canonical-dependent translation

initiation therefore the translation rate is proportional to elF4E concentration. Through interactions
656658y SLCnD FyR SLCoz GKS no{ LINBAYAGAFGAZY O2
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begins to scan for the initiation codon AUG. Once found, the anticodtimeahethionine initiator tRNA

base pairs with the AUG codon whereupon elF5 triggers the hydrolysis eG@WF2releasing elfkzDP

and enabling binding of the large 60S subunit. The fully formed 80S ribosome then proceeds with
elongation

1.3.2.3 Stability and dcay

Thefunctional levelsof an mRNAare the result of an equilibrium between synthesis and
rate of degradation. Therefore, while transcription is of critical importance, alterations in
the decay of a transcript allow rapid changes in gene expressiotharitkalthy functioning

of the cell.

¢ KNRdzZAK2dzi GKS Ywb! tAFS 0eo0tSs G4KS pQ OF L
the inhibition of transcript degradation by exonucleag€arneau et al., 2007; Ashworth et

al., 2019) In eukaryotes, the predominant method for degradation of mMRNAs regtie

removal of these external RNA modificatiosglrel.12). However, the cleavage of an

MRNA internally byendonucleases precludes the need for decapping or deadenylation
allowing the exonucleases XRN1 and the exosome to degrade the transcript at its nascently

exposed termini.

In addition tovarious RNAdecay mechanisms which recycle functiondRN#s, nonsense
mediated decay(NMD) is a mecharsm throughwhich transcriptscontaining premature
translation termination codns aredegraded to prevent the synthesistofincatedproteins
with potential toxicityto the cell.The process relies on varioW?Fproteins which bind to
eukaryotic release factors surrounding premature translation termination codons and

recruitgeneral nRNAdegradation factors
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Figure1l.12. mRNA decayl) The tvo most common methods for degradation of an mRNA involve the
removal of external RNA modifications, exposing the transcript to exonucleolytic digestion. In both cases,

the mRNA is first deadenylated in a ttep process by the PANPANS complex, followeby the PARN

complex or members of the CGROT deadenylation machinery. Once the poly(A) tail is removed, the

GNF yaONRLIG OFy 06S SAGKSNI RSaINIRSR o6& o000 pQ (2 o
MRNA must first be decapped by DCP1 aneXéhd then degraded by the exoribonuclease XRNL1. In the
fFaGSN) YSGK2RE GKS GNI yaONRLIi Aa RS3INIRSR o0& GKS
2) In the case of mMRNA cleavage by an endonuclease, the unprotected ends can be direatlgcdegra

the exonucleases Xrnl and the exosome.

The stability of mRNAs can be regulated by several additional genetic elements, often
aAGdza GSR 6A0GKAY (GKS 0Q !'¢t¢w> gKAOK RiQUeESNI)AY
1.13). AUNXA OK St SYSyiGa o!wo9ao NB 2Fi4Sy F2dzyR
expression must be tightly regulated such as transcription factors and jratogenes
(Garneau et al.,, 2007; Ma and Mayr, 201Byrthermore, several small RNAs including
MiRNAs, small interfering RNASRNASs) and Pinteracting RNAs (piRNAsmE loaded into

RNAinduced silencing complexes (RISCs) in complex with Argonaute proteins permitting
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wL{/ R201Ay3a i O02YL}I SYS yGhHdya and BaindzS g00B &4 & .
Coppinet al.,, 2018; Ashworth et al., 2019ARE binding proteins and RISCs recruit
deadenylasesieh as PAN2/PAN3 and CENRAT tacleave the transcript internally allowing

the unprotected RNA termirno be swiftly degraded by XRN1 or the exosome. Importantly,

many ARBbinding proteins and components of the small RiNduced silencing pathways

are enriched in Bodies highlighting these molecular compartments as regulatory centres

for RNA decayGarneau et al., 2007)

ARE-binding AgoT Ago2 Piwi, Aub oer/;‘ng
pi

protein

Stop AU-rich miRNA SiRNA piRNA
codon element binding site binding site binding site
ToCDS 3'UTR To poly(A)

tail

Figurel.13./ 2 YY2y RSadl oAt A&aAy3a ISy S iihe fresbnbcedivsédugral genetio/) o Q
St SySyia 6AGKAY Yy Ywb! Qa o @ ofdécay oltarget theTRBAOfGr (1 K S
degradation. Atfich elements (ARES) are adenine and undalil sequences often found in mRNAs with

rapid turnover. ARE binding proteins may bind these motifs and aid or inhibit the stability of the ARE
mMRNA. Furthermoreseveral small RNAs including miRNAs, siRNAs and piRNAs form RISCs with Ago
LINPGSAyad |yR o6F&S LIANI gAGK O2YLX SYSyidl NBE &SI dzf
destabilisation or translational repression of their target mRNAs whereas siRNA RISGs lhene
endonuclease activity of Ago2 to cleave transcripts internally allowing exonuclease digestion. Finally,
piRNAs primarily bind to transposon mRNAs where they are thought to cleave the traiscigWhile

GKS Yz2ad 02YY2y o0Q re éhownIaldftiGnal keQula®ry SlemBnfsii RNA lbinding
proteins and RNA interference pathways have been progdseinfluence the stability and decay of
MRNASs.

1.4 Epitranscriptomics

In parallel with the modifications of DNA which comprise the epigenome angaisé
translational modifications of protein which are sometimes referred to as the epiproteome,
RNA has its own additional regulatory layer known as the epitranscriptéigerél.14).

The existence of these RNA modifications basn recognised for nearly 60 yedBBAVIS
and ALLEN, 1957; Cohn, 196®)owever,recent technological advances are only now
beginning todecipherthe functional importance of theseegulatory marksn widespread

physiological processefDesrosiers et al.,, 1974; aviners et al., 2019)As a result,
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epitranscriptomics is currently a rapidly evolving field with a vast sum of knowledge
gathered in recent years. Over 170 different modifications are now known to affect RNA
fate and function, with the majority of thesexisting on noncoding RNA such as tRNAs,
rRNAs and snRN@dachnicka et al., 2013However, a number of these RNA modifications
also exist on mRNA, exhibiting significant regulatory control over various stages of their

biology.

DNA | SN | —— Epigenome

RNA NS N | —m m Epitranscriptome

@

Protein Epiproteome

@

Figurel.14. Additional regulatory layrs of gene expressiohe flow of genetic information according

to the central dogma of molecular biology is also regulated by additional layers which regulate gene
expression. At the DNA level, transcriptional activation is modified by histone maidifissand DNA
methylation which comprise the epigenome. Somewhat understudied is the epitranscriptome, made up
of RNA modifications which regulate the fate and function of RNA. Finallytrpastatioral modifications

of protein, which make up the epiprebme regulate enzymatic activity.

1.4.1 Diversity ofinternal mRNA modifications

QEGSNYIt Y2RATAOIGA2Y®D DOFLIVEH NIzOAINRRB | ¥ R (1
significant roles in mMRNA regulation. These modifications are extensively studied,
performingimportant functions including RNA stability, splicing, nuclear export, translation

and recyclingHowever, recent evidence suggests internal modifications of mRNA also
regulate all stages of mRNA life cycle and play key roles inraidgng physiological

processes and disease pathways. Importantly, some RNA modifications are described as
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dynamic in nature with various RNA modifying enzymes identified which install, remove and
decode these epitranscriptomic marks. Writers, erasers, and readers, as thénasa,

help carry out rapid alterations in RNA biology in response to various cellular states such as
stress and infectior(EstevePuig et al., 2020)Considerable diversity exists among the
different internal mMRNA modifications with common changes occurring on three dbtine

RNA bases and the ribose sudag(rel.15).

TN OH == o
HO 1 o Q HO Q o o o G
., LOH HyC ., OH .y OH OH i€’ ,_OH CH

HO HO HO OH O OH

NE-methyladenosine (mfA)  Nf-methyladenosine (mfA,,) N'-methyladencsine (m'A)  S-methylcytidine (m°C) 2-Oxymethylation ()  Pseudouridine (¥

Figure1.15. Diversity of internal RNA modification®Numerous chemical modifications of mMRNA exist
which affect fate and function. Modifications are distributed along the mRIN&rethey are thoughto
be most concentratedh viva Chenical structures of modified residues are shown with changes in bold.

1.4.1.1 Modified adenosines

mPA is the most commoand best studied internal modification of mMRNA. This regulatory

mark is an ancient modification, conserved between vertebrates, plants, yeasteria,

archaea and importantlyiruses(Canaani et al., 1979; Kowalak et al., 1994; Deng et al.,
2015; Tirumuru et al., 2016; Kennedy et al., 2016; Lichinchi, Gao, et al., 2826)s
characterised byhe addition of a methyl group to the®osition of an adenosine residue

with approximately 0.90.4% of adenosine residues methylated at this position in mammals

(Wei et al., 1975)mPA is dynamically regulated and decoded by several groups of enzymes
GSNXYSRO GRKEOKXYSNEQ 6KAOK gAff 06S RA&AOdMzaa SR

Like mA, asimilar modification known alsfy HO@imethyladenosiner®An) is methylated

atthe NLI2 AAGA2Y odzi | f&az2 YSikKetlFIdSR G GKS HC
methoxy group. ?An, uniquely occurs on the first transcribed base of a messenger mRNA,
aRel OSy i '2ap dtikicurélader,Yuo, Blanjoie, Jiao, A. V Grozhik, et al., 2017)

A recent study has suggted the methyltransferase PCIF1 add$Amin a miG cap
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dependent mechanism and that depletion of this enzyme affects the stability of a pool of
mRNAgBoulias et al., 2019 his reinforces previous evidesthat m°A, often resides on
highly stable mRNAs with enhanced translation efficiency, where it prevents-DCP2
mediated decappingMauer, Luo, Blanjoie, Jiao, A. V Grozhik, et al., 20hiis, it appears

this modification is important for the stability of a subset of mMRNAs regulated by DCP2.

Ni-methyladenosine (hA) differs from rAA in that its methyl group blocks Wats@rick

base pairing and creates a positive charge under physiological conditions. The modification
isenrichedinGBIA OK aS1jdzSy0S&a FyR G GKS p®OI5tw 6K
0.054% of adenosines in mammalian cells lines and as high as 0.16% in(D&suesssini

et al., 2016; Li et al., 2016Yarious nA writers and erasers have been proposed, though
these have predominantly been studied in the text of tRNA(Glick and Leboy, 1977; Liu

et al., 2016; Woo and Chambers, 20183 a result, the extent to which they targetAn
containingmRNAs remains unclear. Currently, little evidence has been gathered as to the
effect of mMA on nucleusncoded transcripts; however, one study has suggested tHat m
affects the stability of CSFmMRNAWoo0 and Chambers, 2013hterestingly, mA appears

to be enriched in mitochadrial transcripts where it inhibits translation due to the disruption

of WatsonCrick based pairingZhangand Jia, 2018)

1.4.1.2 Modified cytidines

The most common modification of cytidine ribonucleotides is methylation at fl@&tion

to produce 5methycytidine (mMC)(Desrosiers et al., 1974)°C mapping shows that the
Y2ZRAFAOFGA2Y A& SYNAROKSR AY pQ YR 0Q ! ¢w
however, estimates on the coent of m°C are variable anfuirther study is requiredSquires

et al.,, 2012; Edelheit et al.,, 2013; Legrand et al., 2017; Yang et al.,. Z04&)
methyltransferases which install®@on mRNAave not yet been confirmebut proteins of

the NSUN family have been suggested to deposit the modification on nq¥HAG et al.,
2017) It has also been suggested that the primary function 8€ns to influence RNA
protein interactions. This is supported by recent evidence that the nuclear export factor
ALY/REF preferentially binds to mRNAs containiP@ (Mang et al., 2017 Furthermore,
depletion of this RNAinding protein leads to accumulation of*@containing mMRNAS in

the nucleus.

29



Recent evidence also suggests th&Omay, in some contexts, act as an intermediatie
formation of several oxidised derivatives includiBénydroxymethylcytidine (h&C), 5
carboxylcytidineFcaC) and Bormylcytidine 6fC). InDrosophila melanogastenRNA over
3000 hmC sitesvere identified with roles in neuronal development, protimg translation
(Delatte et al., 2016)Further research is needed to establish whetmetC and its

derivatives affect mRNfnction in mammalian cells.
1.4.1.3 Uridine isomerisation

PseudouridineX 0 X gl & GKS FANERG wb! Y2RAFAOIGAZY
rotation of a uridine base through breakage and reformation of the glycosidic @s¢entima

and Ferré5 Q! Y 2008 As a result, an extra hydrogen bond is available at the non
Watson/ NA O1 SR3IS 2F A [ft26Ay3 | RRAGAZ2Y L oI 2
may stabilise RNA secondary struct(Pavis, 1995)Given the isomesation to a more inert
alrGSz A Aa (K2dAKG G2 01 (GKS ReylYAOA(ER
(Zhao and He, 2015Pseudouridinylation in humans is guided by Riépendent and
independent mechanisms through the action of dyskerin or pseudouridine synthase (PUS)
enzymes respectiveliti et al., 2015p ¢ KS Yl 22NAG& 2F A SEA&GA
the development of NGBased mapping technologies has demonstrated that the
Y2ZRAFAOFGA2Yy 200dzZNE AY YI yeé YenmhidgirangcApisK S a i
(Schwartz, Bernstein, et al., 2014; Carlile et al., 2014; Li et al.,®015)y § SNBa G Ay 3 €
been suggested to contribute to protein diversity through the conversion of certair non
sense codns to sense, thus preventing translation termination and promoting +ead

through (Karijolich and Yu, 2011)
1.4.1.4 Ribose modification

Supplementary to modifications of RNA bases, the ribose sugar can itself undedgo
methylation (Nm). In mRNA, Nm often occurs atthe w2 A A A 2y a4 R2 gy a i NB
m’G cap preventing decapping by the protein DXO. However, the development of Nm
mapping has led to the elucidation of thousands of internal Nm gides et al., 2017)
Interestingly, a consensus sequenbas beenidentified and Nm found to be heavily

enriched in codons for glutamine, glutamate and lysine. Nm is deposited by the small
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nuckeolar RNAguided fibrillarin protein, and has been shownhboth increase the stability

and inhibit the translation of the mRN2xdn(Elliott et al., 2019)

1.5 m°A

The most common of all internal mMRNA modification§Anis distributed throughout the
transcriptome and aids in the #Atuning of all stages of mMRNA process{Mgang et al.,
2014; Xiao Wang et al.025; Meyer et al., 2015riginally, rfA was estimated to occupy
MRNA with approximately three modifications per transcr{pesrosiers et al., 1974)
However, although early studies were able to quantifAnm RNA lysates, they could not
determine the precise location of individuaPAsites within specific transcripts. Thuseth
true variability of nSA content across cellular mRNAs remained unclear until the
breakthrough of methylated RNA immunoprecipitatisequencing (MeRBeq or nfA-seq)

in 2012 Figurel.16) (Dominissini et al., 2012The development of this novel method for
mapping the topology of the PA methylome removed the major limitations preventiting
study of the nSA and refocused attention on the field of epitranscriptomics. In the years
since, MeRIBeq and newer, more advancedArsequencing methods have been utilised
to uncover vital information into the distribution of % (Dominissini et al., 2012; Linder et
al., 2015) Tantalizingly, merging nfA-sequencing methods, such a$Aseq?2, are able to
provide additional information as tde exact A/A ratio at individual site¢Dierks et al.,
2021) It is now clear that fA isunevenly distributed, with some transcriptsarticularly
those of housekeeping genesontaining no rBA content, while others have multiple
methylation sites. Furthermore, the modification is enriched in long exons greater than 140
0L o0Q ! ¢ whto stop dodohgNByér Bt¥ll, 2012)Finally, crosspecies studies
have shown that #A sites are highly conserved between tissues and spéktiaset al.,
2020) This crucial information into the unequal deposition dfAmat conserved locations

within mRNAs suggests fundamental regulatory control over mRNA biology.
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Figure1.16. m®A-sequencingm®A-seq was the first technology to allow accurate mapping of internal
mPA sites. mRNAs are fragmented in 1Z@nt molecules. /A containing fragments are
immunoprecipitated with an #A-antibody. An input samples is al€ollected.Fragments are reverse
transcribed into cDNA and cloned into libraries for sequencing. Regions enrich€4 tompared to the
input sample are identified using a peak calling technology sush23S2 oméA viewer
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1.5.1 The nPA machinery: writersgrasers and readers

m°®A is a dynamic and reversible modification which permafsd alterations in mRNA fate
and control over widespread physiological proces$eg. dynamic nature of P is achieved

by the antagonistic action of proteins that depositdaremove the modificatiokknown as
writers and erasersrespectively (Figure 1.17). Although most groups agree that o
transcriptional addition of ®A predominates, some studies have shown th&A writers

and erasers are detectabin the cytoplasm of certain cell typése et al., 2017; Louloupi et
al., 2018) In addition,m®A is found in the RNA of viruses whose entire life cycle is
cytoplasmic; thus, the posgtanscriptional addition ofm®Ato mRNA may occur in certain

cellular contextor disease stateflichinchi, Zhao, et al., 2016)

m®A base pairs with uracil (U) in a weaker interaction than canonical A:U base pairing and
often destabilises RNA secondary structures such as stem Iblopgever recent studies

have also shown that #A may stabilise@ne RNA structures under certain conteg®oost

et al., 2015; B. Liu et akP18) In most cases however, to exert its regulatory effects over
RNA, this epitranscriptomic cipher must be decoded by RNA binding proteins knoA as m
readers. These PA readers recognise the methyl group and direct the associated RNA

towards distinctbiological fates.

m°A writer complex

5 m°®A readers

S;Mﬂ; 431 m°A erasers a

Figure1.17. Cotranscriptional addition of nfA. In most cases PA is though to be added in a co
transcriptional manner upon the nascently transcribing mRNAA s added at its consensufRBCH
sequence by METTL3 of the methyltransferase complex using its cofactor SAM which donates the methyl
group and becomes hydrolysed tea8enosylhomocysteine. $A can be demethylated to adenosine by

mPA erasers. Finally, the functions ofAnare decodediy nPA readers in both the nucleus and the
cytoplasm.
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1.5.1.1 mBA writers

The addition of PA is performed by a large methyltransferase complex consisting of
multiple subunits Figure1.18). Within this ! Wg NA G SN O2 YhdelRE3r Y S
(METTLS3) is the key methyltransferase required for the transfer of a methyl group from its
cofactor Sadenosylmethionine (SAM) to an adenosine ribonucleo{ekar et al., 1997;

Liu et al., 2014; Patil et al., 2016)he METTL3 cofactomethyltransferasdike 14
(METTL14), is an adapter protein which positions the RNA substrate in an optimal position
for methylation. Despite initial views that METTL14 also possessed methyltransferase
activity, it is now clear that the protein is catalglly inactive and merely plays a structural
roedo| £t SRT FYR WAYS1S HamcT t ® 2 Coyfee I8 of f &
either METTL3 or METTL14 activity results in a greater than 99% o84 sites in mMRNA,
highlighting the importance of these proteins for methylati@eula et al., 2015 ogether,

the METTL3ETTL14 heteroduplex desits m®A at its consensus DR{A)CH (D=A, G or U;

R=A or G; H=A, C or U) sequefi@eminissini et al., 2012mportantly however, only certain
DRACH sequences can b&mimodified and the stoichiometry of % ata single position is

highly variablgDominissini et al., 2012Although the selectivity of PA distribution § not

yet understood, it is hypothesised that additional cofactors and specific sequence or

structural contexts help guide mRNA methylation.
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ZC3H13
RBM15/B

VIRMA

HAKAI

METTL3 METTL14

Figurel.18. The nfA writer complex.The nfA writer complex is a lge multisubunit protein complex.
METTL3 is the methyltransferase whereas METTL14 contains a catalytically dead methyltransferase
domain. WTAP serves as a scaffold for the binding of additional proteins to the complex which are
thought to regulate the actity and selectivity of the complex.

In addition to METTL3 and METTL14, ti& methyltransferase complex has a number of
subunits which play important roles in structure and localisation of the protein complex.
Wilms Tumour 1 associated protein (WTABRglps to locate the entire RA
methyltransferase complex to nuclear speckles and is essential for methylation in yeast and
humans(Agarwala et al., 2012; Liu et al., 2014; Ping et al., 2014; X. Wang et al., 2016)
KIAA14290or VIRMARCts as a scaffold to maintain the structure of theAmvriter complex

anR 3JdzARS&a (GKS o0Q !¢w t20FtA&lGA2Y OKI NI Of
hypothesis, depletion of KIAA1429 leads to loss of the preferential enrichmerfiofnk y o0 Q
UTRgSchwartz, Mumbach, et al., 2014; Yue et al., 2018)

The newest recognised members of théAnwriter complex are ZC3H&ABd HAKAI which

both interact with the multiprotein assembly through WTAP. ZC3H13 is important for
nuclear localisation of the #A methyltransferaseomplex and deletion of this protein leads

to an 80%lossof cellular nfA content in mammald wA OA 61 SiG | f &S wamT
Yue et al., 2018; Knuckles et al., 2018; Guo et al., 2&IB)larly loss of HAKAI leads to a
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reduction in MfA sites though a more precise functional role is not yet known. Finally,
adjoining the entire nA writer complex through ZC3H13, the proteins RBM15 and RBM15B
are proposed to mediate the selective distribution of the complex to only a proportion of
total DRACH sites for methylatianl 2 NA dzOKA S& Ff ®X HamMoT tAYy
2017) Importantly however, theRBM15 protein®nly account for a fractio of nfA sites

and the wider localisation of the modification to certain DRACH motifs, while not others,
remains unclear. The deletion of asybunits of the A writer complex cause a substantial
reduction in methylation of cellular mRNA, highlighting timportance of each component

for efficient regulation of A dynamics. Importantly, depletion of a number of additional
proteins, including METTL16 and HNRNMRHSs also been found to reduce global %A
content, indicating that additional factors may conttbe activity and localisation of the

m®A writer complexYue et al., 2018; Nance et al., 2020)
1.5.1.2 m°®A erasers

Thus far, two rPA erasers have been identified which demethylattAmFat mass obesity
protein (FTO) andadenosineketoglutaratedependent dioxygenase alkB homolog 5
(ALBBH5) However there is some debate as to whether FTO targeta or nfA, (Jia et al.,
2011) In vitro studies suggest that FTO has a much higher affinity towards the latter
modification (Mauer, Luo, Blanjoie, Jiao, A. V. Grozhik, et al., 2(fthermore, the
depletion of FTO leads to a substantial increase®, among snRNAs, suggesting this RNA
aLISOASA A& C¢ iMader et NBRF HHOING R, subtle MEeddesmPAhave
been observed in some Fid@pleted cell typegLi et al., 2017)Thus, sitespecific evidence

of mbA demethylation in mRNA is required smbstantiate FTO as an®eraser. Despite
this, it is widely agreed that ALKBH5 feug nPA eraser with no activity towards . m°A
demethylation appears to be subtle however and ALKBH5 knockout mice display only
impaired fertility (Zheng et al., 2013Nevertheless, it is likely that tha®A eraseracts on
merely a fraction of #A sites and the current méanism of selectivity is unknow@heng

et al., 2013)Although these studies suggest that significant widespread demethylation of
mCAresidues does not take place in the majority of cell typles,contribution of bothFTO

and ALKBHf® the regulation of iA/m levelsadds an additiondayer of fine tuning to the
regulation of mMRNA biologyia et al., 2011; Zheng et al., 2013; Mauer, Luo, Blanjoie, Jiao,
A.V Grozhiket al., 2017; Darnell et al., 2018)
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1.5.1.3 mPAreaders

The best characterised % readers contain a YT5BLhomology (YTH) domain for direct

and specific binding of $A (Figurel.19). Proteins within this group include YTHDF1 (DF1),
YTHDF2 (DF2), YTHDF3 (DF3), YTHDC1 (DC1) and Tiktig2 (DC@hang et al., 2010;

Xu et al., 2014)DF1, DF2 and DF3 are all cytoplasmic proteins, whereas DC1 is nuclear and
DC2 is able to reside in both the nucleus and the cytoplasm. DC1 appears to be the
predominant nuclear RA reader affecting splicing and nuclexport whereas DFDF3
regulate translation and mRNA stability in the cytoplg&tmang et al., 2010; Du et al., 2016;
Xiao et al., 2016; Roundtree et al., 20102 has an unusual YTH domain thadoweakly

to methylated RNAs compared to the other YTH protés et al., 2014; Wojtas et al.,
2017) In addition, crosdéinking immunoprecipitation (CLIP) studies show that DC2 binding
sites correlée poorly with nfA sitegPatil et al., 2016)Although some studies demonstrate
subtle effects for DGRS LI S A2y 2y KAIKfe&e YSiKeftlFdiSR Yw
role in mPA dynamics is minimgWoijtas et al., 2017)The YTH domain is an RbiAding

motif comprising three tryptophan residues which make highly specific hydrophobic
interactions with nSA (Theler et al., 2014)his aromatic cage encases the methyl group and

permits the delivery of modified RNAs towards distiratet and functions.

Class | Class Il Class Il
Direct binding meA switch Cooperative domains

Figurel.19. Classes of 8A reader proteins.Three classes of $A reader are categorised by how they
bind nfA. Class | bind directly to the methyl graigpougha YTH dmainusing hydropholz interactions.
Class Il bind their target sequence adjacent to &A site as a result of $A-induced RNA unfolding. Class
I bind nfA directly using a common RMN¥nding domain as well as flanking peptide sequences.

In addition to the YTH domatopntaning proteins, a number of other proteins have been
suggested to bind A\ Transcriptomavide studies of RNA structure confirm the propensity
of mPA to exist in unstructured regions. Some RibiAding proteins can exploit the

increased accessibility to theiarget RNA motifs when flanked byPAnsites; operating on
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Yy 9WYagAGOKQ YSOKIyAaYd ¢KSaS AYRANBOG NBI

nuclear ribonucleoprotein (HNRNPs) family: HNRNPC, HNRNPG and HNRNRBA2RIL,
2015; Alarcon et al., 2015; N. Liu et al., 20 }hird class of A reader has also been
described which harnesses the common KH RNA binding motif gadead regions to
cooperatively bind #A site(Huang et al., 2018Furthermore, a myriad of new readers are
described which also contribute to the decryption and implementation & rtopology

(Edupuganti et al., 2017; BaquelRerez et al., 2019)mportantly, within our own lab, eight

F

new putathre ! NB I RSNB KI S 0SSy RA&ZO2OSNBR Y2y

proteins (BaquerePerez et al., 2019Previous studies have demonstrated their ability to
bind methylated proteins; however, electromobility shift assays show theykahd to nPA
in mMRNA. Furthermore, CLIP experimemsome of these Tudor domain proteins, SND1,
shows binding sites which overlap heavily, but not exclusively, with those 68 DFRidken
together, the complex muHiayered regulation of fA reading alludes to an ancient and

fundamental role in the regulatioof RNA biology.

1.5.2 Functions of MA

mPA affects all stages of the mRNA life cycle comprising processing, nuclear export,
translation and decayHgure1.20). It is not entirely clear how different sites offncan

exert contrasting effects on mRNA fate and recruit alternative reader proteins.
Nevertheless, A can alter the destiny of an RNA depending on location or physiological

context.
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Figurel.20. Functions of nA. Depending on theantext of an nfA residue within a transcript, the fate
of the mRNA may be diverted towards splicing, export, translation or decay

1.5.2.1 Alternative splicing

After cotranscriptional addition of ®A to premRNA, the molecule undergoes several
processing steps aiuding splicing. Several 84 readers that utilise an $A switch
mechanism are thought to regulate this proce$trough the binding of their respective
target sites in regions with reduced RNA structure, major splicing factors such as HNRNPC
and HNRNPG @aable to bind trich and purine rich target sites and facilitate the alternative
splicing of thousands of different mMRNA4u et al., 2015; N. Liu et al., 201T) addition,

the depletion of HNRNPA2B1 is suggestenhiwor the effect of METTL3 depletion on the
alternative splicing of certain primary miRN@darcén et al., 2015; Wu et al., 2018)

The direct riA reader DC1 is sd known to affect splicing through the recruitment of
splicing factors to KA sites. The D@tediated recruitment of SRSF3 to nuclear speckles
facilitates the displacement of SRSF10 and promotes exon incl@siaa et al., 2016;
Roundtree et al., 2017)Similarly, inrDrosophila DC1 preventshe recognition of splicing
signals irxImRNA, the transcript associated with control of sex determingtitaussmann

et al., 2016; Lence et al., 2016; Kan et al., 20LfAgre is sme debate as to the level of
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control DC1 has over alternative splicing of mMRNA as CLIP studies on the YTH proteins show
that nuclear DC1 predominantly binds to ncRNAs, whereas the cytosoHg [pEferentially
bind mRNAPatil et al., 2016)However, @irther studies have suggested theajority of nPA
sites on nascent prenRNAs lie within introns, indicating thafAmust playa rolein mMRNA
biology before its export to the cytoplasrLouloupi et al., 2018 Although the extent to
which mPA influences alternative spliciig humans is unknown, it is clear that it ete

some influence which may vary between cell types and physiological contexts.
1.5.2.2 Nuclear Export

Given that the processes of splicing and nuclear export are coupled, it is not surprising that
mPA regulates both processes. Recent evidence suggests thAateam serve as a nen
canonical nuclear export signal through the recruitment of DC1 and the transcription and
export complex (TREX) to modified mRNKesbirel et al., 2018After TREX binding, the
major mRNA nuclear export factor NFX1 and SRSF3 are recruited téAtsitento facilitate
export of the methylated transcrip{Roundtree et al., 2017)Normally, this process is
achieved through the binding of TREX to the exon junction complex (EJC). Howévay
internal exons where the EJCs are lackinfg) is may act as a surrogate signal for the nuclear
export of these transcripts. Supporting this hypothesi®Ans enriched in these regions and

DC1 depletion leads to increased nuclear residence t{fResndtree et a).2017)
1.5.2.3 Translation

Upon the export of MA-containing mMRNAs to the cytoplasm, the decoding of methylated
transcripts is primarily performed by DB1 Two distinct mechanisms are proposed to
regulate the translational efficiency of % modified transcrip, dependent on their
requirement for the MG cap structure. In the cagiependent method, DF1 binds®dwithin

0KS 0Q ! ¢w | YR I & zasaktedpdi@in eukaiydlic initiktidn facar 3! ¢ w
(elF3) to enhance translatiqiXiao Wang et al., 2015} is hypothesised that this method
aliloArdbrnadgezpmy3a 2F GKS Ywbt O2YLX Blatond2 | f
machinery(Xiao Wang et al., 2015lthough this mechanism was originally thought to be
unique to DFlreseach now suggests that YTH proteins do not perform distinct functions.
Importantly, the sequence similarity between theseé’Anreaders casts doubt on the

possibility of distinct roles. Furthermore, numerous studies have shown functional
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redundancy among DF3.and near identical overlap of #-binding sitegKennedy et al.,
2016; Patil et al., 2016; Shi et al., 2QINgvertheless, it is puzzling how differentArsites
pre-determine distinct mRNA fates and further work is required to establish the extent to

which nPA readers account for this discrepancy.

In the second methd of nPA-enhanced translation, there is no requirement for binding of

Sdz]  NE2GAO AYAGAL (A2 YG caipirCoidarNd couple tideSranSlatiénvy (i 2
machinery to an mRNA. Instead®Arcrosslinking experiments have demonstrated that elF3
hasKS FFoAf A& G2 o0 RASKRS tRdubiR(HotainierfaueQredruit w Y
the 43S prdnitiation complex and initiate translatiofMeyer et al., 2015) This norn
canonical, rfA dependent method of translation could be essential where elF4E activity is
inhibited under stresor disease. Supporting this hypothesis, one study shows tat m
0502YSa NBRAAGNAROdzISR (2 (KS %acbuld serve aRalzNR y :

surrogateplatform for translation initiation(Zhou et al., 2015)
1.5.2.4 mRNA decay

Although mtA modulates all parts of the mRNA life cycle, some have suggested that the
predominant role for the modification is the firening of MRNA halife (Zaccara et al.,
2019) DF2 was the first PA reader identified to play a role in this process, as upon its
depletion nPA-modified transcripts show elevatedalf-lives (Wang et al., 2014)DF2 is
proposed to relocate A containing transcripts to-Bodies and recruit members of the
CCRANOT deadenylase complex through itsekminal low complexityegions(Wang et al.,
2014; Du et al., 2016As a result, methylated mRNAs are systematically deadenylated and
degraded through the action of DF2. Further sasgdhave noted this mechanism is also
utilised by DF1 and DF3 suggesting that all of the cytoplasmic YTH proteins act redundantly
in RNA decay pathwayBu et al., 20&; Lichinchi, Gao, et al., 2016; Lichinchi, Zhao, et al.,
2016; Shi et al., 2017pupporting this evidence, the depletion of DF2 only partially accounts
for the increase in MRNA hdife when METTLS is depleted, suggesting oth&k meaders
must be invdved (Ke et al., 2017)

1.5.2.5 Phase separation

A major advancement in the understanding df&followed the discovery that methylated

MRNASs can be regulated through licHligliid phase separatiori-{gurel.21). In addition to
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their YTH domain, DR all have a approximately 40kDa -Mrminal low complexity
domain(Ries et al., 2019)n many cases, low complexity regions are kntminteract and
facilitate phase separatiofLin et al., 2015)As MSA sites tend to cluster, the association of
DF proteins in several adjacent positions allows interaction of low complexity do(Ragss

et al., 2019) Through phase separatioRNAprotein droples form allowing the assembly

of structures such as P bodies or stress granules. THésdeposition upon mMRNAs in the
nucleus may serve as a signal for later compartmentalisation in the cytoplasm, where the

transcript can be stored, translated or degradesirequired by the cell.

Stress granules

o o .
P 5 » Incorporation
K into
\_f.\.'/\./‘\sf\/\f

YTH phase-separated
readers granules
H 5. g
NS s .
Association L}&L%k d
of low VWA;VV
complexity
regions

Figurel.21. méA-mediated phase separatioriThe binding of YTH reader proteins to clusters #Asites
allows the phase separation of modified MRNAs. The association of low complerigins in the YTFH
reader proteins leads to formation of YFhfA condensates. These RIgftein condensates are then
recruited to preexisting RNA granules such as stress granulesodies.

1.5.3 mPA in viral RNAs

The presence of PA in viral RNA has bedmown for many years hinting at an extra
paradigm of regulatory control over viral infectigwei et al.,1975; Sommer et al., 1976;

Krug et al., 1976; Dimock and Stoltzfus, 1977; Moss et al., 1977; Canaani et al., 1979; Kane
and Beemon, 1985; Narayan et al., 1987ke cellular 8A sites, the study of modified viral

RNA was long held back by technologicaltations; however, in the last couple of years,
several studies have alluded to a potentially fundamental role in the control over virus

replication Tablel.1).
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mSA

meA hi Reference
WIS effect machinery m°A function
on virus components
depleted
, METTLS, H Hao et al.2019
EV71 Proviral FTO, DF1, -
DF3, DC1
METTLS3, mMRNA
. METTL14, abundance, Imam et al.,
HBV Antiviral | e+ ALKBH! reverse 2018
DF2, DF3 transcription
METTLS3, .
HCV | Antiviral METTL14, (;(/:'L';’”in G°kgg'f6€t e
FTO, DFB packaging
Nuclear Lichinchi et al.,
Proviral METTL3, export, nRNA 2016, Tirumuru
METTL14,
HIV-1 and abundance et al., 2016;
. FTO, ALKBH!
antiviral DE13 and reverse Kennedy et al.,
transcription 2016
: ‘ MRNA Courtney et al.,
1AV Proviral METTL3, DF; abundance 2017
Proviral Ye etal., 2017;
KSHY and METTL3, ORF50 mRNA Tan et al., 2018;
antiviral FTO, DF2 stability Hesser et al.,
2018
Nuclear
) METTLS3, :
SV40 Proviral DF2.DF3 expor'F, Tsai et al., 201¢
translation
METTLS3,
L METTL14, Lichinchi et al.,
ZzIkV Antiviral | 5 ALKBH! ) 2016b
DF13

Table1.1 Role of nfA in virus infections Summary of existing data fairuses in which i has been
functionally investigated through depletion or overexpression of components of fdemachinery

1.5.3.1 HIM

The first virus in which PA was investigated functionally was HIMn 2016, three studies

mapped A sites in HAL RNA using meR#eq and DFB binding sites using CLIP. The

groups consistently identified a numberfm LIS 1 a I

i K S1 gendmeSny R
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addition to several mechanisms through which the modifmaiexhibits regulatory control
over viral replicatiorfPurcell and Martin, 1993; Brasey et al., 2003; Blissenbach et al., 2010)
Transfecting cells with luciferase reporter plasmids expressing eithertypiéd or nfA
deficient HIV1, one goup showed that PA increases the abundance of HIVMRNAS
(Lichinchi, Gao, et al., 201@nother study found that i\ is important for the interaction

of HI\\1 Rev protein with its response element; a process critical for the nuclear export of
all HIV1 transcripts, although another study has since cast doubt on this mechanism
(Kennedy et al., 2016; Chu et al., 2Q1@ipally, the third studguggested the (A readers
DFto 0 A Yy R %psties i WM Yenomic RNA (gRNA) to reduce gRNA abundance and
inhibit reverse transcriptiorfTirumuru et al., 2016; Lu et al., 2018Jthough the evidence
gathered by these three studies was not entirely consistent, it is evident that modifications

of viral RNAplay diverse roles imiruslife cycles.
1.5.3.2 Flaviviruses

After HIVA1, two studiesexpanded the functional investigation off&in virus life cycles to
the flaviviruses. Although in most casesArs added in a etranscriptional manner, the
identification of multiple modification sites in flaviviruses, which replicate entirely in the
cytoplasm, showed that PA deposition may occur outside the nucleus under certain
contexts(Gokhale et al., 2016; Lichinchi, Zhao, et al., 20t6adlition, nPA peakswere
concentratedn similar genomic positiormmongdengue virus, yellow fever virus, west Nile
virus and four strains of zika virus (ZIKV), showing th&& sites mayperform similar
biologicallyfunctionsacross related virus life cyd. Through the depletion of members of
the mPA machinery, both studies found that®& negatively affects flaviviral life cycles.
Furthermore, electroporation of wild type and® deficient HCV E1 RNA into cells showed
that m°A negatively affects the intaction of HCV core protein with E1 RNA and impairs its

packaging into nascent viriofi&okhale et al., 2016)
1.5.3.3 Influenza A

Influenza A virus (IAV) was one of the first viruses in whiZhwas discovere(Krug et al.,
1976; Narayan et al., 1987Recently the topology of A and DF binding sites were
mapped within both the negativesenseviral RNA segments and the positigense

complementary RNA of IACourtney et al.2017) Interestingly, BA was enriched in the
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RNA encoding structural proteins compared with those encoding RNA polymerase subunits.
Furthermore, MA was concentrated in the viral RNA and complementary RNA of
haemaglutinin (HA) which encodes a highly esged IAV envelope glycoprotein. Finally,
IAV mutant viruses, deficient in% on HA RNAs, showed reduced HA mRNA and protein,
as well as attenuated pathogenicity. Given the consistency in changes among mRNA and
protein levels, but the lack of effect on Igpng ratios or virion assembly, the authors
concluded that rBA positively regulates IAV replication by increasing mRNA abundance
(Courtney et al., 2017)

1.5.3.4 KSHV

In KSHV nfection, multiple studies have mapped the topology ofAmin the viral

transcriptome. Unlike other viruses, differentiaPmethylation was identified between
the two KSHV replication programmes, latemd lytic, in order to identify whether the
modification plays a role in the process of reactivation. Numerof& peaks were identified
in the large KSHV transcriptome on both latent and lytic transcfiset al., 2017; Tan et
al., 2018; Hesser et al., 2018Jowever, he overall effect of #A on the viral life cycle
differed between the studies, with one group suggesting the modification exertsypell

specific effects on the viral life cydldesser et al., 2018)

In addition to studying the global effects off) one studydentified several intronic A

sites in ORF50 pmaRNA, encoding the protein RTA. Further investigation showed these
m°®A residues were important for DC1 recruitment and efficient splicing of the trang¥iépt

et al., 2017) Howeverjn the Whitehouse lapseveral sites in ORF&@re identifiedwhich

are bound by the novel A reader SNDI1(BaquerePerez et al., 2019)Depletion
experiments Bowed that SND1 recognition and binding to these sites witBiRF50
promotes the stability of the transcript. Furthermore, in SNizpleted cells, a dramatic
reduction in lytic mRNA and protein was observed suggestiffy is1essential for KSHV

reactivation
1.5.3.5 SVv40

Like IAV, transcripts of the prototype polyomavirus simian virus 40 (SV40) have been known
to undergo nfA-modification for several decadé€anaanet al., 1979; Finkel and Groner,

1983) Recently, mapping of the % methylome and depletion of the ¥ machinery in
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infected cells showed that the modification is enriched in structural proleRNAsand
positively regulates SV40 infecti@id Tsai et al., 2018Furthermae, the abrogation of fA

in the viralcapsidprotein VPImRNAled to a 16fold decrease in VP1 protein levels when
both wild type and mutant VP1 constructs were transfected R88Tcells. Further analysis
showed that this reduction was caused by a camabion of both splicing inhibition and

reduced translatior{K Tsai et al., 2018)
1.5.3.6 HBV

Although only a single %A site could be identified in the dsDNA vikispatitis B Virus (HBV)

through meRIPse(q, the NA site exists in an epsilon stem loop whsghves as a template

for transcription of all HBV transcripts addda A Y O2 N1J2 N} 6 SR Ay (2 (K¢
(Imam et al., 2018)urthermore, HBV replicates through pregenomic RNA (pgRNA), an RNA
intermediate which is reverse transcribed into HBV genomes, which contains the epsilon
aiSYy 2213 I 4 0 2diektingly DA wasRound @ exBri/dRak fanctibng i the

HBV life cycle by enhancing pgRNA reverse transcription while restricting RNA stability
(Imam et al., 2018)Thus, this study demonstrates the propensity dfAmo act both as

antiviral and proviral depending on the context and highlights itthportance of studying

mPA at a sitespecific basis.
1.5.3.7 Enterovirus71

mPA has also been identified in the RNA genome of enterovilugEV71), with sites
identified in the coding regions of several viral gefidao et al., 2019)Abrogation of two

of these MA sites in the viral genes VP1 and 2C significantly impaired viral replication
suggesting ®A is proviral in EV71 infection. Interestingly, EV71 infectieu to
relocalisation of several components of theAnmachinery. The group suggested that
movement of METTL3 and METTL14 to the cytoplasm permits the modification of the RNA

genome and boosts EVTéplication.
1.5.3.8 EBV

In comparison with KSHV, the presence 6Arhas been mapped on both latent and lytic
transcripts in cells infected with EBV. Once again, the modification was shown to affect the

stability of viral mMRNAs; however, latent transcript stapilias increased by $A while the
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stability of Iytic transcripts was diminishédanget al., 2019) Interestingly, the viral protein
EBNA3C activates the transcription of METTL14 providing direct evidence that®she m
machinery is hijacked by EBV. The upregulation of METTL14 is suggested to drive EBV
persistence through the stabilisatiasf latent transcripts and the decay of lytic transcripts
(Lang et al., 2019)

1.5.4 Changs in the host fA landscape during viral infection

Although the context of §A in viral infection discussed thus far has been centred around
the effect of modifications to viral RNA, several studies have also shown that changes in the
host nfA landscape wdulate viral infection. Importantly, both proviral and antivirafAn
peaks are nascently deposited on cellular transcripts upon infection; reflecting both the
hijacking of the host i\ machinery by the virus and the redistribution oAby the cell to

combat infection.

Studies to analyse the changes ifftontent upon cellular mMRNAs during viral infection
initially examined rPA distribution on a transcriptome wide scale. However, further studies
have now investigated specificisites to demonstrate thieimportance in viral life cycles.

In HIVV1, ZIKV and KSHYV, several groups have reported changes irfAhmathylome
during viral infection and identified functional groups of mMRNAs with consistently altered
m°®A profiles(Kennedy et al., 2016; Lichinchi, Gao, et al., 2016; Lichinchi, Zhao, et al., 2016;
Tan et al., 2018; Hesser et al., 2Q18)erestingly, manypf these differentially /A modified
transcripts cluster into pathways including viral replication and immunity, strongly
suggesting that cellular $A sitesaffect viral infection. There have been suggestions that
m®A consensus site preference is alteredlar viral infection however these changes seem

to vary between studies and viruses. Nevertheless, across these different studies, large

changes in ®A distribution and stoichiometry during viral infection are a common feature.

Although changes in the diditution of cellular A during viral infection hints towards the
modulation of virus host interactions, several studies have now show direct examples where
m®A exhibits regulatory control of virus life cycles through modification of cellular
transcripts.Upon HCMV infection, one group identified thafArinfluencesthe antiviral
interferon response by reducing the stability of tHeNB1transcript (Rubio et al., 2018)
Importantly, the mRNA is dynamically’Aamodified by METTL14 and ALKBHS5; both of

47



which are upregulated by HCMV infection. Additionally, METTL14 depletion impaired HCMV
replication, while ALKBH5 knockdown reversed this effectarinther recent study,
flaviviruses were revisited in the context of changes in the ho% mandscape during
infection. Two transcripts were identified with an®Apeak unique to uninfected cells or
consistently present in HCV, ZIKV, WNV or BDEf¢¢ted @lls while absent from healthy
cells(Gokhale et al., 2020When MtA modified, one of thess transcripts RIOK 3displayed
enhanced translation while the otheCIRBPwas subjected to more robust alternative
splicing. Importantly, the methylation oRIOK3and CIRBPaltered cellular pathways
including viral activation of immune sensing and endsmic reticulum stress, leading to
modulation of the viral life cycle. In summary, these studies provide vital information about

how single rfA sites can potentiate virus replication.

1.6 Aims of the study

KSHYV is an oncogenic herpesvirus which utilises aepesttranscriptional regulatory
mechanisms to influence gene expression. Previous studies have identified that viral
transcripts are rfA-modifed and the modification affects virus replicatifve, 2017; Tan et

al., 2018; Hesser et al., 2018)owever, herpesviruses cause large scale remodelling of the
host cell to support their replication. Consequently, the interaction between virus and host
cell are of crucial importance in undéasding herpesvirus infections and antiviral
therapeutic targeting. Therefore, the aim of this study was to determine whether changes

in mPA topology upon cellular mRNAs regulates KSHV lytic reactivation.

Initially, KSHV lytic replication was found to tind mass remodelling of the host®a
landscape. Cellular transcripts with the largest changes® content were enriched in
pathways essential for successful virus replication including Notch signalling and mRNA

biology.

Next, a prioritised group of cellar nfA-modified transcripts were screened for changes in
abundance, splicing, nuclear export, stability and translation. A group of 4 cellular
transcripts emerged with large changes in abundance, in addition to increased stability or
nuclear export, dung lytic replication. Fascinatingly, the upregulation of these mRNAs
could be diminished by fA-abrogation suggesting that the changes in their fate during lytic

replication were riA-dependent.
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Finally, two niA-modified cellular transcripts were furthervestigated for a role in KSHV
lytic replication. Both encoded proteins were shown to be crucial for efficient viral gene
expression and virion production. Furthermore, functional examination of these proteins
demonstrates that changes in membrane dynanaicd regulation of Abich mRNAs are of

central importance to their involvement in KSHV lytic replication.
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2 Materials and Methods

2.1 Materials
2.1.1 Chemicals

Chemicals were purchased from Sigma Aldrich, Thermo Fisher SciemtifVWR

International unless stated otherwise.

2.1.2 Cell culture reagents

All media, reagents and antibiotics used for cell culture and their suppliers are shown in the
table below Table2.1).

Reagent Supplier

Doxycycline hyclate Sgma
5dzA 6 S5002Qa& a2RATA.
(DMEM) Gibco
Foetal bovine serum (FBS) Gibco
Hygromycin B ThermoFisher
Lipofectamine® 2000 ThermoFisher
Opt-MEM® Gibco
Penicillin/streptomycin Gibco
Phosphate buffered saline (PBS) Lonza
Puromycin ThermoFiskr
RPMI1640 Gibco
TrypsinEDTA Gibco

Table2.1. List of cell culture reagents and their suppliers.

2.1.3 Antibodies

Horseradish peroxidase (HR®njugatedanti-rabbit and anttmousesecondaryantibodies
were obtained from Dakaand wsed forwestern blottingat a dilutionof 1:5000.Alexa Fluor
488 and 546conjugatedsecondary antibodies were purchased from ThermoFisher and
used for immunofluorescence microsco@ a dilution of 1:500.Primary antibodies

including ther working ratios for both western blot and immunofluorescence are detailed
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in the table below Table2.2). Additionally, suppliers and origin species are shown are

shown.

Origin Dilution Dilution
Antibody Company Identity species 3)) (IF)
Anti-
Calnexin Invitrogen MA3-027 Mouse - 1:100
Anti-G
myc Sigma M4439 Mouse 1:1000 -
Anti-
CNOT2 Proteintech 103131-AP Rabbit  1:1000 -
Assay
Anti-ENO: Biotech C0280 Rabbit  1:1000 -
Anti-FLAG  Sigma T7425 Rabbit  1:1000 -
Anti-
FLOT1 CST D2Vvd Rabbit  1:1000 1:50
Anti-
FLOT2 CST L294 Rabbit  1:1000 -
Anti-FOSE  CST (5G4) #2251 Rabbit  1:1000 -
Anti-FTO Abcam ab126605 Rabbit  1:5000 -
Anti-
GAPDH Abcam ab8247 Mouse  1:5000 -
Living
Anti-GFP Colours 632381 Mouse 1:1000 -
Anti-
GPRC5A Atlas HPA00792 Rabbit  1:500 -
Aviva
Anti- systems
HSPA1A Biotech ARP33096 Rabbit  1:1000 -
Anti-ILF3 Bethyl A303120AT Rabbit 1:500 -
Anti-Lamir
B Abcam ab16048 Rabbit  1:2500 -
Anti-m6A Temecula MABE1006 Mouse - -
Anti- ATLAS
METTL14  Atlas HPA038002 Rabbit 1:1000 -
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Anti-

METTL3 Bethyl A301567A Rabbit  1:250
Anti-
ORF57 Santa Cruz Sc135746 Mouse  1:1000
University o Gift from
Anti- California Britt
ORF59 Berkeley Glawnsinger  Rabbit  1:1000
Anti- Discovery
ORF65 antibodies crb2005224  Rabbit  1:100
Anti-<STC1  Proteintech 206211-AP Rabbit  1:500
Anti-TIFA Biorbyt ORB 40285 Rabbit  1:2000
Anti-
VDAC1 CST D73D12 Rabbit  1:1000 1:50
Anti-
WTAP Abcam ab195380 Rabbit  1:1000 -
Anti-
ZFP36L1 Proteintech 123061-AP Rabbit - 1:100

Table2.2. List of antibodies, their identifiers and dilutions useWB stands for western blot and IF refers
to immunofluorescence

2.1.4 Plasmids

All plasmid constructs used in this study are detailed in the table below alongside their origin
and Addjene identifiers Table2.3).

Addgene
identifier

Plasmid Origin

GFPORF50 James Boyne (Whitehouse laboratory)
GFPORF57 James Boyne (Whitehouse laboratory)
PpLENFCMVEGFP Bought from Addgene #17448
PLENFCMV
GPRC5A Cloned fom pLENTCMV(GFP
pPLENFCMV
GPRC54ALAG Cloned from pLENOMV(GFP
PLENFCMV
GPRC5&FP Cloned from pLENGMVAGFP
PLENFCMV
ZFP36L1 Cloned from pLENOMV(GFP
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PLENTFCMV

ZFP36LFLAG Cloned from pLENOMV(GFP
pLENTFCMV
ZFP36LGFP Cloned fom pLENFCMV(GFP

Bought containing shRNAs from Sigma
Dharmacon. Originally designed by the

pLKO.1 TRC RNAI consortium #10878
psPAX2 Gift from Edwin Chen (University of Leec #12260
pVSV.G Gift from Edwin Chen (University of Leec #138479

Table2.3. List of plasmids used in the stud@rigin and Addgene catalogue number are also listed.

2.1.5 shRNAs

All shRNAexpressing plasmids were purchased from Sigma or Dharmacon as stated in the

table below. TRC numberseashown as identifiersT@ble2.4).

SshRNA Company TRC number
FTO Sigma TRCNO000024624
GPRC5A KD Dharmacon TRCNO00000562
GPRC5A KDz Dharmacon TRCNO00000563
WTAP Sigma TRCNO000023142
YTHDF1 Sigma TRCNO000028687
ZFP36L1 KD1 Dharmacon TRCNO000001362
ZFP36L1 KDz Dharmacon TRCNO000001362

Table2.4. List of sShRNAs used in this studijhe company the shRNAs were purchased from and TRC
numbers associated with the shRNAs are also indude

2.1.6 Oligonucleotides

All oligonucleotides were purchased from Integrative DNA Technologies.
2.1.6.1 gPCR primers

Forward and reverse primers used for the gPCR of mRNA levels, transcript varianfand m

sites are detailed separately in the tables bel@wlfle2.5, Table2.6 and Table2.7).

Primer Forward (5-3") Reverse (53"
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18s rRN/
ALKBHE
CDK2
CNOT2
E2F1
ENO2
FLOT1
FLOT2
FOSB
FOSB
FTO
GAPDH
GPRC5/
HAKAI
HEY1
HIF1A
HSPA1/
ILF3
JUN
KIAA142
METTLS
ORF47
ORF57
PLEKAG
PPIF
PTPRN:
RBM15
RBM15E
STATSE
TIFA

GATGGTAGTCGCCGTGC
AGGGACCCTGCTCTGAA;
CCGAGCTCCT®BARCTCC
AGAAGCTCGCCAAGCATA
CGGCGCATCTATGACATC
CCCGATACATCACTGGGC
TCAGCCTTCTGATGATCC
GCCGAGGGGGTAGCTTT/
GAAATGCCCGGTTCCTT
TAGGAGACCCCGAGAGG,
TCTGACCCCCAAAGATGA
TGTCAGTGGTGGACCTG!
CCTTTCCCTGTTGGTGAT"
AGATGTGTCCAGGCTGTA(
CTTTCCTGCCTCCTTCTC
TGATGACCAGCAACTTGA
GGTGCTGGACAAGTGTC
ATGCCATTACGCCCATG
CGCCTGATAATCCAGTC(
TCGACGAACAGTAGACAGT!
CAAGCTGCACTTCAGACC
CGCGGTCGTTCGAAGAT
GCCATAATCAAGCGTACT
CCACCAGGCAAGAGGTAC
CCGCTTTCCTGACGAGAA
GCCTTCACCTCTGGGAG/
ATGCCTTCCCACCTTGTG
CTTGCCTCTCCTGGAAGC
TCAAABGGCGAACTGTGT
GAGAGCTGGGCTACCTAAA

GCCTGCTGCCTTCCTTGG
TCCTTGTCCATCTCCAGGA
CCCAGAGTCCGAAAGATCC
TCCTGTTCATTCCAAATCCA
AGGGTCTGCAATGCTACGA
TTCCACTGCCCGCTCAATA
CAAAGTTGAAAACCTCCAGC
GAAACTGCTCACAAGCCAC
GAGGGTGGGTTGCACAAG
CCGACTCCAGCTCTGCTTT
CTCGGAGAATTAGTTTAGGATA
GTGGTCGTTGAGGGCAATC
AGACATTGATBGGGTCCTATTC
TCAAGTGAAGCACGGGTAAC
CAGTTCAGTGGAGGTCGTT
CTGGGGCATGGTAAAAGAA,
TGATGGGGTTACACACCTG
GGCTCTGCCTTCTCCTCTT
TTCTTGGGGCACAGGAACT
TGGAAATTTGTTCATAACCAT!(
GCTTGGCGTGTGGTCTTT
CGAGTCTGACTTCCGCTAA
GCAGACAAATATTGCGGTG
GCACAACGCCAACTTTGTT
GCCATCCAACCAGTCTGTC
GAGGGTATGAATCCGTGCT
GGTCAGCGCCAAGTTTTCT
GAAGTGGGGTGTGTCCCTT
GCTCCTCAGAGGCAGAGAG
TCCAATGACTCGCCATCTT!
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TNN

TNRCG6£
VDAC1
VDAC?2
VDAC3
VEGFA

WTAP
YTHDFI
YTHDF:
YTHDF:
ZC3H12,
ZC3H13
ZFP36L.:
ZNF12

CTTCCCTCTCACCTGCAT
CAGCCAGTCAGAAAGCAC
TCCTCCCCTTCAAATGCTC
CTTGCAGBEGTGGAATTI
ACACACCAACGTACTGTG:
GGCAAAAACGAAAGCGCA
TTCCCAAGAAGGTTCGAT
ATAACCAGCTCCGGCAC,
TCCGTAAGTGCAAGTTTTCT
TGATGATGATTTTGAGCCAT.
TCTGTGGGAATTTGAGGAC
CTCGTCGTCGTCCTCCT
GCGAAGTTTTATGCAAGGC
AARAGTACCTTGTCTGGAT(

GCCGTTCCAGTACTGTCTT
GGGATCCTGAAGTACTGTGC
GACAACAGAAGAAGGATGAG(
ATTTGGTCTCCAAGGTCCC#
ATTCCATCACTCCACTACAAG
GAGGCTCCAGGGCATTAGA
TGCAGACTCCTGCTGTTGT
GGGAGTTTGTGACCGGTTT
TTCTCCAAGTGCAAATGTCA
GCTTCCCCAAGAGAATATGC
GTGGATCTCCGTGGATGAAT
TTTGACATTTTGTACTATTCCT
GTGCCCACTGCCTTTCTG
GGTCTCAGGGTCTTTCAGTA

Table2.5. List of gPCR primers used for amplification of viral and cellular transcripts.

FOSB
splice
variant
1

ZFP36L1]

splice
variants
1+2

ZNF12
splice
variant
1

ZNF12
splice
variant
2

Forward (5-3")

AGAGGAAGAGGAGAKGEAA

TCTGTGCGTCCCAAATTT!

GATGTAGAAACGAACCCT

ATCTTCAGCAGACTTTCCA

Reverse (53")

TGGAGTCGGTCGGTCAC

AAGTGTCTGCACAACTTAC

CTGAAACAGACGTTAAACA

TCACAAAGTCCCACTTAAGT

Table2.6. List of gPCR primers used for detection of splice variants.

Primer

Forward (5-3")

Reverse (53")
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FOSB

Control GGAGAGCTGGTGACTTTGC AGAGCCAACAGTCAGCTC
FOSB i CTCCCTCCTCGCTCTGTG, CAAGTCTCTCTCCCCCAI
GPRC5£
control TTTGTGATAAGGCTGAAGC TTTTCGCCTGTTGGAGTC
GPRC5£
MeA CCTAGAAACGGTGGCCAC CCAGGAGGAAGAGAAACT
JUN Ctrl AGCGCCTGATAATCCAGT( ATCTGTCACGTTCTTGGC
JUN mA ACCTTGAAAGCTCAGAACTC TAAGCTGTGCCACCTGTT
SLC39A1
control GCAGGATCTAATACATCGGT! TGGTTGAKAGGGCCTTCA!
SLC39A1
(Y GGACAGATCCAGATTGGGT AGGGCCCGACTTCCAG
ZFP36L1
control GGCACACACACATTAAGATC AGAGAAATAGAAAGCGACC
ZFP36L1
m°A site 1 GGTTGCCTGCTGGACAGA/ TTCTGGTGGAACTTGGAG!
ZFP36L1
MEA site 2 CAGGATTCTCTCTCGGACC TCCAAGGTCGGGGAGTC

Table2.7. List of qPCR primers used to validatéAsites by fA-gPCR.

2.1.6.2 Cloning primers

Forward and reverse primers used for NEBuilder assembly of GPRC5A or ZFP36L1 containing

constructs are shown in the tableelow (Table2.8).

Annealing

Primer Forward (53" Reverse (53" temperature
(°C)

CGCCATCCACGCTG AGAGGTTGATTGTCC
CCACCATGGCTACA TAGCTGCCCTCTTTC
GPRC5/ GTCCCTG C 63

AGAGGTTGATTGTCC

CGCCATCCACGCTG TACTTGTCGTCATCG

GPRC52 CCACCATGGCTACA TGTAGTCGCTGCCC
FLAG GTCCAT TCTTTAC 61

CGCCATCCACGCTG
GPRC52  CCACCATGGCTACA TCGCCCTTGCTCAC(
GFP GTCCCTG CTGCCCTCTTTCTT 61
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PLENTI

CMV(GFF  GTGAGCAAGGGCG  CAGCGTGGATGGC( 66
PLENTI
CMVno  GACAATCAACCTCT!

GFP TTAC CAGCGTGGATGGCC 66
CGCCATCCACGCTG AGAGGTTGATTGTCC
CCACCATGACCACC. TAGTCATCTGAGATG

ZFP36L: TCGTG AGTCTG 64
AGAGGTTGATTGTCC
CGCCATCCACGCTG TACTTGTCGTCATCG
ZFP36L1 CCACCATGACCACC. TGTAGTCGTCATCTG

FLAG TCGTG TGGAAAGTCTGC 66
CGCCATCCACGCTG TCGCCCTTGCTCAC!

ZFP36L1 CCACCATGACCACC. TCATCTGAGATGGAA
GFP TCGTG CTGC 66

Table2.8. List of primers used for cloning of GPRC5A and ZFP36L1 into pPCENAGFP.

2.2 Methods
2.2.1 Molecular cloning

2.2.1.1 Bacterial cdlculture and cryopreservation

Any work with live bacterial cells was undertaken in the proximity of a sterile flame and with
sterile tips to prevent contaminationCulture medium and agar were sterilised by
autoclaving (121C, 1 hour)Cells were frozenta80°C for long term storage as a glycerol
stock in 1mlysogeny broth ([B) medium[1% (w/v) tryptone, 0.5% (w/v) yeast extract, 0.5%
(w/v) NaClcontaining 25% glycerol.

2.2.1.2 Transformation oE.colDH® | YR b Qtrainsa G ot S

50ul of competent cells were thawed on ice and mixed with 1ng of plasmid DNA or 2l of
NEBuilder assembly reactiac& 2.1.4 then incubated on ice for a further 30 mins. Cells were
heat shocked at £Z br 30 secs and immediately returned to ice for 5 mins. Next, 450pl
SOC medium (NEB) or NEB stable outgrowth medium (NEB) was added to the cells followed
by shaking of the culture at 3 for 1 hour at 180rpm. After shaking, cells were spread onto
agar plaes [1.5% (w/v) in LB medium] containing s ml ampicillin or kanamycin and

incubated at 37°C overnight.
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2.2.1.3 Plamid purification

Bacterial glycerol stocker transformed cellsvere spread onto50ug/ml ampicillin or
kanamycin 1.5%gar plates and incubated exnight at 37°C. Single colonies wered to
inoculate 10ml Luria broth (Invitrogg¢rwith 50ug/ml ampicillin and the wlture grown
overnight at 37°C withi80rpm shakingThe bacterial cells were collected by centrifugation

at 4,500x g for 5 minsat 4°Cand removal of supernatanflasmidDNA wagpurified using
aQlAprep Spin Miniprep Kit OO2 NRA Yy 3 G2 GKS Y| Bfiefsf baCérideNSE NI
cell pellets were placed in 250ul buffer P1 followed by 250ul buffer P2 and 350ul buffer N3.
On each addion of buffer, the solutions were inverted several times to allow mixing. The
samples were centrifuged for 10 mins and supernatant transferred to a QIAprep spin
column. After centrifugation, the columns were washed with 0.75ml of buffer PE and
centrifugedtwice to allow removal of residual buffer. Finally, 50ul of nuclease free water
was added to columns, which were incubated for 1 minute, before centrifugation to elute
the DNAAII centrifugation steps were carried out at 16,004 for 1 minunless othewise
stated. DNA concentrations in purified eluents weassessedising aNanoDropND-1000

spectrophotometer (NanoDrop Technologies). Purified plasmid DNA was stoi2if@t
2.2.1.4 Cloning

Tagged and untagged version of GPRC5A and ZFeBBIAwere cloned intathe pLENTI
CMMGFP vector using the NEBuilder HIFI DNA Assembly Kit (NEB). Primers were designed
to amplify GPRC5A and ZFP36L1 coding sequences as well as theQMESTFP backbone

using the NEBuilder online assembly tobktgs://nebuilder.neb.com. Prmers were
designed with overlaps between the genes and the pLENWIVGFP backbone to allow for

blunt end cloning using the NEBuilder system. The entire coding sequences of GPRC5A and
ZFP36L1 genes were amplified from cDNA using Q5Hitighty 2X MasteMix (NEB).
Reactions consisted of 1.25ul TREX cDNA, 1.25ul of 10uM forward and reverse primer mix,
10l nuclease free water and 12.5ul Q5 Higtelity 2X Master Mix. Cycling conditions
consisted of an initial denaturation step of 30 secs atQ8followedby 35 cycles of
denaturation at 98C for 10 secs, annealing at-B2°C for 20 secs and finally extension at

72°C for 30secs/kb. A final extension step was carried out & 7@ 2 mins after completion

of cycling. Ligation reactions were set up contagnsOng pLENTIMVGFP PCR product,
100ng GPRC5A or ZFP36L1 gene fragmenisNEBuildeHiFi DNA Assembly Master Mix
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and the reaction made up to PO with nuclease free water. The ligation reaction was
incubated at 56C for 15 minutes beforel of the mixture was transformed into NEB stable
cellsasir2.2.1.2

2.2.2 Mammaliancell culture

Cell culture was performed under sterile conditions in tissue culture hoods. TriGene
disinfectant (Ceva) and 70% ethanol were regularly appleednaintain sterile working

conditions and external reagents were filter sterilised before use in cell culture. Filter tips
were used when handling lentivirus. Cells were submerged in antiviral Virkon disinfectant

(Du Pont) for a minimum of 2 hours beforesosal.
2.2.2.1 Celllines

Human embryonic kidney (HEK) 293T cells (referred to as 293T cells) were purchased from
the American Type Culture CollectigATCC)TREXBCBLL-Rta (TREXells werekindly
provided by Dr Jae Jundniversity of Southern CalifornidREXcells are a&KSHVnfected,
BCBLl-derived primary effusion lymphom& lymphocyte cell line. Theell line is
engineered to express MyRta under a tetracycline inducible promoter permitting robust

lytic reactivation of the KSHV life cycle on the addita doxycyclingNakamura et al.,

2003) The MyeRta vector also contains a hygromycin resistance gene which serves as a

selectable meker to prevent loss of the cassette.
2.2.2.2 Cell maintenance

Cell lines were cultured using Corning tissue culture plasttbstheir respective media and
YEAYGFrAYSR AYy KdzZYARAFTASR Ay Odzo | sadrédpheted |
293Tcells were culired in5 dzf 6 SO02 Q& Y2RAFTFASR SIF3tS YSRAd:
10% foetal bovine serum (FBS) and 1% penicillin and streptomycin (P/S). TREX cells were
cultured in Roswell Park memorial institute 1640 (RPMI) medium supplemented with 10%
FBS, 1% P/S an@Qug/ml hygromycin. TREX cells that had been transduced with lentiviral

constructs were cultured in medium further supplemented with 3ug/ml puromycin.

Cells were passageat 80% confluencéo precludethe accumulationof toxic metabolites

andexhaustian of nutrients. For adherent 293T cellsyedium was removednd 2nl 0.05%
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(v/v) trypsin in PB%®/as added to the cells until they had detached entiretyp$inised293T

cells were resuspendeth 293Tmedium andsplit at the desired ratio. Supplementary
mediumwasadded to the flask& ensure continued growth. For TREX suspension cells, the
cells were collected in a 50ml falcon tube and centrifuged at 1200rpm for 3 minutes.
Supernatant was removed and the TREX cells resuspended in TREX media and split at the
desired ratio. Remaining cells were returned to their flask and supplemented with additional

medium to allow further growth.

2.2.2.3 Cell counting

Cellssuspensions wereollected infalcon tubesand counted forseedirg at required cell
concentrationsA7ulvolumefrom acell suspension was addéala sterile haemocytometer
and the cells countedsing dight microscope (Leica Microsystenadpwing tie number of

celldml to be calculated.

2.2.2.4 Cryopreservation

Cell suspensions at 50% confluency were collected, cegédfuat 1200rpm for 3 minutes

and the supernatant removed. Pellets were resuspended in 3.6ml sterile FBS and incubated
at 4°C for 10 minutes. After incubation, 1.2ml freezing medium [12% (w/v) glucose, 40%
(v/v) DMSO and 60% (v/v) RPMI] was added to tHesaspension and the mixture aliquoted

into CryoTubes (NUNC) in 1.6ml aliquots. The cells were immediately froZ&®f &t until
further use. Cells to be stored for more than 6 months were transferred into liquid nitrogen
after 24 hours. To raise cells fm-80°Cor liquid nitrogenstorage, cells were incubated at
37°C until fully defrosted, then centrifuged at 50@for 3 minutes and the freeing mixture
removed. Cells were resuspended in their respective culture medium and left to recover for

a minimum & 3 days before experimental use.

2.2.2.5 Transfection

All transfections were carried out in 293T cells, 24 hours after seedirid4cells per well
in a 6well plate. Jug of plasmid DNA was combined with 100ul GREM media. In
addition, 4ul of Lipofectamine®0 was added to 100ul OPWMIEM. Both mixtures were

incubated at room temperature for 5 minutes, then combined and incubated for a further
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20 minutes at room temperature. After incubation, the lipofectamine/DNA solution was

added dropwise to the 293T celiad at least 24 hours allowed before harvesting.

2.2.2.6 Transduction

293T cells were ctransfected with 1.2ug of lentiviralectorand 0.65ug of the packaging
plasmids psPAX2 and VSV.G. The cells were incubated for 48 hours to allow efficient
production of leniviral particles. After incubation, the supernatant containing lentivirus was
filter sterilised and mixed with 1 million TREX cells containing 8ug/ml polybrene. The cells
were spinrinoculated at 80& gfor 1 hour and plated in-@vell plates. After 6 hourghe cells

were placed in fresh TREX medium. At least 48 hours after transduction, transduced cells
were selected with TREX medium containing 3pg/ml puromycin which was replaced every
2-3 days. If shRNA depletion was carried out, knockdown was assedagsd [ater through

RNA isolation followed by RJPCR as i2.2.5.1 2.2.5.3and2.2.5.4

2.2.2.7 Cell collection

Cells were collected and centrifuged &00 x g (gravitationalforce) for 3 minutes. The

supernatant was removed argkll pellets stored at80°C until further use.

2.2.2.8 DAA cytotoxicity assay

Cytotoxicity of the drug DAA was assessed using the-Dd$&d CellTiter 96 Agdus One
Solution Cell Proliferation Assay (Promega) XT&#is were seeded at 80,000 cells per well
into a 96well plate and left for two hours to equilibrate. Cells were treated with varying
DAA concentrations of-000uM or DMSO controls and incubated for 24 hours. Afterwards,
growth medium was replaced witk0 >| of CellTiter 96 AusOne Solution Reagent for 1

h at 37C. Finally, thebsorbance was measured at 490 nm using an Infinite F50 Robotic

microplate reader (Tecan).

2.2.3 Virusbased assays

2.2.3.1 TREX reactivation

Doxycycline hyclate (Sigma) was used at a workamgentration of 2ug/ml to induce TREX

cells into lytic replication.
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2.2.3.2 Viral reinfection assays

TREX cells were seeded at 500,000 cells per well tatellgplates and reactivated for 72
hours. KSHV viriecontaining supernatant was collected by centriftiga at 500 xg for 5

min at room temperature. 2ml virus culture was added to 2ml 293T cells seeded at 400,000
cells per well in a-@vell plate. After incubation for a further 48 hours, cells were washed
and pellets collected. RNA was isolated from théscahd used for RGPCR as described in
2.2.5.1 2.2.5.3and 2.2.5.4 mRNA levels of the viral transcripRF5#vere measured by

normalisation against the housekeeping ggp&PDH
2.2.3.3 DAA virus inhibition assay

TREX cells were seeded at 1 million qadiswell in a6-well plateand treated with 2%M

DAA for 24 hours. Cells were reactivated for a further 24 hours before cell collection and
lysis. Viral protein levels were anadgsby SD®AGE and immunoblotting of protein lysates
with anti-ORF57 and aniMyc-Rta antibodies using GAPDH protein levels as a negative
control 2.2.4.2and2.2.4.3.

2.2.4 Proteinanalysis

2.2.4.1 Production ofprotein lysates

Depending on the cell number collectdabtween 56200ul RIPAuffer [150mM NacCl, 50

mM TrisHCI pH 7.61% (v/v) NRIO] was addedo cell pellets followed by vortexing and

lysis at 4°Gor 30 minutes. Cell lysates were centrifuged at DB, g for 10 minutesand

the supernatantsontaining concentrated cellular protein collected. Finally, lysates were
sonicated 3 times for 30 secs astbred at-8n ¢ until further use If necessary, protein
extracts were quantified using a Pierce BCAétnoAssay Kit (Thermo Scientific) according

G2 GKS YIFydzZFlF OGdzZNBENRaE AyailiNdHzOGA2yad . NAST®
reagents A and B at 50:1 reagent. 100ul of this reagent was mixed witf protein lysate

into a microtiter plate in dplicate.After incubation for 30 minutes at 3, the absorbance

was measured at 562nm using an Infi®e50 Robotic microplate reader (Tecan).
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2.2.4.2 SD$polyacrylamide gel electrophoresis

Protein lysates were diluted 1:1 with 2x Laemmli sample buff60mM Tris-HCI pH 6.8,
20%(v/v) glycerol, 4%w/v) SDS, 10 mM DTT 200 (w/v) bromophenol blug, boiled at 93C

for 10 mins, and loaded at equal volumes during protein separation. Lysates were separated
according to their molecular weight by Sp&yacrylamide gl electrophoresis (SEFAGE).
Proteins were resolved through polyacrylamide gels composed of a 5% stacking &1/)5%
acrylamidébis-acrylamide37.5:1 (Severn Biotech LtdR5mM TrisHCI pH 6.80.1%(w/v)

SDS 0.08% (v/v) APS 0.008% (v/v) TEMED and 1015% resolving gel [1D5% (v/v)
acrylamidebis-acrylamide37.5:1,375 mM TrisHCI pHB.8, 0.1% (w/vpDS, 0.12%/v) APS,
0.012% (v/v) TEMED] at 180 volts for 1 holine running buffer used for SIPAGE
consisted of 25mM TrBICI, 192mM Glycine artd1% (w/v) SDS.

2.2.4.3 Western Blot

After SDSPAGE,protein sampleswere transferred ontoAmersham Protran0.45um
nitrocellulose blotting menbrane (GE Healthcare) for 30 mthsough transfer buffer20%

(v/v) methanol, 25 mM Tris, 192 mM glycinat 25 volts bysemidry transfer (Translot
Turbo, BioRad) OO2 NRAY 3 (2 GKS Y BfidEntpdieidaBskeias A y a (
confirmed by staining the membranes with Ponceasolution [5% (v/v) Acetic acid, 0.1%
(w/v) PonceatS]. Membranesvere blocked using% (w/v) norfat milk (Marvel) in BST
[150 mM NaCI50 mM TrisHCI pH 7.5, 1% (v/v) Twe&0] for 1 hourand incubated with
primary antibody overnightat 4°C. Next, membranes were washed 3 times in TBST for 5
minutes, thenincubated for 1 hour wittihe appropriate HRPlinked secondary antibodies
(polyclonal goat antrabbit or anttmouse, DAKO). Membranes were once agefished
three additional times wh TBST Finally, the membranes were coated Amersham ECL
western blotting detection reagents (GE Hbahre) andchemiluminescence detected using

a G:BOX Chemi XRQ (Syngene).

2.2.4.4 Protein immunoprecipitation

For all protein immunoprecipitations, 2.5 million cells were seeded into 2&ssue culture
flasks and reactivated for O or 24 hours. After cell colbectpellets were lysed in 300ul
immunoprecipitation buffer [L150 mM NaCl, 2 mM EDTA, 0.5% TFXt@A0, 0.5 mM DTT, 10

mM Tris pH 7.4 and 1X protease and phosphatase inhibitors] and placed on ice for 30 mins.
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Next, the lysates were centrifuged at 12,009 for 10 mins and the supernatant collected
into new microcentrifuge tubes and placed on ice. A 5% input was taken at this stage and

mixed with 15pl 2x Laemmli sample buffer for downstream applications

15ul Protein A or G Dynabeads (ThermoFisher) wergpmpared by washing 3 times in
immunoprecipitation buffer then resuspended in 200ul immunoprecipitation buffer and
coated with 2ul capture antibody. The beads were then rotated for 1 houf@tahd then
washed 3 times for 5 minutes with immunoprecipitatibuffer. To allow antibody binding,
the beads were incubated with lysates overnight &€4The following day, beads were
washed 3 times for 5 minutes in immunoprecipitation buffer. Immunoprecipitated proteins
were eluted from the beads by resuspensior8bul 2x Laemmli sample buffer and boiling
the samples at R for 10 minutes. Finally, the proteins were separated by-FA&E and
detected by western blotting as i 2.4.2and2.2.4.3

2.2.4.5 Proteomics

TREX and GPRCBRAGexpressing cells undergoing latent or lytic replication were
processed as i8.2.4.4 however, no elution step was carried out. Instead, the beads were
sent to Dr. Kate Heesom at the University of Bristolt&mics facility for tandem mass
tagging (TMTxoupled with liquid chromatography and mass spectrometry analysis (LC
MS/MS). Se@.2.7.4for quantitative proteomic analysis.

2.2.4.6 Immunofluorescence microscopy

TREX cells were seededb@0,00 cells per well into 2dell plates containing 13mm sterile

glass coverslips preeated with polyL-lysine (Sigma)for 5 mins and washed with PBS
before cell addition. After 3 hours, cells were reactivated for 24 hours. Cells were then
washed in BS before fixation with 4% (v/v) paraformaldehyde for 10 minutes at room
temperature. After fixing, cells were washed 3 times in PBS and permeabilised with 1% (v/v)
Trition-X-100 in PBS for 15 minutes at room temperatared washed 3 times once mare

To pevent nonspecific binding of proteins, the cells were blocked in 1% (w/v) bovine serum
albumin (BSA) in PBS for 1 hour. Next, cells were incubated with primary antibody diluted in
1% BSA in PBS for 1 hour at@7n a humidity chamber. After 3 more PB&hes, Alexa
Fluorconjugated secondary antibodies (ThermoFisher) diluted in 1% BSA in PBS were added

to the cells for 1 further hour at 3T in a humidity chambeFinally, after 3 more PBS
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washes, the coverslips were mounted onto microscope slides usargset Antifade
Mounting Medium with DAPI (VECTASHIELD) for detection of nuclei. After the mounting
medium had set, the slides were stored in the dark @ Before visualisation on a LSM 880

Axio Observer Zdonfocal microscopéZeiss.

2.2.5 RNA analysis

2.2.5.1 RNA etraction

Total RNA was isolated from cell pellets using a Monarch Total RNA Miniprep Kit (NEB)
FOO2NRAY3A (2 GKS YIydzFlFI OGdzNENRa AyailNHzO0A 2
Lysis Buffer and transferred to gDNA Removal Columns for remos@hiaminating DNA.

After centrifugation, the flow through was mixed with 400ul ethanol and transferred to an
RNA Purification Column followed by another spin s&ful RNA Wash Buffer was added

and the columns centrifuged once more before addition of [7TBNAse | Reaction Buffer

and 5ul of DNAse |. After a-t&inute incubation, 5004l RNA Priming Buffer was added to
the columns followed by centrifugation. Next two wash steps were carried out, each
involving the addition of 500ul RNA Wash Buffer to the wwis, followed by centrifugation.

In the second of these wash steps, the columns were centrifuged for 2 mins. Finally, the
columns were transferred to fresh 1.5mmicrocentrifuge tubesand 50pul of nuclease free
water was added to centre of the columns felled by a final centrifugation step to elute

the RNA. All centrifugation steps were carried out at 16,08@x 30 secs unless otherwise
stated. The concentration and purity of RNA wereasured usinga NanoDropND-1000
spectrophotometer (NanoDrop Techragies). RNA eluents were used immediately for

reverse transcription or stored aB80°C.
2.2.5.2 RNA extraction with TRIzol

After subcellular fractionation or P immunoprecipitation, RNA gasolatedby phenot
chloroform extraction using TRIzolLS reagent (Life @&chnologies) according to the

Y| ydzF I O dzNBByigly TRIANBeluicddLvier® incubated for 5 minutes at room
temperature before addition of 200pl of chloroform and vigorous mixing. Samples were left
at room temperature for another two minutes, thecentrifuged at 12,000 g for 15 mins

at 4°C to separate the aqueous and organic phenol phases. 500ul of the upper, RNA

containing, aqueous phase was collected and mixed with 500ul of isopropanol. After
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incubation for 10 mins at room temperature to alloprecipitation, the samples were
centrifuged at 12,000 g for 10 minutes to pellet the RNA. The supernatant was discarded,
and the RNA pellet washed with 70% ethanol and centrifuged once more at 7¢5@0 X

mins. The wash was discarded and the peksuspended in 17ul nuclease free water.

When isolating RNA from subcellular fractions, contaminating DNA was removed using the
DNATNES 5b! NEBY2@If (A0 6! YoA2yo TF2ftt26Ay3
DNase | buffer and 1pl DNase | were adttethe 17l samples remaining after TRIzol RNA
extraction for 30 mins at 3T. Following digestion of DNA, 2ul of DNase inactivation reagent

was added to each sample and gently mixed for 2 mins at room temperature. Next, the
inactivation agent was separatefrom the samples by centrifugation at 10,00@ for 2

minutes and the RN&ontaining supernatant collect into new microcentrifuge tub&s.in

2.2.5.] the RNA was used immediately for cDNA synthesis or stor&f&
2.2.5.3 cDNA gnthesis

RNA was converted to cDNA for gPCR analysis using LunaScript RT SuperMix Kiitg(NEB). 1
RNA was combined withuit5X LunaScript RT SuperMix and the reaction made upyto 20
with nuclease free water. RT samples were placed in a thermocycler anzhied at 25C

for 2 mins to promote primer annealing, 85for 10 mins to allow cDNA synthesis anti’95

for 1 min to heat inactivate the enzyme mix. cDNA was used immediately for gPCR or stored
at-20°C.

2.2.5.4 Quantitative PCRgPCR)

gPCR reactions were set upduplicate containing 1X GoTag qPCR master mix (Prgmega
5ul template cDNA (used at a 1:50 dilution in nuclease free water) and 0.5uM
concentrations of each primer (all purchased from Integrative DNA Techndlogies
Thermocycling was carried out in a BotGene 6000 regdime PCR machine (Eppendorf)
involving a preliminary incubation of 10 minutes at 95°C followed by 40 cycles of
denaturation at 95°C for 15 seconds, annealing at 60°C for 30 seconds and extension at 72°C
for 20 seconds. Data was acquiredhe elongation step in every cycle and analysed using

the Rotor Gene 6000 series software. gPCR was immediately followed by a melting curve
analysis between 65 and 95°C (with 0.2°C increments) to rule out the amplification of

multiple products. For eacprimer set, template cDNA was quantified at six different
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dilutions (1:50, 1:100, 1:200, 1;400, 1:800 and 1:1600) to generate a standard curve for
which the gradient was used to determine the amplification efficiency (AE) using the
equation AE =(18%ade) A no template control was also used in primer efficiency tests to

rule out primer dimerization. Relative expression levels of RNAs of interest were normalised

to mRNA levels of the housekeeping géw&PDHunless stated otherwisegnd quantified

using thepnCT metho® { GF GAAGAOFE aAAIYATAOI4DEcrossl & R

three biological replicates unless stated otherwise.
2.2.5.5 Splicing analysis

RTgPCR analysis was carried out on total RNA extracted from TREX cel2ds.1and
2.2.5.4 Primers were designed spanning uniqgue splice junctions to amplify specific
transcript variants of a gene. Splice variant levels were compared to total mMRNA levels for a

particular gene.
2.2.5.6 Subcellular fraction@on

Reactivated TREX cells were collected, washed in PBS, and lysed i06q0/V) tritorX-

100 in PBS withfl/ml Murine RNase inhibitor (Invitrogen) at@ for 10 minutes. A 250
fraction of the extract was taken as a whole cell lysate, while tmeaising 35@ were
centrifuged at 72& gfor 5 minutes at 4°C. The supernatant was collected as the cytoplasmic
fraction while the pelleted nuclei were washed in 1ml PBS and centrifoged again at
720x gfor 5 minutes at 4°C. The pelleted nuclei wegsuspended in 100j1% tritortX-100

in PBS with @l/ml Murine RNase inhibitor. The cellular fractions were then deposited in
TRIzolLSreagent or2x Laemmli sample buffdor assessment of RNA or protein levels
respectively by RGPCR and western blottin@.2.5.22.2.5.3and 2.2.5.40r 2.2.4.2and
2.2.4.3.

2.2.5.7 RNA stability

TREX cells were reactivated for 24 hours befibre addition of 2.5ug/ml actinomycin D
(Thermo Scientific) for 0, 3 and 6 hour timepoints. Following actinomycin D treatment, cells
were collected and total RNA isolated before reverse transcription and gPCR analysis of
specific transcripts as i2.5.1and2.2.5.4 RNA levels were normalised18s rRNAather

than GAPDHhas the rRNA is more stable.
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2.2.6 mPA based assays

2.2.6.1 mPA-gPCR

100ug of total RNA was extracted from TREX cells2a2i8.1and divided into 18ul aliquots

each containing ~5@). RNA was fragmented into 1200 nucleotide segments using an
wb! FNIIAYSyidldAaz2y NBFIASYyd 6! YoA2Y O | O02NRA
2ul of the 10x RNA fragmentationagent were added to the samples and incubated &C70

for 15 minutes to allow nucleotide shearing. 1ul of stop solution was then added to the
samples before cleanp and concentration of the RNA by sodium acetate precipitafiag.

of fragmented RNA was muon a 1% agarose gel against total RNAdofirm successful
fragmentation to the desired length. To each sample, 79 pl of RNase free water, 10ul of 3M
sodium acetate pH 5.2 and 300ul 100% ethanol were added. RNA was precipitated overnight
at -80°C. The axt day, samples were centrifuged at 16,000 for 15 mins at 4C and the
supernatant removed. The RNA pellet was washed in 1ml 70% ethanol and centrifuged at
7,500 xg for 5 mins at 4C. Supernatant was removed and the RNA pellet resuspended in

10pl nuckase free water for BA immunoprecipitation.

For eachmPA immunoprecipitation, 25ul dflagna ChIP Protein A+G magnetic beads (Merck
Millipore) were washed twice in il wash buffer 20 mM Tris HCI pH 7.4, 150 mM NacCl,
and 0.1% (v/v) NBO (v/v)].Next, thebeads were resuspended in 100pl otawash buffer,
coated in 5ul of antm®A antibody(Merck Millipore)and rotated for 45 mins at room
temperature. After 3 washes with ¥4 wash buffer, the beads were placed irfAn
immunoprecipitation buffer [900ul A wash buffer, 35ul 0.5M EDTA pH 8.0, 4ul RNase
inhibitor (ThermoFisher)] along with 9.5ul of fragmented RNA. The remaining 0.5ul of RNA
was kept as a 5% input for later use®Animmunoprecipitations were incubated at@
overnight with rotation after which giwashes in A wash buffer were carried out. RNA
from inputs and immunoprecipitations was eluted from the beads through incubation with
proteinase K buffer [126pul $A wash buffer, 15ul 10% (v/v) SDS and 9ul 20mg/migr&fe
proteinase K (ThermoFisher)} &5°C for 30 mins. After incubation, the supernatant
containing nSA immunoprecipitated RNA was removed and supplemented with 2561 m
wash buffer. 750ul Trizol LS was added to the samples and RNA isolated by-phenol
chloroform extraction as i2.2.5.2 however, 1l RNArade glycogen (ThermoFisher) was

added to the samples at the isopropanol stage to allow visualisation of the RNA pellet in
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downstream steps. The entire RNA pellets for both immunoprecipitations and inputs were
converted to cDNA usingiunaScript RT SuperMix Kit (NBB)in2.2.5.3 qPCR cycling
conditions were identical to those carried outdr2.5.4 However, BA-immunoprecipitated
samples were normalised their respective input samples and®fcontent at a particular

region calculated relative to an unmodified control region within the same transcript.
2.2.6.2 m®A-seq

m®A-sequencingwas carried out by Belinda Baquero, a former pdsttoral research
assistant inhe Whitehouse groupThe protocol for fA-seq was carried out as h2.6.1

with TREX cells reactivated for 0,a8d 22 hours; however, the cDNA from64nmPA
immunoprecipitations were pooled to gather enough matefal cDNA brary generation

and NGS. Furthermore, a 1% input was used. Libraries were generated using the NEBNext
ultra DNA Library Prep Kit (NEB) from the cDNA of input @Adimmunoprecipitations.
Sequencing was carried out on a HiSeq 3000 platform (llluminapwiibp end lane. Two

independent biological replicates were prepared for each timepoint analysed.

2.2.7 Bioinformatics and statistics

2.2.7.1 m®A-seq analysis

Bioinformatic analysis of the %#A-seq data was carried out by Agne Antanviciute, a former
PhD student in SWI Y Sa Q | %2 hehlls Wdre identified using the®mviewer peak
calling software with default settings and exported in-@dlimited format to the statistical
computing software R for further analyséscluding kernel density estimates and®n
distribution (Antanaviciute et al., 2017Bignificantly enriched $A peaksn both viral and
cellular genomes were defined by a minimum -fiolfl enrichment of A
immunoprecipitation reads over input reads with a false discovery rate of 5% (FDR<5%)
required in both biological replicates. Peak positions within 100nt were coresices

overlapping.

Discovery of an fil\ peak motif was performed using the 100nt of sequence flanking viral
m°®A peaks. Repetitive viral sequences were removed and the remaining sequence used for

enriched sequence motif detection using the software MEB&iley et al., 2009)
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2.2.7.2 Functional clustering of methylated mRNAs

Functional clustering was performed usinRBNG protenprotein interaction networks

functional enrichment analysis.

2.2.7.3 CHIPseq data processing

Raw CHHBeq data was obtained from a previously published article and processed by Ivaylo
Yonchev of the Wilson group at the University of Sheffielpp et al., 2019Enriched peaks
of RTA binding within cellular genes were called using the softMAACS2.

2.2.7.4 Proteomic data analysis

Samples sent foguantitative proteomics were analysed by TMT labelling aneMSIMS
analysis. Data was outputted as a Microsoft Excel spreadsheet containing the results of a
Sequest search against the Uniprot Human Dasab®ata from two independent replicates
were grouped before filtering of best interactors. Contaminating proteins from a common
contaminants database were removed and data filtered to saasfizDR of less than 5%.
Protein abundance ratios were calculdtbetween GPRCHSALAG cells and TREX cells for
both latently and lyticallynfected cells. Proteins were filtered by a minimum abundance of
100 in GPRCBALAG cells and a minimum net abundance of 50 after subtraction of
background abundances in TREX célisabundance ratio of 2 was set for GPREBAG

cells relative to TREX cells in latency. However,-fold&nrichment was used for GPRE5A
FLAG cells relative to TREX cells in lytic replication as fewer proteins were detected due to
the action of virusmediated hostcell shutoff. Finally, proteins with enriched GPRC5A
interaction in the lytic phase were identified using a minimum-fbl8 interaction in lytic

cells compared to those undergoing latent replication after subtraction of TREX cell
backgroundThe 51 proteins in latent, 51 proteins in lytic phase and 25 proteins enriched in
the Iytic phase which met these strict eoffs were subjected to STRINfBotein-protein

interaction networks functional enrichment analysis.

2.2.7.5 Statistical Analysis

For all quatified data, differences were considered to be statistically significant when

p<0.05 with asterisks denoting the level of significance (*=p<0.05, **=p<0.01,
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FFFILFndnamod ljt/w RFEGFE 61 & FylFrfeaaSR T2NJ

T testunless otherwise stated.
2.2.7.6 Image generation

All graphs and tables were drawn in Microsoft Excel unless otherwise stated and confocal
images were generated using Zen blue software. Heat maps were constructed in Graphpad

Prism 7. Scientific diagrams were geatsd using Biorender.
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Chapter 3

The cellular PA landscape is altered upon KSHV

reactivation
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3 The cellular A landscape is altered upon KSHV reactivation

3.1 Introduction

mPA is a ubiquitous RNA modification, asymmetrically distributed across thectiptmsne

where it affects all stages of mMRNA biology. The modification is installed on transcripts by
the mPA writer complex, in most cases in a cotranscriptional manner. The catalytic core of
the mPA writer complex consists of the methyltransferase METandgadaptors METTL14

and WTAP. Additional subunits bind the complex through WTAP and regulate the efficiency
and selectivity of depositio(Zaccaa et al., 2019)mPA erasers are able to convert a subset

of m°Aresidues back to adenosine, whiléAreaders decode the modification and dictate

the methylated transcript towards a specific biological fate.

In recent years, the role of ¥A has been studd in a number of different viral life cycles
where it plays diverse regulatory roles. Most of these studies have investigatezffduts

of mPA sites on viral RNA, which vary from reduced stabilitychanges inreverse
transcription and virion packagin(Finkel and Groner, 1983; Imam et al., 2018; Lu et al.,
2018) Howeve, few studies have described the changes in the hd¥ fandscape upon
infection. Crucially, evidence describing how such alterations in cellGfadistribution are
achieved is lacking and needs further investigation. During KSHV infection, seveied stu
have alluded to important regulatory roles fofduring reactivation. However, the global
effects suggested by these groups are not entirely consigtéet 2017; Tan et al., 28;
Hesser et al., 2018Dne of these studies identified changes in the cellul® landscape
during reactivation, finding that differentially modified RNAs functionally cluster into

various signalling pathway3an et al., 2018)

In this results chapter, PA-sequencing was used to identify clygs in A topology
between KSHV latent and lytic replication programmes and differentially modified mRNAs
were clustered by function. In addition, through inhibition of theé®/Amaddition, the
modification was shown to be functionally important for KSH\ttigation. Finally, the
expression of the A machinery was monitored at both RNA and protein levels to account

for changes in §A content and distribution.
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3.2 mbOA distribution is altered in response to KSHV reactivation

In order to examine whether the %A landscape is altered by KSHV reactivatio®Am
sequencing was performed by Dr Belinda Baqteoez (past Whitehouse lab member) to
identify changes in A& distribution between TREX cells undergoing latent and lytic
replication programmes. RNA was collectéim latently-infected cells and those
reactivated for 8 and 20 hours. The RNA was fragmented inte2000nt fractions and
subjected to immunoprecipitation with an $A-specific antibody. Immunoprecipitated
fragments were converted to cDNA and sent for thgeneration sequencing. Highly
confident nPA peaks were called b@r Agne Atanaviciuteusing the newly developed
bioinformatic software fA Viewer(Antanaviciute et al., 2017Yhus, for each mRNA, an
mA profile could be generated showing number of reads for both input and
immunoprecipitated samples. An example is shoimnFigure 3.1 where the cellular
transcriptZNF1dzy RSNH2S&a | f2aa Ay Y& peakiduridghyficy | @
replication.
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Figure 3.1. Differential modification of ZNF12mRNA.mfA-seq data for the cellular transcrigiNF12

which undergoes progressivé 2 3a Ay YSGKef I (A Difoursd FostinducpoR of bae - { |
reactivation (n=2)For each graphhe Xaxis represents genomic position while theXs desclies the
number of reads from deep sequencifag both input (blue) and IP samples (red).
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Using the A viewer system, the KSHV transcriptome was found to be extensively
methylated with 85 Al LIS { & F2dzy R AY n HFig@eéB.2) BhdueradQa y p
Perez et al., 2009
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Figure 3.2. mPA peaks in the KSHV transcriptom&igure shows fi-seq data for the entire KSHV
transcriptome at 20 hours post induction of lytic reactivation in TREX cells (n%Rpeaks were called

using nPA Viewer software. Significantly enrichedApeaks were defined by a minimum fold change of

XL.5 (nPA-IP over input) and a false discovery rate (FDR) less than 5% was required across both biological
replicates. Peaks were considered overlapping if less than 100nt were present between two enriched
positions. Data collected by Dr Belinda Baquerd analysed by Agna&ntanaviciute(published ineLife
2019;8:e4726)

Importantly, cellular PA peaks were also called consistently with 18,%#es shared
among latent cells between two biological replicates. Furthermore, at 8 hours post
induction, reactiated cells shared 1835 nfA peakswhile at 20 hours, a reduction to
13,926 mPA peaks was identified. A sites were mostly maintained between latent cells
and those induced for 8 hours with approximate6#@of total sites unique to either sample
(Figure3.3a). However, at 20 hours post induction, approximat49o of nfA peaks were
unigue to either latent or lytic cells. Furthermore, the majority dfArsites unique to cells
undergoing lytic replication appeared within mRNAs wehespression increased during
reactivation Figure3.3b). In contrast, PA peaks unique to latenibfectiontranscrippmes

tended towards downregulation during lytic replication. Taken together, these results
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indicate that n?A sites in latently infected cells generally reduce the abundance of modified
mRNAs. Whereas, in lytic replication®Antends towards an increase in the expression of
methylated transcripts.Thus, these results suggest that the’Anlandscape undergoes

radical renodelling during KSHYV reactivation.

a Latent Lytic 8h Latent Lytic 20h
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Figure3.3. The cellular miA landscape is altered during KSHV reactivatiahVenn diagram showing the
number of cellular rPA peaks consistently called Hye m®A Viewer sdtware in two biological replicates
throughout KSHVatent and lytic (8 and 20 hours) replication programm@ignificantly enriched fA
peaks were defined by a minimum fold changexb6 (nfA-IP over input) an6FDR<5%Once again, gaks
were considered werlapping if less than 100nt were present between two enriched positi¥Ke€rnel
density estimate (KDE)r the RNA€ncodingl10,190 nfA peaksunique to latentcells (left graph) and the
RNAwncoding the 5,170 (A peakaunique to cells reactivated f20 hourg(right graph).

3.3 mPA immunoprecipitation confirms the modification oellular mRNAs

To validate the fA-seq data indicating the modification of cellular transcriptsSAm
immunoprecipitation followed by RGPCR (§A-qPCR) was carried out to defimely prove

the methylation of a selection of mMRNAs at the specified sites. Given the low throughput
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nature of this technique, only the mRN&$RC5A, FOSB, ZFP23BIdUJUNwere examined

for mPA. All of these mMRNAs showed increaséd-aontent in lytic cdkin the nfA data set

2 primer sets targeting putative methylated and norethylated sites within the 4 mRNAs
were generated. Furthermore, positive and negative controls were designed targeting the
known methylated transcripLC39A14nd the mRNASAPDHwvhich contains no sites of
mPA. For each AA site tested, a negative control region was amplified within the same
transcript, which was not enriched in the?seq data, to compare against the methylated
region. This strategy successfully confirmed both A site withinSLC39A14nd the lack

of methylation within GAPDHFigure3.4a). ExcitinglyGPRC5A, FOSB, ZFP36id JUN
MRNAs all showed enrichment for the methylated region over themethylated region

in both latent and ltic TREX cells confirming®4amodification of these mRNAs at the
expected site and validating the®f&seq data Figure3.4c). While no significant changes
were detected in the A modification of these transcripts between latentdhlytic states,
mPA-qPCR neutralises the effect of increased expression of mMRNAs. Thus, if the transcripts
are also upregulated in the lytic phase this could mask an increasAicomtent but not
stoichiometry To account for this bias, the ®% immunopecipitated samples were
reanalysed for increased expression of the mRNAs tested ¥#gPCR. Importantly,
GPRC5A, FOSB, ZFP3&hd JUNwere more abundant in lytic replication while the
methylated transcripSLC39A1dhowed little changeRigure3.4b). In conclusion, the PA
levelsof GPRC5A, FOSB, ZFP36idlJUNare correlated with the mRNA levels of those
transcripts. However, A\ may play an important regulatory role in the increased

abundance of these mRNAs in lytic replication
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Figure3.4. mfA immunoprecipitations confirm the modification ofSPRC5A, FOSB, ZFP3&hd JUN
mRNAs.Total RNA was isolated from latent and lytic TREX cells, chemically fragmented H200h®§
and preciptated with an nfA-specific antibody. After precipitation, samples were analysed bygAOR

for enrichment at the putative §A site relative to a nonmethylated control region (all data presented as
mean +SD, n=3). a) Analysis of unmodified anBAmmodified regions within positiveSLC39A14nd
negative GAPDHcontrol RNAs for ff enrichment. b) Fold change in RNA levels dfA-m
immunoprecipitated samples during reactivation normalised3aPDHc) nfA-gPCR data showing the
log fold enrichment of niA-modifed fagments over a nomethylated region within the same transcript.

2 regions were analysed withibBFP36LAs this mRNA contains a wide flafAnpeak spanning several
hundred bp.

3.4 mbA redistribution does not favour a topological region of mRNA

In order to unerstand how the redistribution of BA under KSHV reactivation is

coordinated, the distribution of A peaks within cellular mRNAsthe nfA data setvas
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compared between cells undergoing both latent and lytic replicatibPA peaks were
classified by fiveopological regions defined byAgne AntanaviciuteAs with previous
studies, ! 61 & SYNAOKSR Ay GKS O2RAy3 alagntdzSy OS
and lytic cell populations.Surprisingly, a proportion of $A peaks were identified in
intergenic egions which may be repsent nfA sites in noncoding RNA%iao et al., 2019)
Interestingly, only subtle changes were detected in the proportions &A within the
different mMRNA locations suggesting that lasggale relocalisation across different
topological boundaries does naiccur Eigure 3.5a). Finally, the preferred consensus
sequence in each region of mMRNA was analysed using MEME software for evidence that
selective deposition of A at certain sites takes placEigure3.5b). The expected DRACH
consensus sequence was obtained with most sites deposited at a GGAC motif. However, this
consensus sequence was maintained across all topological regions of mRNA indicating that
selective deposition of A& in certain locations along transcript is not mediated by
alteration in consensus motif. As a result, these data do not explain hwremodelling

can be achieved mechanistically.
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Figure3.5. m®A distribution is unchanged across topmdical regions of mRNA) Stacked column chart
showing the proportions omfA peaks in five topological regions of cellular RNAng KSHYV infection in
TREX cellsTopological regions were defined by bioinformatics expert Agne&naviciute b) Meme
software analysis showing the mostgnificantly enriched DRACH consensuzif among cellulaméA
peaks present in four topological regiooERNAUTR, untranslated region. CDS, coding region)

3.5 The nfA machinery is altered during KSHV reactivation

Since rAA redistribution during KSHV reactivation is not caused by the preferential
methylation of a particular topological region of MRNA, th&Armachinery was analysed
for changes that may affects % localisation. Previous work carried out by Dr Belinda
Baquero (Whitehouse lab alumni) showed the ®& machinery componentMETTLS,
METTL14 and DRLdo notshow any change in cellular localisation during KSHV reactivation

(unpublished data). As a result, it is unlikely that differential methylation occurs due to
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relocalisation of the rPA writer complex or demethylases to different subcellular

compartments.

Subunits of the A writer complex have been proposed to regulate the selectivity @ m
deposition at specific sites. Therefore, a change in the expression ofofirkiese
components or demethylases could lead to large scale redistribution of the modification.
Thus, the expression levels offAnmachinery components were examined for changes
during KSHYV reactivation. RNA levels were measuredHq?BR and changesromoborated

at the protein level by immunoblotting where antibodies were availalleéh the exception

of METTL3all other components of the A machinery showed only subtthanges in
expression consistent with no change or a slight reduction, indicahtiagstart of KSHV
initated hostcell shutoff(Figure3.6a). However METTL3had a marked reduction in both
RNA and protein levels suggesting this gene may be targeted for downregulation by KSHV
during the lytic cyle (Figure3.6b). Thisobservation may explain the reduction irfpeaks

seen at 20 hours post reactivation in théArseq data.
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In order to understand whetheMETTL3is targeted for downrgulation during KSHV
reactivation, two KSHV lytic genes, whose ability to reduce gene expression is well
characterised, were transfected into uninfect2g@3Tcells on GHRagged constructsHigure

3.7a). Upon expresion of the viral proteins RTA and ORFSIETTL3RNA levels were
monitored to determine whether these two Iytic proteins are responsible for

downregulation Figure 3.7b). Interestingly, no significant decline METTL3 upon the
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ectopic expression of GKPRF50 was identified. However, a small but significant decline in
METTL3evels upon expression of GERRF57 was observeBigure3.7c). To confirm this
finding, increasing des of GFPORF57vere transfected int®93Tcells andMETTL3NRNA
levels monitored by RGPCR. While a significant reductiorMETTL3nRNA was observed

at 1,2 and 4ug concentrations o6FPORF5Telative to a GFP control, these transcript levels
were notsignificantly different from untransfected cellBigure3.7d). Thus, it seems likely
that ORF57 plays only a minor role, if any, in the reductiobBT TL3NRNA seen during
KSHYV lytic reactivation. Instead, itilely that other viral or cellular factors contribute to

the downregulation of this methyltransferase.
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Figure3.7. ORF50 and ORF57 are not responsibleM&T TL8lownregulation.(a,b)GFPORF5@ndGFP
ORF5%onstructs were transfected intd93Tcells and successful expression of fusion proteins confirmed
by RTgPCRand western blotting (data presented as me#&BD, n=3; blots representative of 3 biological
repeats). c) R{PCR data showing the mRNA levelSIBT TL3n expression of GFP tagged constructs in
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transfection of increasing amounts GFPORF5DNA (data presented as meaB8D, n=3).
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3.6 mPA exerts a net proviral fiect on KSHV lytic replication

Previous studies have found conflicting evidence on the overall effecéafduring KSHV
reactivation, which may or may not be due to cell type specific effects®sf(Baquere
Perez et al., 2019)o investigate whether PA exerts an overall proviral or antivirgfifect

on the KSHV life cycle, the drugd8azaadenosine (DAA) was applied to TREX cells
undergoing latent or lytic replication programmes. DAA inhibits the donation of a methyl
group by the cofactor SAM during®/ formation and thus blocks the modificatioof
adenosines However, SAM functions as a cofactor other methyltransferase reactions
within the cell which may result in some dé#rget effects Firstly, the optimum
concentration of 25M DAA determinedasthe highest usable concentration beforedeaop

of more than 20% in cell viabilitywas obtainedby MTS assay in TRE&&{ls Figure3.8a).
Next, the effect on KSHV reactivation was assayed by western blotting for viral proteins
ORF57 and MYRTA Figure3.8b). Interestingly, DAA treatment resulted in a decrease in
viral protein production in cells reactivated for 24 hours without any evidence of
cytotoxicity. Overall, this suggests that loss dfAnmegatively affectseactivation and

therefore nfA exerts a net proviral effect on KSHV lytic replication programme in B cells.
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3.7 Cellular mRNAs with altereth®A levelsbetween latent and lytic KSHV

replication participate in commonfunctional pathways

Although several groups have investigated the rolendfA in viral transcripts, the
understanding of how the cellulam®A landscape is shaped under viral replication is
relatively unknown(Manners et al., 2019; Gokhale et al., 202@nong the cellular RNAs
identified by m°A-seq, wiose modification is favouredin either latency or during Iytic
replication, 52 of those with the largest changenniA levelswere selected for further
investigaton by Agne Antanaviciutevho carried out the bioinformaticsl o identify whether

any specific cellular pathways are modulated in raPA-dependent manner, these 52
transcripts were subjected to functional clustering using String bioinformatic analysiy. Man
of the proteins encoded by these differentially modified mMRNAs interacted dirdeatyre
3.9a). Furthermore, gene ontology (GO) analysis identified the most enriched pathway as
the negative regulation of translation followed I®everal additional mMRNA regulatory
pathways Figure3.9b). Other mRNAs of interest include the transcritBNand FOSBvhich
encode the interacting partners of the APtranscription factor complex. Finally, the genes
PCNXASTC1ZC3H12AHEY Jand PEAR® re all members of the Notch signalling pathway.
As both Notch and AP signalling are critical for KSHV reactivation, the altenéd status

of transcripts encoding key players in these pathways may regulate KSHV lytic replicatio
Moreover, the finding that regulation of mMRNA biology is a common function among the

differentially modified mRNAs indicates the process may be central to KSHV reactivation.
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3.8 Discussion

In this chapterm®A-sequencing was carried out to identify chasgnmPAtopology during
KSHYV reactivation. A special focus was given to changes in the saflillandscape which
have been studied in only a few viral contexts to date. Interestingly, feviAmpeaks were
found in cells induced into the lytic cycleaththose in latency. This is consistent with results
from a previous study which compare®?A-sequencing data between latent cells and those
induced for 48 hourg§Tan et al., 2018)t is likely this effect can partially be attributed to the
activity of KSHV SOX protein encoded by ORF37. SOX radthateell shutoff by nicking
cellular mMRNAs and cooperating with the host exoribonuclease XRN1 in the exonucleolytic
degradation of host transcrip{dee et al., 2017As a result, SOX leads to global degradation
of cellular mMRNAs allowing prioritisation of viral tramgts for translation. Therefore, the
initiation of host cell shutoff at 20 hours post induction may explain, at least in part, why

fewer mPA sites were identified at this lytic timepoint.

To validate the #A-seq data, the precise location ofAsites witlin four cellular transcripts
were validated by #A-gPCR. While PA-gPCR is only semuantitative and cannot
precisely determine SA stoichiometry, it appears the ¥ content of GPRC5A, FOSB,
ZFP36L1 and JUN is correlated with their abundance. Therefmiagdeactivation, their

m®A content rises in line with their mRNA levels. From this data it is difficult to ascertain
whether the modification is important for this increase or merely adification which
increases as MRNA levels rises. As a resulthduntesearch is required to clarify this

observation.

Although many alterations im®A topology have been noted in virisfected cells, it is not

entirely clear how such remodelling is achieved. One study has suggested that reactivation
leads to loss om°A G pQ ' ¢wa |yR | O2NNa&Elia, yRI)y I I
Conversely, in other cell lines, the opposite effect was observed. However, in this study, only
very subtle changes were observed in the proportions®A along each topological region

of mMRNA. Furthermore, in both studies, ncaolge was found im®A consensusequence

usage between latently and lytically infected cells. Thus, it seems unlikely that changes in
m®A deposition are mediated by consensus sequence or preferential deposition at a

particular topological position along anRNA.
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Conceivably, differential selectivity mfAdeposition could be mediated by the composition

of m°A writer complex as any changes in the expression of certain subunits could lead to
preferential binding of certain DRACH sites. Surprisingly, ordiyl shanges were observed
within mostmembers of then®fA machinery with the striking exception of METTL3. METTL3
showed a marked downregulation above the level that could be attributed to host cell
shutoff after 20 hours of lytic replicatioiit is uncleamwhether loss of METTL3 may cause
changes irm®A location; however, it almost certainly leads to lossn®#A at certain sites.
Thus, together with SOX, downregulation of METTL3 may also explain whynfiédvsites

can be found in cellular mMRNA during reeation.

Previous studies to examine the global effect$A on viral infection, especially those on
KSHYV reactivation, have not been entirely consis(@mumuru et al., 2016; Kennedy et al.,
2016; Lichchi, Gao, et al., 2016; Ye, 2017; Tan et al., 2018; Hesser et al.,1aQh&) study,
addition of the drug DAA to cells undergoing reactivation inhibited viral protein production
suggesting that overath®A enhances lytic replication. Neverthelessyagi its ubiquitous
presence of viral and cellular transcripts, it is highly unlikely if4texhibits solely proviral

or antiviral effects towards viral replication. Instead, it is likely that in certain contexts, the
modification acts in favour of thenus; while in others, it restricts infection. This is especially
true for a herpesvirus such as KSHV which expresses over 80 mRNAs and causes mass
remodelling of the host cell to undergo a highly complex life cycle. Thus, there are many
opportunities forméA to modulate KSHV reactivation and the study of specific sites of
methylation is vitally important in understanding KSHV biology and the wider field of viral

epitranscriptomics.

Functional clustering of differentialip®A-modified mRNAs during reactivati showed that
several virusassociated pathways may be regulated by this epitranscriptomic modification.
A previous study has suggested that differentially modified mRNAs belong to oncogenic
signalling pathways including ERK/MAPK and PI3K/AKT sigfialingt al., 2018 Although

in this study, such pathways were not identified by GO analysis, both members ofthe AP
signalling complex as well as various components of Notch signalling were found amongst
differentially m®A-modified mMRNAs. AP is indispensable for transcriptional activation of
ORF50 and other IE genes in the early stages of reacti@iang et al., 2004)Similarly,

the interaction of RTA with Notch component RBFs also essential in the activation of IE

gene promoters(DeCotiis and Lukac, 201'Hinally, the dysregulation of both APand
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Notch signalling pathways are a common feature of cancer and both are well described
factors in the tumourigenesisf KSHassociated malignancies. Therefore, the results of this
study and those conducted previously agree that changes®i distribution on cellular

MRNAs may be essential for KSHV reactivation and disease pathogenesis.

Aside from oncogenic signallingscades, this study also identified mMRNA biology pathways
as most enriched among transcripts with alteraA profiles between KSHV latent and lytic
replication programmes. During lytic replication, KSHV manipulates several host cell mMRNA
biology pathwaydo permit the efficient splicing, export and translation of viral transcripts
(Boyne et al., 2010husmPA could regulate the expression of many genes involved in the
determination of viral mRNA fate and have major implications for KSHV reactivation.
However, to identify whethem®A exerts regulatory control ovemRNA biology and
signalling pathways during KSHV reactivation, the investigation of methylated mRNAs on an

individual level is required.
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Chapter4

mPA affects the abundance of differentially modified

MRNASs during reactivation
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4 mPA affects the abudance of differentially modified mRNAs during

reactivation
4.1 Introduction

m®A is proposed to regulate all stages of mRNA biology leading to many downstream
consequences for gene expression. This study and others have found that viral infection
leads to largescale remodelling of the host% landscape and thus likely serves as a critical
factor for modulating both proviral and antiviral gene expressbichinchi, Gao, et al.,
2016; Lichinchi, Zhao, et al., 2016; Tan et al., 20E8)thermore, in agreement with
previous studies, global depletion oféAleads to profound changes in KSigylication.
However, previous experiments have been unable to disentangle the relative contributions
of cellular and viral fA to the viral life cycle. Therefore, despite the clear indications that
cellular "fA modulates viral life cycles, the extentitsfinfluence is not well understood. As

a result, the investigation of $A on individual cellular transcripts is required to support the

hypothesis that cellular A sites affect virus replication.

Aside from global changes in cellulafArduring viral ifection, there are several further
clues that the hosi®A methylome regulates virus replication. The antiviral transdfdtB
encoding a cytokine which drives the antiviral response, contains %k site which
regulates its stabilityRubio et al., 2018; Winkler et. a22019) Thus, alterations in the A
content of this mMRNA, which in turn affect its abundance, could serve as a broad mechanism
for regulating diverse viral life cycles. Furthermore, a recent study has identified two
transcripts with changes in their % status between uninfected and flavivirirfected
cells.RIOK2and CIRBPnRNAs showed PA-dependent changes in translation and splicing
that affected HCV, ZIKV and DENV infecf®dokhale et al., 2020)he study is currently
unique in that it provides clear evidence that changes %A @ontent at a particulacellular

location greatly influaces virus replication.

In this chapter, differentially methylated cellular mMRNAs were investigated for changes in
fate and function which could be attributed to®. Thus, these mMRNAs were monitored
during KSHYV reactivation for alterations in splicing;l@ar export, stability and translation.
After selection of suitable candidates for further exploratioiour transcripts were

identified with changes in mRNA abundance. The&% modifiedtranscriptsall fall within
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enriched functional pathways identified the previous chapter including mRNA biology and

oncogenic signalling.

4.2 Differentially modified mRNAglisplayaltered abundance during KSHV

reactivation

In the previous chapter, 52 transcripts which undergo changes in tlféicontent between

Y { | + @at and llyiic replication programmes were further analysed. To investigate
whether these differentially modified transcripts exhibit changes in abundance during
reactivation, primers were designed to amplify 14 of these mRNAs with the largest changes
in mPA content and those which function in molecular pathways associated with herpesvirus
infection. RIgPCR was used to compare the levels of these 14 transcripts in latent and lytic
TREX celld-{gure4.1a). Six of these transcripth@ved no change in expression or only
minor downregulation consistent with the action of S@X¥diatedhost-cell shutoffduring
KSHYV lytic replicatiofrigure4.1b). HoweverCNOT2howed greater downregulation which
suggests thisranscript may be targeted for degradation or repressed at the transcriptional
level Figured.1b). Of particular interest were seven mRNAs which were upregulated during
lytic replication compared to latency as these contrast frohe texpected trend of
downregulation for most cellular genesigure4.1c). The greatest change in RNA level was
observed forGPRC5ANnd FOSBvhich both increased approximately -f8ld during virus

reactivation.
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Figure4.1. Changes in the RNA levels of differentialypamodified transcriptsduring reactivation.All
graphs show R@PCR data in which the expression of modified transcripts in T&E¥duced for 24
hours is compared texpression during latent infectiofdata presented as mea#SD, n=4% a)log. fold
chang in differentially methylated RNA levels during reactivatibh.Fold change among stable or
downregulated transcriptsOrder or transcripts different from ads logswere applied to individual
biological replicated before calculation of averaggs-old change among upregulated transcripts.

To identify whether the changes in abundance of methylated transcripts during reactivation
has any significance regarding a fuontl change in gene expression, protein levels were
analysed for six il modified genes. Western blots were carried out on latent and lytically
infected TREX cell lysates using antibodies targeting several proteins encoded dAthe m
modified cellular trascripts above (CNOT2LF3 FOSB, TIFAGPRC5Aand STCL
Importantly, thisanalysis also allows the identification of any discrepancies between mRNA
and protein abundance which could indicate enhanced translation, perhaps in®An m
dependent manner. Howeer, in correlation with mRNA levelENOT2 proteirwas less
abundant in the lytic phase. Furthermore, If#8tein was mostly stable and TIFA protein

levelswere only slightly downregulated at the later time point of 48 hours pestctivation
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which is casistent with hostcell shutoff Figure4.2). In contrasi GPRC5A, FO8id STC1
were upregulated at the protein level once again defying the trend of most cellular proteins
and suggesting these genes may play a role in enhan&8H{y Keactivation or serve as part

of a host cell responsd-igure4.2). These results indicate that, at least in these contexts,
changes in MRNA abundanteing about functional adjustments in gene expression
through correspondinghanges in protein levels. While these results do not preclude the
fact that mPA enhances translation, it seems that changes in mRNA abundance had the

greatest impact on protein expression for the studied genes.
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Figure 4.2. Changes in the protein levels of differentially %-modified genes during reactivation
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western blot inc).

4.3 Differentially modified mMRNA levels are regulated by KSHV lytic proteins

Multiple mPA modified mRNAs undergo changes in abundance during KSHV reactivation and

cluster into pathways wich are known to be modulated by KSHV infection. Thus, some of
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these transcripts could bgpecificallytargeted by the virus for tyor downregulation during

lytic replication. To identify whether any of these methylated transcripts are modulated
through the action of KSHV Iytic protein293T cells were transfected with GRRgged
constructs containing viral immediate early proteins known to regulate cellular gene
expression, namelRTAor ORF57. Changes in abundance among the methylated transcripts
were examined upon ectopic expression of each viral protein relative to cells transfected
with an empty GFP construdtigure4.3).

In GFPORF5@ransfectedcells, a large and significant 230% upregulatioBHRC5ARNA

levels was obgwed in addition tca moderate but significant 30% increas@FP36L[evels.

Given that these transcripts also increase in abundance during KSHV reactivation in TREX
cells, these data suggests that RTA may induce this upregulAtiogar significanB0%rise

was also identified ICNOT2nRNA which is heavily downregulated in lytic replication. If
RTA also controls the upregulation of this transcript, counteracting cellular or viral factors
may act during reactivation to ensues overallnet decrease IICNOT2ZnNRNA, perhaps to

support or restrict lytic replication.

In GFPORF5+transfected cells a significant 25% decreas€liffand a near significant 20%
decrease iZC3H12ANRNA was identified. Additionall)NmRNA levels increased by a
near significah30% in GF®RF57 expressing cells suggesting ORF57 may regulate the levels

of these 3 transcripts.

mfA modified mRNA levels on transfection of KSHV lytic proteins
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Figure4.3. KSHYV lytic proteins regulate the abundance of celluld®nmodified mMRNAs293Tcells were
transfected with constructs containing Gi&gged viral gene®RF5@ndORF57The RTGPCR data shows
the relative RNA levels of methylated transcripts @FPORF50and GFRPORF57transfected cells
compared to a GFBontrol-expressing cell line (data presentesl meant SD, n=3)
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Except for GPRC5Athe nfA modified mMRNASZFP36L1and TIFA showed significant
alterations in mMRNA levels of less than 56#rthermore, the transcript€NOT2ZC3H12A
and JUNshowed small alterations, albeit at a ngignificant level. Asx result, further
examination withhigher concentrations of viral proteins was undertakenrtagnify any
effect on thesetranscriptsand clarify whether thechangesn mRNAwere genuine293Ts
were transfected withncreasingoncentrations of th&sFPORB0and GFPORF5plasmids

to determine whetherchanges inthese mRNAswvere viral protein dosalependent(Figure
4.4a, e). Interestingly bothGPRC5ANnd ZFP36L1evels increased in correlation witRFP
ORF5@oncentration suggestintpat RTA regulates the abundance of these mRIRAgI(e
4.4b). In addition, western blottingonfirmed that the elevation inGPRC5Aranscripts
effects a functional increase in the encoded proteiRiqure 4.4c). However, while an
increase was observed @GNOT2nRNA levels, this did not occur at a significant level for any
of the GFPORF5@oncentrations; therefore, it is not entirely clear whether RTA increases

the abundance of this transcript.

In GFPORF3-transfected cellsJUNmRNAincreased up to 70% higher suggesting the viral
protein upregulates this transcriptFigure 4.4f). Furthermore, TIFAMRNA levels were
significantly lower than both untransfected and GFP cortansfected cells at twoGFP
ORF5%toncentrations. FinallyZC3H12Aranscripts wee significantly different from GFP
transfected but not untransfected 293T cells suggesting this mRNA may not be
downregulated by ORF57. Taken together, these results demonstrateith KSHV lytic
proteins RTA and ORF57 regulate the mRNA leveGP&C5A, ZFP36L1, Juid TIFA
perhaps so that thie encodedproteins may play an important role within KSHV lytic

replication.
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Figure4.4. Ectopic expression of KSHV lytic proteins at varying concentratioosfirms the elevation of
GPRC5A, ZFP36L1, A TIFAMRNA levelsae) Varying concentrations @FPORF5@Nnd GFP ORF57
were transfected inti293Ts and the ectopic expression of thelstic genes confirmed by RPPCR (data
presented as meatt SD, n=3). b) The mMRNA level$c6fRC5A, ZFP36irid CNOT2vere monitored by
RTFgPCR at different concentrations GFPORF5(data presented as meahSD, n=3). c) Western blot
showing protein exprssion of GPRC5Aat increasing concentrations oGFPORF50 (blots are
representative of 3 biological replicated). Densitometry of western blot in &) JUN, TIFAndZC3H12A
MRNA levels were examined by-§HCR at different concentrations GFPORF57data presented as
meanz SD, n=3).

4.4 RTA binds the promoters d6PRC5ANnd ZFP36L 10 induce transcription

The KSHYV viral gel@RF5@&ncodes the lytic master regulator protein RTA which is able to
activate transcription at many promoters within the viral azellular genomeg¢Lukac et al.,

2001; Bu et al., 2008AsGPRC5ANnd ZFP36LMRNASs increaskin abundance upon the
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