
The neuromechanical control of Caenorhabditis elegans head

motor behaviour in 3D environments

Omer Yuval

Submitted in accordance with the requirements for the degree of

Doctor of Philosophy

School of Computing

University of Leeds

January 2022



The candidate con�rms that the work submitted is his own and that appropriate credit has been given

where reference has been made to the work of others.

Acknowledgements

I would like to thank Netta Cohen, my supervisor, for pushing me to expand my knowledge and skills

and at the same time giving me the academic freedom to pursue my own interests. Equally important, I feel

that Netta has been constantly and truly sensitive, aware and supportive of my personal struggles along the

way.

This project required an exceptional combination of expertise and skills from multiple scienti�c �elds,

and the results and achievements obtained here would not have been possible were it not for exceptional

team work, sel
ess support and great interpersonal skills. I would like to speci�cally thank Ian Hope for

giving me the opportunity to e�ectively join his lab and group, participate in group meetings and for his

support in general along the way. I feel very lucky to have had the opportunity to have a second scienti�c

home during my PhD.

I would also like to thank our collaborators, Jerry Mellem and Andres Villu Maricq (University of Utah,

US) for sharing their data and for the useful discussions, and the Haspel lab (NJIT, US) for sharing their

C. elegans strains and for their warm welcome and hospitality during my visit to their lab.

Finally, I would like to express my deep appreciation for my family and friends who supported me along

the way consistently and unconditionally. I feel grateful and very lucky to have you in my life, and I truly

believe that each and every one of you contributed a signi�cant part to the completion and success of this

work.



Abstract

Individual neurons are capable of complex information processing and show great diversity both within

nervous systems and across the animal kingdom. Their intrinsic neural dynamics give rise to network

dynamics, and at the highest level to animal behaviour. Despite extensive research to bridge the gap between

single-cell neural dynamics and whole-animal behaviour, many questions remain open. Biological systems

are highly interconnected, operate at multiple scales, and evolved to function in speci�c environments. In

particular, feedback loops have evolved to allow for robust and smooth animal behaviour which continuously

adjusts to changing internal and external conditions. Thus, to understand the fundamental control principles

of animal behaviour, it must be studied at multiple temporal and spatial scales, and in the context of a

physical body and environment.

The 1mm long C. elegans nematode o�ers a unique model system for multi-scale investigation, and

serves as a powerful tool for genetic manipulations and behavioural assays. In its natural habitat,C. elegans

manoeuvres through complex 3D environments with changing physical and chemical properties. However,

until recently, the worm's locomotion has been studied almost exclusively in quasi-planar settings, such

as on an agar surface, while 3D locomotion remains almost completely unexplored. This has limited the

scope of our investigation of the neuro-body-environment loop.C. elegans' mapped anatomy and sequenced

genome allow to target individual cells and study their part in the whole. Given its compact anatomy (a

cylindrical body with only 302 neurons and 95 body wall muscle cells), observingC. elegans' locomotion

in a volume raises interesting questions regarding 3D motor behaviours and their underlying neuromuscular

control mechanisms, which may have not been manifested in 2D settings.

I recorded freely-movingC. elegansworms in a range of gel viscoelasticity corresponding to gelatin con-

centrations. A 3D reconstruction tool combining deep learning, computer vision and optimisation techniques

was developed to calibrate the volume and extract 3D worm shapes over time in lab coordinates, as well as

their location and orientation in the volume. As a complementary method, I used 2D 
uorescence imaging

of a volume containing worms that express GFP in body wall muscles, in order to visualise the animal's

intrinsic coordinate system. This allowed me to estimate the internal twist and the rolling of the worm's

body during di�erent patterns of locomotion.



Using quantitative analysis and various visualisations of the extracted 3D data, I identi�ed multiple

patterns of locomotion in a volume, some of which have not been reported inC. elegans to date. First,

in high viscoelasticity environments, the worm crawls forward by propagating a wave of dorsoventral body

bends from head to tail. This motion resembles forward locomotion in 2D, however in 3D the worm is highly

non-planar, with the head bending outside the plane of undulations frequently, but not periodically. In low

viscoelasticity environments, I found that the worm uses chiral motions. In the �rst, Coiling, the worm forms

clockwise (CW) or counterclockwise (CCW) trajectories that emerge from postures with opposite chirality.

Furthermore, during this motion, the worm rotates around its longitudinal axis with the same chirality as

the trajectory, but at half the rate. In the second motion, In�nity, the worm forms 8-�gure trajectories, and

rotates around its longitudinal axis CW and CCW back and forth. Interestingly, I found that individual

worms are capable of both CW and CCW Coiling, as well as In�nity. In these motions, undulation frequency

is high and forward speed is low, compared to crawling.

While these chiral patterns originated at the head and propagated posteriorly throughout the entire body,

maximum curvature posterior to the neck was still most correlated with the dorsoventral direction. This

suggests that these chiral motions are an extension of planar gaits, rather than being completely separate

gaits. I also found that for each of the four modes of forward locomotion (crawling, CW Coiling, CCW

Coiling and In�nity), there is a corresponding reversal. This was unexpected, as the neuroanatomy in the

tail is much simpler compared to the head, suggesting that passive, mechanical e�ects play a signi�cant role

in the generation of those patterns. Non-planar turning manoeuvres were also observed in which the worm

changes its direction of motion and sometimes also its plane of undulations.

After characterising C. elegans' locomotion in a volume, I used mathematical modelling to link locomotion

patterns to neural dynamics, speci�cally focusing on the neuromuscular head control of the Coiling behaviour.

While the motor circuit posterior to the neck is left-right symmetrical, suggesting that feedforward control

is only responsible for body bends in the dorsoventral direction, the head is not restricted in the same way.

Rather, it contains more complex circuitry which potentially allows it to bend in all directions. I selected

head motor neurons as candidates for the neural control of 3D locomotion. This includes the six RMD and

the four SMD neurons. The RMD neurons were found to be intrinsically bistable with a graded response

to input current. This is in contrast to most studied motor neurons in other animals, which �re action
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potentials in an all-or-none manner. While RMD are not necessary for normal planar forward locomotion,

SMD were shown to control the amplitude of head bending. They were also found to be proprioceptive, as

their activity is modulated by the shape of the body through stretch receptors that they express.

To study the neural control of 3D locomotion, I �rst developed a single-cell neuron model based on current-

clamp recordings from individual RMD neurons, available in the literature. The model accurately captures

RMD's current-voltage relationship, in both normal and abnormal extracellular 
uids. The importance of

accurately capturing intrinsic neuron dynamics in this context is two-fold. First, predictions of single-cell

dynamics can be tested in-vivo, creating a feedback loop in which models direct experiments, and experiments

are then used to update the model. Second, constraining single-cell dynamics also constrains network

dynamics. This is crucial for identifying biologically-relevant pattern generation mechanisms. Finally, models

for chemical and electrical synapses were developed. These are also biologically-grounded as they are based

on available data on the synapses that speci�cally couple RMD and SMD, in order to further constrain

network dynamics.

Once the single-neuron and synapse models have been developed, their parameters were �xed and they

were used to explore pattern generation in ensembles of bistable neurons. First, I found that a pair of bistable

neurons connected via reciprocal inhibition can give rise to sustained rhythmic activity spontaneously. Asym-

metry in synaptic weights was crucial to obtain spontaneous oscillations from an in-phase initial state. In

ensembles of four of these neurons connected pairwise via reciprocal inhibition and/or electrical coupling,

I found regimes that promote stable and unstable synchrony, as well as regimes that support spontaneous

pattern switching. Finally, I show that a system of six bistable neurons in which two of them are entrained by

mechanosensory feedback, is capable of generating both clockwise and counterclockwise muscle activation,

and that chirality is selected spontaneously, based solely on initial membrane potentials.

Overall, in this work I acquired 3D locomotion data in unprecedented quality, and developed novel

algorithms for the extraction of meaningful information. This led to the discovery of 3D locomotion patterns

that have not been reported in C. elegans to date, including chiral gaits. Their analysis links postures

and trajectories to the intrinsic coordinate system of the worm. The neural models developed here capture

fundamental single-cell and network-level mechanisms for the control of 3D locomotion, which demonstrates

the computational power of biological neural networks, and extend beyond the scopeC. elegans.
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1 Introduction

Understanding how behaviour arises from the nervous system is one of the greatest challenges facing neu-

roscience. Behaviour is a high-level description of the neural dynamics in our nervous system and its man-

ifestation through a physical body. It can be externalised (such as speaking or walking) or internal only

(such as thinking or retrieving visual memory), but either way all behaviours evolved to accomplish speci�c

tasks in speci�c conditions and cannot be fully understood when isolated from their natural environment

and physical body through which they are manifested. Sensory information from both the body and the

environment continuously modulates the organism's behaviour. How human and animal behaviours arise

from a complex network of cellular and molecular interactions is largely unknown. It requires a system-level

view involving a multidisciplinary investigation at multiple spatial and temporal scales, and in particular

associating neural dynamics with speci�c behaviours subjected to various perturbations and environmental

conditions. Bridging this gap and closing the neuro-body-environment loop is crucial for understanding

human and animal behaviour, as well as for preventing and curing neurodegenerative diseases.

Animal behaviour has been studied using modern science for centuries, with early major contributions

by the physiologist, physicist, and mathematician Giovanni Alfonso Borelli and the philosopher and writer

Charles-Georges Le Roy in the 17th and 18th centuries, respectively, and later by the naturalist Alfred Russel

Wallace and the biologist Charles Darwin in the 19th century [1{4]. Borelli studied the biomechanics of animal

locomotion and the connection between muscle contraction and body movement, while Le Roy associated the

behaviour of di�erent mammals with their environment and established a program for \animal biography" of

all \higher species" [1, 2]. He particularly argued that sensory information plays a crucial role in guiding an

animal's actions, rather than solely innate instincts. Wallace and Darwin are best known as the co-founders

of the theory of natural selection. Both independently found compelling evidence for the correlation between

animal anatomy and its surroundings, and for the acquirement of new traits through transgenerational,

environment-dependent mutagenesis. However, both also had great interest in the plasticity of the mind in

a single life-time, and pondered the importance of an individual's experience versus its instincts. [3{5].

Those people and many others helped develop the idea that animal behaviour is not a �xed nor an ex-

clusively intrinsic phenomenon but rather adaptive, with sensory information from the environment playing
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a signi�cant role in both behaviour selection and modulation. Later, with advances in genetics and neuro-

science, those concepts have taken a more mechanistic form, leading to the discovery of speci�c behavioural

adaptation mechanisms that act on di�erent time scales, either across generations (e.g., epigenetics), over

days-years (e.g., associative learning and memory) or on the scale of milliseconds-seconds (e.g., sensory-motor

feedback) [6{8].

Motor behaviour, describing actuated motion of living organisms, and its neural substrates, have been

studied in depth in humans and other animals [9{11], and span many �elds of research, including molecular

and cellular biology, biomechanics, robotics and mathematical modelling [12{18].

Advances in genetic engineering, imaging and computing during the last few decades allow us to study

motor behaviour in much �ner detail. Genetic manipulation techniques allow us to target speci�c genes

and cells and correlate their function with the behaviour of freely moving animals [19{22]. Improvements

in optics and imaging techniques allow us to record whole-animal behaviour at high temporal and spatial

resolutions [23{26]. This produces large databases of experimental data that can be stored, processed and

shared. Finally, biologically-grounded and hypothesis-driven mathematical models can then be simulated

computationally and used to make testable predictions in order to gain new insights into the underlying

mechanisms of motor behaviour [27{32].

1.1 C. elegans

C. elegansis a 1mm long, transparent nematode that naturally lives in the soil and rotten vegetation, and

feeds primarily on bacteria [33, 34]. It has gained its popularity as a powerful model organism for studying

the genetic and molecular basis of embryonic development and neuro-development in particular [33, 35{37].

Many genes and molecular pathways are conserved fromC. elegansto humans [34, 38]. This, together with

its short generation time (3-4 days) and large brood size (� 300) [33, 34], makes it a great model system for

high throughput studies of the genetic and cellular basis of normal animal behaviour, and the failures that

lead to disease [38, 39].

C. elegansis the �rst multicellular organism to have its genome fully sequenced [40, 41], and its anatomy

fully mapped, including the cell lineage and connectome, both believed to be consistent across individuals [33,
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35, 37, 42]. Its population consists mostly of self-fertilising hermaphrodites, and a much smaller number of

males (� 0:1%) that are di�erent from the hermaphrodite both anatomically and behaviourally [43{45]. With

the relative ease of genetically targeting speci�c cells, together with its anatomical and behavioural simplicity,

C. eleganshas been proven useful for uncovering fundamental principles shared by most living organisms

including humans. This includes mechanisms that control gene expression and molecular pathways such

as RNAi, epigenetics, cell fate speci�cation, and the insulin pathway, all crucial for understanding normal

human development and physiology, as well as disease [46{53].

The body of C. elegansis unsegmented, bilaterally symmetrical and has a cylindrical shape with a� 40�m

radius, and tapered at the head and tail (Fig. 1A-B) [33, 45]. The body of the adult, hermaphrodite worm

consists of 959 cells, of which 302 are neurons and 95 are body wall muscle (BWM) cells [54]. It has three

body axes: anterior-posterior (AP), dorsoventral (DV) and left-right (LR) (Fig. 1A-B) [45]. A tough and


exible cuticle separates its inside from the environment and maintains internal pressure [55]. Four bands of

BWM extend longitudinally (Fig. 1A-B, green stripes), allowing the worm to bend through their attachment

to the cuticle [56, 57]. Mutations in BWM and cuticle-related genes can lead to distorted morphology and

abnormal locomotion [55, 58, 59].

When placed on a surface of a sti� gel (typically 2% agar), C. elegans lies on its side (either left or

right) and moves forward by propagating a planar wave of antiphasic dorsal and ventral muscle contractions

from head to tail (Fig. 1C) [60]. Similarly the worm can move backward by propagating a wave from tail

to head, and it exhibits a few more quasi-planar manoeuvres on multiple time-scales, such as omega turns

and steering [61{63]. Its relatively simple undulatory behaviour, together with its transparency, makes it

an attractive model organism for studying the underlying neuromechanical mechanisms of motor behaviour.

In particular, C. elegansallows to genetically target and tag speci�c molecules in speci�c cells and observe

them in freely-moving animals, which has been instrumental for understanding the control mechanisms of

speci�c behaviours and for characterising the role of individual neurons and neural circuits [22, 62, 64{66].

Due to the high genetic conservation of basic molecular and neural pathways from nematodes to humans

[46, 53, 67], the hope is thatC. eleganswill provide us with a minimal system for studying fundamental

principles that are shared by more complex organisms.

Despite its simplicity and the accumulation of vast amounts of knowledge aboutC. elegansneuroanatomy
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and motor behaviour, many things remain unknown. This includes the intrinsic dynamics of most neurons

and synapses which determines circuit-level dynamics that underlies locomotion [14, 68{71]. In addition,

the pattern generation mechanism for forward locomotion, the most studied behaviour in the worm, is not

yet fully understood [72]. It was shown that gradually changing the worm's environment from a sti� gel to

a water-like environment causes the worm to gradually modulate its frequency, wavelength and amplitude

of body undulations during forward locomotion (Fig. 1C) [73, 74]. Furthermore, the motor neurons and

interneurons that control forward locomotion have been identi�ed [75, 76], however, it is not yet known

whether the generation and modulation of the posteriorly travelling wave rely on a central pattern generator

(CPG) in the head, on intrinsically oscillating neurons distributed along the body, or on local mechanosensory

feedback from the shape of the body [27, 72{74, 77, 78]. The answer might turn out to be a combination of

all of these mechanisms which provides robustness, and both experiments and modellings works suggest that

C. elegansheavily relies on mechanosensory feedback and that pattern generation can be initiated anywhere

along the body [27, 30, 31, 37, 79].

Until recently C. eleganshas been studied almost exclusively in planar settings that mechanically con-

strain its body to planar motion in the dorsoventral plane, with the exception of head lifting [80, 81], roll

manoeuvres [82] and roller mutants [83, 84]. This has limited the study of its locomotion to 2D motor pattern

generation and its underlying neural control, since in its natural habitat, C. elegansmanoeuvres through

complex, non-planar environments with changing chemical and mechanical properties [85]. This suggests

that C. elegansanatomy and neuromuscular control have evolved to allow for 3D motion in a wide range of

environmental parameters, some of which might not be manifested in 2D settings.

The neural anatomy throughout most of C. elegansbody suggests that feedforward pattern generation

is limited to the dorsoventral plane, as the ventral cord motor neurons that underlie forward and backward

locomotion form neuromuscular junctions onto BWM in a left-right symmetrical pattern [37, 75, 86{88].

However, the head of the worm is not restricted in the same way and contains multiple neural circuits in

which individual motor neurons dominantly form neuromuscular junctions onto a single muscle quadrant

[37, 86]. Some of these circuits, including RMD, SMD and SMB form mutual inhibition connectivity which

suggests that they play a role in rhythmic 3D motor activity [37, 68, 86].
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Figure 1: The anatomy of C. elegans

Figure 1. A. A schematic of the body of an adult hermaphrodite worm lying on its left side (with the
dorsal side to the left), showing the four body wall muscle quadrants (green), vulval muscles (yellow),
dorsal and ventral nerve cords (DNC in red and VNC in blue, respectively), the nerve ring (brown)
and the alae (grey). B. A schematic of a cross section of the worm showing the four muscle quadrants
(D=dorsal, V=ventral, L=left, R=right), the dorsal (red) and ventral (blue) nerve cords, and the
alae (grey). The body radius of an adult worm is� 40� m. C. When placed on a planar surface, the
worm lies on its side and crawls forward by propagating a wave of antiphasic dorsal-ventral muscle
contractions from head to tail. The black line represents the midline of the worm at time t0 and
the grey line at time t 0+dt. The circles mark the head. 
 ; � and T are the body amplitude, body
wavelength and undulation period, respectively. T = 1/f, where f [Hz] is undulation frequency. The
peaks in curvature of dorsal and ventral body bends are shown as red and blue stripes, respectively.
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1.2 The case for biologically-grounded computational models

One of science's key meta-goals is to gradually re�ne our set of assumptions about the world through an

unbiased thinking process leading to the formulation of testable hypotheses, carrying out experiments to

test them, and using the results to update our set of assumptions (or their probability distribution, as in

Bayesian reasoning [89]).

While biological experiments can teach us a lot about living systems, a formal representation of the

assumptions, conclusions and predictions is often missing. This leads to misinterpretation of the experimental

results and lowers their predictive power, since an unbiased and reproducible system for hypothesis evaluation

is missing.

Because the purpose of a biologically-grounded model is to gain insight about a natural system, the

choice of parameter values in the model should be constrained by existing knowledge about that system (or

similar systems if data is unavailable). However, it is important to note that the aim of biologically-grounded

computational models is not to reproduce (or make a virtual copy of) living systems, but rather to provide

hypothesis-driven explanatory and predictive power. This means that model design should be driven by

simplicity, intelligibility and interpretability, rather than to capture the full complexity of the system and/or

make the model behave like the natural system without being able to understand how it does that. This

should be distinguished from bio-inspired task-driven models (e.g., human vision-inspired pattern recognition

models) where the output is the main focus, rather than mechanisms and implementation details. However,

even in this case interpretability is important in order for us to be able to understand the decision making

process of the model and avoid biases in its output (e.g., gender and race biases in face recognition models

[90]).

An important objective of measurements from biological systems is the characterisation of their activity

pattern in certain conditions, and generalisation to other conditions. Due to �nite spatial and temporal

sampling resolutions, interpolation of data points is often required. This can be done by modelling the data

using a continuous (or quasi-continuous) function which allows sampling at an arbitrarily �ner resolution.

It can also be used to extrapolate data for conditions not tested in the experiment. Both interpolation and

extrapolation are assumptions about the system and can be used to make predictions about its behaviour.
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While it is theoretically possible to �t a model function to any data up to an arbitrarily small error by

increasing its parameter space, the cost is the loss of both interpretability and generality, as the more

complex a model is the harder it is to distill mechanistic principles about the modelled system, and the less

likely it is to make accurate predictions about the behaviour of the system in di�erent conditions. For similar

reasons, the choice of aspects of the natural system to capture by the model should be hypothesis-driven to

ensure that the model is only as complex as it must be.

The scienti�c e�ort to link low-level neural dynamics to the behaviour of an animal is e�ectively limited

by the organism's complexity. This includes anatomical and functional complexities and redundancies that

may be spatially distributed across the nervous system. This makes it harder to isolate and study the role of

low-level components in the whole, such as the neural control of behaviour at the level of individual neurons.

Despite the vast diversity in behaviour and complexity across the animal kingdom, the building blocks

are often evolutionarily conserved and thus simple animals can be used to study mechanistic principles

that are shared by more complex ones. This includes conserved genes and molecular pathways, and the

nervous system which consists of neuronal cells and synapses that link them to one another. In particular,

fundamental neuronal mechanisms for pattern generation that are required for any periodic behaviour (e.g.,

swimming, walking, eating and speaking) are likely to be conserved at the cellular level across animals and

across behaviours. In this sense,C. elegansprovides a unique model system for linking low-level cellular

dynamics with the behaviour of the animal as a whole [18].

1.3 Signi�cance

This work is on C. elegansmotor behaviour in 3D environments. The neuromechanical control ofC. elegans

locomotion in a volume is addressed through computational modelling with a focus on head control and the

RMD motor circuit.

Until recently, locomotion assays inC. eleganshave been mostly limited to planar settings due to both the

di�culty to image in 3D and the lack of tools for extraction of meaningful data from volumetric recordings.

SinceC. elegansevolved to manoeuvre through complex 3D environments, this has limited our investigation

into C. elegansmotor behaviour and its underlying neuromechanical mechanisms.
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Using our novel 3D imaging system together with computer vision tools developed for feature extraction

from noisy 3D video data, new locomotion patterns have been discovered and are discussed in depth. These

are used to extend the existing corpus ofC. elegansbehaviour, and may be associated with neuronal functions

that have not been manifested in 2D settings. These motor behaviours are likely to be shared by other

swimmers, and their underlying feedforward and feedback neural mechanisms for 3D pattern generation may

be shared by higher organisms throughout the animal kingdom.

The quantitative analysis of the reported behaviours is complemented by biologically-grounded mathe-

matical modelling of head circuitry. The bistable RMD head motor neurons are considered as candidates

for 3D pattern generation. First, a minimal single-neuron model is developed to capture RMD intrinsic dy-

namics based on electrophysiological recordings. This is followed by the development of a circuit model that

consists of multiple RMD neurons connected via chemical and electrical synapses, based on neuroanatomy

and neurophysiology data available in the literature. The model is used to propose hypotheses for pattern

generation mechanisms in the RMD circuit that underlie the observed behaviours. The model is further

used to explore mechanisms for synchronisation and switching of neural patterns in an ensemble of bistable

neurons connected via reciprocal inhibition and electrical coupling.

Our 3D imaging setup is suited for assays that have been done in 2D (e.g., chemotaxis and optogenetics),

and can be used to record other microswimmers. The computational tools developed for 3D calibration and

feature extraction can be applied to other imaging systems with any number of cameras, as well as to other

swimmers and behaviours on di�erent spatial and temporal scales. Finally, the mathematical modelling and

simulation framework developed in this work is well-suited for iterating prediction-experiment loops, and for

studying neural dynamics in other neuron types and in larger ensembles of neurons. It can also be combined

with biomechanical models in order to test locomotion predictions in the context of the material properties

of the animal's body and its environment.

The main purpose of this work is to advance our understanding of the fundamental principles of pattern

generation in biological neural networks. This may take us a step closer to understanding more complex

phenomena in larger nervous systems that rely on pattern generation such as motor-related neurodegen-

erative pathologies (e.g., Parkinson's disease) and human language and speech. The control mechanisms

demonstrated in this work may be implicated in robotic systems that require navigation in complex and
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unpredictable environments such as micro-surgeries and exploration missions on earth and in space.

1.4 Thesis outline

In this thesis I describe an integrated approach for quantitative analysis ofC. elegans locomotion in 3D

environments. 3D imaging of freely-moving animals is combined with state-of-the-art computer vision,

deep learning and signal processing techniques to collect and analyse 3D locomotion data. The results

of this analysis extend the existing corpus ofC. elegans motor behaviours that is largely biased towards

2D locomotion. My analysis is complemented by biologically-grounded mathematical modelling of speci�c

motor neurons in the head of the worm that may underlie 3D locomotion. Together, the combination

of experimental data and models lead to new insights into the underlying neuromechanical basis of 3D

locomotion in C. elegans.

In chapter 2 I provide a literature review covering experimental and modelling work on the biomechanics

and neural pattern generation underlying motor behaviour. In chapters 3-5 I describe the main results and

novel contributions of this work, and discuss future directions.

Chapter 3 describes the methods used for 3D imaging and calibration, and the development of computa-

tional tools for the extraction of 3D worm shapes and trajectories from noisy data in a range of environmental

viscoelasticity corresponding to gelatin concentrations. This is followed by the de�nition, classi�cation and

quantitative characterisation of the observed locomotion patterns in chapter 4. In particular, I introduce

multiple novel motor gaits that have not been reported in C. elegansto date. In chapter 5 I describe the

development and simulation of a mathematical model that captures neural activity in the head of the worm

that underlies the behaviours introduced in chapter 4. The model focuses on the RMD head motor neurons,

and it builds on available neurophysiology data and neuro-anatomical maps [37, 68, 70, 86]. The model

is further used to explore pattern generation in an ensemble of those neurons, and reveals mechanisms for

synchronisation and switching of neural patterns.

9



2 Background

In this chapter I provide a literature review by introducing key concepts and results in motor behaviour

and related topics (including biophysics, 
uid dynamics and electrophysiology), and by summarising recent

relevant �ndings. This chapter is built top-down, from the biomechanics of motor behaviour down to cellular

and molecular mechanisms for neuromuscular pattern generation. This is �rst given as a broad review across

the animal kingdom, and then speci�cally for C. elegans. The latter ends with a short review of the speci�c

topics discussed in the results chapters (3-5) to allow the reader for a smooth transition and to appreciate

the novelty of this work in the context of what is known and what is still missing.

2.1 Fluid dynamics and the biomechanics of undulatory motion

The position of a small, passive particle (typically up to 1� m in diameter) over time in an isotropic Newtonian


uid is described by Brownian motion [91]. Microscopic swimmers exhibit active and more complex motion

patterns, combining directed and undirected motion. The latter refers to any motion that its direction is

independent on factors external to the organism (i.e., its environment). Both unicellular and multi-cellular

organisms commonly use directed motion or biased random walk to get closer to attractants and away from

repellents, while undirected motion is commonly used for exploration [92, 93].

Unicellular organisms use molecular motors to generate thrust, such as the 
agella inE. coli used for

swimming and tumbling [92, 94{96], and the pseudopodia of the amoeba [97]. Multi-cellular organisms have

evolved muscles, cells specialised in movement which contain actin and myosin �laments that can induce

contraction of the cell in response to changes in electric membrane potential [98, 99].

The material properties of animals in all scales, as well as their environment, play a signi�cant role in

their ability to generate thrust through sequential changes in the shape of their body that pushes against

an external material [13]. Organisms across the animal kingdom and across a wide range of size and mass

scales have evolved di�erent strategies for propulsion such as �ns, wings, legs, or undulatory motion by

propagating a bending wave along their body. The geometry and material properties of the body have

evolved with respect to the properties of the environments in which they need to operate. In particular,

locomotion on land and in 
uids such as air and water impose di�erent mechanical and energetic constrains
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on locomotion, both directly through biomechanics and hydrodynamics, and indirectly through the metabolic

pathways that provide muscles with their energy to generate force [13].

The 
ow of a material is often descried in terms of shear 
ow. Given a material that is squeezed between

two plates at a �xed distance, with the bottom one being �xed, force is applied to the top plate (Fig. 2).

The 
ow of the material is induced by shear stress (� ), de�ned as the force applied to the top plate, divided

by its surface area (Eq. 2.1 and Fig. 2). The resulting deformation is described by shear strain (
 ), de�ned

as the relative displacement of the two plates in the direction of 
ow, resulting in a dimensionless quantity

(Eq. 2.2 and Fig. 2) [100].

� =
F
A

(2.1)


 =
D
H

(2.2)

where � [Pa] is stress, F [N] is force applied applied to the top plate and A = W� L [m2] is the area of the

top plate (see Fig. 2). 
 is strain (dimensionless), D [m] is the relative displacement of the two plates in the

direction of the 
ow, and H [m] is the distance between the plates (see Fig. 2).

Figure 2: Description of the 
ow of a material in terms of shear stress and shear strain

Figure 2. Given a material squeezed between to plates at a �xed distance, with the bottom plate
�xed, force ( F ) is applied to the top plate, resulting in its deformation. This can be described by
shear stress (� ), de�ned as the force applied to the top plate, divided by its surface area (Eq. 2.1), and
shear strain de�ned as the relative displacement of the two plates in the direction of 
ow (Eq. 2.2).
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For 
uids, strain rate corresponds to 
ow rate. The viscosity of a 
uid is de�ned as the ratio between

its stress and strain rate, describing its resistance to deformations at a given 
ow rate [17, 100]. This can

be thought of as the friction between 
uid layers that move against each other. For Newtonian 
uids, this

ratio is constant at a given temperature/pressure, meaning that the shear stress arising from the 
uid's 
ow

is proportional to its rate of deformation (Eq. 2.3) [17, 100]. In other words, the resistance of the 
uid

to deformation increases linearly with the increase in the force applied to it. Examples of 
uids that are

conventionally approximated as Newtonian (with their respective viscosity at 20� C) include air (10� 5 Pa � s),

water (10� 3 Pa � s), oil (100 Pa � s) and honey (104 Pa � s).

� = �
d
 (t)

dt
(2.3)

where � [Pa] is stress,d
 (t)
dt [s� 1] is strain rate, and � [Pa � s] is the time-independent viscosity of the 
uid.

In non-Newtonian 
uids this relationship is not linear (i.e., viscosity is not constant). In particular, gels

are often described in terms of viscoelasticity, as they exhibit both viscous and elastic properties in response

to deformation [17, 100]. Non-Newtonian 
uids can be shear thinning or shear thickening, meaning that

their resistance to deformation either decreases or increases (respectively) when increasing the force applied

to the 
uid. Popular examples include ketchup as a shear thinning 
uid, and oobleck (corn starch in water)

for a shear-thickening 
uid.

A body immersed in a 
uid experiences both viscous and inertial forces. Viscous forces can be thought

of as the friction at the body-
uid interface, whereas inertial forces are proportional to the body's mass

and speed (and thus to its momentum), and they also depend on the properties of the 
uid. When inertial

forces dominate, turbulence may occur, associated with chaotic 
ows with secondary/indirect e�ects on 
uid

motion. When viscous forces dominate, 
uid 
ow is mostly smooth and responds directly (and instantly)

to external forces without indirect e�ects [17]. The Reynolds number (Re) is a dimensionless quantity often

used to describe di�erent 
ow regimes in Newtonian 
uids. It is proportional to the ratio between inertial

and viscous forces (Eq. 2.4) and can be derived from the governing equations of 
uid dynamics (i.e., the

Navier{Stokes equations) [17]. In particular, in Re � 1 inertial forces dominate and turbulence may occur.
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Re � 1 indicates that viscous forces dominate and that inertial forces can be neglected [17].

Re =
uL
�

=
� uL
�

(2.4)

where u [ms ] is 
ow speed, L [m] is the characteristic scale of the problem,� [ m2

s ] is kinematic viscosity, � [ Kg
m3 ]

is 
uid density and � [ Kg
m�s ] is dynamics viscosity.

The 
ow speed and characteristic length (u and L in Eq. 2.4) are a�ected by the external body interacting

with the 
uid. Example Re estimations of swimming in water at di�erent scales include: bacteria (10 � 5),

nematodes (0.05-0.5), small �sh (1), Lamprey and eel (104-105), human (104) and blue whale (107) [73,

101{104].

For micro-swimmers moving at low speeds (i.e., uL� � in Eq. 2.4), viscous forces dominate and inertial

forces can be neglected. Thus, their environment can be modelled using low Re (i.e., associated with laminar


ows, Re � 1), characterised by time-reversible 
ows [95]. Under these conditions, the scallop theorem states

that in order for a swimmer to generate non-zero net displacement it must move asymmetrically in time [95].

For example, a scallop moves by reciprocal motion in which it opens slowly and closes quickly. This motion

is time-symmetric, as the opening and closing trajectories are identical, and thus according to the theorem

the scallop will make zero net progress in low Re environments, because the displacements resulting from

the opening and closing will cancel out (i.e., Re� 1). In high Re environments however, the scallop will

make nonzero net displacement due to inertial forces which allow it to take advantage of di�erent closing

and opening speeds [105].

To generate thrust in low Re environments, swimmers have developed di�erent strategies for time-

symmetry breaking. Another requirement for propulsion (in any Re) is that the interaction with the

environment must be anisotropic, resulting in uneven environmental resistance experienced by the body

[106{108]. Most undulatory swimmers propagate waves of curvature along their primary body axis (from

head to tail or from tail to head) in order to generate thrust. The directionality of wave propagation provides

the necessary time-reversal symmetry-breaking, whereas its uneven drag pro�le along the body provides the

geometric symmetry-breaking [96, 106{108].

Resistive force theory (RFT) was originally developed to analyse 
agellar hydrodynamics, and has since
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been used to describe the motion of many other organisms in low Re environments, that have long and thin

bodies for which the radius of curvature is large compared to body radius, [109{111]. RFT approximates

hydrodynamic forces as local and proportional to body velocity. The proportionality constant is de�ned as a

drag coe�cient that is decomposed to the normal and tangential directions relative to the local body surface.

This allows to compute the forces acting on the body as a result of its deformation and local interaction with

the 
uid, and the resulting thrust. Slender body theory was developed to describe the motion of such long

and thin swimmers in Newtonian 
uids at the low Re regime, and is also derived from the Navier{Stokes

equations [112]. It approximates the 
uid forces acting on the body as local to the swimmer-
uid interface,

thus reducing the 
uid forces to local drag forces. These drag forces can be decomposed into their tangential

and normal components (Eq. 2.5-2.6). Lighthill obtained formulas to approximate the tangential and normal

drag coe�cients for slender bodies based on experimental measurements. Their values depend on body

geometry and 
uid viscosity (Eq. 2.7-2.8) [113].

Fk = � CkVk (2.5)

F? = � C? V? (2.6)

where Fk , Ck and Vk are the force, drag coe�cient and velocity in the direction tangential to the body ( k),

and F? , C? and V? are the force, drag coe�cient and velocity in the direction normal to the body ( ? ).

Ck = L
2��

ln( 0:18�
r )

(2.7)

C? = L
4��

ln( 0:18�
r ) + 0 :5

(2.8)

where L is body length, r is local body radius,� is body wavelength, and� is the viscosity of the 
uid.

The ratio of the drag coe�cients, K = C?
Ck

, must be di�erent from 1 in order for the body to generate

thrust, thus imposing the environmental anisotropy condition [113]. This ratio is independent of 
uid

viscosity (as � cancels out). Intuitively, a posteriorly travelling wave of body bending will result in the

environment pushing the body forward. However, somewhat counterintuitively, this holds only for K> 1. For

K< 1 the motion will result in net backward movement. For worm-like body geometries, K is typically � 1:5

in Newtonian 
uids and cannot exceed 2. This is because for in�nitely thin bodies, r! 0, and thus �
r ! 1
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and ln( 0:18�
r ) � 0:5. Thus the denominators of Eq. 2.7-2.8 become equal, and cancel out inC?

Ck
. Finally,

K r ! 0 = 4�� L
2�� L = 2 [107, 109, 110, 112].

Micro-swimmers do not always move in water-like 
uids and often their environment cannot be approx-

imated as Newtonian (e.g., wet soil, sand at the bottom of the ocean or the human body). Rather, their

environment might have signi�cant elastic, plastic or complex granular properties. Resistive force theory

(RFT) is an approximation to slender body theory that discretises the body and considers the forcing on it

as local interactions of points along the cylindrical shape. An important advantage of RFT is that it allows

to solve the forces acting on swimmers in both Newtonian and non-Newtonian 
uids by allowing the normal

drag coe�cient to increase such that K exceeds 2. This allows to approximate the resistance experienced

by swimmers in environments with non-negligible elastic properties such as viscoelastic 
uids and solids [73,

107, 109{111, 114].

2.2 Pattern generation, rhythmicity and feedback loops underlying motor be-

haviour

Contraction and relaxation of body wall muscles induce changes in body shape which result in force applied

on an external material that mechanically constrains the body. Coordinated contraction and relaxation

of muscles induce sequential changes in body shape that can be used to generate thrust or achieve other

behavioural goals. The set of possible postures and motion patterns largely depends on the geometry and

mechanical properties of the body, which vary signi�cantly across species [13]. Motor pattern generation is

controlled by the nervous system via neuromuscular junctions [99, 115, 116]. However, feedback mechanisms

play a signi�cant role in the entrainment of neuromuscular pattern generation (e.g., walking speed), as well as

in motor program selection (e.g., walking or swimming), making the system more robust and allowing animals

to modulate their behaviour in changing and unpredictable environments [117]. Altogether, feedforward

neural control generates muscle activation patterns that induce sequential changes in body posture, while

the environment mechanically constrains the body, and mechanosensory information from the shape of the

body is used to modulate neuromuscular activity, thus closing the neuro-body-environment loop (see section

2.3 for more details about feedforward and feedback mechanisms inC. elegans).
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Biological rhythms are present in all living systems, from unicellular organisms, to plants and humans,

and underlie many fundamental biological processes [118]. The cell cycle, the mechanism for cell division that

lies at the heart of the emergence, development, variation and survival of all living organisms, is a controlled

process consisting of well-de�ned steps and checkpoints. During this process the cell grows in size, replicates

its DNA and �nally divides into two daughter cells through a chain of biochemical reactions. These reactions

generate coordinated temporal and spatial rhythms that regulate gene expression and molecules in the cell

[119]. This is achieved through positive and negative feedback loops that allow downstream components to

regulate upstream components [119]. In particular, positive feedback is often used in biological systems to

initiate or enhance a response, whereas negative feedback is used to balance or terminate it. Positive and

negative feedback loops can be coupled to make reversible and irreversible switches, and provide a mechanism

for hysteresis, in which a system has multiple steady states, and its dynamics depends on its history [120].

Many motor behaviours are rhythmic as well, and require a mechanism for pattern generation [121].

They include locomotion, respiration, digestion, heartbeat and speech, and are achieved via coordinated

contraction and relaxation of muscle cells that are attached to other tissues and induce their bending [122].

2.2.1 Rhythmic motor behaviour in animals

Undulatory swimming in anguilliform (e.g., eel and lamprey) and carangiform (�nned �sh) is achieved by

a backward-travelling wave pushing against the water to generates thrust [123, 124]. The wave reaches its

maximum amplitude at the tail, meaning that most of the thrust is generated by the posterior half of the

body [124]. Electromyography (EMG) recordings revealed that in many of these species, muscle activation

propagates posteriorly faster than body curvature [124, 125]. This neuromechanical phase lag between EMG

and muscle strain varies along the body and across species, and determines the pattern of work generated

by the muscles, and the force applied to the water. A muscle cell is performing positive work if it is

generating force while shortening, and negative work if it is generating force while lengthening (this is called

a lengthening contraction). In most species, EMG begins before the muscle begins to shorten and ends

before shortening is over. This ensures that the overall muscle activity produces positive work [124, 125].

However, the varying correlation between muscle activity and strain along the body and negative muscle

work have their own purpose. Despite not resulting in force applied directly to the water, a lengthening
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contraction makes the muscle sti�er (and the body region it is attached to), and is used to transmit force to

other body regions (posteriorly in forward locomotion) [123, 125]. In addition, muscle relaxation is generally

slower than activation, but the ratio between the rates also depends on activation level, as higher activation

leads to faster relaxation. This ratio also depends on intrinsic properties of the cell that can vary throughout

the body [123]. For example, it was shown that in the scup, anterior muscles have an intrinsically faster

relaxation rate compared with posterior muscles. This partially compensates for the lower strain in the

anterior region and allows anterior muscles to generate signi�cant power [123].

The lamprey is one of most extensively studied animals in terms of rhythmic motor behaviour and its

underlying neuromuscular control [126, 127]. The lamprey's body is segmented, and like all anguilliform �sh,

it swims by propagating a wave of left-right undulations from head to tail (or from tail to head in backward

swimming) [128]. Undulation frequency in forward locomotion ranges between 1-8Hz, while backward fre-

quency is signi�cantly lower (approximately four-fold) [129]. In brain and spinal cord preparations, rhythmic

motoneuron activity was recorded both with and in the absence of rhythmic motion, showing that oscillatory

activity can arise in the absence of mechanosensory input [130]. However, for coordinated locomotion, the

lamprey relies on sensory feedback, which entrains both cycle period and intersegmental phase lags [131,

132]. Similar results were obtained for the leech [133, 134]. Furthermore, intersegmental coordination was

shown to persist in intact animals in body regions disconnected from the CNS, showing that sensory feedback

is su�cient for intersegmental coordination [132, 134].

Cangiano and Grillner investigated the ability of ventral hemicords in the lamprey to generate motor

rhythms. They found that each hemicord is capable of generating oscillatory activity, independent of ip-

silateral nor contralateral inhibition. They also showed that each hemisegment is capable of generating

both high and low frequency bursts, but only high frequency bursts are correlated with �ctive swimming.

This was shown by gradually reducing cross axonal connections between the two hemicords uniformly along

the midline, which caused a gradual increase in burst frequency, along with a gradual dissociation of the

originally bilaterally alternating rhythms. This gradual frequency modulation happened for induced high

frequencies but not for low frequencies [135].

There are two groups of stretch receptor neurons in the lamprey (also called edge cells). One group excites

ipsilateral neurons and the other inhibits contralateral neurons. These cells entrain the swimming circuit
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by processing mechanosensory information [136, 137]. In the leech, sensory feedback is mediated by stretch

receptors embedded in longitudinal muscles [138]. These stretch receptors were found to be functionally and

anatomically linked to the swimming circuit [139, 140]. Cang and Friesen arti�cially generated oscillations

in these stretch receptors by directly injecting them with currents in a sinusoidal pattern. By adjusting the

injected pattern, they were able to entrain intersegmental phase lags [139]. Taken together, while pattern-

generating circuits may be su�cient to generate oscillatory motion for certain gaits and environmental

conditions, it is clear that these animals rely heavily on sensory feedback for coordinated motion and for the

adaptation of undulation frequency [126, 141].

Some insects, such as cockroaches, exhibit a high speed running gait (100� 300 cm� s� 1) [142], while

others, such as stick insects, use a slow walking gait (10� 50 cm� s� 1) [143]. Either way, coordinated

movement on land is more challenging than in water in the sense that it requires an interaction with highly

non-uniform and unpredictable terrain, suggesting that mechanosensory feedback plays a signi�cant role in

insect locomotion. Indeed, sensory feedback was found to be essential for both interleg and intraleg (across

joints) coordination through the entrainment of feedforward oscillatory control mechanisms [142, 144, 145].

Interestingly, it was also shown that each leg can entrain the undulation frequency of neighbouring legs, and

that increasing their frequency increases their coupling by decreasing intersegmental phase lags [145].

2.2.2 Neural activity underlying motor pattern generation

The rhythms that underlie motor behaviour can arise from intrinsic cellular properties (such cells are called

pacemakers), or at the network level from the interaction of an ensemble of neurons (e.g., reciprocal inhibi-

tion) [121]. Intrinsic oscillators can generate rhythmic activity even when isolated from the body, given an

appropriate depolarising input current. Extrinsic oscillations are a property of a network and are the result

of both intracellular properties and the interaction between cells in the network [121].

Interestingly, biological rhythms have evolved to function within certain ranges of environmental param-

eters, and their initiation, termination, amplitude and frequency are modulated within those ranges. This

stresses the importance of studying neural activity in physiological conditions and in the context of a physical

body and environment in order to understand the full scope of a motor control system [8, 146].
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Neural pattern generation is facilitated by the opening and closing of ion channels that allow ions to

cross the cell's membrane and change its electric potential [8]. Consequently, rhythmic activity may arise in

isolated cells or as a result of the interaction between multiple cells [8]. The intrinsic properties of a neuron

are largely determined by the ensemble of ion channels embedded in its plasma membrane, as well as other

factors such as dendritic morphology and calcium storage [8, 147]. External factors can modulate the type

and kinetics of ion channels, resulting in the modulation of the neuron's dynamics which can give rise to

di�erent patterns of activity [8].

Neuron-neuron interaction is achieved via chemical and electrical synapses (the latter are also known as

gap junctions) [148]. While chemical synapses are uni-directional and selective, gap junctions are, by and

large, bi-directional and non-selective [148]. Chemical synapses can be excitatory or inhibitory, depending

both on the neurotransmitter released from the presynaptic neuron, and its receptor in the postsynaptic

neuron [148].

Neurons have compartments specialised in signal transduction. Axonal processes transfer signals from

the soma to other cells, while dendrites process information from other cells and propagate it to the soma

[149]. Axons and dendrites contain microtubules and actin �laments that are required for their formation and

maintenance. The orientation of microtubules, controlled mainly by plus-end tracking proteins, determines

neuronal polarisation and speci�cation of axonal an dendritic processes [149]. Axon and dendrite speci�cation

is not absolute nor �xed, and largely depends on microtubule stability. Microtubule polarisation has been

shown to be plastic, mostly during development but also in mature neurons, adding to the computational

complexity of the network [150{154].

In many neuron classes, dendritic trees develop highly arborised and organised structures that are thought

to be tightly related to the function of the neuron [155, 156]. For example, a highly arborised neuron inC.

elegans, called PVD, extends almost throughout its entire body, with an extensive dendritic tree, consisting

of a repeating structural pattern called menorah (or candelabra) [157]. As mostC. elegansneurons show

much simpler morphologies, the PVD is often used as a model for studying the relationship between neuronal

structure and function [157{159]. The PVD neuron mediates an escape behaviour in response to harsh touch

and was also proposed to play a role in proprioception [158]. However, the PVD has only a single axon, which

raises the question of how a single neuron can encode multiple responses while being able to send signals
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down to other neurons through a single process. Tao et al. showed that harsh touch anywhere along the

dendritic tree results in excitation of the PVD cell body, that then excites downstream neurons responsible

for the escape response. They were able to identify the speci�c ion channels that are necessary for this

response, but are not necessary for normal locomotion. They also found another set of channels necessary

for normal locomotion but not for harsh touch. Furthermore, they showed that during normal locomotion,

calcium transients oscillate locally within individual menorahs in a frequency similar to the frequency of

body undulations, and that these signals do not propagate to the cell body or other regions throughout the

cell. They identi�ed a neuro-peptide (NLP-12) that is secreted locally from PVD dendrites and is necessary

for normal locomotion. This suggests that the PVD neuron mediates its proprioceptive response locally via

the secretion of NLP-12 from individual dendritic sub-units [160]. Overall, this example shows that even

individual neurons can carry out complex computations and encode multiple distinct responses independently

and simultaneously, taking advantage of dendritic morphology, gene expression and time-scale separation.

In most animals, most neurons maintain a resting membrane potential of -70� 10mV, with higher extra-

cellular concentrations of sodium (Na+ ), chloride (Cl � ) and calcium (Ca2+ ) ions, and a higher intracellular

concentration of potassium (K+ ) [161]. The equilibrium membrane potential is determined by the net charge

of all ions, as well as their concentration gradient, the (passive) membrane permeability, and the active trans-

port of each ionic species [161]. In most neurons, this equilibrium is determined by the neuron's permeability

to Na+ , Cl � , Ca2+ and K+ , as well as the high concentration of impermeant anions inside relative to outside

the cell [161].

The electric potential of individual ionic species can be computed using the Nernst equation which

considers their intracellular and extracellular concentrations (Eq. 2.9) [161]. The total membrane potential

considering all permeable ions can be computed using the Goldman{Hodgkin{Katz equation (Eq. 2.10,

showing for Na+ , K+ and Cl� ) [161{163]. For a single ion species, this equation reduces to the Nernst

equation (Eq. 2.9). In addition, there is active (ATP-dependent) ion transport, with the sodium-potassium

pump being the most important in determining the equilibrium membrane potential. This pump transports

three Na+ ions outside the cell for every two K+ ions that are transported inside [164{166].

EI =
RT
zF

ln
�

[Iout ]
[I in ]

�
(2.9)
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where R is the gas constant (R=8.314 J�mol� 1�K � 1), F is the Faraday constant (96485 C�mol� 1), T is

temperature [K], z is the valence of the transported ion (.e.g,. +1 for Na+ and +2 for Ca2+ ), and [I in ] and

[Iout ] are the concentrations of the ion inside and outside the cell, respectively.

E =
RT
F

ln
�

PNa [Na+ ]out + P K [K+ ]out + P Cl [Cl � ]in
PNa [Na+ ]in + P K [K+ ]out + P Cl [Cl � ]out

�
(2.10)

where P is the permeability coe�cient [cm �s� 1] of each ion.

Neurons encode information through 
uctuations in membrane potential facilitated by the ion channels

embedded in their plasma membrane, and communicate this information to other cells via chemical and

electrical synapses, as well as extra-synaptic transmission [160, 161, 167]. The action potential is a common

intrinsic, transient response in excitable cells, described by the fast depolarisation and hyperpolarisation of

the membrane potential, typically in the order of magnitude of milliseconds [168]. It was �rst described by

Hodgkin and Huxley that recorded the membrane potential of the squid giant axon in the late 1930s [169].

Almost 40 years later, electrophysiological recordings were done from individual ion channels, shedding light

on the contribution of the dynamics of ion channels and ionic currents to the membrane potential and to

the propagation of signals along an axon [170].

Action potentials are facilitated by voltage-gated ion channels and characterised by fast depolarisation,

followed by fast hyperpolarisation, followed by a refractory period during which an action potential cannot

be evoked [168, 169]. In most studied cases, the fast depolarisation was found to be Na+ -dependent, although

cases where it is Ca2+ -dependent (and Na+ -independent) were also identi�ed [171, 172]. Once the voltage

threshold of the Na+ channel is crossed at some sub-region of the membrane, it opens and initiates a

chain reaction that causes other Na+ channels to open. This results in a fast in
ux of Na+ ions and the

depolarisation of the membrane potential. This then causes the Na+ channels to close, and the K+ channels

to open, resulting in fast outward K+ current, bringing the membrane potential back down. Then, both Na+

and K+ channels inactivate, and the sodium-potassium pump actively transports Na+ ions outside and K+

ion inside, in order to recover their concentrations. This transport, together with the inactivation of Na +

and K+ channels, is responsible for the refractory period during which the membrane potential is lower than

its resting potential, and an action potential cannot be evoked [168, 169]. The distribution of voltage-gated
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channels across the plasma membrane is not uniform, causing di�erent regions of the plasma membrane to

be more excitable than others [168, 169]. Interestingly, a much slower response involving gene expression,

on the time-scale of minutes to hours, was found in excitable neurons and was suggested to play a role in

long-term memory consolidation [173].

Another type of an intrinsic response is graded potentials, where subthreshold 
uctuations in membrane

potential result in a gradual, rather than all-or-none, response, with its magnitude depending on the magni-

tude of the depolarising or hyperpolarising input [121]. Graded synaptic transmission has been implicated

in sensory systems [174], and was also found in pattern-generating circuits [121]. For example, retinal cells

in several invertebrates and vertebrates were found to have a calcium-dependent graded response to light,

allowing them to use their entire voltage range to encode subtle changes in light intensity [174]. In addition,

oscillating contralateral pairs of interneurons in the leech heart were found to have calcium-dependent graded

potentials [172].

Many other intrinsic neuronal dynamics exist, and they can be combined in the same neuron, either

simultaneously or under di�erent conditions [121]. Some neurons exhibit plateau potentials, having two

stable membrane potentials. In response to su�cient depolarising input current, these neurons generate

a sustained membrane potential that is higher than the resting potential and outlasts the duration of the

stimulus [121]. Some plateau potential neurons �re bursts of action potentials in their ON state, or show a

graded response to depolarising inputs. Plateau potential neurons have been implicated in oscillatory motor

circuits [121]. For example, current-clamp recordings from the RMD head motor neurons inC. elegans

showed that their response is graded and that they have two stable membrane potentials, one at -70mV

(resting potential), and the other at -35mV (plateau potential) [69, 70].

Reciprocal inhibition is perhaps the simplest mechanism for pattern generation resulting from the con-

nectivity between two cells. Reciprocal inhibition has been shown to underlie oscillatory neural activity

and rhythmic motor activity in many species, including the leech (heartbeat and swimming) [175, 176], the

lamprey (swimming) [177] and the lobster (gastric mill) [178]. In the simplest case, two inhibitory neurons

are reciprocally connected via inhibitory chemical synapses, and a third neuron provides a depolarising cur-

rent that does not carry time information. In addition, some sort of a habituation mechanism is required

to allow the inhibited cell to \escape from inhibition", and the depolarised cell to release itself from the
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depolarising current [179]. Then, the inhibited cell becomes the inhibiting cell, and the cycle repeats. This

can be achieved through a desensitisation mechanism that can be either synaptic or intrinsic to the cells

[180, 181].

2.2.3 Models of rhythmic neural activity

Many neural models have been developed over the past century, with the objective of capturing neural

dynamics and their underlying ionic currents observed in biological neurons. The level of abstraction varies

across models and is chosen with respect to the driving hypothesis. Some models are more phenomenological

and biologically-grounded and thus contain details about low-level properties such as ionic currents, channel

conductances and dendritic morphology. Others aim to capture higher-level dynamics at the cellular or

network level. Models can be used to analyse and predict intrinsic dynamics of neurons and neural networks

across a wide range of parameters, corresponding to physiological conditions and synaptic inputs. These can

be combined with biomechanical models in order to study neural activity in mechanical context that allows

to test hypotheses regarding feedforward and feedback interaction with a body and an environment.

The harmonic oscillator is perhaps the simplest model used to captures rhythmic activity in excitable

cells, and is derived from Newton's second law of motion (Eq. 2.11) [182]. The Van der Pol relaxation

oscillator, an extension of the harmonic oscillator, is a dissipative oscillator with nonlinear damping. Its

mechanical representation is a mass-spring-damper system, where the damper is orthogonal the the spring

Eq. 2.12 [183]. This model system can generate oscillations with dynamics that resemble that of biological

neural oscillations with fast depolarisation, slow hyperpolarisation and a refractory period (Eq. 2.12-2.13).

When the damping (� ) is set to zero, the model reduces to a simple harmonic oscillator (Eq. 2.11) [182, 183].

F = ma = m
d2x
dt2 = � kx =) x(t) = Acos( ! t + � ); ! =

r
k
m

(2.11)

where F [N] is force, m [kg] is mass, a [ms2 ] is acceleration, x [m] is position, t [s] is time, and k [Nm ] is the

spring constant. In the solution, A [m] is amplitude, ! is angular frequency [rad
s ] and � [rad] is the phase
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angle.

m
d2x
dt2 = (c � ch

x2

a2 + x 2 )
dx
dt

� kx (2.12)

d2y
dt2 = � (1 � y2)

dy
dt

� y (2.13)

where m,k,x,t are as in Eq. 2.11, c is a proportionality coe�cient for the force applied to the system, ch

is the linear damping coe�cient and a is the length of the damper, as described in [183]. This mechanical

representation can be simpli�ed and abstracted to obtain Eq. 2.13, where� is the damping coe�cient [183].

The leaky integrate-and-�re (LIF) model gained its popularity for its simplicity and ability to generate

dynamics that resemble biological neurons. It models the plasma membrane as a capacitor with non-zero

conductance (i.e., �nite resistance) that allows for passive 
ow of ions. However, it does not consider speci�c

ionic currents and their time- and voltage-dependent conductances. The model captures some aspects of

the dynamics of spiking neurons, as well as some subthreshold dynamics. It is obtained by taking the time

derivative of the law of capacitance (Eq. 2.14-2.15). The additional leakage term (-GV(t) in Eq. 2.15) models

the membrane conductance (G) that acts as a rate constant and allows the system to adapt to input current

and relax in its absence [184].

q = CV = )
dq
dt

= C
dV(t)

dt
=) C

dV(t)
dt

= I(t) (2.14)

where C [� F] is membrane capacitance, q [c] is the electric charge held in the capacitor, V [mV] is membrane

potential, I [pA] is injected current and t [s] is time.

C
dV(t)

dt
= I(t) � GV(t) (2.15)

where G [nS] is the membrane conductance and the rest is as in Eq. 2.14.

Hodgkin and Huxley (HH) used the voltage-clamp technique to record from the squid giant axon [169].

They were the �rst to suggest, based on their measurements, a model that captures action potentials in
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excitable cells and explains the dynamics of the underlying ionic currents [185]. They were awarded the

Nobel Prize in Physiology or Medicine in 1963 for their pioneering work. The formulation of the model

speci�cally addresses voltage-gated sodium and potassium currents, and the passive leakage of ions through

the membrane (Eq. 2.16-2.19). The model was later shown to be useful for describing the dynamics of many

other excitable cells in other organisms [184, 185].

C
dV(t)

dt
= I(t) + g K n4(V � VK ) + g Na m3h(V � VNa ) + g l (V � V l ) (2.16)

dn
dt

= � n (v)(1 � n) � � n (V)n (2.17)

dm
dt

= � m (v)(1 � m) � � m (V)m (2.18)

dh
dt

= � h (v)(1 � h) � � h (V)h (2.19)

where C [� F] is membrane capacitance, V [mV] is the membrane potential, I [pA] is injected current,

gK ; gNa ; gl [nS] are potassium, sodium and leak conductances (respectively), VK ; VNa ; V l are potassium,

sodium and leak potentials (respectively), and n,m,h are dimensionless variables that capture potassium

channel activation, sodium channel activation and sodium channel inactivation (respectively). Activa-

tion/inactivation corresponds to the fraction of open/closed channels of each of the ionic species.� i ; � i

for i= f n,m,hg are voltage-dependent channel activation and inactivation rate functions (respectively), for-

mulated based on experimental measurements.

The FitzHugh-Nagumo (FHN) model is a simpli�cation of the HH model, designed to capture the dy-

namics of excitable cells without details about the underlying electrophysiological mechanisms. The model

consists of two �rst-order di�erential equations, one containing a cubic function to capture fast depolarisa-

tion, and the second contains a linear function to capture the slow recovery response of the neuron during

repolarisation (Eq. 2.20-2.21). Simulations show that the model successfully captures di�erent dynamics

observed in biological neurons, including action potentials, bistability and tonic spiking. However the model

cannot generate tonic bursting (repeated discrete groups of spikes separated by a quiescence period), also
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observed in biological neurons [186{188].

dV
dt

= V �
V3

3
� W + I (2.20)

dW
dt

= a(bV � cW) (2.21)

where I [pA] is injected current, V [mV] is membrane potential, W is a slow recovery variable, and a,b,c are

constant scalars.

Later, the Morris-Lecar (ML) model was developed to account for a variety of oscillatory activities that

have been observed in current-clamp experiments in muscle �bres of the giant barnacle, where voltage-gated

calcium channels dominate (rather than sodium channels). It is also a simpli�cation of the Hodgkin-Huxley

model, formulated using a system of two nonlinear di�erential equations (Eq. 2.22-2.23). The ML model was

shown to capture the complex relationship between membrane potential and the activation of ion channels

embedded in the plasma membrane. In contrast to the FHN model, the second equation is non-linear (a

sigmoid) which allows to capture more complex types of excitability such as tonic and phasic bursting [189].

C
dV(t)

dt
= I(t) � gCa Mss(V � VCa ) � gK W(V � VK ) � gl (V � V l ) (2.22)

dW
dt

=
Wss � W

� W
(2.23)

where C [� F] is membrane capacitance, I [pA] is injected current, V [mV] is membrane potential, N is a slow

recovery variable, gCa ; gK ; gl [nS] are calcium, potassium and leak conductances (respectively), VCa ; VK ; V l

are calcium, potassium and leak reversal potentials (respectively),� W is a �ring time scale constant, and

Mss and Wss are voltage-dependent hyperbolic functions.

Moving from individual neurons to small neural networks, Wang and Rinzel suggested a simple ionic

model for an intrinsic mechanism of a non-oscillating cell that exhibits post-inhibitory rebound (PIR), a

mechanism that has been observed in electrophysiological recordings [121]. Simulations show that the model

successfully generates oscillations in a system of two identical, reciprocally inhibiting cells, and a third cell

that provides a depolarising current that does not carry time information. Furthermore, the model is used

to predict two mechanisms that underlie oscillatory behaviour in neurons - escape and release. The \escape"

mechanism is an adaptation to hyperpolarising inputs, allowing the inhibited cell to escape from inhibition
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and, once above threshold, inhibit the other cell. The \release" mechanism is an adaptation to excitation,

allowing the excited cell to gradually depolarise and release itself from the depolarisation input current [179].

Skinner et al. extended this work by modelling the escape and release mechanisms as either intrinsic only or

synaptic only. They demonstrated how the frequency of oscillation is dominantly controlled by either neuron

or synapse parameters depending on whether the escape and release are modelled as part of the neuron or

synapse (respectively) [28].

Inspired by the gastric mill central pattern generator of the lobster, Rowat and Selverston studied neural

pattern generators focusing on oscillatory behaviour in pairs of cells coupled by reciprocal inhibition through

graded transmission synapses. Their model consists of two �rst order di�erential equations modelling fast

and slow currents (Eq. 2.24-2.25). An N-shaped function (using hyperbolic tangent) describes the fast cur-

rent (Eq. 2.26), and a linear function describes the slow current (Eq. 2.25 and 2.27). The synaptic current

depends on both the pre- and post-synaptic membrane potentials, and contains a sigmoid function of the

pre-synaptic membrane potential (Eq. 2.28-2.29). In a simpli�ed version of the model the hyperbolic function

in the fast current model (Eq. 2.26) was replaced by a piecewise linear function (Eq. 2.30), and the synaptic

conductance (Eq. 2.29) was changed to a binary function (Eq. 2.31). By changing single-neuron model pa-

rameters they obtained six di�erent behaviours that correspond to intrinsic physiological dynamics observed

in biological neurons: quiescence, almost-an-oscillator, endogenous-oscillation, permanent-depolarisation,

permanent-hyperpolarisation, and plateau-potentials. They then examined the coupling of all possible pairs

through reciprocal inhibition. By �xing all neuron parameters and only adjusting synaptic weights and

thresholds they were able to generate oscillations in all pairs [190, 191].

� m
dV
dt

= � Ffast (V ; � f ) � q + I inj � Isyn (2.24)

� s
dq
dt

= � q + q 1 (V) (2.25)

Ffast (V ; � f ) = V � A f � tanh(
� f

A f
V) (2.26)

where V [mV] is membrane potential, q [mV] models slow current, Iinj [pA] is injected current, I syn [pA] is

synaptic current (see Eq. 2.28),� f and Af are dimensionless constants controlling the slope and width of the

fast nullcline, and � m [� F] and � s [� F] are fast and slow activation time constants (respectively), such that
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� m < � s.

q1 (V) =

8
>>><

>>>:

� in (V � Es); for V < E s

� out (V � Es); for V � Es

(2.27)

� in and � out are the inward and outward conductances (respectively), and� in < � out .

Isyn = W � Fsyn (V pre )(V � Epost ) (2.28)

Fsyn (V) =
1

e� 
 (V � � )
(2.29)

where V is post-synaptic potential, Vpre is pre-synaptic membrane potential, W is the maximum postsynaptic

conductance and Epost is synaptic reversal potential. � is the synaptic threshold and � is a rate constant.

Ffast (V ; � f ) =

8
>>>>>>>><

>>>>>>>>:

V + A f ; for V < � A f

� f

V � A f ; for V > A f

� f

(1 � � f )V; otherwise

(2.30)

Fsyn (V ; � f ) =

8
>>><

>>>:

1; for � � � ij

0; for � < � ij

(2.31)

where � ij is the synaptic threshold between the presynaptic neuron i and post-synaptic neuron j.
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2.3 C. elegans

C. elegansis a 1mm nematode that naturally lives in moist environments such as soil and rotten vegetation

and feeds primarily on bacteria. It was �rst studied in the 1940s and later in the 1960 it was selected as

a model organism by Sydney Brenner. Since then it has been the subject of research into the genetics and

molecular basis of embryonic development and ageing, and in particular neurodevelopment and its connection

to the behaviour of the animal [34]. C. elegansis one of the smallest multicellular model organisms, making

it a powerful research tool that is anatomically and functionally compact with little redundancy. This makes

it easier to understand the role of speci�c molecular and cellular components in the context of the whole

animal. Its large brood size (� 300) and short generation time (3-4 days) make it suitable for high throughput

studies [33, 34].

The cell lineage and anatomy of the adult, wild-type C. eleganshave been fully mapped, including its

connectome [35, 37, 42], although synaptic identity is not yet fully mapped, and intrinsic single-cell neural

dynamics are still largely missing. This makes it possible to target individual cells and study their role at

a whole system level. This includes genetic and laser ablation of speci�c cells, 
uorescent tagging of cells

and calcium imaging of speci�c neurons and muscles used to associate their function with the behaviour of

freely-moving animals [34, 192, 193].

Locomotion is one of most studied behaviours in the worm, as its undulatory motion provides a clearly

visible behavioural output and a direct link to neuromuscular activity. The locomotion of the worm consists

of forward and backward locomotion and various manoeuvres. These are often used to study neuronal

mechanisms for pattern generation that are likely to be implicated in the nervous system of other organisms.

While the role and connectivity of many cells have been identi�ed, the intrinsic dynamics of individual

neurons is still largely missing, partly due to the di�culty to record from small cells. Despite the vast

accumulation of knowledge regardingC. eleganslocomotion, some basic questions regarding the mechanisms

for pattern generation remain open. In particular, the mechanisms that underlie pattern generation during

forward locomotion are still unclear. This includes the contribution of central pattern generators (CPG)

located in speci�c body regions, intrinsically oscillating neurons, and the molecular and cellular mechanisms

that mediate mechanosensory feedback that leads to gait modulation [72].
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Biomechanics and 
uid dynamics

The ability of C. elegansto generate thrust largely depends on the geometry and mechanical properties of

its body, as well the properties of the external material it is pushing against [60, 73, 74, 194{199]. Given its

small size and speed,C. eleganslocomotion can be modelled using low Reynolds numbers physics (laminar

regime), where viscous forces dominate and inertial forces can be neglected [73, 74, 195, 199]. In this regime,

we can de�ne the environmental forces that resist the worm's motion for both Newtonian and viscoelastic


uids [73, 74, 196, 199]. For motion in the dorsoventral plane, two drag coe�cients are de�ned, Ct and Cn ,

that describe the resistance of the environment to the worm's motion in the tangential and normal directions,

both in the dorsoventral plane (Eq. 2.5-2.8) [73, 74, 113, 196, 199].

The mechanical properties of undulatory swimmers are often described in terms of the elastic and viscous

properties of their body. The Young's modulus (also called tensile modulus) describes the resistance of a

material to deformation along its long axis, and is de�ned as the ratio between stress and strain. For a

cylinder, often used as an approximation for the worm's body geometry, the Young's modulus describes its

resistance to compression and stretching along the cylinder's main axis. The bending modulus is de�ned as

the product between the Young's modulus and the moment of inertia of the cross section of the cylinder.

Di�erent methods and models have been used to estimateC. elegansmaterial properties, resulting in values

ranging from 3kPa to 380MPa for the Young's modulus [194, 196, 198], and 4:2 � 1016 - 9:5 � 1014 Nm2 for

the bending modulus [74, 195]. Tissue viscosity on the other hand describes the damping of the body in

response to bending, and was estimated at -860Ps�s [195]. Note that most of these estimations are based on

the assumption that C. elegansbody is homogeneous. However, the sti�ness of the worm varies along its

body, and may also vary across behaviours due to di�erences in muscle tone. In particular, the body region

anterior to the vulva was found to be signi�cantly sti�er compared the region posterior to it, while sti�ness

within each region was approximately uniform [198].

C. elegansmoves forward by propagating a wave of curvature from head to tail. This is achieved via

the contraction and relaxation of body wall muscles (BWM) that allow C. elegansto change the shape of

its cylindrical body through their attachment to the cuticle [56, 57]. 95 BWM cells are arranged in four

longitudinal quadrants, where three quadrants (DL,DR,VR) consist of 24 BWM cells and one (VL) consists

of 23 BWM cells [57]. Neighbouring BWM are electrically coupled via gap junctions, both within each
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quadrant, and across neighbouring left-right quadrants on the dorsal and ventral sides (but never between

dorsal and ventral quadrants) [57]. Each BWM cell consists of a contractile �lament, a non-contractile body

that contains the nucleus and cytoplasm, and muscle arms that extend from the soma to form neuromuscular

junctions (NMJ) with motor neurons in the nerve ring or in the dorsal/ventral cords [54, 200]. BWM cells

in C. elegansare obliquely striated, with their �laments aligned with the longitudinal axis of the cell with

a slight o�set ( � 1�m ) between neighbouring �laments [201]. The oblique organisation is thought to allow

the force generated by the muscles to be more evenly distributed and thus allow for smoother motion [202].

Finally, each BWM cell is basally attached to the hypodermis and cuticle, and laterally to neighbouring

muscle cells [54].

The excitation-contraction coupling (ECC) is the process through which depolarisation leads to cell

deformation [57]. In C. elegans, excitation at the NMJ by cholinergic motor neurons triggers an action

potential in the soma in a graded manner, meaning that depolarisation amplitude correlates with input

intensity, as opposed to an all-or-none response [57, 203, 204]. This results from the opening of nicotinic

acetylcholine receptors in the muscle arm, that trigger a response which propagates to the contractile unit

of the muscle [57]. This response is thought to be mediated by voltage-gated Ca2+ channels, as there are no

voltage-gated Na+ channels inC. elegans[205{207]. Evidence from electron microscopy (EM) indicate that

excitatory cholinergic motoneurons form dyadic synapses onto BWM cells and GABAergic motoneurons,

while inhibitory GABAergic motoneurons form monadic synapses onto BWM cells [208].

Forward locomotion

When placed on a planar surface of 2% agar, the worm spends most of its time crawling forward through

sinusoidal-like body undulations in the dorsoventral plane that propagate from head to tail [75, 80]. Two

modes of undulation frequency are associated with forward crawling (� 0.2Hz and� 0.5Hz), and frequency is

positively correlated with forward speed (� 0:1mm � s� 1 and � 0:3mm � s� 1) [209]. During forward crawling

the nose undulates much faster (at 4.5Hz ; this is called foraging) [21, 80, 210, 211]. The worm also reverses

through dorsoventral sinusoidal undulations that propagate from tail to head [62, 75, 80], during which

foraging is inhibited [212]. Similar to forward crawling, two modes of undulation frequency are observed in

backward crawling, and frequency is positively correlated with backward speed [209]. Post-reversal, the worm

either moves forward again or performs a turning manoeuvre to reorient its direction of motion (the most
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common ones are pirouettes and omega turns) [61, 62]. The worm can also reorient itself on a larger time-

scale in order to improve its conditions, for example while following a chemical, thermal or aerial gradient.

It does that by gradually changing its direction of motion through small and consistent adjustments to its

sinusoidal undulations, a navigation strategy called klinotaxis [62, 213].

When placed in a water-like environment, the worm swims forward and backward through sinusoidal-like

dorsoventral undulations at a higher frequency and wavelength compared to crawling on 2% agar [73, 74,

80, 212, 214]. While two modes of undulation frequency were also observed in backward swimming, during

forward swimming only the higher frequency mode is observed (� 1.8Hz) [209].

The di�erences between crawling and swimming raise questions regarding the role of the environment in

locomotion. In particular, whether crawling and swimming are two distinct motor programs that the worm

switches between depending on external conditions and internal state, or whether they are opposite extremes

of a single motor program. The answer to this question has consequences regarding the underlying neural con-

trol of these behaviours, as the switch hypothesis implies two distinct neural programs (analogous to forward

and backward locomotion), while the single gait hypothesis suggests modulation of a single neural program.

To test this, forward locomotion was recorded within a range of viscoelasticity from water-like environments

to sti� agar. These experiments showed clearly that gradually increasing medium viscoelasticity (and thus

increasing the mechanical load on the body) results in gradual modulation of the frequency, wavelength and

amplitude of body undulations, with swimming and crawling at the extremes [73, 74]. This suggests that the

swimming and crawling are part of the same motor gait that is modulated by the environment. It was also

shown that during both crawling and swimming the frequency of muscle activation matches the frequency

of body bending, con�rming that modulation is achieved at the level of muscle activity, rather than only in

body shape [214]. This means that in addition to the mechanical constrains of the external material on the

body, mechanosensory information is fed back to modulate muscular activity. In addition, stretch receptors

were suggested to be expressed along undi�erentiated dendrites of ventral cord motor neurons implicated

in the forward and backward locomotion neural circuits [37], adding to the evidence that sensory feedback

plays a role in the adaptation of locomotion through the modulation of neuromuscular activity.

Of the 302 neurons in the nervous system of the hermaphrodite, 113 are motor neurons that form

neuromuscular junctions (NMJ) onto body wall muscles. Of these, 38 innervate head muscles, whereas the
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other 75 are organised along the ventral nerve cord (VNC) and form NMJs onto muscles posterior to the

head. VNC motor neurons are conventionally divided into 8 classes, DA, VA, DB, VB, DD, VD, VC and

AS (where D or V in the �rst letter indicate that they innervate dorsal or ventral muscles, respectively).

A-type (DA and VA) and B-type (DB and VB) are cholinergic and depolarise muscles, causing them to

contract, whereas D-type neurons (DD and VD) are GABAergic and inhibitory to muscles, as well as to the

A-type and B-type neurons. [37, 215]. Interestingly, the pattern of muscle innervation of all 75 VNC motor

neurons is left-right symmetrical, which suggests that feedforward pattern generation posterior to the head

is restricted to the dorsoventral plane [37, 86]

Genetic and laser ablation of VNC motor neurons led to the association of speci�c motor neuron classes

with speci�c motor behaviours. The B-type neurons were shown to be necessary for forward locomotion,

whereas the A-type are necessary for backward locomotion [37, 75, 87]. The D-type neurons are necessary

for coordinated locomotion in both the forward and backward directions [75, 216]. The forward and back-

ward locomotion motor circuits are associated with command interneurons that control gait selection and

activation, mostly via gap junctions that couple them to their respective motor neurons. The AVB and

PVC command neurons activate the B-type neurons and control forward locomotion, while AVA, AVD and

AVE activate A-type neurons and control backward locomotion [62, 75, 87, 88, 217, 218]. Gap junctions

also couple neighbouring B-type and A-type neurons within each class, and were shown to be necessary for

coordinated forward and backward locomotion [79, 88, 219]. Speci�cally, the innexins UNC-7 and UNC-9

are expressed by forward and backward motor neurons and interneurons in the locomotion circuits, and were

shown to underlie gait selection by establishing dominance of forward over backward, as well as the overall

bias for forward locomotion [88]. Interestingly, speci�cally the electrical coupling in the backward locomotion

circuit (AVA-A) was found to be necessary for forward locomotion gait selection, through the reduction of

AVA activity [88].

Evidence from electron microscopy show that B-type neurons send dendritic processes posteriorly that

do not form any synapses. The same was observed for A-type neurons, but with opposite directionality [37].

Thus, these processes were suggested to be proprioceptive [37]. While a direct evidence of a proprioceptive

function in these neurons has not been reported yet, ventral B-type and A-type motor neurons were found to

express UNC-8 and DEL-1, members of the DEG/ENaC family and candidate subunits of a mechanically-
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gated Na+ ion channel, and are also expressed in sensory neurons (with DEL-1 exclusively expressed in VB,

VA and the mechanosensory neuron FLP) [220]. Many of the members of the DEG/ENaC family were shown

to play a role in mechanotransduction [221], andunc-8 mutants show uncoordinated locomotion [220]. In

addition, evidence from optogenetic activation and inhibition of muscles or B-type motor neurons at di�erent

location along the worm's body, show that all body regions are capable of pattern generation even without

propagation of undulations from other body regions, and that their undulation frequency can be entrained

by changing the frequency of other body regions [222]. This further supports the hypothesis that pattern

generation is distributed and adaptive.

The role of inhibition in locomotion

Inhibition plays many important roles in human and animal behaviour including gait selection and antisyn-

chrony required for pattern generation in many motor systems [223, 224]. Inhibition is dominantly mediated

by the GABA (gamma-Aminobutyric acid) neurotransmitter, although GABA can also be excitatory [225].

In particular, inhibition has an important role in C. eleganslocomotion [72, 216, 226].

The GABAergic D-type motor neurons have been implicated in the forward and backward locomotion

circuit. Ventral and dorsal D-type counterparts (DD and VD, respectively) form reciprocal inhibition and

send inhibitory synapses to body wall muscles on the opposite dorsoventral side. VD are di�erent from DD

in that they send inhibitory synapses to their neighbouring VB neurons, a connection that is absent on the

dorsal side (Fig. 23A) [37]. Overall, D-type neurons act to promote antiphase muscle contractions [209,

216]. GABA mutants move at lower speed and frequency during both forward and backward crawling. A

similar result was obtained in animals in which GABA was inactivated optogenetically, during both crawling

and swimming. Inhibition speci�cally from D-type neurons was shown to be more important during high-

frequency undulations (such as in swimming). The inhibition of muscles helps promote antiphase muscle

activation, and the neural inhibition from VD to VB was suggested to act as a reset mechanism during

high-frequency undulations, where B-type neurons must activate and deactivate faster [209].

Inhibition is also dominant in the head motor circuit. Extensive reciprocal inhibitory connections are

formed within the SMD and RMD motor circuits, mediated by acetylcholine (ACh) [37, 68, 227]. The

GABAergic RME motor neurons were shown to modulate head bending amplitude during forward locomotion
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through the inhibition of SMD and body wall muscles [167, 226]. Finally, the SMB head motor neurons

control the amplitude of head bending, and their ablation results in a \loopy" forward locomotion phenotype

[62, 64, 228].

Single-cell and circuit-level neural dynamics

So far there has been no evidence for all-or-none action potentials inC. elegansneurons. Instead, many

neurons were found to have a graded response [70, 205, 229]. This may be partly due to the relative small

cell size ofC. elegansneurons that limits the number of ion channels responsible for depolarising currents,

resulting in high electrical resistivity of the membrane [205]. Other responses and dynamics have also been

observed inC. elegansneurons. The RMD head motor neurons were found to have plateau potentials, with

two stable membrane potentials and a non-linear, graded response [70]. The AWA chemosensory neurons

were found to �re Ca2+ -dependent action potentials in their depolarised state, also in a graded manner [230].

The neurons in the nervous system ofC. elegansare conventionally categorised hierarchically, and infor-

mation 
ow is often described as a feedforward sequential process, from sensory neurons to interneurons to

motor neurons to muscles that generate the behavioural output. However, this hierarchy is often violated,

as neurons inC. elegansplay multiple roles and information 
ows in all directions [37, 86, 231]. Examples

include proprioceptive motor neurons (e.g., SMD) [232], sensory neurons that form NMJs (e.g., IL1) [37],

and interneurons that feed information back to sensory neurons (e.g., RIM) [233].

For example, food deprivation increases the worm's tolerance for threats, pushing it to take more risk while

seeking food. The RIM neuron was shown to integrate multisensory information, determine a \threat-reward"

state, and output a decision to the motor circuit. The \threat-reward" state depends on food availability and

the presence of repellents (such as hyperosmolarity). In addition to this feedforward information processing,

RIM was found to send positive feedback to the osmosensory neurons ASH extrasynaptically, through the

secretion of tyramine, on a time scale of minutes. One hour of food deprivation results in the inhibition

of RIM, and in particular the inhibition of the positive feedback to ASH. This decreases ASH activity and

thus increases its sensitivity to hyperosmolarity, making the worm more sensitive to threats and pushing

it to take less risk [233]. Overall, this example shows that information 
ow in C. elegansis not restricted

to a certain feedforward hierarchy, and that biological systems use feedback mechanisms to modulate their
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sensitivity to stimuli, internal states and motor behaviour.

Gap junctions

Most gap junctions appear early inC. elegansdevelopment, and are known to contribute to key developmental

processes, and neurodevelopment in particular. One example is the functional speci�cation of the two

chemosensory AWC neurons. AWC do not form mutual gap junctions in the adult animal, but during

development they form a transient network of gap junctions with each other and with neighbouring sensory

neurons. This promotes an asymmetric speci�cation, where one adopts the ON-function (depolarises in

response to certain stimuli), and the other adopts the OFF-function (depolarises in response to the removal

of certain stimuli) [234].

The formation of a gap junction is the result of a complex made of two hemichannels, each expressed

by one of the paired cells. Each hemichannel is an hexameric complex of innexins (similar in structure, but

not in sequence, to connexins in vertebrates). The types of innexins in each hemichannel largely determine

the conductance of the junction [235]. The coupling coe�cient (CC) is commonly used as a measure for the

strength of electrical coupling, de�ned as the ratio between the membrane potentials of the two coupled cells

following a hyperpolarising current injection to one of them (and thus can be calculated for each direction

of the junction separately) [236]. The electrical properties of gap junctions are regulated in various ways.

First, structural asymmetry between the two hemichannels can lead to asymmetry in conductance in opposite

directions [235]. Intracellular pH and Ca2+ levels have also been shown to regulate gap junction conductance

[236]. In addition, in some cases phosphorylation of the hemichannels regulates the conductance, open

probability, assembly and tra�cking of the junction [236]. Finally, asymmetry in gap junction conductance

may also be the result of di�erent conductances of the cells themselves, even in the case of a homomeric

junction [236].

Voltage-clamp recordings from pairs of coupled cells were done to characterise gap junction dynamics

in C. elegans. Speci�cally di�erent combinations of UNC-7 and UNC-9 hemichannel isoforms were tested,

as they are expressed in many motor neurons and body wall muscles [71, 237, 238]. First, the membrane

potential of both cells was clamped to the same value. Then, a voltage step was applied to one of the

cells while recording current from the other. This was done for di�erent values within a wide range of
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membrane potentials (typically within -100mV and +100mV). Gap junction dynamics was found to be most

dominantly dependent on membrane potential di�erence between the coupled cells, rather than their absolute

membrane potentials. Further, following a voltage step, the current 
owing through the channel drops

exponentially and plateaus after approximately 5 seconds, with higher drop rates for larger potentials. The

drop rate also depends on the combination of hemichannels, and is sometimes asymmetric for negative and

positive potentials. The initial current following a voltage step was found to be approximately proportional

to gap junction potential (meaning that gap junction conductance is constant), and at steady state the

current-voltage relationship is a bell-shaped function (that may be asymmetrical depending on hemichannel

combination), meaning that channel conductance plateaus above/below some positive/negative potential

threshold [71, 237, 238].

Neuromechanical modelling of locomotion

Hypothesis-driven computational models have been developed to address mechanistic questions regarding

pattern generation underlying C. eleganslocomotion. Such models can be simulated computationally and

are used to make predictions that can then be tested in-vivo [27, 30, 31, 239]. Some models focus on

the mechanics of the worm and its environment, and only contain biologically-grounded details about its

geometry and material properties, using simpli�ed control to drive the body. Other models focus on the

neural control of muscle actuation, with di�erent levels of abstraction of body anatomy and mechanics.

The level of abstraction of di�erent model components is chosen with respect to the hypothesis. A

model should be designed to be the simplest possible with respect to its driving hypothesis. Making the

model redundantly more realistic and detailed, reduces its explanatory power and makes its predictions

harder to test and interpret. On the other hand, oversimpli�cation reduces the model's generality and its

ability to capture phenomena across a range of parameters. Finally, regardless of the level of abstraction, in

order to make biologically-relevant predictions, the model must be constrained by existing knowledge and

experimental �ndings.

For example, including neuromechanical feedback in the model might be necessary to capture postural

dynamics across a range of viscoelasticity of the external material. However, including details about the

dynamics of the underlying mechanosensory ion channels will make the model more complicated and might
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not improve its predictive power with regard to postural dynamics. Finally, the magnitude of the e�ect of

neuromechanical feedback on neural activity, and whether it is inhibitory or excitatory, may be constrained

by experimental measurements.

Niebur and Erd•os published the �rst computational implementation of a model of forward locomotion in

C. elegans. The model focuses on body mechanics, and uses a sine wave activation at the head to drive the

body forward, meaning that the presence of a central pattern generator (CPG) in the head is assumed, but

the propagation of this pattern posteriorly is mediated locally via depolarising stretch receptors, located at

�fth body length posterior to the muscles they control. Simulations of the model were shown to generate

head undulations that propagate along the body. To generate forward thrust, the model requires a minimal

sti�ness of the environment [27].

Bryden and Cohen developed a biologically-grounded neuromuscular model of forward locomotion with

mechanosensory feedback. They modelled the worm body as a sequence of pseudo-segments, each made of

two 2D massless rods connected by a frictionless joint. A pair of dorsal and ventral muscle cells associated

with each joint directly determine its bending angle. The muscles are controlled by a pair of dorsal and

ventral excitatory B-type motor neurons. The activity of B-type neurons in the model is modulated by

the bending angle along a short region posterior to their position (approximately 1/11 body length), in

line with the hypothesised stretch receptors along their undi�erentiated dendrites [37]. Finally, the AVB

command interneurons provide all B-type neurons with depolarising currents via gap junctions. Simulations

of the model with one, two and 11 segments (full body model) generate sustained oscillations without

any CPG, but rather as a chain of re
exes with intersegmental phase lags entrained by mechanosensory

feedback. Furthermore, oscillations were shown to be stable even in the presence of random perturbations,

demonstrating robustness to noisy and unpredictable environments due to sensory feedback. In an extended

version of the model, the neuromuscular circuit in each segment also includes a pair of GABAergic, inhibitory

D-type neurons, where ventral (dorsal) D-type neurons are activated by dorsal (ventral) B-type neurons, and

inhibit ventral (dorsal) muscles. Simulations suggest that D-type neurons increase bending amplitude but

are not necessary for stable forward locomotion [240].

Berri et al. showed that forward locomotion is continuously modulated by the mechanical load of the

environment on C. elegans body, and in particular that undulation frequency and wavelength correlate
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with the viscoelasticity of the external material [73, 74]. Based on these results, Boyle et al. developed a

mechanical framework that includes an articulated worm body and its environment, and used it to study the

role of sensory feedback in forward locomotion. Following current-clamp recordings from individual RMD

head motor neurons by [70], B-type and D-type motor neurons were modelled as bistable with hysteresis

(i.e., the threshold for switching between the ON and OFF states is state-dependent). In the model, B-

type neurons receive sensory feedback from stretch receptors along a region that extends half body length

posterior to their position (or until the tail). The sensory input to B-type neurons is depolarising in response

to local body stretch, and polarising in response to local body compression. The model predicts that a

single neural control mechanism accounts for forward locomotion across a wide range of viscoelasticity of the

external material, and in particular crawling and swimming in its extremes. In the model, this is achieved

via mechanosensory feedback that modulates the activity of B-type motor neurons. The bistability and

non-linearity of these neurons, together with sensory feedback from the shape of the body, ensures that

contralateral muscles contract and relax in antiphase. In this work, the role of inhibition from D-type motor

neurons was revisited following experimental evidence for an inhibitory connection from D-type to B-type

neurons, but only on the ventral side [241]. In line with [240], the model predicts that inhibition from D-

type neurons contributes to, but is not necessary for stable forward crawling. However, their inclusion in the

model was necessary to achieve normal swimming. At low viscoelasticity media, in the absence of su�cient

mechanical load and where the worm undulates at higher frequencies, D-type neurons \reset" neurons and

muscles to their hyperpolarised state to maintain antiphasic contractions required for coordinated locomotion

[30].

Izquierdo and Beer used the biomechanical framework developed in [30] and integrated a neural model

of the head, in addition the neural circuit along the body that consists of B-type and D-type motor neu-

rons. Their head model includes simpli�ed RMD and SMD circuits, with SMD activity modulated by

mechanosensory feedback from a posterior body region. B-type motor neurons also receive sensory feedback,

but in contrast to [30], here their receptive �eld is an anterior, rather than posterior, body region relative

to the muscles innervated by those neurons. In this work, rather than focus on a single mechanism for

pattern generation, a systematic analysis was performed over a population of models using an evolutionary

search algorithm to map the space of unknown parameters, under some experimentally-informed constraints.

In particular, their neuron model can generate di�erent intrinsic dynamics, and while RMD neurons were
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constrained to the bistability regime, all other neurons were not. The analysis focused on forward crawling

in a �xed, agar-like environment and the parameter space was narrowed to biologically-relevant models by

matching worm speed and body bending to values obtained experimentally. The contribution of di�erent

model components to successful locomotion was then quanti�ed, including sensory feedback, gap junctions

and each of the neuron classes. They found that dorsoventral undulations can propagate from head to tail

solely via sensory feedback, even in the absence of synaptic coupling of the head and body and electrical

coupling between neighbouring VNC neurons. They also showed the extent to which undulations would prop-

agate from the head posteriorly in the absence of all VNC motor neurons, demonstrating the contribution

of body mechanics to locomotion [239].

Wen et al. used a micro
uidic device to immobilise di�erent regions of di�erent lengths along the worm's

body in order to test the role of proprioceptive coupling during forward locomotion. They found evidence

that pattern generation during forward locomotion requires at least a 200� m neighbouring anterior body

region that is free to bend. Furthermore, they showed that B-type motor neurons, and speci�cally their

posteriorly oriented axons, are necessary for this proprioceptive coupling of neighbouring body regions,

while the inhibitory D-type motor neurons are not. Based on their �ndings, they modelled body wavelength,

taking into account the mechanical load on the body as a result of 
uid viscosity. Simulations of their model

produce a body wavelength that closely matches experimental measurements across a range of 
uid viscosity

[242].

Motor behaviour in 3D environments

Despite living in complex, non-planar environments, the study into C. eleganslocomotion has been mostly

limited to 2D, as worms are conventionally both cultivated and assayed on a planar agar surface [33].

Nevertheless, even in 2D environments, the worm exhibits some non-planar behaviours, including lifting

of its head and burrowing into the gel, as well as body twisting in roller mutants in which the cuticle is

deformed, resulting in the worm rolling around its long axis and crawling on the surface in circles.

The study of locomotion in 2D settings was a crucial simpli�cation and has contributed immensely to

our understanding of C. eleganslocomotion and its underlying biomechanics and neural control. However,

observing the worm in a volume might introduce new locomotion patterns, which may lead to the discovery of
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new neuronal functions and control principles that are not manifested in 2D, as well as advance our knowledge

of the material properties of C. elegansbody and its interaction with the external material. Studying 3D

locomotion introduces new challenges, including the hardware required for 3D recording, the computational

tools needed to extract meaningful features from noisy volumetric data, and the mathematical framework

needed to model and characterise the biomechanics of locomotion in three dimensions.

The motor circuit posterior to the neck that underlies forward and backward locomotion, including B-

type, A-type and D-type neurons, forms left-right symmetrical neuromuscular junctions (NMJ) onto body

wall muscles, suggesting that feedforward pattern generation along the body is limited to the dorsoventral

plane [37, 86]. However, the head is not restricted in the same way. In particular, three classes of head motor

neurons, RMD, SMD and SMB, each consists of four or six neurons connected via reciprocal inhibition, where

each neuron forms NMJ dominantly onto a di�erent muscle quadrant [37, 86]. Thus, these neurons provide

the symmetry-breaking required for feedforward 3D pattern generation. SMD and SMB were shown to play

a signi�cant role in 2D forward locomotion, while the contribution of RMD neurons was minor [62, 64, 228,

232]. Interestingly, the SMD neurons express stretch receptors that are necessary for normal head bending

during forward locomotion [232], whereas SMB is necessary for normal head bending angle [64, 228]. The

synaptic connectivity within the RMD circuit suggests that it is biased towards left-right neural and muscular

pattern generation, which may explain its minor contribution to 2D dorsoventral body bending [37, 86]. In

addition, recordings from single-RMD cells showed that they are plateau potential neurons, with two stable

membrane potentials and a graded response to input currents [70].

In recent years studies are beginning to address the locomotion ofC. elegansin a volume. This includes the

development of imaging systems suitable for capturing volumetric data [243{245], as well as the development

of mathematical frameworks for describing and modelling the biomechanics of 3D locomotion [82, 246].

Kwon et al. developed a 3D imaging setup that records the worm from three orthogonal directions using

two cameras. A set of mirrors is used to project two views onto one camera, and the third view onto the

other camera. The recorded volume is made of a 1.5x1.5x1.25cm quartz cuvette, �lled with 3% (w/v) gelatin

and attached to a motorised stage used to track the worm in real-time. They recorded young-adult worms

at 18oC, each for 3 minutes following a 30 minutes delay to let the animals settle. These recordings were

used to compare locomotion parameters such as speed, undulation frequency and non-planarity, between
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worms moving in a volume versus worms moving on a planar surface (between two glass slides �lled with

3% (w/v) gelatin and separated by 100� m). They found that worm postures in 3D are less planar compared

to 2D, while speed and frequency were unchanged. They further tested mutants with head-related and

mechanosensory-related defects, and found di�erences between mutants and wild-type, some of which where

selective to locomotion in a volume (see more details in chapter 4) [244].

Shaw et al. developed a custom light-�eld microscope (LFM) to recordC. eleganslocomotion in a volume.

By mounting an array of microlens on a camera connected to a wide �eld microscope, they were able to

record a tiled array of circular microlens sub-images that contains both spatial and angular information.

They used this system to record a 1.3mm2 scene (maximum depth not speci�ed) made of 0.25% w/v agarose

gel in M9 on a microscope coverslip. They recorded wild-type and mutant young-adult worms for 30 seconds

each, at 100 frames per seconds (although in their analysis they down-sampled this data to 20 frames per

second). Using depth estimation methods, they were able to reconstruct 3D worm shape sequences and

extract locomotion parameters such as speed, undulation frequency and non-planarity. They note that their

method currently cannot be used to resolve and reconstruct self-occluding postures. First, they found that

wild-type animals in a 3D environment of agarose gel are mostly planar. In a representative example, they

showed that a posture sequence from a 30 seconds recording �ts into a minimal bounding box with a depth of

110� m (which is only slightly more than the 80� m typical diameter of a young-adult worm [33]). They also

compared locomotion in 3D of two mutants with cuticle defects and found that undulation frequency and

non-planarity are signi�cantly lower in dpy-10 compared to dpy-13. Finally, they constructed a 3D shape-

space of fundamental postures (also called eigenworms) using data from both wild-type and mutants, and

used it to analyse postural dynamics in 3D. They showed that only four components from this shape-space

are su�cient to account for 95% of the variance in their data [245]. They note that this result is similar to

a previous analysis of 2D postures [247].

Bilbao et al. identi�ed a 3D reorientation manoeuvre in data from [244], in which the worm rotates its

plane of undulation by 90� , as well as its direction of forward motion. They used mathematical modelling

and mechanical reasoning to suggest a mechanism for this behaviour. According to their model, this ma-

noeuvre is accompanied by an internal twist that propagates from head to tail, and is necessary for achieving

reorientation [82].
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Ranner developed a biomechanical framework for modellingC. elegans in 3D environments [246]. In

this model, which extends a 2D biomechanical model ofC. elegans [31], the worm's body is represented

as a continuous incompressible viscoelastic shell, and the parameterisation of the model allows to control

the properties of the body and its interaction with the environment. Its formulation is based on resistive

force theory (RFT) approximations (see section 2.1) and is thus suitable for studying undulatory motion in

the low-Reynolds regime, in both Newtonian and viscoelastic 
uids. It is also suited for integrating neural

control in the animal's natural coordinate system, thus providing a framework for testing neuromuscular

activation patterns in mechanical context in order to close the neuro-body-environment loop.

2.4 Summary and conclusions

Organisms manoeuvre through complex, non-homogeneous environments with changing geometrical and

mechanical properties in order to sample their surrounding and move towards more favourable conditions.

Thus, they must be able to adapt their behaviour for e�cient locomotion which is crucial for their growth and

survival. The evolution of form and function often converges across distant species. Organisms at di�erent

scales may evolve similar body shapes and motion patterns to locomote in similar environments, while their

material properties and control mechanisms may be di�erent. For example, locomotion in 
uids is shared

by organisms from the scale of micrometers to tons, and varies from Newtonian 
uids such as water, to

viscoelastic and granular 
uids such as the bloodstream in the human body. While animal locomotion has

been studied in depth across species, scales and environments, it has been mostly limited to planar settings

or 2D projections. This may have limited our understanding of animal locomotion, as swimmers typically

move in volumes rather than on surfaces in their natural habitats. Only in recent years 3D locomotion is

beginning to be addressed, revealing new motion patterns used by organisms that move in a volume. This

is crucial for uncovering both universal and organism-speci�c control principles of animal locomotion, under

biomechanical constraints of the organism's body and its environment.

Unicellular organisms use molecular motors to generate directed motion within 
uids, including biolog-

ical tissues. E. coli is a 1� m long bacterium that produces approximately 10 
agella that are uniformly-

distributed across the surface of the cell.E. coli has two main modes of locomotion - run and tumble. A

run is achieved by counterclockwise (CCW) rotation of all 
agella, which causes them to bundle and point
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in the same direction, resulting in motion in a consistent direction. Tumbling on the other hand is achieved

by clockwise (CW) rotation and sparse directionality of the 
agella, resulting in rotation of the whole cell

around its centre of mass [94, 248{250]. Sperm cells develop a single 
agellum and use it to propel them-

selves towards the egg using chemical gradients. Receptors expressed on the surface of the 
agellum are

used to sense those chemical cues in order to modulate sperm locomotion [251, 252]. While the majority of

sperm form planar head trajectories, some form helical trajectories. Both CW and CCW helices have been

observed. Furthermore, during this motion the cell also rolls around its longitudinal axis (i.e., head-tail axis)

[251]. For example, in human sperm suspended in human tubal 
uid, only 5% of the cells form helical head

trajectories, of which 90% are right-handed (CW). The radius of these trajectories range between 0.5-3� m,

with 3-20 rotations per seconds. While it is not yet clear whether helical trajectories are advantageous and

whether all sperm cells are capable of generating them, they have been shown to be suppressed by higher

concentrations of seminal plasma, higher viscosity, as well as by surface boundaries such as glass [253{255].

It was also found that even if head trajectories are planar within each period, they can form helical ribbons

on a larger time-scale, while the sperm gradually reorients itself based on chemical cues [256, 257].

Multi-cellular organisms have more complex body geometries and evolved muscles, cells specialised in

generating mechanical force, and motor neurons to control them. Spatial and temporal coordination of

muscular contraction and relaxation can lead to periodic changes in the shape of the body, which pushes

against an external material, and may result in the generation of thrust. Muscle cells are controlled by neu-

rons via neuromuscular junctions (NMJ). The neural rhythms that arise from ensembles of neurons coupled

via chemical and electrical synapses, give rise to muscular rhythms, which then give rise to periodic body

bending. Bending is constrained by the body's geometry and mechanics, as well the external material, and

in many systems mechanosensory information is fed back to modulate muscular and/or neuronal dynamics

[126, 136{141]. Feedback mechanisms provide animals with further control and allows them to adapt their

locomotion across a range of environmental parameters.

In the context of the control of motor behaviour, one of the greatest challenges facing neuroscience has

been to bridge the gap from neural dynamics to whole-animal behaviour. How do animals generate rhythmic

motor patterns? How do they coordinate motion throughout their bodies under geometrical and mechanical

constraints? What feedback and adaptation mechanisms are used to modulate, select and switch between
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motor patterns? Answering these questions requires to study biological systems at multiple spatial and

temporal scales, and in di�erent mechanical contexts.

C. elegansis a 1mm long nematode that naturally lives in moist environments such as soil and rotten

vegetation. Its anatomical simplicity with little redundancy, makes it a great model organism for multi-scale

investigation which allows to study low-level components in the context of the whole animal. The body

of C. elegans is cylindrical and tapered at the head and tail. 95 body wall muscle cells are arranged in

four longitudinal quadrants and allow C. elegansto bend its body through their attachment to the cuticle

(Fig. 1A-B) [56, 57]. On surfaces,C. eleganslies on its left or right side and moves forward by propagating a

planar wave of antiphasic dorsoventral muscle contractions from head to tail (Fig. 1C) [60]. Given its small

size and speed,C. eleganslocomotion can be described using low Re physics (laminar regime). This allows

to model the worm's locomotion in both Newtonian and viscoelastic 
uids using resistive force theory (RFT)

[73, 74, 195, 199].

Neurons show great variation in intrinsic cell dynamics, both within nervous systems and across species.

This includes phenomena such as action potentials, multi-stability, all-or-none activity, graded responses, fre-

quency doubling, desensitisation and post-inhibitory rebound [65, 70, 121, 191, 258]. The characterisation of

single-neuron dynamics is typically done using electrophysiological measurements where the cell is perturbed

by various current injection patterns, while its membrane potential is recorded [69]. The intrinsic dynamics

of individual neurons is largely missing in most species, and has only been characterised for a handful of

neuronal classes. This is particularly true for C. elegansneurons, despite the accumulation of knowledge

about other neuronal aspects such as neurotransmitter pro�les and synaptic connectivity and polarity [37,

68, 226]. This limits our understanding of network dynamics and our ability to bridge the gap from neural

activity to whole-animal behaviour.

One set of six interconnected motor neurons in the head of the worm, called RMD, has been characterised

using current-clamp recordings. RMD were shown to have plateau potentials, with two stable membrane

potentials, and a graded response to input current [70]. This is in sharp contrast to neurons that �re action

potentials and respond to input current in an all-or-none manner, which are more common in other species

and have been studied in much more depth [121, 169].
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Mathematical models have been developed to capture single-cell neural dynamics observed in biological

systems. Such models provide a formal framework for hypothesis testing and for directing experiments by

generating predictions that can be tested in-vivo. While some models capture details about the underlying

ionic species and currents [185], some only capture neural dynamics at the whole-cell level [188, 189]. Such

models have been used to capture the dynamics ofC. elegansneurons, and RMD in particular [30, 239, 259].

In the context of motor behaviour, constraining single-cell neural dynamics using experimental measurements,

also constrains network dynamics and the patterns of muscle activation that they generate. Thus, it is crucial

to narrows down the parameter space of the model to biologically-relevant rhythms.

To model circuit dynamics, individual neurons are coupled via chemical and electrical synapses, which

also have their own complex dynamics [68, 71, 203, 227, 237, 238]. One of the simplest cases is a system of

two reciprocally inhibiting neurons that give rise to rhythmic activity [121, 179, 191]. More complex cases

include the modelling of whole motor circuits that underlie a speci�c function, such as swimming, heartbeat

and gastric mill [30, 121, 190, 239]. Neural synchronisation mechanisms are used by animals to orchestrate

pattern generating circuits throughout their bodies in order to generate coordinated locomotion [30, 130,

131, 179, 222, 260]. Some studies tested synchronisation in such systems by measuring the cross-correlation

between circuit components in di�erent regimes [179, 260{264]. In particular, some focused on the combined

role of inhibition and electrical coupling in promoting synchronised neural activity, as this motif was observed

in biological neural networks [265{269]. However, such studies mostly focused on neurons with all-or-none

activity that �re action potentials. In C. elegans, the RMD motor neurons, which may underlie 3D head

motions based on neuromuscular anatomy, have been shown to have plateau potentials and respond to input

current in a graded manner [37, 70, 86]. In addition, the RMD circuit is coupled with another head motor

circuit, SMD, via both inhibitory and electrical synapses, suggesting a role in neural synchronisation.

The locomotion of living organisms has been studied in depth across environments and scales, from

single-cell organisms [94, 251], to microscopic nematodes [73, 209], to �sh [123, 124, 134] and cockroaches

[142, 143]. However, only recently studies have begun to address 3D locomotion in a volume [82, 244,

245, 255{257]. Studying locomotion in 3D is a di�cult task compared to planar settings, due to both

the hardware needed to record a volume in high spatial and temporal resolutions, as well as the computer

vision software needed to extract meaningful information from volumetric data. Since swimmers usually
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manoeuvre in 3D environments in their natural habitat, they must have evolved motor gaits for locomotion

in such environments. Studying swimmers in 3D environments may lead to the discovery of such motor

gaits, as well as their underlying neuromechanical control mechanisms, some of which might not have been

manifested in planar settings. This in turn, may lead to the discovery of universal mechanisms for the control

of animal locomotion under geometrical and mechanical constraints.
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3 3D recording, calibration and reconstruction of C. elegans lo-

comotion in a volume

In this chapter I introduce a novel system for 3D imaging of freely-movingC. elegansworms, and describe

the computer vision and signal processing techniques developed for feature extraction and 3D locomotion

analysis, respectively. The imaging setup consists of three approximately orthogonal cameras attached to

telecentric lens, that record simultaneously at high spatial and temporal resolution with large depth of focus,

required to capture the high-frequency, non-planar locomotion dynamics of microscopic worms. Prior to

recording, the volume is calibrated using photogrammetry in order to map points in the 3D lab coordinate

system to camera pixel space. Following recording, video �les are processed through the computer vision

pipeline that consists of deep learning and optimisation modules, which results in the extraction of worm

shape sequences over time and their location and orientation in the volume. Finally, this data is processed

through the signal processing pipeline to extract key features of postures and trajectories and obtain a

quantitative characterisation of the worm's locomotion in a volume across a range to gelatin concentrations.

A open-source, interactive tool was developed in MATLAB (MathWorks Inc.) to make the full pipeline

accessible, and it can be used for di�erent assays, other worm-like animals and imaging setups with a

di�erent number of cameras.

3.1 Introduction

Imaging of locomotion is widely used for studying animal behaviour across scales and environmental condi-

tions, including in air, water, and on land [270{273], and is often combined with imaging of neuronal activity

to study the neural control of locomotion [193, 274, 275]. While the temporal and spatial resolutions of image

acquisition continue to improve, the combination of both remains a challenge and is crucial for capturing

the precise shapes and behavioural dynamics of small and/or fast animals. Despite the fact that animals

naturally move in non-homogeneous and non-planar environments, imaging of animal motor behaviour is

often limited to 2D due to limitations of the optics and the di�culty to process and analyse volumetric data.

This clearly biases our understanding of animal behaviour, which in turn limits our understanding of the

underlying neuromechanical control mechanisms.
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New technologies have emerged in recent years that allow us to capture high-resolution volumetric data

with minimal damage to living samples, including spinning disk confocal microscopy (SDCM), light sheet

microscopy (LSM), light �eld microscopy (LFM) and Wide-�eld multiphoton microscopy [25, 276{279]. For

example, SDCM is an improvement of conventional confocal microscopy, often used to record neuronal

morphology and dynamics by capturing sequential 2D sections. It allows to record 1� m-thick sections at up

to 1000Hz [276]. LFM captures a whole 3D volume in a single shot, with temporal and spatial resolution

up to 10Hz and 1� m, respectively. It has been used to measure whole-brain activity inC. elegans, fruit 
y,

zebra�sh and mice [25, 278].

Following imaging, there remains the challenge of extracting meaningful features from noisy image data

and interpreting them. This includes the separation of signal from background noise and disambiguating

features using spatial and temporal information. In recent years, deep convolutional neural networks (CNN)

have gained popularity in computer vision for their multi-scale feature detection and their ability to generalise

from a relatively low number of examples. Although they often require manual or semi-manual annotation

of data, they remove the need for hand-crafted rules and can �nd complex correlations in data that humans

often cannot [280, 281]. Such algorithms are particularly widely used for analysing 2D and 3D time series

image data of animal behaviour [282, 283].

3.2 3D imaging of C. elegans

Despite C. elegansnaturally living in complex 3D environments, to date is has mostly been observed in 2D

settings while focusing on planar dorsoventral undulations. Nevertheless, even in 2DC. elegans exhibits

complex motor behaviours and their study has signi�cantly advanced our understanding of its underlying

biomechanics and neural control mechanisms [18, 72].

In recent years, whole-brain imaging of freely-movingC. elegans worms has become possible, mostly

due to advances in 
uorescence SDCM, as well as two-photon and LFM [193, 245]. SDCM allows thin

sectioning with acquisition rates up to 10 volumes per second, suitable for capturing both locomotion and

neural dynamics of the typical 0.5-1Hz forward crawling gait ofC. elegans[73, 214]. This allows to correlate

single-neuron activity and whole-brain states to locomotion patterns in freely-moving animals [22, 24, 284].
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Such techniques however are not yet suitable for studying higher frequency and/or non-planar gaits (e.g.,

swimming at 2Hz). This is due to the limitation in acquisition rate and because the z-sectioning requires

worms to remain planar during imaging [73, 214].

C. elegansexhibits some non-planar behaviours even in planar settings, such as burrowing and head-

lifting [80, 285{287], as well as body twisting in roller mutants in which the cuticle is deformed due to

developmental defects, which results in rolling and crawling in circles on planar surfaces [83, 84]. Such

phenotypes have been characterised using 2D imaging and by z-sectioning using electron microscopy (EM)

and 
uorescence confocal microscopy.

3D imaging of C. elegansin a volume introduces more behavioural complexity and requires more complex

hardware, as well as computational tools for image analysis and feature extraction from volumetric data.

Kwon et al. developed an imaging system for recordingC. elegans in a volume using two orthogonal

cameras coupled to 3X telecentric lens, and a motorised stage for tracking individual worms [243]. They

later upgraded this system to record from three orthogonal directions in order to be able to better resolve

self-occluded postures [244]. To do this, they used an array of mirrors such that two orthogonal views are

projected onto one camera, and the third view onto the second camera. This system was used to record

freely-moving, wild-type, young-adult worms in 2.5-3% (w/v) gelatin in M9 within a quartz cuvette at 18 oC.

Each worm was recorded for 3 minutes following a 30 minutes delay to let it settle in the medium. For

kinematic analysis they recorded a 5mm3 volume at 13Hz while tracking the worm in real-time, whereas

for trajectory analysis they used lower magni�cation and acquisition rate (25mm3 at 0.5Hz) while the stage

remained �xed.

Shaw et al. developed a custom light-�eld microscope (LFM) by mounting an array of microlens on

a camera connected to a wide �eld microscope. This allowed them to capture a tiled array of circular

microlens sub-images that contains both spatial and angular information. They used this system to record

young-adult worms in 0.25% w/v agarose gel in M9 on a microscope coverslip. Each worm was recorded

for 30 seconds at 100 frames per second with a �eld of view of 1.3mm2 (maximum depth not speci�ed). By

combining this with depth estimation methods, they were able to reconstruct worm shapes over time and

extract locomotion parameters such as speed and undulation frequency. However, they note that using their
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current depth estimation method is not yet possible to resolve postures that are self-occluded in the camera's

focus plane [245].

In order to study C. elegans3D locomotion and to accurately reconstruct its shape and position in a

volume, I used a multi-camera imaging setup, designed and built by Robert Holbrook and Netta Cohen from

our group (Fig. 3). In order to study the role of the environment in 3D locomotion, I recorded the worm

within a range of gel viscoelasticity (1%� 4%, corresponding to 4� G'� 600 Pa [73]).

To accurately capture the worm's shape over time, the space must be calibrated to account for camera

distortion and to capture the relative position and orientation of the cameras. Thus, the space is calibrated at

the beginning of each experiment, and the setup remains �xed during the experiment. We chose an orthogonal

camera con�guration, but since the space is calibrated, cameras do not have to be precisely orthogonal, and

non-orthogonal camera con�gurations are also possible. The camera and lens speci�cations were chosen to

maximise the �eld of view and depth of focus (1mm2 and 1mm, respectively) as well as magni�cation (7X)

and image resolution (see below), and are thus suitable for capturing long motion sequences and exploration

behaviours. The volume is made of a 2x2x2cm coverslip container �lled with gelatin. Importantly, the

dimensions of the container are signi�cantly larger than the worm (1mm) and the volume of view (1cm3) in

order to avoid wall e�ects.

The setup consists of three approximately orthogonal cameras (Ximea xIQ MQ042RG-CM), each con-

nected to a 7X telecentric lens (Navitar Inc.). Each camera has a pixel size of 5� m and produces a 2048x2048

pixels image converted to a 4.2MB �le. The telecentricity of the lens means that the trajectories of the pho-

tons are made close to parallel (here within a� 0.4� error), thus reducing the error in the perception of size

and orientation, and increasing the depth of focus.

Recording was done using the StreamPix software (Norpix Inc.) in sequence format (.seq) that assigns a

time stamp to each recorded frame. The cameras are connected to a computer through a trigger device that

synchronises their acquisitions. The maximum acquisition rate of the cameras is 90Hz, but here it is limited

to 40Hz, as at higher rates the synchrony of the cameras cannot be guaranteed. During the experiment the

only source of light in the room is infrared backlight required for the cameras. I recorded hermaphrodite

C. elegans worms in a range of gelatin concentrations (1%� 4%, corresponding to 4� G'� 600 Pa [73]).
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The recorded volume is made of a 2x2x2cm coverslip container �lled with molten gelatin in M9 (Fig. 3).

Recordings were done at 25Hz, using 5X-7X magni�cation, a �eld of view of� 1cm3, and a depth of focus

of � 1cm. Here, the depth of focus refers to the maximum distance range from the lens within which the

worm's shape appears su�ciently sharp to be resolved.

Figure 3: 3D imaging of C. eleganslocomotion in a volume

Figure 3. The imaging setup is made of three approximately orthogonal cameras, each attached to
a telecentric lens with infrared lighting. A glass container is attached to the stage and �lled with
molten gelatin in M9 solution at the desired concentration. Once the gel sets, individual worms are
placed within the gel and recorded while they are in the �eld of view and in focus in all cameras.

N2 C. elegansworms were grown at 20oC and maintained under standard conditions [33]. Worms were

age-synchronised by placing 3-10 young-adult worms on a fresh NGM plate with 150� l OP50, and removing

them after 24 hours, leaving only the eggs. The recording of worms started 48 hours later and lasted up to 8

hours. Thus, worms were within the young-adult to adult age range. A total of 8 hours of locomotion data

was recorded. The total duration per gel concentration is summarised in Table 4. Prior to recording, the

volume is calibrated using photogrammetry to solve for the lens distortion and camera geometry (Fig. 4A)

[288]. To calibrate the volume, at the beginning of each experiment I took snapshots of a calibration slide

in the molten gel, captured from all cameras simultaneously (Fig. 4B-C). This was used to obtain camera

models that describe intrinsic and extrinsic camera properties (see section 3.3).
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Figure 4: Camera calibration and imaging ofC. elegansin a volume

Figure 4. A. The pinhole camera model, describing the projection of a point in lab coordinates
(X w ; Yw ; Zw ) onto the image plane (u; v) of a camera positioned at the origin of the lab coordinate
system (Xc; Yc; Zc) with principal point (C x ; Cy). B. An asymmetric grid pattern is used to calibrate
the volume. C. Calibration is done by mapping corresponding grid points across cameras to 3D lab
points. D. An example frame of a worm imaged by three cameras simultaneously.

After a standby period of three hours to let the gel set and reach room temperature, individual worms

were picked using a platinum wire and placed inside the gel (Fig. 4D). The recording of a worm started after

at least 30 seconds to let it settle, and continued as long as the worm was in the �eld of view and in focus
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