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Abstract

Individual neurons are capable of complex information processing and show great diversity both within

nervous systems and across the animal kingdom. Their intrinsic neural dynamics give rise to network

dynamics, and at the highest level to animal behaviour. Despite extensive research to bridge the gap between

single-cell neural dynamics and whole-animal behaviour, many questions remain open. Biological systems

are highly interconnected, operate at multiple scales, and evolved to function in specific environments. In

particular, feedback loops have evolved to allow for robust and smooth animal behaviour which continuously

adjusts to changing internal and external conditions. Thus, to understand the fundamental control principles

of animal behaviour, it must be studied at multiple temporal and spatial scales, and in the context of a

physical body and environment.

The 1mm long C. elegans nematode offers a unique model system for multi-scale investigation, and

serves as a powerful tool for genetic manipulations and behavioural assays. In its natural habitat, C. elegans

manoeuvres through complex 3D environments with changing physical and chemical properties. However,

until recently, the worm’s locomotion has been studied almost exclusively in quasi-planar settings, such

as on an agar surface, while 3D locomotion remains almost completely unexplored. This has limited the

scope of our investigation of the neuro-body-environment loop. C. elegans’ mapped anatomy and sequenced

genome allow to target individual cells and study their part in the whole. Given its compact anatomy (a

cylindrical body with only 302 neurons and 95 body wall muscle cells), observing C. elegans’ locomotion

in a volume raises interesting questions regarding 3D motor behaviours and their underlying neuromuscular

control mechanisms, which may have not been manifested in 2D settings.

I recorded freely-moving C. elegans worms in a range of gel viscoelasticity corresponding to gelatin con-

centrations. A 3D reconstruction tool combining deep learning, computer vision and optimisation techniques

was developed to calibrate the volume and extract 3D worm shapes over time in lab coordinates, as well as

their location and orientation in the volume. As a complementary method, I used 2D fluorescence imaging

of a volume containing worms that express GFP in body wall muscles, in order to visualise the animal’s

intrinsic coordinate system. This allowed me to estimate the internal twist and the rolling of the worm’s

body during different patterns of locomotion.



Using quantitative analysis and various visualisations of the extracted 3D data, I identified multiple

patterns of locomotion in a volume, some of which have not been reported in C. elegans to date. First,

in high viscoelasticity environments, the worm crawls forward by propagating a wave of dorsoventral body

bends from head to tail. This motion resembles forward locomotion in 2D, however in 3D the worm is highly

non-planar, with the head bending outside the plane of undulations frequently, but not periodically. In low

viscoelasticity environments, I found that the worm uses chiral motions. In the first, Coiling, the worm forms

clockwise (CW) or counterclockwise (CCW) trajectories that emerge from postures with opposite chirality.

Furthermore, during this motion, the worm rotates around its longitudinal axis with the same chirality as

the trajectory, but at half the rate. In the second motion, Infinity, the worm forms 8-figure trajectories, and

rotates around its longitudinal axis CW and CCW back and forth. Interestingly, I found that individual

worms are capable of both CW and CCW Coiling, as well as Infinity. In these motions, undulation frequency

is high and forward speed is low, compared to crawling.

While these chiral patterns originated at the head and propagated posteriorly throughout the entire body,

maximum curvature posterior to the neck was still most correlated with the dorsoventral direction. This

suggests that these chiral motions are an extension of planar gaits, rather than being completely separate

gaits. I also found that for each of the four modes of forward locomotion (crawling, CW Coiling, CCW

Coiling and Infinity), there is a corresponding reversal. This was unexpected, as the neuroanatomy in the

tail is much simpler compared to the head, suggesting that passive, mechanical effects play a significant role

in the generation of those patterns. Non-planar turning manoeuvres were also observed in which the worm

changes its direction of motion and sometimes also its plane of undulations.

After characterising C. elegans’ locomotion in a volume, I used mathematical modelling to link locomotion

patterns to neural dynamics, specifically focusing on the neuromuscular head control of the Coiling behaviour.

While the motor circuit posterior to the neck is left-right symmetrical, suggesting that feedforward control

is only responsible for body bends in the dorsoventral direction, the head is not restricted in the same way.

Rather, it contains more complex circuitry which potentially allows it to bend in all directions. I selected

head motor neurons as candidates for the neural control of 3D locomotion. This includes the six RMD and

the four SMD neurons. The RMD neurons were found to be intrinsically bistable with a graded response

to input current. This is in contrast to most studied motor neurons in other animals, which fire action
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potentials in an all-or-none manner. While RMD are not necessary for normal planar forward locomotion,

SMD were shown to control the amplitude of head bending. They were also found to be proprioceptive, as

their activity is modulated by the shape of the body through stretch receptors that they express.

To study the neural control of 3D locomotion, I first developed a single-cell neuron model based on current-

clamp recordings from individual RMD neurons, available in the literature. The model accurately captures

RMD’s current-voltage relationship, in both normal and abnormal extracellular fluids. The importance of

accurately capturing intrinsic neuron dynamics in this context is two-fold. First, predictions of single-cell

dynamics can be tested in-vivo, creating a feedback loop in which models direct experiments, and experiments

are then used to update the model. Second, constraining single-cell dynamics also constrains network

dynamics. This is crucial for identifying biologically-relevant pattern generation mechanisms. Finally, models

for chemical and electrical synapses were developed. These are also biologically-grounded as they are based

on available data on the synapses that specifically couple RMD and SMD, in order to further constrain

network dynamics.

Once the single-neuron and synapse models have been developed, their parameters were fixed and they

were used to explore pattern generation in ensembles of bistable neurons. First, I found that a pair of bistable

neurons connected via reciprocal inhibition can give rise to sustained rhythmic activity spontaneously. Asym-

metry in synaptic weights was crucial to obtain spontaneous oscillations from an in-phase initial state. In

ensembles of four of these neurons connected pairwise via reciprocal inhibition and/or electrical coupling,

I found regimes that promote stable and unstable synchrony, as well as regimes that support spontaneous

pattern switching. Finally, I show that a system of six bistable neurons in which two of them are entrained by

mechanosensory feedback, is capable of generating both clockwise and counterclockwise muscle activation,

and that chirality is selected spontaneously, based solely on initial membrane potentials.

Overall, in this work I acquired 3D locomotion data in unprecedented quality, and developed novel

algorithms for the extraction of meaningful information. This led to the discovery of 3D locomotion patterns

that have not been reported in C. elegans to date, including chiral gaits. Their analysis links postures

and trajectories to the intrinsic coordinate system of the worm. The neural models developed here capture

fundamental single-cell and network-level mechanisms for the control of 3D locomotion, which demonstrates

the computational power of biological neural networks, and extend beyond the scope C. elegans.
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1 Introduction

Understanding how behaviour arises from the nervous system is one of the greatest challenges facing neu-

roscience. Behaviour is a high-level description of the neural dynamics in our nervous system and its man-

ifestation through a physical body. It can be externalised (such as speaking or walking) or internal only

(such as thinking or retrieving visual memory), but either way all behaviours evolved to accomplish specific

tasks in specific conditions and cannot be fully understood when isolated from their natural environment

and physical body through which they are manifested. Sensory information from both the body and the

environment continuously modulates the organism’s behaviour. How human and animal behaviours arise

from a complex network of cellular and molecular interactions is largely unknown. It requires a system-level

view involving a multidisciplinary investigation at multiple spatial and temporal scales, and in particular

associating neural dynamics with specific behaviours subjected to various perturbations and environmental

conditions. Bridging this gap and closing the neuro-body-environment loop is crucial for understanding

human and animal behaviour, as well as for preventing and curing neurodegenerative diseases.

Animal behaviour has been studied using modern science for centuries, with early major contributions

by the physiologist, physicist, and mathematician Giovanni Alfonso Borelli and the philosopher and writer

Charles-Georges Le Roy in the 17th and 18th centuries, respectively, and later by the naturalist Alfred Russel

Wallace and the biologist Charles Darwin in the 19th century [1–4]. Borelli studied the biomechanics of animal

locomotion and the connection between muscle contraction and body movement, while Le Roy associated the

behaviour of different mammals with their environment and established a program for “animal biography” of

all “higher species” [1, 2]. He particularly argued that sensory information plays a crucial role in guiding an

animal’s actions, rather than solely innate instincts. Wallace and Darwin are best known as the co-founders

of the theory of natural selection. Both independently found compelling evidence for the correlation between

animal anatomy and its surroundings, and for the acquirement of new traits through transgenerational,

environment-dependent mutagenesis. However, both also had great interest in the plasticity of the mind in

a single life-time, and pondered the importance of an individual’s experience versus its instincts. [3–5].

Those people and many others helped develop the idea that animal behaviour is not a fixed nor an ex-

clusively intrinsic phenomenon but rather adaptive, with sensory information from the environment playing
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a significant role in both behaviour selection and modulation. Later, with advances in genetics and neuro-

science, those concepts have taken a more mechanistic form, leading to the discovery of specific behavioural

adaptation mechanisms that act on different time scales, either across generations (e.g., epigenetics), over

days-years (e.g., associative learning and memory) or on the scale of milliseconds-seconds (e.g., sensory-motor

feedback) [6–8].

Motor behaviour, describing actuated motion of living organisms, and its neural substrates, have been

studied in depth in humans and other animals [9–11], and span many fields of research, including molecular

and cellular biology, biomechanics, robotics and mathematical modelling [12–18].

Advances in genetic engineering, imaging and computing during the last few decades allow us to study

motor behaviour in much finer detail. Genetic manipulation techniques allow us to target specific genes

and cells and correlate their function with the behaviour of freely moving animals [19–22]. Improvements

in optics and imaging techniques allow us to record whole-animal behaviour at high temporal and spatial

resolutions [23–26]. This produces large databases of experimental data that can be stored, processed and

shared. Finally, biologically-grounded and hypothesis-driven mathematical models can then be simulated

computationally and used to make testable predictions in order to gain new insights into the underlying

mechanisms of motor behaviour [27–32].

1.1 C. elegans

C. elegans is a 1mm long, transparent nematode that naturally lives in the soil and rotten vegetation, and

feeds primarily on bacteria [33, 34]. It has gained its popularity as a powerful model organism for studying

the genetic and molecular basis of embryonic development and neuro-development in particular [33, 35–37].

Many genes and molecular pathways are conserved from C. elegans to humans [34, 38]. This, together with

its short generation time (3-4 days) and large brood size (∼ 300) [33, 34], makes it a great model system for

high throughput studies of the genetic and cellular basis of normal animal behaviour, and the failures that

lead to disease [38, 39].

C. elegans is the first multicellular organism to have its genome fully sequenced [40, 41], and its anatomy

fully mapped, including the cell lineage and connectome, both believed to be consistent across individuals [33,
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35, 37, 42]. Its population consists mostly of self-fertilising hermaphrodites, and a much smaller number of

males (≤ 0.1%) that are different from the hermaphrodite both anatomically and behaviourally [43–45]. With

the relative ease of genetically targeting specific cells, together with its anatomical and behavioural simplicity,

C. elegans has been proven useful for uncovering fundamental principles shared by most living organisms

including humans. This includes mechanisms that control gene expression and molecular pathways such

as RNAi, epigenetics, cell fate specification, and the insulin pathway, all crucial for understanding normal

human development and physiology, as well as disease [46–53].

The body of C. elegans is unsegmented, bilaterally symmetrical and has a cylindrical shape with a ∼40µm

radius, and tapered at the head and tail (Fig. 1A-B) [33, 45]. The body of the adult, hermaphrodite worm

consists of 959 cells, of which 302 are neurons and 95 are body wall muscle (BWM) cells [54]. It has three

body axes: anterior-posterior (AP), dorsoventral (DV) and left-right (LR) (Fig. 1A-B) [45]. A tough and

flexible cuticle separates its inside from the environment and maintains internal pressure [55]. Four bands of

BWM extend longitudinally (Fig. 1A-B, green stripes), allowing the worm to bend through their attachment

to the cuticle [56, 57]. Mutations in BWM and cuticle-related genes can lead to distorted morphology and

abnormal locomotion [55, 58, 59].

When placed on a surface of a stiff gel (typically 2% agar), C. elegans lies on its side (either left or

right) and moves forward by propagating a planar wave of antiphasic dorsal and ventral muscle contractions

from head to tail (Fig. 1C) [60]. Similarly the worm can move backward by propagating a wave from tail

to head, and it exhibits a few more quasi-planar manoeuvres on multiple time-scales, such as omega turns

and steering [61–63]. Its relatively simple undulatory behaviour, together with its transparency, makes it

an attractive model organism for studying the underlying neuromechanical mechanisms of motor behaviour.

In particular, C. elegans allows to genetically target and tag specific molecules in specific cells and observe

them in freely-moving animals, which has been instrumental for understanding the control mechanisms of

specific behaviours and for characterising the role of individual neurons and neural circuits [22, 62, 64–66].

Due to the high genetic conservation of basic molecular and neural pathways from nematodes to humans

[46, 53, 67], the hope is that C. elegans will provide us with a minimal system for studying fundamental

principles that are shared by more complex organisms.

Despite its simplicity and the accumulation of vast amounts of knowledge about C. elegans neuroanatomy
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and motor behaviour, many things remain unknown. This includes the intrinsic dynamics of most neurons

and synapses which determines circuit-level dynamics that underlies locomotion [14, 68–71]. In addition,

the pattern generation mechanism for forward locomotion, the most studied behaviour in the worm, is not

yet fully understood [72]. It was shown that gradually changing the worm’s environment from a stiff gel to

a water-like environment causes the worm to gradually modulate its frequency, wavelength and amplitude

of body undulations during forward locomotion (Fig. 1C) [73, 74]. Furthermore, the motor neurons and

interneurons that control forward locomotion have been identified [75, 76], however, it is not yet known

whether the generation and modulation of the posteriorly travelling wave rely on a central pattern generator

(CPG) in the head, on intrinsically oscillating neurons distributed along the body, or on local mechanosensory

feedback from the shape of the body [27, 72–74, 77, 78]. The answer might turn out to be a combination of

all of these mechanisms which provides robustness, and both experiments and modellings works suggest that

C. elegans heavily relies on mechanosensory feedback and that pattern generation can be initiated anywhere

along the body [27, 30, 31, 37, 79].

Until recently C. elegans has been studied almost exclusively in planar settings that mechanically con-

strain its body to planar motion in the dorsoventral plane, with the exception of head lifting [80, 81], roll

manoeuvres [82] and roller mutants [83, 84]. This has limited the study of its locomotion to 2D motor pattern

generation and its underlying neural control, since in its natural habitat, C. elegans manoeuvres through

complex, non-planar environments with changing chemical and mechanical properties [85]. This suggests

that C. elegans anatomy and neuromuscular control have evolved to allow for 3D motion in a wide range of

environmental parameters, some of which might not be manifested in 2D settings.

The neural anatomy throughout most of C. elegans body suggests that feedforward pattern generation

is limited to the dorsoventral plane, as the ventral cord motor neurons that underlie forward and backward

locomotion form neuromuscular junctions onto BWM in a left-right symmetrical pattern [37, 75, 86–88].

However, the head of the worm is not restricted in the same way and contains multiple neural circuits in

which individual motor neurons dominantly form neuromuscular junctions onto a single muscle quadrant

[37, 86]. Some of these circuits, including RMD, SMD and SMB form mutual inhibition connectivity which

suggests that they play a role in rhythmic 3D motor activity [37, 68, 86].
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Figure 1: The anatomy of C. elegans
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Figure 1. A. A schematic of the body of an adult hermaphrodite worm lying on its left side (with the

dorsal side to the left), showing the four body wall muscle quadrants (green), vulval muscles (yellow),

dorsal and ventral nerve cords (DNC in red and VNC in blue, respectively), the nerve ring (brown)

and the alae (grey). B. A schematic of a cross section of the worm showing the four muscle quadrants

(D=dorsal, V=ventral, L=left, R=right), the dorsal (red) and ventral (blue) nerve cords, and the

alae (grey). The body radius of an adult worm is ∼ 40µm. C. When placed on a planar surface, the

worm lies on its side and crawls forward by propagating a wave of antiphasic dorsal-ventral muscle

contractions from head to tail. The black line represents the midline of the worm at time t0 and

the grey line at time t0+dt. The circles mark the head. Ω, λ and T are the body amplitude, body

wavelength and undulation period, respectively. T = 1/f, where f [Hz] is undulation frequency. The

peaks in curvature of dorsal and ventral body bends are shown as red and blue stripes, respectively.
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1.2 The case for biologically-grounded computational models

One of science’s key meta-goals is to gradually refine our set of assumptions about the world through an

unbiased thinking process leading to the formulation of testable hypotheses, carrying out experiments to

test them, and using the results to update our set of assumptions (or their probability distribution, as in

Bayesian reasoning [89]).

While biological experiments can teach us a lot about living systems, a formal representation of the

assumptions, conclusions and predictions is often missing. This leads to misinterpretation of the experimental

results and lowers their predictive power, since an unbiased and reproducible system for hypothesis evaluation

is missing.

Because the purpose of a biologically-grounded model is to gain insight about a natural system, the

choice of parameter values in the model should be constrained by existing knowledge about that system (or

similar systems if data is unavailable). However, it is important to note that the aim of biologically-grounded

computational models is not to reproduce (or make a virtual copy of) living systems, but rather to provide

hypothesis-driven explanatory and predictive power. This means that model design should be driven by

simplicity, intelligibility and interpretability, rather than to capture the full complexity of the system and/or

make the model behave like the natural system without being able to understand how it does that. This

should be distinguished from bio-inspired task-driven models (e.g., human vision-inspired pattern recognition

models) where the output is the main focus, rather than mechanisms and implementation details. However,

even in this case interpretability is important in order for us to be able to understand the decision making

process of the model and avoid biases in its output (e.g., gender and race biases in face recognition models

[90]).

An important objective of measurements from biological systems is the characterisation of their activity

pattern in certain conditions, and generalisation to other conditions. Due to finite spatial and temporal

sampling resolutions, interpolation of data points is often required. This can be done by modelling the data

using a continuous (or quasi-continuous) function which allows sampling at an arbitrarily finer resolution.

It can also be used to extrapolate data for conditions not tested in the experiment. Both interpolation and

extrapolation are assumptions about the system and can be used to make predictions about its behaviour.
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While it is theoretically possible to fit a model function to any data up to an arbitrarily small error by

increasing its parameter space, the cost is the loss of both interpretability and generality, as the more

complex a model is the harder it is to distill mechanistic principles about the modelled system, and the less

likely it is to make accurate predictions about the behaviour of the system in different conditions. For similar

reasons, the choice of aspects of the natural system to capture by the model should be hypothesis-driven to

ensure that the model is only as complex as it must be.

The scientific effort to link low-level neural dynamics to the behaviour of an animal is effectively limited

by the organism’s complexity. This includes anatomical and functional complexities and redundancies that

may be spatially distributed across the nervous system. This makes it harder to isolate and study the role of

low-level components in the whole, such as the neural control of behaviour at the level of individual neurons.

Despite the vast diversity in behaviour and complexity across the animal kingdom, the building blocks

are often evolutionarily conserved and thus simple animals can be used to study mechanistic principles

that are shared by more complex ones. This includes conserved genes and molecular pathways, and the

nervous system which consists of neuronal cells and synapses that link them to one another. In particular,

fundamental neuronal mechanisms for pattern generation that are required for any periodic behaviour (e.g.,

swimming, walking, eating and speaking) are likely to be conserved at the cellular level across animals and

across behaviours. In this sense, C. elegans provides a unique model system for linking low-level cellular

dynamics with the behaviour of the animal as a whole [18].

1.3 Significance

This work is on C. elegans motor behaviour in 3D environments. The neuromechanical control of C. elegans

locomotion in a volume is addressed through computational modelling with a focus on head control and the

RMD motor circuit.

Until recently, locomotion assays in C. elegans have been mostly limited to planar settings due to both the

difficulty to image in 3D and the lack of tools for extraction of meaningful data from volumetric recordings.

Since C. elegans evolved to manoeuvre through complex 3D environments, this has limited our investigation

into C. elegans motor behaviour and its underlying neuromechanical mechanisms.
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Using our novel 3D imaging system together with computer vision tools developed for feature extraction

from noisy 3D video data, new locomotion patterns have been discovered and are discussed in depth. These

are used to extend the existing corpus of C. elegans behaviour, and may be associated with neuronal functions

that have not been manifested in 2D settings. These motor behaviours are likely to be shared by other

swimmers, and their underlying feedforward and feedback neural mechanisms for 3D pattern generation may

be shared by higher organisms throughout the animal kingdom.

The quantitative analysis of the reported behaviours is complemented by biologically-grounded mathe-

matical modelling of head circuitry. The bistable RMD head motor neurons are considered as candidates

for 3D pattern generation. First, a minimal single-neuron model is developed to capture RMD intrinsic dy-

namics based on electrophysiological recordings. This is followed by the development of a circuit model that

consists of multiple RMD neurons connected via chemical and electrical synapses, based on neuroanatomy

and neurophysiology data available in the literature. The model is used to propose hypotheses for pattern

generation mechanisms in the RMD circuit that underlie the observed behaviours. The model is further

used to explore mechanisms for synchronisation and switching of neural patterns in an ensemble of bistable

neurons connected via reciprocal inhibition and electrical coupling.

Our 3D imaging setup is suited for assays that have been done in 2D (e.g., chemotaxis and optogenetics),

and can be used to record other microswimmers. The computational tools developed for 3D calibration and

feature extraction can be applied to other imaging systems with any number of cameras, as well as to other

swimmers and behaviours on different spatial and temporal scales. Finally, the mathematical modelling and

simulation framework developed in this work is well-suited for iterating prediction-experiment loops, and for

studying neural dynamics in other neuron types and in larger ensembles of neurons. It can also be combined

with biomechanical models in order to test locomotion predictions in the context of the material properties

of the animal’s body and its environment.

The main purpose of this work is to advance our understanding of the fundamental principles of pattern

generation in biological neural networks. This may take us a step closer to understanding more complex

phenomena in larger nervous systems that rely on pattern generation such as motor-related neurodegen-

erative pathologies (e.g., Parkinson’s disease) and human language and speech. The control mechanisms

demonstrated in this work may be implicated in robotic systems that require navigation in complex and
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unpredictable environments such as micro-surgeries and exploration missions on earth and in space.

1.4 Thesis outline

In this thesis I describe an integrated approach for quantitative analysis of C. elegans locomotion in 3D

environments. 3D imaging of freely-moving animals is combined with state-of-the-art computer vision,

deep learning and signal processing techniques to collect and analyse 3D locomotion data. The results

of this analysis extend the existing corpus of C. elegans motor behaviours that is largely biased towards

2D locomotion. My analysis is complemented by biologically-grounded mathematical modelling of specific

motor neurons in the head of the worm that may underlie 3D locomotion. Together, the combination

of experimental data and models lead to new insights into the underlying neuromechanical basis of 3D

locomotion in C. elegans.

In chapter 2 I provide a literature review covering experimental and modelling work on the biomechanics

and neural pattern generation underlying motor behaviour. In chapters 3-5 I describe the main results and

novel contributions of this work, and discuss future directions.

Chapter 3 describes the methods used for 3D imaging and calibration, and the development of computa-

tional tools for the extraction of 3D worm shapes and trajectories from noisy data in a range of environmental

viscoelasticity corresponding to gelatin concentrations. This is followed by the definition, classification and

quantitative characterisation of the observed locomotion patterns in chapter 4. In particular, I introduce

multiple novel motor gaits that have not been reported in C. elegans to date. In chapter 5 I describe the

development and simulation of a mathematical model that captures neural activity in the head of the worm

that underlies the behaviours introduced in chapter 4. The model focuses on the RMD head motor neurons,

and it builds on available neurophysiology data and neuro-anatomical maps [37, 68, 70, 86]. The model

is further used to explore pattern generation in an ensemble of those neurons, and reveals mechanisms for

synchronisation and switching of neural patterns.
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2 Background

In this chapter I provide a literature review by introducing key concepts and results in motor behaviour

and related topics (including biophysics, fluid dynamics and electrophysiology), and by summarising recent

relevant findings. This chapter is built top-down, from the biomechanics of motor behaviour down to cellular

and molecular mechanisms for neuromuscular pattern generation. This is first given as a broad review across

the animal kingdom, and then specifically for C. elegans. The latter ends with a short review of the specific

topics discussed in the results chapters (3-5) to allow the reader for a smooth transition and to appreciate

the novelty of this work in the context of what is known and what is still missing.

2.1 Fluid dynamics and the biomechanics of undulatory motion

The position of a small, passive particle (typically up to 1µm in diameter) over time in an isotropic Newtonian

fluid is described by Brownian motion [91]. Microscopic swimmers exhibit active and more complex motion

patterns, combining directed and undirected motion. The latter refers to any motion that its direction is

independent on factors external to the organism (i.e., its environment). Both unicellular and multi-cellular

organisms commonly use directed motion or biased random walk to get closer to attractants and away from

repellents, while undirected motion is commonly used for exploration [92, 93].

Unicellular organisms use molecular motors to generate thrust, such as the flagella in E. coli used for

swimming and tumbling [92, 94–96], and the pseudopodia of the amoeba [97]. Multi-cellular organisms have

evolved muscles, cells specialised in movement which contain actin and myosin filaments that can induce

contraction of the cell in response to changes in electric membrane potential [98, 99].

The material properties of animals in all scales, as well as their environment, play a significant role in

their ability to generate thrust through sequential changes in the shape of their body that pushes against

an external material [13]. Organisms across the animal kingdom and across a wide range of size and mass

scales have evolved different strategies for propulsion such as fins, wings, legs, or undulatory motion by

propagating a bending wave along their body. The geometry and material properties of the body have

evolved with respect to the properties of the environments in which they need to operate. In particular,

locomotion on land and in fluids such as air and water impose different mechanical and energetic constrains
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on locomotion, both directly through biomechanics and hydrodynamics, and indirectly through the metabolic

pathways that provide muscles with their energy to generate force [13].

The flow of a material is often descried in terms of shear flow. Given a material that is squeezed between

two plates at a fixed distance, with the bottom one being fixed, force is applied to the top plate (Fig. 2).

The flow of the material is induced by shear stress (σ), defined as the force applied to the top plate, divided

by its surface area (Eq. 2.1 and Fig. 2). The resulting deformation is described by shear strain (γ), defined

as the relative displacement of the two plates in the direction of flow, resulting in a dimensionless quantity

(Eq. 2.2 and Fig. 2) [100].

σ =
F

A
(2.1)

γ =
D

H
(2.2)

where σ [Pa] is stress, F [N] is force applied applied to the top plate and A = W · L [m2] is the area of the

top plate (see Fig. 2). γ is strain (dimensionless), D [m] is the relative displacement of the two plates in the

direction of the flow, and H [m] is the distance between the plates (see Fig. 2).

Figure 2: Description of the flow of a material in terms of shear stress and shear strain
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H
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Figure 2. Given a material squeezed between to plates at a fixed distance, with the bottom plate

fixed, force (F ) is applied to the top plate, resulting in its deformation. This can be described by

shear stress (σ), defined as the force applied to the top plate, divided by its surface area (Eq. 2.1), and

shear strain defined as the relative displacement of the two plates in the direction of flow (Eq. 2.2).
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For fluids, strain rate corresponds to flow rate. The viscosity of a fluid is defined as the ratio between

its stress and strain rate, describing its resistance to deformations at a given flow rate [17, 100]. This can

be thought of as the friction between fluid layers that move against each other. For Newtonian fluids, this

ratio is constant at a given temperature/pressure, meaning that the shear stress arising from the fluid’s flow

is proportional to its rate of deformation (Eq. 2.3) [17, 100]. In other words, the resistance of the fluid

to deformation increases linearly with the increase in the force applied to it. Examples of fluids that are

conventionally approximated as Newtonian (with their respective viscosity at 20◦C) include air (10−5 Pa · s),

water (10−3 Pa · s), oil (100 Pa · s) and honey (104 Pa · s).

σ = µ
dγ(t)

dt
(2.3)

where σ [Pa] is stress, dγ(t)
dt [s−1] is strain rate, and µ [Pa · s] is the time-independent viscosity of the fluid.

In non-Newtonian fluids this relationship is not linear (i.e., viscosity is not constant). In particular, gels

are often described in terms of viscoelasticity, as they exhibit both viscous and elastic properties in response

to deformation [17, 100]. Non-Newtonian fluids can be shear thinning or shear thickening, meaning that

their resistance to deformation either decreases or increases (respectively) when increasing the force applied

to the fluid. Popular examples include ketchup as a shear thinning fluid, and oobleck (corn starch in water)

for a shear-thickening fluid.

A body immersed in a fluid experiences both viscous and inertial forces. Viscous forces can be thought

of as the friction at the body-fluid interface, whereas inertial forces are proportional to the body’s mass

and speed (and thus to its momentum), and they also depend on the properties of the fluid. When inertial

forces dominate, turbulence may occur, associated with chaotic flows with secondary/indirect effects on fluid

motion. When viscous forces dominate, fluid flow is mostly smooth and responds directly (and instantly)

to external forces without indirect effects [17]. The Reynolds number (Re) is a dimensionless quantity often

used to describe different flow regimes in Newtonian fluids. It is proportional to the ratio between inertial

and viscous forces (Eq. 2.4) and can be derived from the governing equations of fluid dynamics (i.e., the

Navier–Stokes equations) [17]. In particular, in Re� 1 inertial forces dominate and turbulence may occur.
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Re� 1 indicates that viscous forces dominate and that inertial forces can be neglected [17].

Re =
uL

ν
=
ρuL

µ
(2.4)

where u [ms ] is flow speed, L [m] is the characteristic scale of the problem, ν [m
2

s ] is kinematic viscosity, ρ [Kg
m3 ]

is fluid density and µ [ Kg
m·s ] is dynamics viscosity.

The flow speed and characteristic length (u and L in Eq. 2.4) are affected by the external body interacting

with the fluid. Example Re estimations of swimming in water at different scales include: bacteria (10−5),

nematodes (0.05-0.5), small fish (1), Lamprey and eel (104-105), human (104) and blue whale (107) [73,

101–104].

For micro-swimmers moving at low speeds (i.e., uL� ν in Eq. 2.4), viscous forces dominate and inertial

forces can be neglected. Thus, their environment can be modelled using low Re (i.e., associated with laminar

flows, Re� 1), characterised by time-reversible flows [95]. Under these conditions, the scallop theorem states

that in order for a swimmer to generate non-zero net displacement it must move asymmetrically in time [95].

For example, a scallop moves by reciprocal motion in which it opens slowly and closes quickly. This motion

is time-symmetric, as the opening and closing trajectories are identical, and thus according to the theorem

the scallop will make zero net progress in low Re environments, because the displacements resulting from

the opening and closing will cancel out (i.e., Re� 1). In high Re environments however, the scallop will

make nonzero net displacement due to inertial forces which allow it to take advantage of different closing

and opening speeds [105].

To generate thrust in low Re environments, swimmers have developed different strategies for time-

symmetry breaking. Another requirement for propulsion (in any Re) is that the interaction with the

environment must be anisotropic, resulting in uneven environmental resistance experienced by the body

[106–108]. Most undulatory swimmers propagate waves of curvature along their primary body axis (from

head to tail or from tail to head) in order to generate thrust. The directionality of wave propagation provides

the necessary time-reversal symmetry-breaking, whereas its uneven drag profile along the body provides the

geometric symmetry-breaking [96, 106–108].

Resistive force theory (RFT) was originally developed to analyse flagellar hydrodynamics, and has since
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been used to describe the motion of many other organisms in low Re environments, that have long and thin

bodies for which the radius of curvature is large compared to body radius, [109–111]. RFT approximates

hydrodynamic forces as local and proportional to body velocity. The proportionality constant is defined as a

drag coefficient that is decomposed to the normal and tangential directions relative to the local body surface.

This allows to compute the forces acting on the body as a result of its deformation and local interaction with

the fluid, and the resulting thrust. Slender body theory was developed to describe the motion of such long

and thin swimmers in Newtonian fluids at the low Re regime, and is also derived from the Navier–Stokes

equations [112]. It approximates the fluid forces acting on the body as local to the swimmer-fluid interface,

thus reducing the fluid forces to local drag forces. These drag forces can be decomposed into their tangential

and normal components (Eq. 2.5-2.6). Lighthill obtained formulas to approximate the tangential and normal

drag coefficients for slender bodies based on experimental measurements. Their values depend on body

geometry and fluid viscosity (Eq. 2.7-2.8) [113].

F‖ = −C‖V‖ (2.5)

F⊥ = −C⊥V⊥ (2.6)

where F‖, C‖ and V‖ are the force, drag coefficient and velocity in the direction tangential to the body (‖),

and F⊥, C⊥ and V⊥ are the force, drag coefficient and velocity in the direction normal to the body (⊥).

C‖ = L
2πµ

ln( 0.18λ
r )

(2.7)

C⊥ = L
4πµ

ln( 0.18λ
r ) + 0.5

(2.8)

where L is body length, r is local body radius, λ is body wavelength, and µ is the viscosity of the fluid.

The ratio of the drag coefficients, K = C⊥
C‖

, must be different from 1 in order for the body to generate

thrust, thus imposing the environmental anisotropy condition [113]. This ratio is independent of fluid

viscosity (as µ cancels out). Intuitively, a posteriorly travelling wave of body bending will result in the

environment pushing the body forward. However, somewhat counterintuitively, this holds only for K>1. For

K<1 the motion will result in net backward movement. For worm-like body geometries, K is typically ∼ 1.5

in Newtonian fluids and cannot exceed 2. This is because for infinitely thin bodies, r→ 0, and thus λ
r →∞
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and ln( 0.18λ
r )� 0.5. Thus the denominators of Eq. 2.7-2.8 become equal, and cancel out in C⊥

C‖
. Finally,

Kr→0 = 4πµL
2πµL = 2 [107, 109, 110, 112].

Micro-swimmers do not always move in water-like fluids and often their environment cannot be approx-

imated as Newtonian (e.g., wet soil, sand at the bottom of the ocean or the human body). Rather, their

environment might have significant elastic, plastic or complex granular properties. Resistive force theory

(RFT) is an approximation to slender body theory that discretises the body and considers the forcing on it

as local interactions of points along the cylindrical shape. An important advantage of RFT is that it allows

to solve the forces acting on swimmers in both Newtonian and non-Newtonian fluids by allowing the normal

drag coefficient to increase such that K exceeds 2. This allows to approximate the resistance experienced

by swimmers in environments with non-negligible elastic properties such as viscoelastic fluids and solids [73,

107, 109–111, 114].

2.2 Pattern generation, rhythmicity and feedback loops underlying motor be-

haviour

Contraction and relaxation of body wall muscles induce changes in body shape which result in force applied

on an external material that mechanically constrains the body. Coordinated contraction and relaxation

of muscles induce sequential changes in body shape that can be used to generate thrust or achieve other

behavioural goals. The set of possible postures and motion patterns largely depends on the geometry and

mechanical properties of the body, which vary significantly across species [13]. Motor pattern generation is

controlled by the nervous system via neuromuscular junctions [99, 115, 116]. However, feedback mechanisms

play a significant role in the entrainment of neuromuscular pattern generation (e.g., walking speed), as well as

in motor program selection (e.g., walking or swimming), making the system more robust and allowing animals

to modulate their behaviour in changing and unpredictable environments [117]. Altogether, feedforward

neural control generates muscle activation patterns that induce sequential changes in body posture, while

the environment mechanically constrains the body, and mechanosensory information from the shape of the

body is used to modulate neuromuscular activity, thus closing the neuro-body-environment loop (see section

2.3 for more details about feedforward and feedback mechanisms in C. elegans).
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Biological rhythms are present in all living systems, from unicellular organisms, to plants and humans,

and underlie many fundamental biological processes [118]. The cell cycle, the mechanism for cell division that

lies at the heart of the emergence, development, variation and survival of all living organisms, is a controlled

process consisting of well-defined steps and checkpoints. During this process the cell grows in size, replicates

its DNA and finally divides into two daughter cells through a chain of biochemical reactions. These reactions

generate coordinated temporal and spatial rhythms that regulate gene expression and molecules in the cell

[119]. This is achieved through positive and negative feedback loops that allow downstream components to

regulate upstream components [119]. In particular, positive feedback is often used in biological systems to

initiate or enhance a response, whereas negative feedback is used to balance or terminate it. Positive and

negative feedback loops can be coupled to make reversible and irreversible switches, and provide a mechanism

for hysteresis, in which a system has multiple steady states, and its dynamics depends on its history [120].

Many motor behaviours are rhythmic as well, and require a mechanism for pattern generation [121].

They include locomotion, respiration, digestion, heartbeat and speech, and are achieved via coordinated

contraction and relaxation of muscle cells that are attached to other tissues and induce their bending [122].

2.2.1 Rhythmic motor behaviour in animals

Undulatory swimming in anguilliform (e.g., eel and lamprey) and carangiform (finned fish) is achieved by

a backward-travelling wave pushing against the water to generates thrust [123, 124]. The wave reaches its

maximum amplitude at the tail, meaning that most of the thrust is generated by the posterior half of the

body [124]. Electromyography (EMG) recordings revealed that in many of these species, muscle activation

propagates posteriorly faster than body curvature [124, 125]. This neuromechanical phase lag between EMG

and muscle strain varies along the body and across species, and determines the pattern of work generated

by the muscles, and the force applied to the water. A muscle cell is performing positive work if it is

generating force while shortening, and negative work if it is generating force while lengthening (this is called

a lengthening contraction). In most species, EMG begins before the muscle begins to shorten and ends

before shortening is over. This ensures that the overall muscle activity produces positive work [124, 125].

However, the varying correlation between muscle activity and strain along the body and negative muscle

work have their own purpose. Despite not resulting in force applied directly to the water, a lengthening
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contraction makes the muscle stiffer (and the body region it is attached to), and is used to transmit force to

other body regions (posteriorly in forward locomotion) [123, 125]. In addition, muscle relaxation is generally

slower than activation, but the ratio between the rates also depends on activation level, as higher activation

leads to faster relaxation. This ratio also depends on intrinsic properties of the cell that can vary throughout

the body [123]. For example, it was shown that in the scup, anterior muscles have an intrinsically faster

relaxation rate compared with posterior muscles. This partially compensates for the lower strain in the

anterior region and allows anterior muscles to generate significant power [123].

The lamprey is one of most extensively studied animals in terms of rhythmic motor behaviour and its

underlying neuromuscular control [126, 127]. The lamprey’s body is segmented, and like all anguilliform fish,

it swims by propagating a wave of left-right undulations from head to tail (or from tail to head in backward

swimming) [128]. Undulation frequency in forward locomotion ranges between 1-8Hz, while backward fre-

quency is significantly lower (approximately four-fold) [129]. In brain and spinal cord preparations, rhythmic

motoneuron activity was recorded both with and in the absence of rhythmic motion, showing that oscillatory

activity can arise in the absence of mechanosensory input [130]. However, for coordinated locomotion, the

lamprey relies on sensory feedback, which entrains both cycle period and intersegmental phase lags [131,

132]. Similar results were obtained for the leech [133, 134]. Furthermore, intersegmental coordination was

shown to persist in intact animals in body regions disconnected from the CNS, showing that sensory feedback

is sufficient for intersegmental coordination [132, 134].

Cangiano and Grillner investigated the ability of ventral hemicords in the lamprey to generate motor

rhythms. They found that each hemicord is capable of generating oscillatory activity, independent of ip-

silateral nor contralateral inhibition. They also showed that each hemisegment is capable of generating

both high and low frequency bursts, but only high frequency bursts are correlated with fictive swimming.

This was shown by gradually reducing cross axonal connections between the two hemicords uniformly along

the midline, which caused a gradual increase in burst frequency, along with a gradual dissociation of the

originally bilaterally alternating rhythms. This gradual frequency modulation happened for induced high

frequencies but not for low frequencies [135].

There are two groups of stretch receptor neurons in the lamprey (also called edge cells). One group excites

ipsilateral neurons and the other inhibits contralateral neurons. These cells entrain the swimming circuit
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by processing mechanosensory information [136, 137]. In the leech, sensory feedback is mediated by stretch

receptors embedded in longitudinal muscles [138]. These stretch receptors were found to be functionally and

anatomically linked to the swimming circuit [139, 140]. Cang and Friesen artificially generated oscillations

in these stretch receptors by directly injecting them with currents in a sinusoidal pattern. By adjusting the

injected pattern, they were able to entrain intersegmental phase lags [139]. Taken together, while pattern-

generating circuits may be sufficient to generate oscillatory motion for certain gaits and environmental

conditions, it is clear that these animals rely heavily on sensory feedback for coordinated motion and for the

adaptation of undulation frequency [126, 141].

Some insects, such as cockroaches, exhibit a high speed running gait (100− 300 cm · s−1) [142], while

others, such as stick insects, use a slow walking gait (10− 50 cm · s−1) [143]. Either way, coordinated

movement on land is more challenging than in water in the sense that it requires an interaction with highly

non-uniform and unpredictable terrain, suggesting that mechanosensory feedback plays a significant role in

insect locomotion. Indeed, sensory feedback was found to be essential for both interleg and intraleg (across

joints) coordination through the entrainment of feedforward oscillatory control mechanisms [142, 144, 145].

Interestingly, it was also shown that each leg can entrain the undulation frequency of neighbouring legs, and

that increasing their frequency increases their coupling by decreasing intersegmental phase lags [145].

2.2.2 Neural activity underlying motor pattern generation

The rhythms that underlie motor behaviour can arise from intrinsic cellular properties (such cells are called

pacemakers), or at the network level from the interaction of an ensemble of neurons (e.g., reciprocal inhibi-

tion) [121]. Intrinsic oscillators can generate rhythmic activity even when isolated from the body, given an

appropriate depolarising input current. Extrinsic oscillations are a property of a network and are the result

of both intracellular properties and the interaction between cells in the network [121].

Interestingly, biological rhythms have evolved to function within certain ranges of environmental param-

eters, and their initiation, termination, amplitude and frequency are modulated within those ranges. This

stresses the importance of studying neural activity in physiological conditions and in the context of a physical

body and environment in order to understand the full scope of a motor control system [8, 146].
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Neural pattern generation is facilitated by the opening and closing of ion channels that allow ions to

cross the cell’s membrane and change its electric potential [8]. Consequently, rhythmic activity may arise in

isolated cells or as a result of the interaction between multiple cells [8]. The intrinsic properties of a neuron

are largely determined by the ensemble of ion channels embedded in its plasma membrane, as well as other

factors such as dendritic morphology and calcium storage [8, 147]. External factors can modulate the type

and kinetics of ion channels, resulting in the modulation of the neuron’s dynamics which can give rise to

different patterns of activity [8].

Neuron-neuron interaction is achieved via chemical and electrical synapses (the latter are also known as

gap junctions) [148]. While chemical synapses are uni-directional and selective, gap junctions are, by and

large, bi-directional and non-selective [148]. Chemical synapses can be excitatory or inhibitory, depending

both on the neurotransmitter released from the presynaptic neuron, and its receptor in the postsynaptic

neuron [148].

Neurons have compartments specialised in signal transduction. Axonal processes transfer signals from

the soma to other cells, while dendrites process information from other cells and propagate it to the soma

[149]. Axons and dendrites contain microtubules and actin filaments that are required for their formation and

maintenance. The orientation of microtubules, controlled mainly by plus-end tracking proteins, determines

neuronal polarisation and specification of axonal an dendritic processes [149]. Axon and dendrite specification

is not absolute nor fixed, and largely depends on microtubule stability. Microtubule polarisation has been

shown to be plastic, mostly during development but also in mature neurons, adding to the computational

complexity of the network [150–154].

In many neuron classes, dendritic trees develop highly arborised and organised structures that are thought

to be tightly related to the function of the neuron [155, 156]. For example, a highly arborised neuron in C.

elegans, called PVD, extends almost throughout its entire body, with an extensive dendritic tree, consisting

of a repeating structural pattern called menorah (or candelabra) [157]. As most C. elegans neurons show

much simpler morphologies, the PVD is often used as a model for studying the relationship between neuronal

structure and function [157–159]. The PVD neuron mediates an escape behaviour in response to harsh touch

and was also proposed to play a role in proprioception [158]. However, the PVD has only a single axon, which

raises the question of how a single neuron can encode multiple responses while being able to send signals
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down to other neurons through a single process. Tao et al. showed that harsh touch anywhere along the

dendritic tree results in excitation of the PVD cell body, that then excites downstream neurons responsible

for the escape response. They were able to identify the specific ion channels that are necessary for this

response, but are not necessary for normal locomotion. They also found another set of channels necessary

for normal locomotion but not for harsh touch. Furthermore, they showed that during normal locomotion,

calcium transients oscillate locally within individual menorahs in a frequency similar to the frequency of

body undulations, and that these signals do not propagate to the cell body or other regions throughout the

cell. They identified a neuro-peptide (NLP-12) that is secreted locally from PVD dendrites and is necessary

for normal locomotion. This suggests that the PVD neuron mediates its proprioceptive response locally via

the secretion of NLP-12 from individual dendritic sub-units [160]. Overall, this example shows that even

individual neurons can carry out complex computations and encode multiple distinct responses independently

and simultaneously, taking advantage of dendritic morphology, gene expression and time-scale separation.

In most animals, most neurons maintain a resting membrane potential of -70±10mV, with higher extra-

cellular concentrations of sodium (Na+), chloride (Cl−) and calcium (Ca2+) ions, and a higher intracellular

concentration of potassium (K+) [161]. The equilibrium membrane potential is determined by the net charge

of all ions, as well as their concentration gradient, the (passive) membrane permeability, and the active trans-

port of each ionic species [161]. In most neurons, this equilibrium is determined by the neuron’s permeability

to Na+, Cl−, Ca2+ and K+, as well as the high concentration of impermeant anions inside relative to outside

the cell [161].

The electric potential of individual ionic species can be computed using the Nernst equation which

considers their intracellular and extracellular concentrations (Eq. 2.9) [161]. The total membrane potential

considering all permeable ions can be computed using the Goldman–Hodgkin–Katz equation (Eq. 2.10,

showing for Na+, K+ and Cl−) [161–163]. For a single ion species, this equation reduces to the Nernst

equation (Eq. 2.9). In addition, there is active (ATP-dependent) ion transport, with the sodium-potassium

pump being the most important in determining the equilibrium membrane potential. This pump transports

three Na+ ions outside the cell for every two K+ ions that are transported inside [164–166].

EI =
RT

zF
ln

(
[Iout]

[Iin]

)
(2.9)
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where R is the gas constant (R=8.314 J·mol−1·K−1), F is the Faraday constant (96485 C·mol−1), T is

temperature [K], z is the valence of the transported ion (.e.g,. +1 for Na+ and +2 for Ca2+), and [Iin] and

[Iout] are the concentrations of the ion inside and outside the cell, respectively.

E =
RT

F
ln

(
PNa[Na+]out + PK[K+]out + PCl[Cl−]in
PNa[Na+]in + PK[K+]out + PCl[Cl−]out

)
(2.10)

where P is the permeability coefficient [cm·s−1] of each ion.

Neurons encode information through fluctuations in membrane potential facilitated by the ion channels

embedded in their plasma membrane, and communicate this information to other cells via chemical and

electrical synapses, as well as extra-synaptic transmission [160, 161, 167]. The action potential is a common

intrinsic, transient response in excitable cells, described by the fast depolarisation and hyperpolarisation of

the membrane potential, typically in the order of magnitude of milliseconds [168]. It was first described by

Hodgkin and Huxley that recorded the membrane potential of the squid giant axon in the late 1930s [169].

Almost 40 years later, electrophysiological recordings were done from individual ion channels, shedding light

on the contribution of the dynamics of ion channels and ionic currents to the membrane potential and to

the propagation of signals along an axon [170].

Action potentials are facilitated by voltage-gated ion channels and characterised by fast depolarisation,

followed by fast hyperpolarisation, followed by a refractory period during which an action potential cannot

be evoked [168, 169]. In most studied cases, the fast depolarisation was found to be Na+-dependent, although

cases where it is Ca2+-dependent (and Na+-independent) were also identified [171, 172]. Once the voltage

threshold of the Na+ channel is crossed at some sub-region of the membrane, it opens and initiates a

chain reaction that causes other Na+ channels to open. This results in a fast influx of Na+ ions and the

depolarisation of the membrane potential. This then causes the Na+ channels to close, and the K+ channels

to open, resulting in fast outward K+ current, bringing the membrane potential back down. Then, both Na+

and K+ channels inactivate, and the sodium-potassium pump actively transports Na+ ions outside and K+

ion inside, in order to recover their concentrations. This transport, together with the inactivation of Na+

and K+ channels, is responsible for the refractory period during which the membrane potential is lower than

its resting potential, and an action potential cannot be evoked [168, 169]. The distribution of voltage-gated
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channels across the plasma membrane is not uniform, causing different regions of the plasma membrane to

be more excitable than others [168, 169]. Interestingly, a much slower response involving gene expression,

on the time-scale of minutes to hours, was found in excitable neurons and was suggested to play a role in

long-term memory consolidation [173].

Another type of an intrinsic response is graded potentials, where subthreshold fluctuations in membrane

potential result in a gradual, rather than all-or-none, response, with its magnitude depending on the magni-

tude of the depolarising or hyperpolarising input [121]. Graded synaptic transmission has been implicated

in sensory systems [174], and was also found in pattern-generating circuits [121]. For example, retinal cells

in several invertebrates and vertebrates were found to have a calcium-dependent graded response to light,

allowing them to use their entire voltage range to encode subtle changes in light intensity [174]. In addition,

oscillating contralateral pairs of interneurons in the leech heart were found to have calcium-dependent graded

potentials [172].

Many other intrinsic neuronal dynamics exist, and they can be combined in the same neuron, either

simultaneously or under different conditions [121]. Some neurons exhibit plateau potentials, having two

stable membrane potentials. In response to sufficient depolarising input current, these neurons generate

a sustained membrane potential that is higher than the resting potential and outlasts the duration of the

stimulus [121]. Some plateau potential neurons fire bursts of action potentials in their ON state, or show a

graded response to depolarising inputs. Plateau potential neurons have been implicated in oscillatory motor

circuits [121]. For example, current-clamp recordings from the RMD head motor neurons in C. elegans

showed that their response is graded and that they have two stable membrane potentials, one at -70mV

(resting potential), and the other at -35mV (plateau potential) [69, 70].

Reciprocal inhibition is perhaps the simplest mechanism for pattern generation resulting from the con-

nectivity between two cells. Reciprocal inhibition has been shown to underlie oscillatory neural activity

and rhythmic motor activity in many species, including the leech (heartbeat and swimming) [175, 176], the

lamprey (swimming) [177] and the lobster (gastric mill) [178]. In the simplest case, two inhibitory neurons

are reciprocally connected via inhibitory chemical synapses, and a third neuron provides a depolarising cur-

rent that does not carry time information. In addition, some sort of a habituation mechanism is required

to allow the inhibited cell to “escape from inhibition”, and the depolarised cell to release itself from the
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depolarising current [179]. Then, the inhibited cell becomes the inhibiting cell, and the cycle repeats. This

can be achieved through a desensitisation mechanism that can be either synaptic or intrinsic to the cells

[180, 181].

2.2.3 Models of rhythmic neural activity

Many neural models have been developed over the past century, with the objective of capturing neural

dynamics and their underlying ionic currents observed in biological neurons. The level of abstraction varies

across models and is chosen with respect to the driving hypothesis. Some models are more phenomenological

and biologically-grounded and thus contain details about low-level properties such as ionic currents, channel

conductances and dendritic morphology. Others aim to capture higher-level dynamics at the cellular or

network level. Models can be used to analyse and predict intrinsic dynamics of neurons and neural networks

across a wide range of parameters, corresponding to physiological conditions and synaptic inputs. These can

be combined with biomechanical models in order to study neural activity in mechanical context that allows

to test hypotheses regarding feedforward and feedback interaction with a body and an environment.

The harmonic oscillator is perhaps the simplest model used to captures rhythmic activity in excitable

cells, and is derived from Newton’s second law of motion (Eq. 2.11) [182]. The Van der Pol relaxation

oscillator, an extension of the harmonic oscillator, is a dissipative oscillator with nonlinear damping. Its

mechanical representation is a mass-spring-damper system, where the damper is orthogonal the the spring

Eq. 2.12 [183]. This model system can generate oscillations with dynamics that resemble that of biological

neural oscillations with fast depolarisation, slow hyperpolarisation and a refractory period (Eq. 2.12-2.13).

When the damping (µ) is set to zero, the model reduces to a simple harmonic oscillator (Eq. 2.11) [182, 183].

F = ma = m
d2x

dt2
= −kx =⇒ x(t) = Acos(ωt + φ), ω =

√
k

m
(2.11)

where F [N] is force, m [kg] is mass, a [ms2 ] is acceleration, x [m] is position, t [s] is time, and k [Nm ] is the

spring constant. In the solution, A [m] is amplitude, ω is angular frequency [ rads ] and φ [rad] is the phase
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angle.

m
d2x

dt2
= (c− ch

x2

a2 + x2
)
dx

dt
− kx (2.12)

d2y

dt2
= µ(1− y2)

dy

dt
− y (2.13)

where m,k,x,t are as in Eq. 2.11, c is a proportionality coefficient for the force applied to the system, ch

is the linear damping coefficient and a is the length of the damper, as described in [183]. This mechanical

representation can be simplified and abstracted to obtain Eq. 2.13, where µ is the damping coefficient [183].

The leaky integrate-and-fire (LIF) model gained its popularity for its simplicity and ability to generate

dynamics that resemble biological neurons. It models the plasma membrane as a capacitor with non-zero

conductance (i.e., finite resistance) that allows for passive flow of ions. However, it does not consider specific

ionic currents and their time- and voltage-dependent conductances. The model captures some aspects of

the dynamics of spiking neurons, as well as some subthreshold dynamics. It is obtained by taking the time

derivative of the law of capacitance (Eq. 2.14-2.15). The additional leakage term (-GV(t) in Eq. 2.15) models

the membrane conductance (G) that acts as a rate constant and allows the system to adapt to input current

and relax in its absence [184].

q = CV =⇒ dq

dt
= C

dV(t)

dt
=⇒ C

dV(t)

dt
= I(t) (2.14)

where C [µF] is membrane capacitance, q [c] is the electric charge held in the capacitor, V [mV] is membrane

potential, I [pA] is injected current and t [s] is time.

C
dV(t)

dt
= I(t)−GV(t) (2.15)

where G [nS] is the membrane conductance and the rest is as in Eq. 2.14.

Hodgkin and Huxley (HH) used the voltage-clamp technique to record from the squid giant axon [169].

They were the first to suggest, based on their measurements, a model that captures action potentials in

24



excitable cells and explains the dynamics of the underlying ionic currents [185]. They were awarded the

Nobel Prize in Physiology or Medicine in 1963 for their pioneering work. The formulation of the model

specifically addresses voltage-gated sodium and potassium currents, and the passive leakage of ions through

the membrane (Eq. 2.16-2.19). The model was later shown to be useful for describing the dynamics of many

other excitable cells in other organisms [184, 185].

C
dV(t)

dt
= I(t) + gKn4(V −VK) + gNam3h(V −VNa) + gl(V −Vl) (2.16)

dn

dt
= αn(v)(1− n)− βn(V)n (2.17)

dm

dt
= αm(v)(1−m)− βm(V)m (2.18)

dh

dt
= αh(v)(1− h)− βh(V)h (2.19)

where C [µF] is membrane capacitance, V [mV] is the membrane potential, I [pA] is injected current,

gK, gNa, gl [nS] are potassium, sodium and leak conductances (respectively), VK,VNa,Vl are potassium,

sodium and leak potentials (respectively), and n,m,h are dimensionless variables that capture potassium

channel activation, sodium channel activation and sodium channel inactivation (respectively). Activa-

tion/inactivation corresponds to the fraction of open/closed channels of each of the ionic species. αi, βi

for i={n,m,h} are voltage-dependent channel activation and inactivation rate functions (respectively), for-

mulated based on experimental measurements.

The FitzHugh-Nagumo (FHN) model is a simplification of the HH model, designed to capture the dy-

namics of excitable cells without details about the underlying electrophysiological mechanisms. The model

consists of two first-order differential equations, one containing a cubic function to capture fast depolarisa-

tion, and the second contains a linear function to capture the slow recovery response of the neuron during

repolarisation (Eq. 2.20-2.21). Simulations show that the model successfully captures different dynamics

observed in biological neurons, including action potentials, bistability and tonic spiking. However the model

cannot generate tonic bursting (repeated discrete groups of spikes separated by a quiescence period), also
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observed in biological neurons [186–188].

dV

dt
= V − V3

3
−W + I (2.20)

dW

dt
= a(bV − cW) (2.21)

where I [pA] is injected current, V [mV] is membrane potential, W is a slow recovery variable, and a,b,c are

constant scalars.

Later, the Morris-Lecar (ML) model was developed to account for a variety of oscillatory activities that

have been observed in current-clamp experiments in muscle fibres of the giant barnacle, where voltage-gated

calcium channels dominate (rather than sodium channels). It is also a simplification of the Hodgkin-Huxley

model, formulated using a system of two nonlinear differential equations (Eq. 2.22-2.23). The ML model was

shown to capture the complex relationship between membrane potential and the activation of ion channels

embedded in the plasma membrane. In contrast to the FHN model, the second equation is non-linear (a

sigmoid) which allows to capture more complex types of excitability such as tonic and phasic bursting [189].

C
dV(t)

dt
= I(t)− gCaMss(V −VCa)− gKW(V −VK)− gl(V −Vl) (2.22)

dW

dt
=

Wss −W

τW
(2.23)

where C [µF] is membrane capacitance, I [pA] is injected current, V [mV] is membrane potential, N is a slow

recovery variable, gCa, gK, gl [nS] are calcium, potassium and leak conductances (respectively), VCa,VK,Vl

are calcium, potassium and leak reversal potentials (respectively), τW is a firing time scale constant, and

Mss and Wss are voltage-dependent hyperbolic functions.

Moving from individual neurons to small neural networks, Wang and Rinzel suggested a simple ionic

model for an intrinsic mechanism of a non-oscillating cell that exhibits post-inhibitory rebound (PIR), a

mechanism that has been observed in electrophysiological recordings [121]. Simulations show that the model

successfully generates oscillations in a system of two identical, reciprocally inhibiting cells, and a third cell

that provides a depolarising current that does not carry time information. Furthermore, the model is used

to predict two mechanisms that underlie oscillatory behaviour in neurons - escape and release. The “escape”

mechanism is an adaptation to hyperpolarising inputs, allowing the inhibited cell to escape from inhibition
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and, once above threshold, inhibit the other cell. The “release” mechanism is an adaptation to excitation,

allowing the excited cell to gradually depolarise and release itself from the depolarisation input current [179].

Skinner et al. extended this work by modelling the escape and release mechanisms as either intrinsic only or

synaptic only. They demonstrated how the frequency of oscillation is dominantly controlled by either neuron

or synapse parameters depending on whether the escape and release are modelled as part of the neuron or

synapse (respectively) [28].

Inspired by the gastric mill central pattern generator of the lobster, Rowat and Selverston studied neural

pattern generators focusing on oscillatory behaviour in pairs of cells coupled by reciprocal inhibition through

graded transmission synapses. Their model consists of two first order differential equations modelling fast

and slow currents (Eq. 2.24-2.25). An N-shaped function (using hyperbolic tangent) describes the fast cur-

rent (Eq. 2.26), and a linear function describes the slow current (Eq. 2.25 and 2.27). The synaptic current

depends on both the pre- and post-synaptic membrane potentials, and contains a sigmoid function of the

pre-synaptic membrane potential (Eq. 2.28-2.29). In a simplified version of the model the hyperbolic function

in the fast current model (Eq. 2.26) was replaced by a piecewise linear function (Eq. 2.30), and the synaptic

conductance (Eq. 2.29) was changed to a binary function (Eq. 2.31). By changing single-neuron model pa-

rameters they obtained six different behaviours that correspond to intrinsic physiological dynamics observed

in biological neurons: quiescence, almost-an-oscillator, endogenous-oscillation, permanent-depolarisation,

permanent-hyperpolarisation, and plateau-potentials. They then examined the coupling of all possible pairs

through reciprocal inhibition. By fixing all neuron parameters and only adjusting synaptic weights and

thresholds they were able to generate oscillations in all pairs [190, 191].

τm
dV

dt
= −Ffast(V, σf)− q + Iinj − Isyn (2.24)

τs
dq

dt
= −q + q∞(V) (2.25)

Ffast(V, σf) = V −Af · tanh(
σf
Af

V) (2.26)

where V [mV] is membrane potential, q [mV] models slow current, Iinj [pA] is injected current, Isyn [pA] is

synaptic current (see Eq. 2.28), σf and Af are dimensionless constants controlling the slope and width of the

fast nullcline, and τm [µF] and τs [µF] are fast and slow activation time constants (respectively), such that
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τm < τs.

q∞(V) =


σin(V − Es), for V < Es

σout(V − Es), for V ≥ Es

(2.27)

σin and σout are the inward and outward conductances (respectively), and σin < σout.

Isyn = W · Fsyn(Vpre)(V − Epost) (2.28)

Fsyn(V) =
1

e−γ(V−θ)
(2.29)

where V is post-synaptic potential, Vpre is pre-synaptic membrane potential, W is the maximum postsynaptic

conductance and Epost is synaptic reversal potential. θ is the synaptic threshold and θ is a rate constant.

Ffast(V, σf) =



V +Af , for V < −Af

σf

V −Af , for V >
Af

σf

(1− σf )V, otherwise

(2.30)

Fsyn(V, σf) =


1, for θ ≥ θij

0, for θ < θij

(2.31)

where θij is the synaptic threshold between the presynaptic neuron i and post-synaptic neuron j.
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2.3 C. elegans

C. elegans is a 1mm nematode that naturally lives in moist environments such as soil and rotten vegetation

and feeds primarily on bacteria. It was first studied in the 1940s and later in the 1960 it was selected as

a model organism by Sydney Brenner. Since then it has been the subject of research into the genetics and

molecular basis of embryonic development and ageing, and in particular neurodevelopment and its connection

to the behaviour of the animal [34]. C. elegans is one of the smallest multicellular model organisms, making

it a powerful research tool that is anatomically and functionally compact with little redundancy. This makes

it easier to understand the role of specific molecular and cellular components in the context of the whole

animal. Its large brood size (∼ 300) and short generation time (3-4 days) make it suitable for high throughput

studies [33, 34].

The cell lineage and anatomy of the adult, wild-type C. elegans have been fully mapped, including its

connectome [35, 37, 42], although synaptic identity is not yet fully mapped, and intrinsic single-cell neural

dynamics are still largely missing. This makes it possible to target individual cells and study their role at

a whole system level. This includes genetic and laser ablation of specific cells, fluorescent tagging of cells

and calcium imaging of specific neurons and muscles used to associate their function with the behaviour of

freely-moving animals [34, 192, 193].

Locomotion is one of most studied behaviours in the worm, as its undulatory motion provides a clearly

visible behavioural output and a direct link to neuromuscular activity. The locomotion of the worm consists

of forward and backward locomotion and various manoeuvres. These are often used to study neuronal

mechanisms for pattern generation that are likely to be implicated in the nervous system of other organisms.

While the role and connectivity of many cells have been identified, the intrinsic dynamics of individual

neurons is still largely missing, partly due to the difficulty to record from small cells. Despite the vast

accumulation of knowledge regarding C. elegans locomotion, some basic questions regarding the mechanisms

for pattern generation remain open. In particular, the mechanisms that underlie pattern generation during

forward locomotion are still unclear. This includes the contribution of central pattern generators (CPG)

located in specific body regions, intrinsically oscillating neurons, and the molecular and cellular mechanisms

that mediate mechanosensory feedback that leads to gait modulation [72].
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Biomechanics and fluid dynamics

The ability of C. elegans to generate thrust largely depends on the geometry and mechanical properties of

its body, as well the properties of the external material it is pushing against [60, 73, 74, 194–199]. Given its

small size and speed, C. elegans locomotion can be modelled using low Reynolds numbers physics (laminar

regime), where viscous forces dominate and inertial forces can be neglected [73, 74, 195, 199]. In this regime,

we can define the environmental forces that resist the worm’s motion for both Newtonian and viscoelastic

fluids [73, 74, 196, 199]. For motion in the dorsoventral plane, two drag coefficients are defined, Ct and Cn,

that describe the resistance of the environment to the worm’s motion in the tangential and normal directions,

both in the dorsoventral plane (Eq. 2.5-2.8) [73, 74, 113, 196, 199].

The mechanical properties of undulatory swimmers are often described in terms of the elastic and viscous

properties of their body. The Young’s modulus (also called tensile modulus) describes the resistance of a

material to deformation along its long axis, and is defined as the ratio between stress and strain. For a

cylinder, often used as an approximation for the worm’s body geometry, the Young’s modulus describes its

resistance to compression and stretching along the cylinder’s main axis. The bending modulus is defined as

the product between the Young’s modulus and the moment of inertia of the cross section of the cylinder.

Different methods and models have been used to estimate C. elegans material properties, resulting in values

ranging from 3kPa to 380MPa for the Young’s modulus [194, 196, 198], and 4.2 · 1016 - 9.5 · 1014 Nm2 for

the bending modulus [74, 195]. Tissue viscosity on the other hand describes the damping of the body in

response to bending, and was estimated at -860Ps·s [195]. Note that most of these estimations are based on

the assumption that C. elegans body is homogeneous. However, the stiffness of the worm varies along its

body, and may also vary across behaviours due to differences in muscle tone. In particular, the body region

anterior to the vulva was found to be significantly stiffer compared the region posterior to it, while stiffness

within each region was approximately uniform [198].

C. elegans moves forward by propagating a wave of curvature from head to tail. This is achieved via

the contraction and relaxation of body wall muscles (BWM) that allow C. elegans to change the shape of

its cylindrical body through their attachment to the cuticle [56, 57]. 95 BWM cells are arranged in four

longitudinal quadrants, where three quadrants (DL,DR,VR) consist of 24 BWM cells and one (VL) consists

of 23 BWM cells [57]. Neighbouring BWM are electrically coupled via gap junctions, both within each
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quadrant, and across neighbouring left-right quadrants on the dorsal and ventral sides (but never between

dorsal and ventral quadrants) [57]. Each BWM cell consists of a contractile filament, a non-contractile body

that contains the nucleus and cytoplasm, and muscle arms that extend from the soma to form neuromuscular

junctions (NMJ) with motor neurons in the nerve ring or in the dorsal/ventral cords [54, 200]. BWM cells

in C. elegans are obliquely striated, with their filaments aligned with the longitudinal axis of the cell with

a slight offset (∼ 1µm) between neighbouring filaments [201]. The oblique organisation is thought to allow

the force generated by the muscles to be more evenly distributed and thus allow for smoother motion [202].

Finally, each BWM cell is basally attached to the hypodermis and cuticle, and laterally to neighbouring

muscle cells [54].

The excitation-contraction coupling (ECC) is the process through which depolarisation leads to cell

deformation [57]. In C. elegans, excitation at the NMJ by cholinergic motor neurons triggers an action

potential in the soma in a graded manner, meaning that depolarisation amplitude correlates with input

intensity, as opposed to an all-or-none response [57, 203, 204]. This results from the opening of nicotinic

acetylcholine receptors in the muscle arm, that trigger a response which propagates to the contractile unit

of the muscle [57]. This response is thought to be mediated by voltage-gated Ca2+ channels, as there are no

voltage-gated Na+ channels in C. elegans [205–207]. Evidence from electron microscopy (EM) indicate that

excitatory cholinergic motoneurons form dyadic synapses onto BWM cells and GABAergic motoneurons,

while inhibitory GABAergic motoneurons form monadic synapses onto BWM cells [208].

Forward locomotion

When placed on a planar surface of 2% agar, the worm spends most of its time crawling forward through

sinusoidal-like body undulations in the dorsoventral plane that propagate from head to tail [75, 80]. Two

modes of undulation frequency are associated with forward crawling (∼0.2Hz and ∼0.5Hz), and frequency is

positively correlated with forward speed (∼ 0.1mm · s−1 and ∼ 0.3mm · s−1) [209]. During forward crawling

the nose undulates much faster (at 4.5Hz ; this is called foraging) [21, 80, 210, 211]. The worm also reverses

through dorsoventral sinusoidal undulations that propagate from tail to head [62, 75, 80], during which

foraging is inhibited [212]. Similar to forward crawling, two modes of undulation frequency are observed in

backward crawling, and frequency is positively correlated with backward speed [209]. Post-reversal, the worm

either moves forward again or performs a turning manoeuvre to reorient its direction of motion (the most
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common ones are pirouettes and omega turns) [61, 62]. The worm can also reorient itself on a larger time-

scale in order to improve its conditions, for example while following a chemical, thermal or aerial gradient.

It does that by gradually changing its direction of motion through small and consistent adjustments to its

sinusoidal undulations, a navigation strategy called klinotaxis [62, 213].

When placed in a water-like environment, the worm swims forward and backward through sinusoidal-like

dorsoventral undulations at a higher frequency and wavelength compared to crawling on 2% agar [73, 74,

80, 212, 214]. While two modes of undulation frequency were also observed in backward swimming, during

forward swimming only the higher frequency mode is observed (∼1.8Hz) [209].

The differences between crawling and swimming raise questions regarding the role of the environment in

locomotion. In particular, whether crawling and swimming are two distinct motor programs that the worm

switches between depending on external conditions and internal state, or whether they are opposite extremes

of a single motor program. The answer to this question has consequences regarding the underlying neural con-

trol of these behaviours, as the switch hypothesis implies two distinct neural programs (analogous to forward

and backward locomotion), while the single gait hypothesis suggests modulation of a single neural program.

To test this, forward locomotion was recorded within a range of viscoelasticity from water-like environments

to stiff agar. These experiments showed clearly that gradually increasing medium viscoelasticity (and thus

increasing the mechanical load on the body) results in gradual modulation of the frequency, wavelength and

amplitude of body undulations, with swimming and crawling at the extremes [73, 74]. This suggests that the

swimming and crawling are part of the same motor gait that is modulated by the environment. It was also

shown that during both crawling and swimming the frequency of muscle activation matches the frequency

of body bending, confirming that modulation is achieved at the level of muscle activity, rather than only in

body shape [214]. This means that in addition to the mechanical constrains of the external material on the

body, mechanosensory information is fed back to modulate muscular activity. In addition, stretch receptors

were suggested to be expressed along undifferentiated dendrites of ventral cord motor neurons implicated

in the forward and backward locomotion neural circuits [37], adding to the evidence that sensory feedback

plays a role in the adaptation of locomotion through the modulation of neuromuscular activity.

Of the 302 neurons in the nervous system of the hermaphrodite, 113 are motor neurons that form

neuromuscular junctions (NMJ) onto body wall muscles. Of these, 38 innervate head muscles, whereas the
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other 75 are organised along the ventral nerve cord (VNC) and form NMJs onto muscles posterior to the

head. VNC motor neurons are conventionally divided into 8 classes, DA, VA, DB, VB, DD, VD, VC and

AS (where D or V in the first letter indicate that they innervate dorsal or ventral muscles, respectively).

A-type (DA and VA) and B-type (DB and VB) are cholinergic and depolarise muscles, causing them to

contract, whereas D-type neurons (DD and VD) are GABAergic and inhibitory to muscles, as well as to the

A-type and B-type neurons. [37, 215]. Interestingly, the pattern of muscle innervation of all 75 VNC motor

neurons is left-right symmetrical, which suggests that feedforward pattern generation posterior to the head

is restricted to the dorsoventral plane [37, 86]

Genetic and laser ablation of VNC motor neurons led to the association of specific motor neuron classes

with specific motor behaviours. The B-type neurons were shown to be necessary for forward locomotion,

whereas the A-type are necessary for backward locomotion [37, 75, 87]. The D-type neurons are necessary

for coordinated locomotion in both the forward and backward directions [75, 216]. The forward and back-

ward locomotion motor circuits are associated with command interneurons that control gait selection and

activation, mostly via gap junctions that couple them to their respective motor neurons. The AVB and

PVC command neurons activate the B-type neurons and control forward locomotion, while AVA, AVD and

AVE activate A-type neurons and control backward locomotion [62, 75, 87, 88, 217, 218]. Gap junctions

also couple neighbouring B-type and A-type neurons within each class, and were shown to be necessary for

coordinated forward and backward locomotion [79, 88, 219]. Specifically, the innexins UNC-7 and UNC-9

are expressed by forward and backward motor neurons and interneurons in the locomotion circuits, and were

shown to underlie gait selection by establishing dominance of forward over backward, as well as the overall

bias for forward locomotion [88]. Interestingly, specifically the electrical coupling in the backward locomotion

circuit (AVA-A) was found to be necessary for forward locomotion gait selection, through the reduction of

AVA activity [88].

Evidence from electron microscopy show that B-type neurons send dendritic processes posteriorly that

do not form any synapses. The same was observed for A-type neurons, but with opposite directionality [37].

Thus, these processes were suggested to be proprioceptive [37]. While a direct evidence of a proprioceptive

function in these neurons has not been reported yet, ventral B-type and A-type motor neurons were found to

express UNC-8 and DEL-1, members of the DEG/ENaC family and candidate subunits of a mechanically-
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gated Na+ ion channel, and are also expressed in sensory neurons (with DEL-1 exclusively expressed in VB,

VA and the mechanosensory neuron FLP) [220]. Many of the members of the DEG/ENaC family were shown

to play a role in mechanotransduction [221], and unc-8 mutants show uncoordinated locomotion [220]. In

addition, evidence from optogenetic activation and inhibition of muscles or B-type motor neurons at different

location along the worm’s body, show that all body regions are capable of pattern generation even without

propagation of undulations from other body regions, and that their undulation frequency can be entrained

by changing the frequency of other body regions [222]. This further supports the hypothesis that pattern

generation is distributed and adaptive.

The role of inhibition in locomotion

Inhibition plays many important roles in human and animal behaviour including gait selection and antisyn-

chrony required for pattern generation in many motor systems [223, 224]. Inhibition is dominantly mediated

by the GABA (gamma-Aminobutyric acid) neurotransmitter, although GABA can also be excitatory [225].

In particular, inhibition has an important role in C. elegans locomotion [72, 216, 226].

The GABAergic D-type motor neurons have been implicated in the forward and backward locomotion

circuit. Ventral and dorsal D-type counterparts (DD and VD, respectively) form reciprocal inhibition and

send inhibitory synapses to body wall muscles on the opposite dorsoventral side. VD are different from DD

in that they send inhibitory synapses to their neighbouring VB neurons, a connection that is absent on the

dorsal side (Fig. 23A) [37]. Overall, D-type neurons act to promote antiphase muscle contractions [209,

216]. GABA mutants move at lower speed and frequency during both forward and backward crawling. A

similar result was obtained in animals in which GABA was inactivated optogenetically, during both crawling

and swimming. Inhibition specifically from D-type neurons was shown to be more important during high-

frequency undulations (such as in swimming). The inhibition of muscles helps promote antiphase muscle

activation, and the neural inhibition from VD to VB was suggested to act as a reset mechanism during

high-frequency undulations, where B-type neurons must activate and deactivate faster [209].

Inhibition is also dominant in the head motor circuit. Extensive reciprocal inhibitory connections are

formed within the SMD and RMD motor circuits, mediated by acetylcholine (ACh) [37, 68, 227]. The

GABAergic RME motor neurons were shown to modulate head bending amplitude during forward locomotion
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through the inhibition of SMD and body wall muscles [167, 226]. Finally, the SMB head motor neurons

control the amplitude of head bending, and their ablation results in a “loopy” forward locomotion phenotype

[62, 64, 228].

Single-cell and circuit-level neural dynamics

So far there has been no evidence for all-or-none action potentials in C. elegans neurons. Instead, many

neurons were found to have a graded response [70, 205, 229]. This may be partly due to the relative small

cell size of C. elegans neurons that limits the number of ion channels responsible for depolarising currents,

resulting in high electrical resistivity of the membrane [205]. Other responses and dynamics have also been

observed in C. elegans neurons. The RMD head motor neurons were found to have plateau potentials, with

two stable membrane potentials and a non-linear, graded response [70]. The AWA chemosensory neurons

were found to fire Ca2+-dependent action potentials in their depolarised state, also in a graded manner [230].

The neurons in the nervous system of C. elegans are conventionally categorised hierarchically, and infor-

mation flow is often described as a feedforward sequential process, from sensory neurons to interneurons to

motor neurons to muscles that generate the behavioural output. However, this hierarchy is often violated,

as neurons in C. elegans play multiple roles and information flows in all directions [37, 86, 231]. Examples

include proprioceptive motor neurons (e.g., SMD) [232], sensory neurons that form NMJs (e.g., IL1) [37],

and interneurons that feed information back to sensory neurons (e.g., RIM) [233].

For example, food deprivation increases the worm’s tolerance for threats, pushing it to take more risk while

seeking food. The RIM neuron was shown to integrate multisensory information, determine a “threat-reward”

state, and output a decision to the motor circuit. The “threat-reward” state depends on food availability and

the presence of repellents (such as hyperosmolarity). In addition to this feedforward information processing,

RIM was found to send positive feedback to the osmosensory neurons ASH extrasynaptically, through the

secretion of tyramine, on a time scale of minutes. One hour of food deprivation results in the inhibition

of RIM, and in particular the inhibition of the positive feedback to ASH. This decreases ASH activity and

thus increases its sensitivity to hyperosmolarity, making the worm more sensitive to threats and pushing

it to take less risk [233]. Overall, this example shows that information flow in C. elegans is not restricted

to a certain feedforward hierarchy, and that biological systems use feedback mechanisms to modulate their
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sensitivity to stimuli, internal states and motor behaviour.

Gap junctions

Most gap junctions appear early in C. elegans development, and are known to contribute to key developmental

processes, and neurodevelopment in particular. One example is the functional specification of the two

chemosensory AWC neurons. AWC do not form mutual gap junctions in the adult animal, but during

development they form a transient network of gap junctions with each other and with neighbouring sensory

neurons. This promotes an asymmetric specification, where one adopts the ON-function (depolarises in

response to certain stimuli), and the other adopts the OFF-function (depolarises in response to the removal

of certain stimuli) [234].

The formation of a gap junction is the result of a complex made of two hemichannels, each expressed

by one of the paired cells. Each hemichannel is an hexameric complex of innexins (similar in structure, but

not in sequence, to connexins in vertebrates). The types of innexins in each hemichannel largely determine

the conductance of the junction [235]. The coupling coefficient (CC) is commonly used as a measure for the

strength of electrical coupling, defined as the ratio between the membrane potentials of the two coupled cells

following a hyperpolarising current injection to one of them (and thus can be calculated for each direction

of the junction separately) [236]. The electrical properties of gap junctions are regulated in various ways.

First, structural asymmetry between the two hemichannels can lead to asymmetry in conductance in opposite

directions [235]. Intracellular pH and Ca2+ levels have also been shown to regulate gap junction conductance

[236]. In addition, in some cases phosphorylation of the hemichannels regulates the conductance, open

probability, assembly and trafficking of the junction [236]. Finally, asymmetry in gap junction conductance

may also be the result of different conductances of the cells themselves, even in the case of a homomeric

junction [236].

Voltage-clamp recordings from pairs of coupled cells were done to characterise gap junction dynamics

in C. elegans. Specifically different combinations of UNC-7 and UNC-9 hemichannel isoforms were tested,

as they are expressed in many motor neurons and body wall muscles [71, 237, 238]. First, the membrane

potential of both cells was clamped to the same value. Then, a voltage step was applied to one of the

cells while recording current from the other. This was done for different values within a wide range of
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membrane potentials (typically within -100mV and +100mV). Gap junction dynamics was found to be most

dominantly dependent on membrane potential difference between the coupled cells, rather than their absolute

membrane potentials. Further, following a voltage step, the current flowing through the channel drops

exponentially and plateaus after approximately 5 seconds, with higher drop rates for larger potentials. The

drop rate also depends on the combination of hemichannels, and is sometimes asymmetric for negative and

positive potentials. The initial current following a voltage step was found to be approximately proportional

to gap junction potential (meaning that gap junction conductance is constant), and at steady state the

current-voltage relationship is a bell-shaped function (that may be asymmetrical depending on hemichannel

combination), meaning that channel conductance plateaus above/below some positive/negative potential

threshold [71, 237, 238].

Neuromechanical modelling of locomotion

Hypothesis-driven computational models have been developed to address mechanistic questions regarding

pattern generation underlying C. elegans locomotion. Such models can be simulated computationally and

are used to make predictions that can then be tested in-vivo [27, 30, 31, 239]. Some models focus on

the mechanics of the worm and its environment, and only contain biologically-grounded details about its

geometry and material properties, using simplified control to drive the body. Other models focus on the

neural control of muscle actuation, with different levels of abstraction of body anatomy and mechanics.

The level of abstraction of different model components is chosen with respect to the hypothesis. A

model should be designed to be the simplest possible with respect to its driving hypothesis. Making the

model redundantly more realistic and detailed, reduces its explanatory power and makes its predictions

harder to test and interpret. On the other hand, oversimplification reduces the model’s generality and its

ability to capture phenomena across a range of parameters. Finally, regardless of the level of abstraction, in

order to make biologically-relevant predictions, the model must be constrained by existing knowledge and

experimental findings.

For example, including neuromechanical feedback in the model might be necessary to capture postural

dynamics across a range of viscoelasticity of the external material. However, including details about the

dynamics of the underlying mechanosensory ion channels will make the model more complicated and might
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not improve its predictive power with regard to postural dynamics. Finally, the magnitude of the effect of

neuromechanical feedback on neural activity, and whether it is inhibitory or excitatory, may be constrained

by experimental measurements.

Niebur and Erdös published the first computational implementation of a model of forward locomotion in

C. elegans. The model focuses on body mechanics, and uses a sine wave activation at the head to drive the

body forward, meaning that the presence of a central pattern generator (CPG) in the head is assumed, but

the propagation of this pattern posteriorly is mediated locally via depolarising stretch receptors, located at

fifth body length posterior to the muscles they control. Simulations of the model were shown to generate

head undulations that propagate along the body. To generate forward thrust, the model requires a minimal

stiffness of the environment [27].

Bryden and Cohen developed a biologically-grounded neuromuscular model of forward locomotion with

mechanosensory feedback. They modelled the worm body as a sequence of pseudo-segments, each made of

two 2D massless rods connected by a frictionless joint. A pair of dorsal and ventral muscle cells associated

with each joint directly determine its bending angle. The muscles are controlled by a pair of dorsal and

ventral excitatory B-type motor neurons. The activity of B-type neurons in the model is modulated by

the bending angle along a short region posterior to their position (approximately 1/11 body length), in

line with the hypothesised stretch receptors along their undifferentiated dendrites [37]. Finally, the AVB

command interneurons provide all B-type neurons with depolarising currents via gap junctions. Simulations

of the model with one, two and 11 segments (full body model) generate sustained oscillations without

any CPG, but rather as a chain of reflexes with intersegmental phase lags entrained by mechanosensory

feedback. Furthermore, oscillations were shown to be stable even in the presence of random perturbations,

demonstrating robustness to noisy and unpredictable environments due to sensory feedback. In an extended

version of the model, the neuromuscular circuit in each segment also includes a pair of GABAergic, inhibitory

D-type neurons, where ventral (dorsal) D-type neurons are activated by dorsal (ventral) B-type neurons, and

inhibit ventral (dorsal) muscles. Simulations suggest that D-type neurons increase bending amplitude but

are not necessary for stable forward locomotion [240].

Berri et al. showed that forward locomotion is continuously modulated by the mechanical load of the

environment on C. elegans body, and in particular that undulation frequency and wavelength correlate
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with the viscoelasticity of the external material [73, 74]. Based on these results, Boyle et al. developed a

mechanical framework that includes an articulated worm body and its environment, and used it to study the

role of sensory feedback in forward locomotion. Following current-clamp recordings from individual RMD

head motor neurons by [70], B-type and D-type motor neurons were modelled as bistable with hysteresis

(i.e., the threshold for switching between the ON and OFF states is state-dependent). In the model, B-

type neurons receive sensory feedback from stretch receptors along a region that extends half body length

posterior to their position (or until the tail). The sensory input to B-type neurons is depolarising in response

to local body stretch, and polarising in response to local body compression. The model predicts that a

single neural control mechanism accounts for forward locomotion across a wide range of viscoelasticity of the

external material, and in particular crawling and swimming in its extremes. In the model, this is achieved

via mechanosensory feedback that modulates the activity of B-type motor neurons. The bistability and

non-linearity of these neurons, together with sensory feedback from the shape of the body, ensures that

contralateral muscles contract and relax in antiphase. In this work, the role of inhibition from D-type motor

neurons was revisited following experimental evidence for an inhibitory connection from D-type to B-type

neurons, but only on the ventral side [241]. In line with [240], the model predicts that inhibition from D-

type neurons contributes to, but is not necessary for stable forward crawling. However, their inclusion in the

model was necessary to achieve normal swimming. At low viscoelasticity media, in the absence of sufficient

mechanical load and where the worm undulates at higher frequencies, D-type neurons “reset” neurons and

muscles to their hyperpolarised state to maintain antiphasic contractions required for coordinated locomotion

[30].

Izquierdo and Beer used the biomechanical framework developed in [30] and integrated a neural model

of the head, in addition the neural circuit along the body that consists of B-type and D-type motor neu-

rons. Their head model includes simplified RMD and SMD circuits, with SMD activity modulated by

mechanosensory feedback from a posterior body region. B-type motor neurons also receive sensory feedback,

but in contrast to [30], here their receptive field is an anterior, rather than posterior, body region relative

to the muscles innervated by those neurons. In this work, rather than focus on a single mechanism for

pattern generation, a systematic analysis was performed over a population of models using an evolutionary

search algorithm to map the space of unknown parameters, under some experimentally-informed constraints.

In particular, their neuron model can generate different intrinsic dynamics, and while RMD neurons were
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constrained to the bistability regime, all other neurons were not. The analysis focused on forward crawling

in a fixed, agar-like environment and the parameter space was narrowed to biologically-relevant models by

matching worm speed and body bending to values obtained experimentally. The contribution of different

model components to successful locomotion was then quantified, including sensory feedback, gap junctions

and each of the neuron classes. They found that dorsoventral undulations can propagate from head to tail

solely via sensory feedback, even in the absence of synaptic coupling of the head and body and electrical

coupling between neighbouring VNC neurons. They also showed the extent to which undulations would prop-

agate from the head posteriorly in the absence of all VNC motor neurons, demonstrating the contribution

of body mechanics to locomotion [239].

Wen et al. used a microfluidic device to immobilise different regions of different lengths along the worm’s

body in order to test the role of proprioceptive coupling during forward locomotion. They found evidence

that pattern generation during forward locomotion requires at least a 200µm neighbouring anterior body

region that is free to bend. Furthermore, they showed that B-type motor neurons, and specifically their

posteriorly oriented axons, are necessary for this proprioceptive coupling of neighbouring body regions,

while the inhibitory D-type motor neurons are not. Based on their findings, they modelled body wavelength,

taking into account the mechanical load on the body as a result of fluid viscosity. Simulations of their model

produce a body wavelength that closely matches experimental measurements across a range of fluid viscosity

[242].

Motor behaviour in 3D environments

Despite living in complex, non-planar environments, the study into C. elegans locomotion has been mostly

limited to 2D, as worms are conventionally both cultivated and assayed on a planar agar surface [33].

Nevertheless, even in 2D environments, the worm exhibits some non-planar behaviours, including lifting

of its head and burrowing into the gel, as well as body twisting in roller mutants in which the cuticle is

deformed, resulting in the worm rolling around its long axis and crawling on the surface in circles.

The study of locomotion in 2D settings was a crucial simplification and has contributed immensely to

our understanding of C. elegans locomotion and its underlying biomechanics and neural control. However,

observing the worm in a volume might introduce new locomotion patterns, which may lead to the discovery of
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new neuronal functions and control principles that are not manifested in 2D, as well as advance our knowledge

of the material properties of C. elegans body and its interaction with the external material. Studying 3D

locomotion introduces new challenges, including the hardware required for 3D recording, the computational

tools needed to extract meaningful features from noisy volumetric data, and the mathematical framework

needed to model and characterise the biomechanics of locomotion in three dimensions.

The motor circuit posterior to the neck that underlies forward and backward locomotion, including B-

type, A-type and D-type neurons, forms left-right symmetrical neuromuscular junctions (NMJ) onto body

wall muscles, suggesting that feedforward pattern generation along the body is limited to the dorsoventral

plane [37, 86]. However, the head is not restricted in the same way. In particular, three classes of head motor

neurons, RMD, SMD and SMB, each consists of four or six neurons connected via reciprocal inhibition, where

each neuron forms NMJ dominantly onto a different muscle quadrant [37, 86]. Thus, these neurons provide

the symmetry-breaking required for feedforward 3D pattern generation. SMD and SMB were shown to play

a significant role in 2D forward locomotion, while the contribution of RMD neurons was minor [62, 64, 228,

232]. Interestingly, the SMD neurons express stretch receptors that are necessary for normal head bending

during forward locomotion [232], whereas SMB is necessary for normal head bending angle [64, 228]. The

synaptic connectivity within the RMD circuit suggests that it is biased towards left-right neural and muscular

pattern generation, which may explain its minor contribution to 2D dorsoventral body bending [37, 86]. In

addition, recordings from single-RMD cells showed that they are plateau potential neurons, with two stable

membrane potentials and a graded response to input currents [70].

In recent years studies are beginning to address the locomotion of C. elegans in a volume. This includes the

development of imaging systems suitable for capturing volumetric data [243–245], as well as the development

of mathematical frameworks for describing and modelling the biomechanics of 3D locomotion [82, 246].

Kwon et al. developed a 3D imaging setup that records the worm from three orthogonal directions using

two cameras. A set of mirrors is used to project two views onto one camera, and the third view onto the

other camera. The recorded volume is made of a 1.5x1.5x1.25cm quartz cuvette, filled with 3% (w/v) gelatin

and attached to a motorised stage used to track the worm in real-time. They recorded young-adult worms

at 18oC, each for 3 minutes following a 30 minutes delay to let the animals settle. These recordings were

used to compare locomotion parameters such as speed, undulation frequency and non-planarity, between
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worms moving in a volume versus worms moving on a planar surface (between two glass slides filled with

3% (w/v) gelatin and separated by 100µm). They found that worm postures in 3D are less planar compared

to 2D, while speed and frequency were unchanged. They further tested mutants with head-related and

mechanosensory-related defects, and found differences between mutants and wild-type, some of which where

selective to locomotion in a volume (see more details in chapter 4) [244].

Shaw et al. developed a custom light-field microscope (LFM) to record C. elegans locomotion in a volume.

By mounting an array of microlens on a camera connected to a wide field microscope, they were able to

record a tiled array of circular microlens sub-images that contains both spatial and angular information.

They used this system to record a 1.3mm2 scene (maximum depth not specified) made of 0.25% w/v agarose

gel in M9 on a microscope coverslip. They recorded wild-type and mutant young-adult worms for 30 seconds

each, at 100 frames per seconds (although in their analysis they down-sampled this data to 20 frames per

second). Using depth estimation methods, they were able to reconstruct 3D worm shape sequences and

extract locomotion parameters such as speed, undulation frequency and non-planarity. They note that their

method currently cannot be used to resolve and reconstruct self-occluding postures. First, they found that

wild-type animals in a 3D environment of agarose gel are mostly planar. In a representative example, they

showed that a posture sequence from a 30 seconds recording fits into a minimal bounding box with a depth of

110µm (which is only slightly more than the 80µm typical diameter of a young-adult worm [33]). They also

compared locomotion in 3D of two mutants with cuticle defects and found that undulation frequency and

non-planarity are significantly lower in dpy-10 compared to dpy-13. Finally, they constructed a 3D shape-

space of fundamental postures (also called eigenworms) using data from both wild-type and mutants, and

used it to analyse postural dynamics in 3D. They showed that only four components from this shape-space

are sufficient to account for 95% of the variance in their data [245]. They note that this result is similar to

a previous analysis of 2D postures [247].

Bilbao et al. identified a 3D reorientation manoeuvre in data from [244], in which the worm rotates its

plane of undulation by 90◦, as well as its direction of forward motion. They used mathematical modelling

and mechanical reasoning to suggest a mechanism for this behaviour. According to their model, this ma-

noeuvre is accompanied by an internal twist that propagates from head to tail, and is necessary for achieving

reorientation [82].
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Ranner developed a biomechanical framework for modelling C. elegans in 3D environments [246]. In

this model, which extends a 2D biomechanical model of C. elegans [31], the worm’s body is represented

as a continuous incompressible viscoelastic shell, and the parameterisation of the model allows to control

the properties of the body and its interaction with the environment. Its formulation is based on resistive

force theory (RFT) approximations (see section 2.1) and is thus suitable for studying undulatory motion in

the low-Reynolds regime, in both Newtonian and viscoelastic fluids. It is also suited for integrating neural

control in the animal’s natural coordinate system, thus providing a framework for testing neuromuscular

activation patterns in mechanical context in order to close the neuro-body-environment loop.

2.4 Summary and conclusions

Organisms manoeuvre through complex, non-homogeneous environments with changing geometrical and

mechanical properties in order to sample their surrounding and move towards more favourable conditions.

Thus, they must be able to adapt their behaviour for efficient locomotion which is crucial for their growth and

survival. The evolution of form and function often converges across distant species. Organisms at different

scales may evolve similar body shapes and motion patterns to locomote in similar environments, while their

material properties and control mechanisms may be different. For example, locomotion in fluids is shared

by organisms from the scale of micrometers to tons, and varies from Newtonian fluids such as water, to

viscoelastic and granular fluids such as the bloodstream in the human body. While animal locomotion has

been studied in depth across species, scales and environments, it has been mostly limited to planar settings

or 2D projections. This may have limited our understanding of animal locomotion, as swimmers typically

move in volumes rather than on surfaces in their natural habitats. Only in recent years 3D locomotion is

beginning to be addressed, revealing new motion patterns used by organisms that move in a volume. This

is crucial for uncovering both universal and organism-specific control principles of animal locomotion, under

biomechanical constraints of the organism’s body and its environment.

Unicellular organisms use molecular motors to generate directed motion within fluids, including biolog-

ical tissues. E. coli is a 1µm long bacterium that produces approximately 10 flagella that are uniformly-

distributed across the surface of the cell. E. coli has two main modes of locomotion - run and tumble. A

run is achieved by counterclockwise (CCW) rotation of all flagella, which causes them to bundle and point
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in the same direction, resulting in motion in a consistent direction. Tumbling on the other hand is achieved

by clockwise (CW) rotation and sparse directionality of the flagella, resulting in rotation of the whole cell

around its centre of mass [94, 248–250]. Sperm cells develop a single flagellum and use it to propel them-

selves towards the egg using chemical gradients. Receptors expressed on the surface of the flagellum are

used to sense those chemical cues in order to modulate sperm locomotion [251, 252]. While the majority of

sperm form planar head trajectories, some form helical trajectories. Both CW and CCW helices have been

observed. Furthermore, during this motion the cell also rolls around its longitudinal axis (i.e., head-tail axis)

[251]. For example, in human sperm suspended in human tubal fluid, only 5% of the cells form helical head

trajectories, of which 90% are right-handed (CW). The radius of these trajectories range between 0.5-3µm,

with 3-20 rotations per seconds. While it is not yet clear whether helical trajectories are advantageous and

whether all sperm cells are capable of generating them, they have been shown to be suppressed by higher

concentrations of seminal plasma, higher viscosity, as well as by surface boundaries such as glass [253–255].

It was also found that even if head trajectories are planar within each period, they can form helical ribbons

on a larger time-scale, while the sperm gradually reorients itself based on chemical cues [256, 257].

Multi-cellular organisms have more complex body geometries and evolved muscles, cells specialised in

generating mechanical force, and motor neurons to control them. Spatial and temporal coordination of

muscular contraction and relaxation can lead to periodic changes in the shape of the body, which pushes

against an external material, and may result in the generation of thrust. Muscle cells are controlled by neu-

rons via neuromuscular junctions (NMJ). The neural rhythms that arise from ensembles of neurons coupled

via chemical and electrical synapses, give rise to muscular rhythms, which then give rise to periodic body

bending. Bending is constrained by the body’s geometry and mechanics, as well the external material, and

in many systems mechanosensory information is fed back to modulate muscular and/or neuronal dynamics

[126, 136–141]. Feedback mechanisms provide animals with further control and allows them to adapt their

locomotion across a range of environmental parameters.

In the context of the control of motor behaviour, one of the greatest challenges facing neuroscience has

been to bridge the gap from neural dynamics to whole-animal behaviour. How do animals generate rhythmic

motor patterns? How do they coordinate motion throughout their bodies under geometrical and mechanical

constraints? What feedback and adaptation mechanisms are used to modulate, select and switch between
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motor patterns? Answering these questions requires to study biological systems at multiple spatial and

temporal scales, and in different mechanical contexts.

C. elegans is a 1mm long nematode that naturally lives in moist environments such as soil and rotten

vegetation. Its anatomical simplicity with little redundancy, makes it a great model organism for multi-scale

investigation which allows to study low-level components in the context of the whole animal. The body

of C. elegans is cylindrical and tapered at the head and tail. 95 body wall muscle cells are arranged in

four longitudinal quadrants and allow C. elegans to bend its body through their attachment to the cuticle

(Fig. 1A-B) [56, 57]. On surfaces, C. elegans lies on its left or right side and moves forward by propagating a

planar wave of antiphasic dorsoventral muscle contractions from head to tail (Fig. 1C) [60]. Given its small

size and speed, C. elegans locomotion can be described using low Re physics (laminar regime). This allows

to model the worm’s locomotion in both Newtonian and viscoelastic fluids using resistive force theory (RFT)

[73, 74, 195, 199].

Neurons show great variation in intrinsic cell dynamics, both within nervous systems and across species.

This includes phenomena such as action potentials, multi-stability, all-or-none activity, graded responses, fre-

quency doubling, desensitisation and post-inhibitory rebound [65, 70, 121, 191, 258]. The characterisation of

single-neuron dynamics is typically done using electrophysiological measurements where the cell is perturbed

by various current injection patterns, while its membrane potential is recorded [69]. The intrinsic dynamics

of individual neurons is largely missing in most species, and has only been characterised for a handful of

neuronal classes. This is particularly true for C. elegans neurons, despite the accumulation of knowledge

about other neuronal aspects such as neurotransmitter profiles and synaptic connectivity and polarity [37,

68, 226]. This limits our understanding of network dynamics and our ability to bridge the gap from neural

activity to whole-animal behaviour.

One set of six interconnected motor neurons in the head of the worm, called RMD, has been characterised

using current-clamp recordings. RMD were shown to have plateau potentials, with two stable membrane

potentials, and a graded response to input current [70]. This is in sharp contrast to neurons that fire action

potentials and respond to input current in an all-or-none manner, which are more common in other species

and have been studied in much more depth [121, 169].
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Mathematical models have been developed to capture single-cell neural dynamics observed in biological

systems. Such models provide a formal framework for hypothesis testing and for directing experiments by

generating predictions that can be tested in-vivo. While some models capture details about the underlying

ionic species and currents [185], some only capture neural dynamics at the whole-cell level [188, 189]. Such

models have been used to capture the dynamics of C. elegans neurons, and RMD in particular [30, 239, 259].

In the context of motor behaviour, constraining single-cell neural dynamics using experimental measurements,

also constrains network dynamics and the patterns of muscle activation that they generate. Thus, it is crucial

to narrows down the parameter space of the model to biologically-relevant rhythms.

To model circuit dynamics, individual neurons are coupled via chemical and electrical synapses, which

also have their own complex dynamics [68, 71, 203, 227, 237, 238]. One of the simplest cases is a system of

two reciprocally inhibiting neurons that give rise to rhythmic activity [121, 179, 191]. More complex cases

include the modelling of whole motor circuits that underlie a specific function, such as swimming, heartbeat

and gastric mill [30, 121, 190, 239]. Neural synchronisation mechanisms are used by animals to orchestrate

pattern generating circuits throughout their bodies in order to generate coordinated locomotion [30, 130,

131, 179, 222, 260]. Some studies tested synchronisation in such systems by measuring the cross-correlation

between circuit components in different regimes [179, 260–264]. In particular, some focused on the combined

role of inhibition and electrical coupling in promoting synchronised neural activity, as this motif was observed

in biological neural networks [265–269]. However, such studies mostly focused on neurons with all-or-none

activity that fire action potentials. In C. elegans, the RMD motor neurons, which may underlie 3D head

motions based on neuromuscular anatomy, have been shown to have plateau potentials and respond to input

current in a graded manner [37, 70, 86]. In addition, the RMD circuit is coupled with another head motor

circuit, SMD, via both inhibitory and electrical synapses, suggesting a role in neural synchronisation.

The locomotion of living organisms has been studied in depth across environments and scales, from

single-cell organisms [94, 251], to microscopic nematodes [73, 209], to fish [123, 124, 134] and cockroaches

[142, 143]. However, only recently studies have begun to address 3D locomotion in a volume [82, 244,

245, 255–257]. Studying locomotion in 3D is a difficult task compared to planar settings, due to both

the hardware needed to record a volume in high spatial and temporal resolutions, as well as the computer

vision software needed to extract meaningful information from volumetric data. Since swimmers usually
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manoeuvre in 3D environments in their natural habitat, they must have evolved motor gaits for locomotion

in such environments. Studying swimmers in 3D environments may lead to the discovery of such motor

gaits, as well as their underlying neuromechanical control mechanisms, some of which might not have been

manifested in planar settings. This in turn, may lead to the discovery of universal mechanisms for the control

of animal locomotion under geometrical and mechanical constraints.
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3 3D recording, calibration and reconstruction of C. elegans lo-

comotion in a volume

In this chapter I introduce a novel system for 3D imaging of freely-moving C. elegans worms, and describe

the computer vision and signal processing techniques developed for feature extraction and 3D locomotion

analysis, respectively. The imaging setup consists of three approximately orthogonal cameras attached to

telecentric lens, that record simultaneously at high spatial and temporal resolution with large depth of focus,

required to capture the high-frequency, non-planar locomotion dynamics of microscopic worms. Prior to

recording, the volume is calibrated using photogrammetry in order to map points in the 3D lab coordinate

system to camera pixel space. Following recording, video files are processed through the computer vision

pipeline that consists of deep learning and optimisation modules, which results in the extraction of worm

shape sequences over time and their location and orientation in the volume. Finally, this data is processed

through the signal processing pipeline to extract key features of postures and trajectories and obtain a

quantitative characterisation of the worm’s locomotion in a volume across a range to gelatin concentrations.

A open-source, interactive tool was developed in MATLAB (MathWorks Inc.) to make the full pipeline

accessible, and it can be used for different assays, other worm-like animals and imaging setups with a

different number of cameras.

3.1 Introduction

Imaging of locomotion is widely used for studying animal behaviour across scales and environmental condi-

tions, including in air, water, and on land [270–273], and is often combined with imaging of neuronal activity

to study the neural control of locomotion [193, 274, 275]. While the temporal and spatial resolutions of image

acquisition continue to improve, the combination of both remains a challenge and is crucial for capturing

the precise shapes and behavioural dynamics of small and/or fast animals. Despite the fact that animals

naturally move in non-homogeneous and non-planar environments, imaging of animal motor behaviour is

often limited to 2D due to limitations of the optics and the difficulty to process and analyse volumetric data.

This clearly biases our understanding of animal behaviour, which in turn limits our understanding of the

underlying neuromechanical control mechanisms.
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New technologies have emerged in recent years that allow us to capture high-resolution volumetric data

with minimal damage to living samples, including spinning disk confocal microscopy (SDCM), light sheet

microscopy (LSM), light field microscopy (LFM) and Wide-field multiphoton microscopy [25, 276–279]. For

example, SDCM is an improvement of conventional confocal microscopy, often used to record neuronal

morphology and dynamics by capturing sequential 2D sections. It allows to record 1µm-thick sections at up

to 1000Hz [276]. LFM captures a whole 3D volume in a single shot, with temporal and spatial resolution

up to 10Hz and 1µm, respectively. It has been used to measure whole-brain activity in C. elegans, fruit fly,

zebrafish and mice [25, 278].

Following imaging, there remains the challenge of extracting meaningful features from noisy image data

and interpreting them. This includes the separation of signal from background noise and disambiguating

features using spatial and temporal information. In recent years, deep convolutional neural networks (CNN)

have gained popularity in computer vision for their multi-scale feature detection and their ability to generalise

from a relatively low number of examples. Although they often require manual or semi-manual annotation

of data, they remove the need for hand-crafted rules and can find complex correlations in data that humans

often cannot [280, 281]. Such algorithms are particularly widely used for analysing 2D and 3D time series

image data of animal behaviour [282, 283].

3.2 3D imaging of C. elegans

Despite C. elegans naturally living in complex 3D environments, to date is has mostly been observed in 2D

settings while focusing on planar dorsoventral undulations. Nevertheless, even in 2D C. elegans exhibits

complex motor behaviours and their study has significantly advanced our understanding of its underlying

biomechanics and neural control mechanisms [18, 72].

In recent years, whole-brain imaging of freely-moving C. elegans worms has become possible, mostly

due to advances in fluorescence SDCM, as well as two-photon and LFM [193, 245]. SDCM allows thin

sectioning with acquisition rates up to 10 volumes per second, suitable for capturing both locomotion and

neural dynamics of the typical 0.5-1Hz forward crawling gait of C. elegans [73, 214]. This allows to correlate

single-neuron activity and whole-brain states to locomotion patterns in freely-moving animals [22, 24, 284].
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Such techniques however are not yet suitable for studying higher frequency and/or non-planar gaits (e.g.,

swimming at 2Hz). This is due to the limitation in acquisition rate and because the z-sectioning requires

worms to remain planar during imaging [73, 214].

C. elegans exhibits some non-planar behaviours even in planar settings, such as burrowing and head-

lifting [80, 285–287], as well as body twisting in roller mutants in which the cuticle is deformed due to

developmental defects, which results in rolling and crawling in circles on planar surfaces [83, 84]. Such

phenotypes have been characterised using 2D imaging and by z-sectioning using electron microscopy (EM)

and fluorescence confocal microscopy.

3D imaging of C. elegans in a volume introduces more behavioural complexity and requires more complex

hardware, as well as computational tools for image analysis and feature extraction from volumetric data.

Kwon et al. developed an imaging system for recording C. elegans in a volume using two orthogonal

cameras coupled to 3X telecentric lens, and a motorised stage for tracking individual worms [243]. They

later upgraded this system to record from three orthogonal directions in order to be able to better resolve

self-occluded postures [244]. To do this, they used an array of mirrors such that two orthogonal views are

projected onto one camera, and the third view onto the second camera. This system was used to record

freely-moving, wild-type, young-adult worms in 2.5-3% (w/v) gelatin in M9 within a quartz cuvette at 18oC.

Each worm was recorded for 3 minutes following a 30 minutes delay to let it settle in the medium. For

kinematic analysis they recorded a 5mm3 volume at 13Hz while tracking the worm in real-time, whereas

for trajectory analysis they used lower magnification and acquisition rate (25mm3 at 0.5Hz) while the stage

remained fixed.

Shaw et al. developed a custom light-field microscope (LFM) by mounting an array of microlens on

a camera connected to a wide field microscope. This allowed them to capture a tiled array of circular

microlens sub-images that contains both spatial and angular information. They used this system to record

young-adult worms in 0.25% w/v agarose gel in M9 on a microscope coverslip. Each worm was recorded

for 30 seconds at 100 frames per second with a field of view of 1.3mm2 (maximum depth not specified). By

combining this with depth estimation methods, they were able to reconstruct worm shapes over time and

extract locomotion parameters such as speed and undulation frequency. However, they note that using their
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current depth estimation method is not yet possible to resolve postures that are self-occluded in the camera’s

focus plane [245].

In order to study C. elegans 3D locomotion and to accurately reconstruct its shape and position in a

volume, I used a multi-camera imaging setup, designed and built by Robert Holbrook and Netta Cohen from

our group (Fig. 3). In order to study the role of the environment in 3D locomotion, I recorded the worm

within a range of gel viscoelasticity (1%− 4%, corresponding to 4≤G’≤600 Pa [73]).

To accurately capture the worm’s shape over time, the space must be calibrated to account for camera

distortion and to capture the relative position and orientation of the cameras. Thus, the space is calibrated at

the beginning of each experiment, and the setup remains fixed during the experiment. We chose an orthogonal

camera configuration, but since the space is calibrated, cameras do not have to be precisely orthogonal, and

non-orthogonal camera configurations are also possible. The camera and lens specifications were chosen to

maximise the field of view and depth of focus (1mm2 and 1mm, respectively) as well as magnification (7X)

and image resolution (see below), and are thus suitable for capturing long motion sequences and exploration

behaviours. The volume is made of a 2x2x2cm coverslip container filled with gelatin. Importantly, the

dimensions of the container are significantly larger than the worm (1mm) and the volume of view (1cm3) in

order to avoid wall effects.

The setup consists of three approximately orthogonal cameras (Ximea xIQ MQ042RG-CM), each con-

nected to a 7X telecentric lens (Navitar Inc.). Each camera has a pixel size of 5µm and produces a 2048x2048

pixels image converted to a 4.2MB file. The telecentricity of the lens means that the trajectories of the pho-

tons are made close to parallel (here within a ±0.4◦ error), thus reducing the error in the perception of size

and orientation, and increasing the depth of focus.

Recording was done using the StreamPix software (Norpix Inc.) in sequence format (.seq) that assigns a

time stamp to each recorded frame. The cameras are connected to a computer through a trigger device that

synchronises their acquisitions. The maximum acquisition rate of the cameras is 90Hz, but here it is limited

to 40Hz, as at higher rates the synchrony of the cameras cannot be guaranteed. During the experiment the

only source of light in the room is infrared backlight required for the cameras. I recorded hermaphrodite

C. elegans worms in a range of gelatin concentrations (1% − 4%, corresponding to 4≤G’≤600 Pa [73]).
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The recorded volume is made of a 2x2x2cm coverslip container filled with molten gelatin in M9 (Fig. 3).

Recordings were done at 25Hz, using 5X-7X magnification, a field of view of ∼1cm3, and a depth of focus

of ∼1cm. Here, the depth of focus refers to the maximum distance range from the lens within which the

worm’s shape appears sufficiently sharp to be resolved.

Figure 3: 3D imaging of C. elegans locomotion in a volume

Figure 3. The imaging setup is made of three approximately orthogonal cameras, each attached to

a telecentric lens with infrared lighting. A glass container is attached to the stage and filled with

molten gelatin in M9 solution at the desired concentration. Once the gel sets, individual worms are

placed within the gel and recorded while they are in the field of view and in focus in all cameras.

N2 C. elegans worms were grown at 20oC and maintained under standard conditions [33]. Worms were

age-synchronised by placing 3-10 young-adult worms on a fresh NGM plate with 150µl OP50, and removing

them after 24 hours, leaving only the eggs. The recording of worms started 48 hours later and lasted up to 8

hours. Thus, worms were within the young-adult to adult age range. A total of 8 hours of locomotion data

was recorded. The total duration per gel concentration is summarised in Table 4. Prior to recording, the

volume is calibrated using photogrammetry to solve for the lens distortion and camera geometry (Fig. 4A)

[288]. To calibrate the volume, at the beginning of each experiment I took snapshots of a calibration slide

in the molten gel, captured from all cameras simultaneously (Fig. 4B-C). This was used to obtain camera

models that describe intrinsic and extrinsic camera properties (see section 3.3).
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Figure 4: Camera calibration and imaging of C. elegans in a volume
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Figure 4. A. The pinhole camera model, describing the projection of a point in lab coordinates

(Xw,Yw,Zw) onto the image plane (u, v) of a camera positioned at the origin of the lab coordinate

system (Xc,Yc,Zc) with principal point (Cx,Cy). B. An asymmetric grid pattern is used to calibrate

the volume. C. Calibration is done by mapping corresponding grid points across cameras to 3D lab

points. D. An example frame of a worm imaged by three cameras simultaneously.

After a standby period of three hours to let the gel set and reach room temperature, individual worms

were picked using a platinum wire and placed inside the gel (Fig. 4D). The recording of a worm started after

at least 30 seconds to let it settle, and continued as long as the worm was in the field of view and in focus
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in all three cameras. Video duration ranged from 10 seconds to 20 minutes. Importantly, the setup must

remain fixed throughout the experiment, as any change to the position of the cameras or the scene would

require changes to the camera models. The complete imaging protocol is attached as supporting information.

Once a recording of the worm is obtained, it is processed through the reconstruction and analysis pipeline.

This includes the reconstruction of the worm’s 3D posture in all frames, behavioural annotation and feature

extraction (Fig. 5).

Figure 5: 3D midline reconstruction and feature extraction
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Figure 5. A. The 3D reconstructed midline projected onto the camera views. The midline is shown

from head (blue) to tail (yellow). B-D. The 3D midline colour-coded for body coordinate (B), ab-

solute curvature (C) and distance from the principal plane fitted to posture using the singular value

decomposition (svd) method (D). E. A summary of the workflow.
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3.3 Camera calibration

In order to reconstruct the precise shape of the worm in the 3D lab coordinate system, the cameras must be

calibrated. This means that for each camera we construct a model that describes its intrinsic and extrinsic

properties, which contains information about the position and relative orientation of the cameras, as well as

different types of distortion. This step is crucial for matching 3D points in lab space to their projection onto

the cameras.

Here I used the pinhole camera model which describes the relationship between 3D points in the lab

coordinate system and points projected onto the image plane [288]. The model approximates real pinhole

camera models by assuming that their aperture is infinitely small, meaning that each point in the 3D scene

is mapped to exactly one point in the image plane. In real cameras, the aperture has a finite size, and thus

multiple light rays from a single 3D point are mapped to multiple points in the image plane, resulting in

some blur.

The first step for obtaining the camera models is to sample the volume using a pattern of known shape

and size. We use an asymmetric grid pattern that allows us to identify individual grid points uniquely from

both sides of the grid (Fig. 4B). This is necessary to match projected points that correspond to the same

point in 3D space. The grid pattern is printed on a thin photographic film (0.18mm thick) and glued between

two coverslips (18x18x0.15mm) used to flatten the film. To sample the volume, we take approximately 250

snapshots of the calibration grid in different orientations from all cameras simultaneously (Fig. 4C). The

large number of images is to ensure a large enough sample size, considering that the detection of the pattern

in some images might fail due to poor image quality (e.g., out-of-focus, noise and sharp tilting angle).

Following the acquisition of the calibration images, the grid points are detected and indexed. Then, an

indexed list of 3D coordinates from all calibration images is fed into an OpenCV 3D calibration toolbox,

which was adjusted for our custom calibration pattern by Tom Ranner from our group [289]. This results in

a model that describes the intrinsic and extrinsic (Eq. 3.1- 3.5) properties of each camera, and that can be
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used to project 3D points in lab coordinates onto the camera views, and vice versa.

I =


fx 0 Cx

0 fy Cy

0 0 1

 (3.1)

where fx and fy are focal length in x and y, and Cx and Cy are the x and y coordinates of the principle point.

E =


r1,1 r1,2 r1,3 tx

r1,1 r1,2 r1,3 ty

r1,1 r1,2 r1,3 tz

 (3.2)

where ri,j form the rotation matrix that projects 3D points onto the camera view, and ti form the translation

vector.

D = (k1, k2,p1,p2, k3) (3.3)

xdistorted = x(1 + k1r2 + k2r4 + k3r6) + 2p1xy + p2(r2 + 2x2) (3.4)

ydistorted = y(1 + k1r2 + k2r4 + k3r6) + p1(r2 + 2y2) + 2p2xy (3.5)

where ki and pi are radial and tangential distortion coefficients, respectively. xdistorted and ydistorted are the

distorted coordinate in the camera’s coordinate system. The indices of the coefficients correspond the order

of approximation. Higher-order approximations and other types of distortion exist, but are not considered

in this work.

3.3.1 Detection and indexing of calibration grids

To obtain camera models using the calibration images, grid points must first be detected and indexed. This

involves separating the grid points from the background of the image and finding their centre coordinates,

followed by the the assignment of a unique index to each point consistently across all images and cameras.

The high variability in contrast and focus across images, as well as noise and non-grid features, make it

harder to formulate a general and robust set of rules for the detection of grid points. Moreover, since the
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images contain a pattern projected from 3D, grid points appear elliptic rather circular and vary in their

radii due to both tilting angle and distance from the camera. Examples of non-grid features include glue,

glass cracks, dirt, the boundary of the film, and the tweezers used to hold the slide during image acquisition

(Fig. 6A, yellow arrows in the top row).

Here, I used a convolutional neural network (CNN) to label grid pixels in noisy calibration images using a

combination of synthetic and experimental examples (Fig. 6A, top row). This allows to capture and generalise

complex relationships between image features without the need for hand-crafted rules. The architecture of

the CNN is based on SegNet that was designed for semantic segmentation problems with a small number of

examples [281]. The last layer of the network is a pixel classification layer that uses the cross-entropy loss

function to classify pixels into the pre-defined classes (Table 1). For our specific grid pattern, I defined three

feature classes: solid grid points, hollow grid points, and background (Figs. 4B and 6A, middle row).

Synthetic training samples were generated by augmenting a model grid image (Fig. 4B). Augmentation

included 3D rotations, size scaling, translation, blurring and random image enhancement (Table 1 and

Fig. 6A, top row, leftmost panel). Experimental samples were generated using a custom binarisation and

labelling algorithm, and were augmented using 2D rotation, translation, mirroring and size scaling (Table 1

and Fig. 6A, top row, column 2-6). Importantly, the parameters in this custom labelling algorithm had to

be manually adjusted for different images. This stresses the need for a more general and robust solution that

does not require manual parameterisation.

While the synthetic dataset is useful for generalising for grid size, position, orientation and blurriness, the

experimental dataset is necessary to calibrate the CNN model for setup-specific features that are difficult

to generate synthetically (Fig. 6A, top row). Here, a total of 1085 samples was used to train the CNN.

Of these, 500 were synthetic samples generated by augmenting the model grid, and 585 are experimental

images, generated by augmenting 39 labelled images. 20% of the dataset was used as a validation set and

the rest was used for training.

The CNN was trained to label pixels of grayscale images as solid grid points, hollow grid points, or

background (Fig. 6A, middle row). Importantly, classes were weighed unevenly to account for the imbalance

in pixel frequency across classes, as the full pattern contains 192 solid points, only 4 hollow points, and a
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significantly higher number of background pixels (Fig. 6A, middle row and Table 1).

The CNN successfully labelled synthetic and experimental images from the validation set, as well as

experimental images taken from experiments that were not included in the training and validation sets.

Importantly, the CNN labelled pixels such that points are more likely to be separable, and deals well with

high blurriness, sharp angles and non-grid objects in the image (Fig. 6A, middle row).

Parameter name Value

Dataset

Original image size 2048x2048px
Size of input images 1024x1024px

Number of synthetic samples 500
Number of labelled experimental images 39

Number of experimental samples (augmented) 585
Random translation upper bound 600px
Random 3D rotation upper bound 70◦

Random size scaling upper bound 10%
Blur length and angle upper bounds [10px,360◦]

Random background enhancement range (8-bit) [50,150]
Standard deviation of random Gaussian noise 0.01±0.001

Network

Number of filters 64
Filter size 3

Encoder depth 3
Number of convolution layers (per encoder) 2

Loss function cross-entropy

Training

Solver adam
Class weights (solid, hollow, background) [14,340,1]

Number of epochs 100
Mini batch size 256

Initial learning rate 0.001
Learning drop rate 0.5

Learning rate drop period 10 iterations
Dropout probability 0.8

L2 regularisation 0.0001
Test set ratio 0.2

Table 1. Parameters for setting up and training a convolutional neural network for labelling
calibration images. Image blurring was applied using the MATLAB function “fspecial” with
the parameter “motion”. Noise was added using the MATLAB function “imnoise” with the
parameter “gaussian”.

Following the detection and classification of grid points, they are indexed using a custom algorithm that

I developed, based on our grid model and guided by the hollow grid points (Fig. 6A, bottom row). Only

images in which exactly four hollow points were detected are indexed, otherwise, the image is excluded from

further analysis. In cases where some grid points are missing, the indexing algorithm skips them without

affecting the indexing of other points (Fig. 6A, see yellow arrows in the bottom row).
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Finally, the indexed list of grid point coordinates is used to obtain camera model parameters using an

external OpenCV library, adjusted to our custom model grid by Tom Ranner from our group (the source

code is available as supporting information) [289].

3.3.2 Camera model refinement

Since calibration images are taken in the molten gel, but worms are recorded only once it has set, changes

in the structure of the material might cause a discrepancy between the camera models and the actual scene,

resulting in a larger error when mapping 3D points to 2D points across cameras. Optical changes to the

properties of gelatin may be due to changes in the refractive index of the material during cooling and

polymerisation [290]. Indeed I found that for a given set of camera models, the error for worm points is often

larger compared to the error of the calibration grids (Fig. 6B). Bundle adjustment methods are commonly

used to refine camera model parameters by using features in the image to minimise the calibration error

[288, 291, 292].

Given the unique features of our problem, I developed a custom bundle adjustment algorithm that uses

worm points to refine extrinsic camera model parameters. The algorithm uses points from 2D midline an-

notations from multiple frames to refine the camera position and orientation by minimising the distance

between the projection of 3D triangulated midlines and their corresponding annotations. Importantly, al-

though all worm points from all midlines are used simultaneously to refine the camera model, each 3D midline

is paired with its corresponding annotation. This is in contrast to common bundle adjustment algorithms

that typically search for a global match without indexing features or partitioning them into sub-groups.

Furthermore, in our recordings the head and tail are the only identifiable features that can be localised to a

single point, thus they are optimised in a one-to-one manner. Since the head and tail are at the endpoints

of the worm’s midline, they are particularly important for obtaining the correct scale, and are thus given a

higher weight in the optimisation.

The method requires midline annotations from a few selected frames (3-10) and typically results in an

error ≤ 1 pixel (Fig. 6C-D). The frames are selected such that the shape of the worm, and its end-points in

particular, are clearly visible in all cameras. 2D midline annotations are first obtained automatically using a

pre-trained CNN (not shown) and can then be manually corrected using a custom annotation tool (see section
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3.7). The optimisation is based on a hill climbing approach [293] (see section 3.4.2 for more details on hill

climbing methods), such that extrinsic model parameters a perturbed using uniformly-distributed random

noise, and the distance between 3D projected points and their corresponding annotations are minimised

(Fig. 6C-D). During this process, the coordinates of the 3D points are optimised too, to ensure that the error

stems from model parameters only, and not from shifts in the position of 3D points.

Figure 6: Grid detection and indexing, camera calibration and camera model refinement

Figure 6. A. Examples of input calibration grid images (top row), CNN-based grid-labelling (middle

row) and grid indexing (bottom row). In the middle row, pixels that belong to solid grid points are

marked in blue and to hollow grid points in red. The leftmost column shows a synthetically generated

image, and the rest of the columns show images taken from an experiment from which no images

were included in the training set. The indexing of the pattern (shown as a colour map in the bottom

row) is consistent across images and cameras. The green arrows in the middle row show examples

of successful CNN classification, and the yellow arrows show false positives or missed points. The

yellow arrows in the bottom row show unindexed grid points. B-C. Projections of 3D midlines onto

the cameras views before (red) and after (green) camera model refinement. D. The mean reprojection

error (in pixels) during the optimisation process for each of the midlines in C. The black line shows

the average error across all midlines.
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3.4 3D midline reconstruction

To study the dynamics of motor behaviour in 3D environments, I reduced the shape of the worm to its

midline, represented as a set of 3D coordinates, ordered from head to tail. Tracing and tracking the midline

in clips recorded in a range of environmental viscoelasticity can be used to perform postural analysis and

study locomotion dynamics in a volume under different mechanical constraints.

The precise position of the head and tail points is often hard to detect in image data due to the higher

transparency of the worm itself in those regions, resulting in low signal-to-noise ratio. The precise shape of

the head of the worm is particularly important in this work which focuses on head control that underlies

3D pattern generation. Accurate detection of the shape and dynamics of the head will enable a better

characterisation of 3D gaits and their underlying neuromechanical control mechanisms.

Thus, the 3D midline reconstruction problem was broken down into two parts. First, the head and tail

points are detected and tracked in 3D throughout the entire clip, and only then the full 3D midline is traced

while constrained at the end-points. Not only that this approach provides precise detection of the head and

tail, it also simplifies the midline finding problem and ensures its convergence.

While other methods exist for 3D midline finding in multi-camera recordings [294], I chose to develop this

method for two main reasons. First, the separate detection of the end-points provides a custom solution that

focuses on accurate head detection that is particularly important for this work. It also constrains the midline

finding algorithm and ensures its convergence. Second, both end-point and midline finding are based on a

tracking approach that uses time information to track worm features from one frame to the next. Using the

shape, position and orientation of the worm in each frame as a template for finding the midline in the next

frame is particularly important for resolving shape ambiguities, such as 2D loops and head/tail directionality.

3.4.1 A compact deep learning method for 3D point detection successfully tracks C. elegans

head and tail

To detect the precise position of the head and tail points in 3D space, I trained a convolutional neural

network (CNN) and applied it to 3D recordings of C. elegans locomotion. Head points were annotated in
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lab coordinates using a custom 3D annotation tool (Fig. 7A and Section 3.7). Frames for annotation were

selected from different recordings and gelatin concentrations to generalise for signal-to-noise ratio and worm

size and speed. The network predicts the {dx,dy,dz} translation of head position from one frame to the next,

given a multi-channel image where each channel corresponds to a different camera (Fig. 7F).

Here, the 3D scene is represented as a compact 3D grid space that corresponds to a small neighbourhood

of the head (or tail) point. The grid space is defined using three orthogonal 2D grids oriented in parallel

to the idealised camera orientations (Fig. 7B). The position of the head in the previous frame is implicitly

encoded as the centre point of the grid space, and the CNN is designed to predict the {dx,dy,dz} translation

from its centre to the head point in the current frame. To generate input samples for training, an annotated

head point is first positioned at the origin of the grid space (Fig. 7C). Then, uniformly-distributed random

noise is added to shift the centre point from the origin of the grid space (dashed square in Fig. 7C and

Table 2). This is done to simulate the head position in the previous/next frame. Next, each 2D grid is

projected onto its camera view to extract pixel values (Fig. 7D-E). This results in an RGB image that

contains pixel information in lab coordinates from a small neighbourhood of the head point in all cameras,

and its centre point encodes the head point in the previous frame (Fig. 7F and Table 2).

Note that the RGB image does not contain pixel information from other frames. Instead, it implicitly

encodes time information by being centred at the head point of the next/previous frame. The CNN uses the

RGB image as an input sample, and the output is a vector of three real numbers that encodes the {dx,dy,dz}

translation (in mm) from the centre of the 3D grid space to the position of the head point. This provides a

tracking tool in lab coordinates that is independent of the global position of the worm in the volume. The

purpose of using uniformly-distributed random noise to simulate the head point from a neighbouring frame is

to avoid any bias for the direction or speed of head motion (Fig. 7C, dashed squares). Importantly, the upper

limit for the maximum random noise must be smaller than the size of the grid space (Fig. 7B-C, dashed

and solid squares) to ensure that the sample contains context for prediction (for example, if the head point

is on the boundary and the rest of the worm’s body is outside). The lower limit (of the maximum random

noise size, dashed squares in Fig. 7C) is the maximum possible distance travelled by the head point from

one frame to the next. Thus, it depends both on worm speed (that varies across gaits and environments)

and on the frame rate of the recording.
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Figure 7: A compact method for 3D point tracking using convolutional neural networks (CNN)
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Figure 7. A. An example of a 3D head point annotation projected onto the camera views. B. A 3D

grid space made of three orthogonal planar grids is used to represent the compact 3D space in lab

coordinates. Each planar grid corresponds to a different camera view. C. Training samples are gener-

ated by randomising the position of the target (annotated) point in all directions (x,y,z) independently

and uniformly, and centring the 3D mesh (B) around that point. The solid squares show the bound-

ary of the projected grids, and the dashed squares show the boundary of the uniformly-distributed

random noise. D-F. Once the 3D grid (B) is centred around the randomised point, each planar grid

(D) is projected onto its corresponding camera view (E), and each projected point is rounded to the

nearest integer for pixel value extraction (dots). Finally, the extracted matrices of pixels values are

stacked to form a multi-channel image, with each channel corresponding to a different camera (F).

The resulting multi-channel image is used as an input sample to the network, with its centre point

corresponding to the reference (randomised) point in 3D. The output (response) is a vector of three

real numbers, corresponding to the {dx,dy,dz} translation (in mm) from the 3D reference point to

the target head point. Each sample is further augmented by applying camera permutation, reflection

and random image enhancement (not shown). G. Error distributions with mean of 0.025±0.016mm

for the test set (orange, 272 samples augmented 50 times each), and 0.017±0.012mm for the training

set (blue, 618 samples augmented 50 times each). The frames used for the test set were taken from

clips from which no frames were used for training.
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The CNN is based on a standard architecture of stacked convolution and ReLU layers [280]. Its last layer

is a regression layer used for predicting real numbers (as opposed to classification problems) and its loss is

defined as the mean-squared-error function (Table 2) [280].

The CNN was trained using head annotations from 618 frames taken from different recordings and gelatin

concentrations. In addition to the randomisation of the annotated head points, the dataset was augmented

by axes permutation and reversing to generalise for the orientation of the worm relative to the cameras, as

well as by applying random image enhancement. Overall, each head annotation was augmented 100 times.

20% of the dataset was used for validation during training. 272 annotated frames from clips from which no

training frames were taken, were used as a test set (Fig. 7G). The network was then used to track the head

point in full clips containing thousands of frames each (Fig. 8A-G). This includes frames where the the head

region is blurry or occluded by other body regions (Fig. 8C-G). Though trained using head annotations only,

the network successfully tracks both head and tail (Fig. 8H-M). Importantly, head and tail were tracked

simultaneously without confusing them, apart from rare unresolvable cases where they were in the same

neighbourhood in all three views (Fig. 8J,L,M).

Parameter name Value

Dataset

Grid size in mm (1/3.5)x(1/3.5)x3 mm
Grid size in pixels 79x79x3 px
Random noise size ±0.09mm

Random enhancement range [0.5,0.6]
Augmentation (per frame) x100

Network

Number of filters 128
Filter size (first convolution layer) 7

Filter size (hidden layers) 3
Number of hidden layers 5

Loss function mean-squared-error

Training

Solver adam
Number of epochs 10

Mini batch size 256
Initial learning rate 0.001
Learning drop rate 0.9

Learning rate drop period 50 iterations
Dropout probability 0.8

Test set ratio 0.2
Table 2. Parameters for setting up and training a convolutional neural network for 3D point
tracking.
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Figure 8: 3D head and tail tracking
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Figure 8. A. A pre-trained convolutional neural network (CNN) predicts the 3D translation from

a reference point from a neighbouring frame (black) to the target point (red). B-G. Examples of

projected 3D head points (red dot) predicted by the CNN. The yellow arrows show cases where the

target point is close to another body region (C-D), where the signal is blurry (E), and where the

target point is occluded by another body region (F-G). H-M. The CNN is used to track both head

(red) and tail (blue) points simultaneously and independently. The yellow arrows show cases where

the head/tail point is close to the body (I), where head and tail are close to each other in one view

(J,L,M) and where the head/tail point is occluded by another body region (K).
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3.4.2 3D midline tracking

To reconstruct the shape of the worm over time in 3D recordings of its locomotion, I developed a hill climbing

algorithm for 3D midline tracking. Hill climbing is an optimisation method that uses small perturbations

to a system’s state repetitively, starting from an initial state and using local information to find a global

maximum (or minimum) [293]. The optimisation policy is a loss function used to compute the error of

random solutions. The error is minimised by repetitively selecting the best solutions and using them as an

initial state for the next iteration.

Here, I used this technique to track the shape of the worm using the 3D midline in each frame as the

initial state for the optimisation in the next frame. Importantly, the midline was discretised to a set of points

ordered from head to tail, and the worm’s body geometry was approximated as a cylinder. This allowed to

apply perturbations to midline points in the worm’s (rather than the image) coordinate system, using the

tangential and radial directions with respect to its midline (corresponding to the centreline of the cylinder).

The optimisation policy includes the mean pixel value of the neighbourhood of each point, the overlap of

those neighbourhoods, as well as the total arc-length of the worm. This method was used in combination

with head and tail tracking (see section 3.4.1), such that head and tail were first detected in all frames, and

then the midline was tracked while fixed at the end points.

Given an initial 3D midline, a pool of random midlines is generated by adding uniformly-distributed

random noise to the position of the points in the tangential and radial directions (Table 3). A pixel score is

then computed for each midline by projecting it onto the camera views and extracting pixel values using a

square mask centred at each projected midline point. The total pixel score is obtained by averaging mask

pixel values across midline points and cameras. In each iteration, the midline assigned with the highest score

is used as a template for the next iteration and the process repeats until either a predefined score threshold

or a maximum iteration number is reached (Table 3). The upper limit for the random noise decreases and its

resolution increases with iteration number to allow for finer optimisation as the midline gradually converges

to the shape of the worm (Fig. 9A-F). Finally, the resulting midline is used as a template for the next frame,

and the process repeats until the last frame is reached.

Using only the mean pixel value for the optimisation policy often results in midline points concentrating
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at regions of higher pixel values. To avoid that, overlapping mask pixels of different midline points are only

counted once. This adds an implicit penalty to the optimisation policy that makes it preferable for the

midline to spread and cover more pixels, rather than to only maximise the mean pixel value (Fig. 9B,E,F).

In addition, to control the length of the midline, the ratio between the total arc-length of a random midline

(Li) and a reference value (L0) is constrained by including it in the optimisation policy (1− |(1− Li

L0
)|).

Constraining the smoothness of the midline and the order of its points is necessary to maintain a worm-like

shape during the optimisation process. These were not included in the optimisation policy, but were instead

enforced by smoothing and equidistantly-distributing the midline in each iteration.

Apart from the head and tail, our recordings do not contain identifiable worm features that can be

localised to a single point (such as the vulva and body wall muscles). This stresses the importance of using

a tracking approach that preserves postural information from one frame to the next, and constrains the

optimisation process to small deformations of the template midline (Table 3). In particular, optimising the

midline using the worm’s coordinate system (approximated as a cylinder) allows to perturb midline points

in the tangential and radial directions independently. The maximum tangential shift to each point must be

smaller than half the 3D euclidean distance from its neighbours to maintain their order across iterations, and

is dependent on the worm length and the discretisation of the midline (i.e., the number of midline points). In

contrast, perturbations in the radial direction only depend on the motion of the worm. Altogether, tracking

the worm’s shape in lab coordinates and optimising its midline in its own coordinate system using integrated

information from all cameras simultaneously, ensures that matching 2D points across cameras correspond

to the same position in 3D. This was crucial for resolving postural ambiguities, such as loops and overlaps

between different body regions (Fig. 9C and 9E).

This method was combined with head and tail tracking (see Section 3.4.1). First, the head and tail were

detected in all frames, and then the midline was found while fixed at the end-points. This combination

makes the optimisation process significantly more robust and faster, as it reduces the degrees of freedom for

the midline’s shape and position, and keeps its arc-length stable. This two-step approach also significantly

simplifies validation, because once the end-points have been validated and fixed, the midline is highly con-

strained and rarely requires correction. This approach was used to track the worm’s midline in clips recorded

in a range of gelatin concentrations, each including thousands of frames (Fig. 9A-F and Table 4).

67



Figure 9: 3D midline reconstruction
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Figure 9. A-F. Examples of reconstructed 3D midlines (rightmost column), from head (blue) to tail

(yellow), and their projection onto the camera views (column 1-3). For the 3D midline, a fitted PCA

plane is shown (see Methods section). The midline finding algorithm is able to resolve the shape

of the worm including cases of convoluted postures and 2D self-occlusions. The algorithm uses the

CNN-derived end-points as a constraint for the midline optimisation (see Figs. 7 and 8).
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Parameter name Value
Maximum number of iterations 200

Number of random midlines 100
Number of midline points 36

Smoothing parameter 0.05
Midline point mask size 5x5 px

Maximum noise size (tangential) 0.002mm
Maximum noise size (radial) 0.002mm

Table 3. Parameters for 3D midline tracking.

3.5 Imaging of worms expressing a fluorescent marker in body wall muscles

As a complementary approach to 3D imaging, I used 2D imaging of a volume containing wild-type worms

that express GFP and RFP in body wall muscles, in order to observe the worm’s internal coordinate system

during different motor behaviours. This was done using a 35mm microscopy dish with a #1.5 coverslip

bottom. First, molten gelatin was poured into the dish, then 10-20 young-adult worms were placed inside

the gel and a coverslip was placed on top. I used the strain TOL43 (aatEx25 [myo-3p::nls::RCaMP2; myo-

3p::nls::eGFP; pha-1(+); pha-1(lf)e2123 III]) that expresses GFP in the cytomplasm and RCaMP in the

nucleus of body wall muscles. The strain was provided by the Haspel lab (NJIT). Note that this strain is

genetically, but not phenotypically, distinct from the N2 strain. These recordings were used for a qualitative

characterisation of the worm’s internal twist and rolling during different behaviours (see Figs. 20 and 21).

3.6 Collected and analysed 3D data

I recorded a total of 8 hours of 3D locomotion data and obtained midline reconstruction for a total of 1.7

hours (Table 4). Some of the analysed data for concentrations 2% and 4% were obtained by Robert Holbrook.

The choice of clips to analyse was based on the quality of the recordings (mainly the focus of the worm) and

the calibration error.
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Gelatin Conc. (%) Recorded [h] Analysed [min] Elastic Modulus (G’) [Pa]
(# of clips) (# of clips)

1 1.66 (51) 22 (15) 4
1.25 1.97 (33) 7 (9) 11
1.5 1.42 (31) 13 (6) 13
2 1.53 (27) 2 (1) 100
3 1.25 (27) 4 (2) 300
4 0.37 (6) 4 (2) 600

Table 4. The table shows the total duration of recorded and analysed data (in hours). The
numbers in parentheses indicate the number of clips recorded, that roughly corresponds to the
number of different worms recorded. The data for 2% and 4% includes recordings by Robert
Holbrook. The values for the elastic modulus (G’) corresponding to gelatin concentration
are taken from [73].

3.7 3D worm tracker (3DWT): A tool for annotation, calibration, reconstruc-

tion and analysis of 3D locomotion

I developed an interactive tool with a user-interface for the analysis of multi-camera recordings of C. elegans

locomotion. The tool contains all the functionalities described in this chapter including image enhancement,

3D calibration, and 3D point and midline annotation and tracking. In addition, the tool contains different

post-processing options for the analysis of posture and trajectory dynamics (for example see Figs. 10-17).

The tool was tested using three-camera recordings, but can be used with any number of cameras and other

worm-like animals.

For each analysed recording, a single project file (.mat) is generated that stores its data (e.g., camera

models, annotations and midline reconstructions) and meta data (e.g., experimental details, software version

and user information). Since video files are typically large, only their path is saved into the project file

in order to keep its file size small (typically up to 10MB). The format of the project file supports storing

data for multiple recordings and can be loaded into the software. This is useful for performing statistical

comparisons across data sets (e.g., gelatin concentrations, age or worm strains).

The source code of the tool and a user manual, as well example project files are available as supporting

information.
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3.8 Discussion

3D imaging

In this chapter I presented a novel multi-camera system for 3D imaging of C. elegans locomotion. We

have used this setup to record young-adult hermaphrodite worms across a range of gel viscoelasticity at

25Hz. The setup is well-suited to extend locomotion data from assays that are conventionally done in planar

settings, such as navigation (e.g., chemotaxis), optogenetics and testing mutant strains. These can be used

to study the nature of C. elegans locomotion in a volume and its underlying neuromuscular mechanisms and

biomechanics.

As with any other imaging system, this system too has limitations. Using three cameras helps resolve

shape ambiguities that cannot be resolved using two cameras only. However, some cases cannot be resolved

by adding more cameras. This includes cases in which the worm loops on itself, and the identification of

the worm’s intrinsic coordinate system. As a complementary approach, I used 2D fluorescence imaging of a

volume containing worms that express GFP in body wall muscles. While this can be used for a qualitative

analysis of the worm’s intrinsic coordinate system during different behaviours, future work may attempt to

combine 3D imaging with fluorescence imaging in order to quantify the correlation between worm shapes its

intrinsic coordinate system.

The maximum magnification in this setup is 7x, bounded by the specifications of the lens. This gives a

field of view and depth of focus of approximately 1cm3 and 1cm, respectively. Lower magnifications may be

used to capture longer trajectories in larger volumes, although resolving the posture might become harder

due to the lower resolution. The maximum acquisition rate is 40Hz, as at higher rates the synchrony across

cameras cannot be guaranteed. While I recorded all videos at 25Hz, higher acquisitions rates may be used for

faster gaits that are more common in low gelatin concentrations (typically ≤2%, corresponding to G’≤ 100

Pa, see Table 4).

Calibration

The calibration of the volume is used to obtain camera models that describe intrinsic and extrinsic camera

and lens properties. This allows to map points in camera pixel space to points in 3D lab coordinates, and

to accounts for different types of optical distortion resulting from intrinsic camera and lens properties. In
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particular, the camera models were used for head/tail and midline tracking, in order to match corresponding

points across cameras (see section 3.4).

I used a square calibration slide with an asymmetric grid pattern that includes both filled and hollow

circles (Fig. 4B). The method that I developed for the detection and indexing of the grid pattern is scale-free

and can be used to analyse other grid patterns with different number of points, point classes, and even

different shapes (e.g., triangles). The use of a mixed set of synthetic and experimental training examples

makes it easier to adjust the method to different patterns and imaging setups as it requires a small number

of annotations (see section 3.3.1).

Here, camera models are based on calibration images taken in the molten gel, while worms are recorded

only after the gel has set. This causes a small, but significant difference to the optical properties of the

scene that increases the calibration error and may result in the failure to map corresponding points in the

image projections to 3D points in lab space. This discrepancy may be due to changes in the refractive index

of the material during solidification [290]. To account for these optical changes during gel solidification, I

developed a custom bundle adjustment algorithm for refining camera model parameters. While I only used

it to refine extrinsic model parameters, it can also be used to refine intrinsic model parameters. The method

uses 2D midline annotations that were obtained semi-automatically (using a CNN and manual correction of

its result) in order to refine the camera models (typically 3-10 midlines are required to obtain a calibration

error ≤ 1 pixel). Future work may attempt to fully automate this step, and test whether obtaining a higher

number of midline annotations of lower quality can be used to achieve a similar calibration error.

3D point and midline tracking

The problem of finding the worm’s 3D midline was broken into two parts. First, the head and tail points were

detected throughout an entire clip using a pre-trained convolutional neural network (CNN), and then the

midline was found using a hill climbing optimisation method while constrained at the end-points. This two-

step approach provides a method for precise detection of the head and tail regions, and significantly simplifies

the midline finding problem and guarantees its convergence. Importantly, both methods use time information

and track points in 3D lab coordinates. The 3D point-tracking algorithm uses a small neighbourhood of

the target point (head/tail in the current frame) centred around a reference point (corresponding to the
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head/tail point in the previous/next frame). The midline-tracking algorithm uses the midline in each frame

as a template for its optimisation in the next frame. Time information is implicitly used by constraining

the change to the position of points from one frame to the next (Table 3). This was important for resolving

shape ambiguities such as head-tail directionality and loops (see Fig. 9B-F).

Both point- and midline-tracking fail when there is no sufficient information in all views to resolve a

shape ambiguity, for example, when the neighbourhoods of the head and tail overlap in at least two views,

or when a region of the projected worm is occluded by another region in at least two views. Such cases were

rare and were corrected manually using a custom 3D annotation tool (see section 3.7).

The CNN used for 3D point-tracking is not C. elegans-specific and can be applied to other features in

other animals and scales, and can also be used with any number of cameras. Its definition of the input and

output is suitable for time-lapse tracking as it implicitly encodes time information and uses the relative,

rather than absolute positions of the reference and target points. The method is compact in the sense that

it reduces the 3D space (N×N×N, where N is the number of points in each dimension of the discretised

volume) to a set of planar grids, stacked to form a multi-channel image where each channel corresponds to a

different camera (N×N× C, where C is the number of channels, which equals to the number of cameras).

This significantly reduces the size of the input, as well as training and prediction time. Furthermore, using

only a small neighbourhood of the target point, rather than the entire recorded volume, also reduces the size

of the input and excludes irrelevant and misleading information in other image regions, resulting in a more

stable and reliable tracking. In particular, it allows tracking of multiple target points (e.g., head and tail)

independently without confusing them (Fig. 7).

For midline tracking, the initial 3D midline for each clip was obtained by triangulating a 2D annotation

of a single frame (one midline annotation per camera), and then tracked in 3D for all other frames. Using

the midline in each frame as a template for the next was important for the finding the correct shape of the

worm, as optimisation algorithms, and hill climbing methods in particular, are sensitive to the initial state.

In addition, perturbing the midline using the worm’s, rather than the image coordinate system allows to

control the movement of points in the tangential and radial directions independently. This was important

since worm points move at different speeds in the tangential and radial directions. Moreover, the movement

in the tangential direction must be restricted to maintain the order of the points and depends on the total
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arc-length of the worm and the choice of the number of points to represent the midline (Fig. 9).

There are a few factors that may cause the detected 3D midline to deviate from the worm’s actual

centreline or from the 2D centreline in the projections. First, since the worm’s anatomy is not uniform in

the radial direction, pixel values in the projections are not uniformly distributed and may bias the midline

towards higher pixel values (for example see Fig. 9A). Second, errors in the camera model may result in 3D

points projected onto slightly different locations on the worm’s body in different cameras. In addition, the

smoothness and total-arc length constrains are used to maintain a worm-like shape with a stable length.

However, these constrains may cause local over-smoothing of the midline (for example see Fig. 9B). One

possible reason for this is that the length of the actual worm is not fixed and may change as the worm bends

and unbends. While the optimisation policy does allow the total arc-length to vary, it does not explicitly

define the relationship between length and local curvature. Thus, in some cases, local over-smoothing (and

thus shortening) may be favourable over a longer and more curved midline (for example see Fig. 9E). This

may be addressed in future work by modifying the policy to explicitly constrain local curvature along the

midline, for example by defining a curvature threshold above which a penalty is given, while below the

threshold all curvature values are equally scored.
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4 Characterisation of C. elegans motor behaviour in 3D environ-

ments

In this chapter I use the data acquired in chapter 3 to characterise C. elegans locomotion in a volume. Key

features are extracted to quantitatively describe postures and trajectories. By observing those features using

custom 3D visualisation tools I identified and classified 3D locomotion patterns that have not been reported

in C. elegans to date. As a complementary method, fluorescent imaging of body wall muscles of worms

in a volume is used to resolve the orientation of the worm within its own intrinsic coordinate system (i.e.,

internal twist) and with respect to the lab coordinate system for each of the identified behaviours. This

analysis helps to link postures and trajectories to the neuromuscular control of those behaviours, which will

be discussed in chapter 5.

4.1 Introduction

While 2D locomotion has been studied extensively, typically on a 2% agar surface, 3D locomotion of C.

elegans received much less attention. While C. elegans exhibits some non-planar behaviours in planar

settings, such as head lifting [80, 81] and rolling in roller mutants [83, 84], its locomotion in a volume has

only started to be addressed in recent years. Since the worm naturally lives in non-planar environments, this

has limited our investigation of the worm’s locomotion and its underlying neuromechanical mechanisms.

Shaw et al. provided a proof-of-concept for the application of their custom light-field microscope (LFM)

for capturing the motion of young-adult C. elegans worms in a volume in 30 seconds clips. In addition

to worm shapes, they extracted locomotion parameters such as speed, planarity and undulation frequency.

Their analysis showed that both individual postures and posture sequences do not show significant non-

planarity. A representative posture sequence from a 30 seconds recording was shown to fit into a minimal

bounding box with a depth of 110µm, which is only slightly larger than the 80µm typical diameter of a

young-adult worm [33]. In order characterise postural dynamics, they constructed a 3D shape space of

fundamental postures (also called eigenworms) using principle component analysis (PCA). This was used to

show that four components from this PCA space are sufficient to account for 95% of the variance in their
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posture database [245]. This result was similar to a previous analysis of 2D locomotion [247].

In another study, Kwon et al. used a 3D imaging system to extract locomotion parameters, and compared

forward speed and frequency of undulations (referred to as curving rate in the paper) of worms in 2D and

3D environments. First, they found that the undulation frequency of worms in 3D is significantly higher

compared to 2D, while speed was unchanged. They suggest that the difference in frequency is due to

the additional degrees of freedom of postures in 3D. They next tested the contribution of the head to 3D

locomotion by looking at mutants with head-related defects. They found that vab-10 mutants, that are

defected in head muscles, show higher undulation frequency compared to wild-type, in both 2D and 3D

environments. They also tested eat-4 mutants that have defects in glutamatergic transmission and show

excessive head-lifting. However, the undulation frequency of those mutants was indistinguishable from wild-

type worms in both 2D and 3D. Finally, they examined mutants with defects in mechanotransduction to

assess the importance of sensory feedback in 3D locomotion. They found one DEG/ENaC mutant (mec-4 )

that showed higher undulation frequency in 3D, but not in 2D environments, compared to wild-type. They

also found a TRP mutant (trp-4 ) which showed higher forward speed in 3D compared to 2D (while there

was no difference in wild-type). These results suggest that mechanosensation plays a role in 3D locomotion

that is at least quantitatively different from 2D [244].

Finally, Bilbao et al. discovered a reorientation manoeuvre during burrowing and swimming in a volume

in data from [243]. In this manoeuvre, worms rotate their plane of undulations by approximately 90◦ within

a single undulation period. Their mathematical model and mechanical analysis predict that this rotation is

accompanied by a non-zero internal twist that propagates from head to tail. The authors suggest that this

3D manoeuvre is crucial for the nematode to explore large 3D environments [82].

While microscopy and computer vision techniques continue to improve, the characterisation of 3D lo-

comotion also requires the development of methods, metrics and models for the extraction and unbiased

description of meaningful features of 3D reconstructed worm shapes and trajectories. In addition, since 3D

data is often non-intuitive and difficult to interpret compared to 2D data, 3D interactive visualisation tools

play an important role in the analysis of such data, and help gain insights that can assist the identification

and characterisation of locomotion dynamics in 3D.
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4.2 Results

As a preliminary visual inspection of the data (see Chapter 3), I looked at worm shapes, as well as postural

and trajectorial dynamics. This included raw recordings and videos showing the 3D reconstructed midlines

over time and the corresponding kymogram of absolute curvature. I also looked at the trajectory of individual

midline points in short time intervals (typically 1-4 seconds), which I found to contain valuable information,

as it can be used to identify and distinguish different locomotion patterns. I use the term “microtrajectories”

to refer to short interval trajectories of a single point along the worm, to avoid confusion with centre-of-mass

(CoM) and long-term point trajectories. Microtrajectories were also colour-coded for different features such

as body curvature in order to link them to postural dynamics.

4.3 Four modes of forward locomotion in 3D environments

In recordings from high gelatin concentrations (typically 2% − 4%, corresponding to 100≤G’≤600 Pa, see

Table 4) the worm spends most of its time moving forward by propagating a dorsoventral body curvature

wave from head to tail with mean CoM speeds of 0.085±0.051 mm·s−1 (Fig. 19A). While speed is similar to

planar crawling, as shown by our lab in [209], in 3D, worm postures seem mostly non-planar and the worm

frequently (but not periodically) goes out of the plane by gradually reorienting its anterior part of the body

(Fig. 10A). In low gelatin concentrations (typically 1%− 1.5%, corresponding to 4≤G’≤13 Pa, see Table 4),

I found that the worm exhibits high frequency undulations with non-planar postures and low CoM speed. In

particular, I identified two forward locomotion patterns that account for most of the worm’s locomotion in

low concentration recordings. The first, Coiling, is best characterised by a circle-like microtrajectory, most

pronounced in the anteriormost third of the body, and low CoM speed. I observed this behaviour in both

clockwise (CW) and counterclockwise (CCW) modes (Fig. 11 and 12, respectively) which showed a slight

different in mean CoM speed (0.0703±0.026 mm·s−1 and 0.056±0.028 mm·s−1, respectively; see Fig. 19A)).

The second, Infinity, is best characterised by an eight-shaped microtrajectory, also most pronounced in the

anteriormost third of the body, with higher frequency undulations and lower CoM speed compared to Coiling

(0.038±0.024 mm·s−1, Figs. 13 and 19A). In comparison, planar swimming speed in similar environments

is approximately 0.4±0.1 mm·s−1, as shown by our lab in [209].
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In crawling behaviour, body and microtrajectory curvature are similar (Fig. 10B, see curvature scales).

However, in Coiling and Infinity, trajectory curvature is significantly higher compared to body curvature

(Figs. 11B, 12B and 13B). While the kymograms of absolute body curvature of crawling in 3D resemble

those of 2D crawling (Fig. 10C), the kymograms of Coiling and Infinity seem different with a less uniform

wave propagation (Figs. 11C, 12C and 13C). This may be the result of the combination of two curvature

waves that propagate posteriorly, in the dorsoventral and left-right directions. In addition, the frequency of

body curvature in Coiling and Infinity is significantly higher compared to crawling (Figs. 10D, 11D,12D and

13D).

Finally, Individual worms can do both CW and CCW Coiling, as well as Infinity and sometimes switch

between them abruptly. Turning manoeuvres and reversals were also observed, including Coiling and Infinity

reversals with wave propagation from tail to head. Turning manoeuvres and reversals are beyond the scope

of this current analysis and are not described further (see Discussion).
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Figure 10: Crawling
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Figure 10. A. Posture time-series. B. Microtrajectory at 25% body arc-length from the head, colour-

coded for time (left), trajectory absolute curvature (top-right) and posture signed curvature (bottom-

right). C-D. Kymogram (C) and frequency domain (D) of absolute body curvature.
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Figure 11: Clockwise coiling
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Figure 11. A. Posture time-series. B. Microtrajectory at 25% body arc-length from the head, colour-

coded for time (left), trajectory absolute curvature (top-right) and posture signed curvature (bottom-

right). C-D. Kymogram (C) and frequency domain (D) of absolute body curvature.
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Figure 12: Counterclockwise coiling
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Figure 12. A. Posture time-series. B. Microtrajectory at 25% body arc-length from the head, colour-

coded for time (left), trajectory absolute curvature (top-right) and posture signed curvature (bottom-

right). C-D. Kymogram (C) and frequency domain (D) of absolute body curvature.
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Figure 13: Infinity
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Figure 13. A. Posture time-series. B. Microtrajectory at 25% body arc-length from the head, colour-

coded for time (left), trajectory absolute curvature (top-right) and posture signed curvature (bottom-

right). C-D. Kymogram (C) and frequency domain (D) of absolute body curvature.
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4.4 Chiral trajectories emerge from postures with opposite chirality

Following the qualitative characterisation of the forward locomotion behaviours in a volume (Figs. 10-13), I

created an ontology dictionary with tags corresponding to different behaviours (see Methods section). I used

this ontology to annotate the entire reconstructed dataset and used it to extract behaviour-specific features.

To further characterise the data and to quantitatively describe each of the identified locomotion pattern, I

extracted key features from postures and microtrajectories. These include speed, curvature and chirality.

To describe the chirality of postures I projected each midline onto the plane perpendicular to the line

connecting the tail to the head (panel C in Figs. 14-17). Note that all projected head and tail points are at

the origin ([0,0]) of the projection coordinate system. For each posture I then computed the angle of each

projected midline point in polar coordinates (φ). The change in this angle from tail to head was defined as

posture chirality at each midline point (dφ). Panel E in Figs. 14-17 shows the change in this angle in polar

coordinates for the same posture time-series as in panel C. I next defined chirality for microtrajectories. This

was done by finding the centreline of each microtrajectory and projecting each of its points onto the plane

perpendicular to the local tangent of the centreline (panel D in Figs 14-17). The centreline was defined as

the average of body coordinates over time (see Methods). Similar to postures, the angle of each projected

microtrajectory point in polar coordinates was computed (θ), and the change in this angle was defined as

the chirality of the trajectory (dθ, panel F in Figs. 14-17).

To quantify the chirality of postures and microtrajectories over the entire dataset, I plotted the distribu-

tions of posture and trajectory chirality (Fig. 18A-B). Each data point for posture chirality was computed

using a sliding window of half body length, and microtrajectory chirality using a sliding time window of 0.25s

only along a short neck region (u=0.25±0.03, where u is body coordinate from head to tail, and the total

body arc-length is normalised to 1). Expectedly, crawling behaviours did not show any preferred chirality

for both postures and microtrajectories (Fig. 14E-F, 18A and 18B). Surprisingly, I found that in Coiling,

chiral postures generate microtrajectories with opposite chirality (Fig. 15E-F, 16E-F, 18A and 18B). Note

the smaller peaks for CW and CCW Coiling in posture chirality (Fig. 18A, orange and purple) that suggest

a small subset of postures and/or body regions with opposite chirality within each cycle (see Discussion).

For Infinity the matching between posture and trajectory chirality was less clear as the sample size of both
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sub-populations were similar (see Discussion).

Figure 14: Crawling - chirality of postures and trajectories
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Figure 14. A. a representative 3D posture and a plane fitted to it (grey). B. representative microtra-

jectory (u=0.25) and its centreline (black, see Methods section). C Projection of posture sequence

onto the plane perpendicular to the line connecting the head and tail. D. Projection of each micro-

trajectory point onto the plane perpendicular the local tangent of the centreline. E. Phase plane of

projected postures showing angles between body segments from tail (yellow) to head (blue). F. Phase

plane of projected trajectories. G-H. Body curvature (at u=0.25, G) and microtrajectory curvature

(at u=0.25, H) over time.
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Figure 15: Clockwise coiling
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Figure 15. A. a representative 3D posture and a plane fitted to it (grey). B. representative microtra-

jectory (u=0.25) and its centreline (black, see Methods section). C Projection of posture sequence

onto the plane perpendicular to the line connecting the head and tail. D. Projection of each micro-

trajectory point onto the plane perpendicular the local tangent of the centreline. E. Phase plane of

projected postures showing angles between body segments from tail (yellow) to head (blue). F. Phase

plane of projected trajectories. G-H. Body curvature (at u=0.25, G) and microtrajectory curvature

(at u=0.25, H) over time.
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Figure 16: Counterclockwise coiling
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Figure 16. A. a representative 3D posture and a plane fitted to it (grey). B. representative microtra-

jectory (u=0.25) and its centreline (black, see Methods section). C Projection of posture sequence

onto the plane perpendicular to the line connecting the head and tail. D. Projection of each micro-

trajectory point onto the plane perpendicular the local tangent of the centreline. E. Phase plane of

projected postures showing angles between body segments from tail (yellow) to head (blue). F. Phase

plane of projected trajectories. G-H. Body curvature (at u=0.25, G) and microtrajectory curvature

(at u=0.25, H) over time.
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Figure 17: Infinity
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Figure 17. A. a representative 3D posture and a plane fitted to it (grey). B. representative microtra-

jectory (u=0.25) and its centreline (black, see Methods section). C Projection of posture sequence

onto the plane perpendicular to the line connecting the head and tail. D. Projection of each micro-

trajectory point onto the plane perpendicular the local tangent of the centreline. E. Phase plane of

projected postures showing angles between body segments from tail (yellow) to head (blue). F. Phase

plane of projected trajectories. G-H. Body curvature (at u=0.25, G) and microtrajectory curvature

(at u=0.25, H) over time.
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In addition to posture and trajectory chirality, I computed extrinsic posture rotation and signed body

curvature in order to further characterise postural dynamics for each of the identified locomotion patterns.

Extrinsic body rotation was measured by fitting a plane to individual postures (using the SVD method,

see Methods section), and computing the signed change in angle between planes in consecutive time points.

This metric may be indicative of the rotation of the worm’s intrinsic coordinate system relative to the lab

(Fig. 18C). Signed body curvature was computed by changing the sign of each second peak in the graph

of absolute body curvature (Fig. 18D, see Methods section). This sign of the curvature may indicate the

separation between dorsal and ventral body bends (see Section 4.6).

The distribution of extrinsic rotation rate indicates that in Coiling, postures rotate at the same chirality,

but at half the rate, compared to trajectories (Fig. 18C). In addition, the average of signed body curvature is

highest for Infinity and lowest for Crawling, while CW and CCW have similar values in between (Fig. 18D).

Finally, to test whether the four identified locomotion patterns are indeed separate motor gaits, all four

metrics (Fig. 18A-D) were used to perform a cluster analysis that is unbiased and in particular independent

of manual annotation of behaviour. This was done using a PCA analysis, in which the input data points

are the mean and standard deviation of each annotated sub-clip, for each of the four metrics in Fig. 18A-D.

Plotting the data points in PCA space using the first two component (PC-1 and PC-2 in Fig. 18E) shows that

indeed data points for clips annotated for the same behaviour cluster together. To verify this, a Gaussian

mixture model was fitted to this 2D PCA space. This resulted in four distinct clusters that match the

classification by manual annotation (Fig. 18E, where ellipses show the clusters detected automatically by

the Gaussian mixture model, and the colours indicate manual annotation of behaviour.
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Figure 18: Statistical analysis of gait chirality and gait classification
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Figure 18. A. Distribution of rotation orientation (chirality) of projected postures. B. Distri-

bution of rotation orientation of projected trajectories of the neck region (u=0.25±0.03). C.

Rotation rate of the PCA plane fitted to individual postures (see Methods section), using a

time window of 0.5 seconds. D. Mean frequency of signed body curvature at u=0.25 ± 0.03.

E. PCA analysis and clustering of the four identified locomotion patterns using the met-

rics in A-D (see Methods). The input to the PCA is the mean and standard deviation of

each data point in A-D. Only the first two PCA components are used. A Gaussian mixture

model is used to automatically detect clusters in PCA space. Mean and standard deviation

values: A. {-60.5740±372.5422, 228.1084±269.7538, -247.7276±253.0768, -34.2656±348.0372}.
B. {2.7800±343.3444, -749.2396±182.7728, 748.2776±212.8384, 30.5424±645.4128} C. {-
1.1886±41.5712, -358.7306±77.8086, 329.9468±140.7246, 7.0352±131.9584}.
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In addition to chirality, I extracted CoM speed, neck speed, and absolute body and microtrajectory cur-

vatures (Fig. 19). The average CoM speed was highest for crawling and lowest for Infinity, with CW and

CCW in between (Fig. 19A). Also, the standard deviation of CoM speed for crawling was significantly higher

compared to Coiling and Infinity. Mean body curvature was similar in CW/CCW Coiling and Infinity, and

their distributions seem to consist of two sub-populations (Fig. 19B). Here too, the standard deviation of

body curvature in crawling was significantly higher (Fig. 19B). The neck speed of Coiling and Infinity was

significantly higher compared to crawling (Fig. 19C). Note that neck speed mostly reflects motion perpen-

dicular to the direction of CoM motion (i.e., perpendicular to forward direction). Finally, CW and CCW

showed similar distributions of absolute microtrajectory curvature, with mean values higher compared to

both crawling and Infinity.

Figure 19: Statistical analysis of speed and curvature
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Figure 19. The distribution of speed and curvature for each of the identified locomotion patterns

(Figs. 10-13D). A. Speed of the centre of mass of the worm’ body. B. Absolute body curva-

ture at u=0.29 ± 0.07. C. Neck speed at u=0.25 ± 0.03. D. Absolute curvature at u=0.25 ± 0.03.

Mean and standard deviation values: A. {0.085±0.051, 0.070±0.026, 0.056±0.028, 0.038±0.024}. B.

{5.975±3.385, 3.102±1.527, 2.720±1.504, 2.731±1.462}. C. {0.155±0.106, 0.545±0.153, 0.566±0.168,

0.556±0.213}. D. {31.980±24.483, 26.357±15.145, 25.743±15.251, 25.110±20.212}.
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4.5 The material frame of the worm during Coiling and Infinity

The 3D recordings obtained by our setup can be used to extract the worm’s 3D shape, but they do not

contain sufficient information to extract its material frame, that is, its anatomical coordinate system. As a

complementary approach, I used 2D fluorescence imaging of a volume containing worms that express GFP

in body wall muscles (BWM) in order to obtain a qualitative estimation of the relative orientation of the

material frame along the body (i.e., internal twist) and over time with respect the lab coordinate system

(i.e., rolling). This was only done for low gelatin concentrations in order to induce Coiling and Infinity

behaviours.

First, I noticed that in both Coiling and Infinity, non-planar body bending is most dominant in the head

and this pattern decays posteriorly as the body becomes more planar. This is in line with absolute curvature

extracted from 3D reconstructions that show maximum curvature at the head region (Fig. 11C, 12C and

13C). Second, along most of the body the direction of maximum curvature was associated with dorsal/ventral

body bending (Figs. 20 and 21). Given that the neuromuscular circuit underlying 2D forward locomotion

shows left-right symmetry [37, 86], this suggests that active non-planar undulations are generated at the

head only and propagate passively towards the tail due to the mechanics, while active dorsoventral pattern

generation dominates along most of the body.

Further, I observed that during both Coiling and Infinity the worm rolls, meaning that its internal

coordinate system (i.e., material frame) rotates with respect to the lab coordinate system. Because the

peaks of dorsoventral body bends were clearly identifiable along the body, I was able to correlate rolling with

dorsoventral undulations, which were used as a reference cycle. In Coiling, the worm rolled with a preferred

chirality by approximately 2π within each dorsal or ventral body bend (Fig. 20), whereas in Infinity it rolled

by approximately π
2 within each dorsal or ventral bend, with alternating chirality (e.g., CW for a dorsal

bend and CCW for a ventral bend, Fig. 21).
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Figure 20: Clockwise (CW) Coiling of a worm expressing GFP in muscles
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Figure 20. The arrows show the location of the vulva, and the colour indicates whether it is pointing

inside (red) or outside (blue) the image, and the white arrow is used when it points parallel to the

image plane. At t=0, the curvature at the anterior half of the body is zero ({θdv = 0, θf = 0, θµt = 0}),
and the vulva is behind the worm (inside the screen). A ventral bend begins with CW rotation of

the frame and reaches its maximum at 0.26s ({θdv = π
2 , θf = π

2 , θµt = π
2 }), and then relaxes back to

zero curvature at 0.46s. The frame has rotated by 180◦ and the vulva is now at the front ({θdv =

π, θf = π, θµt = π}). This sequence is then repeated for a dorsal bend, also with CW rotation of the

frame, returning to the starting posture and orientation at 1.04s ({θdv = 2π, θf = 2π, θµt = 2π}).
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Figure 21: Infinity of a worm expressing GFP in muscles
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Figure 21. The arrows indicate the dorsal or ventral side of the worm (red or blue) that points outside

the image in the neck region, and white when both dorsal and ventral are oriented parallel to the image

plane. At t=0.10s, the curvature at the anterior half of the body is zero ({θdv = 0, θf = 0, θµt = 0}),
and the ventral side points up. A ventral bend begins with counterclockwise rotation of the frame,

reaches its maximum at 0.20s ({θdv = π
2 , θf = π

4 , θµt = π
2 }), and then relaxes back to zero curvature

at 0.40s. The frame has rotated by 90◦, the ventral side is inside the screen and the dorsal side is

partially visible at the front ({θdv = π, θf = π
2 , θµt = π}). This sequence is then repeated for a dorsal

bend, with clockwise rotation of the frame and microtrajectory, returning to the starting posture and

orientation at 0.90s ({θdv = 2π, θf = 0, θµt = 0}). Note that the difference in duration of the visibility

of the dorsal and ventral sides is mostly due to the orientation of the worm relative to the camera,

and might also be affected by asymmetry in the duration of the dorsal and ventral bends.
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Rolling was associated with an internal twist that was highest at the head and lowest at the tail. The

internal twist was harder to identify from this data, and I estimate the maximum twist to be ≤ 45◦. Both

rolling speed and twist magnitude did not seem uniform, but rather correlated with local dorsoventral body

bending. Rolling speed and twist magnitude were highest at the peaks of absolute body curvature (i.e.,

maximum bending), and lowest when local body curvature was zero.

4.6 Linking 3D postures and trajectories to the worm’s internal coordinate

system

While microtrajectories contain valuable information that can be used to classify motor gaits, they do

not contain information about body postures, with respect to which motor behaviour is defined. To link

microtrajectories to the dynamics of body shape and orientation, I characterised the relationship between

trajectorial cycles and the cycles of body undulations and the rotation of the worm’s material frame with

respect to the lab coordinate system. Since the direction of maximum curvature along most of the body was

correlated with dorsal and ventral body bends, and since their cycle has a clear beginning and a clear end, I

used the cycle of dorsoventral undulations as a reference, to which the other cycles were linked. To do this,

I defined three time-dependent variables:

• θdv describes the cycle of dorsoventral body bending at a single point along the body. Curvature is

zero for θdv = {0, π}, maximum positive for θdv = π
2 (corresponding to a dorsal bend), and maximum

negative for θdv = 3π
2 (corresponding to a ventral bend). θdv ∈ [0, 2π] corresponds to one period of

dorsoventral body bending.

• θf describes the rotation angle of the material frame with respect to the lab coordinate system (i.e.,

rolling).

• θµt describes the rotation of the microtrajectory in lab coordinates in the plane perpendicular to its

centreline (see panel F in Figs. 14-17).

The following is a detailed description of the mutual evolution of those three quantities in the neck

region, also summarised in Fig. 22. Note that the chirality of Coiling and Infinity is defined with respect to
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microtrajectories, not postures.

Forward clockwise Coiling

During one dorsoventral period, the material frame of the worm completes a 360◦ rotation with respect to the

lab coordinate system (i.e., rolling), and a microtrajectory of two circle-like loops is formed, one associated

with a dorsal bend, and the other with a ventral bend (Fig. 22A). Both rolling and microtrajectory progress

in a CW direction while postures remain mostly CCW.

Starting from zero curvature {θdv = 0, θf = 0, θµt = 0}, a dorsal bend begins, with a CW rotation of both

the frame and the microtrajectory. Once the worm reaches its maximum dorsal bend (maximum positive cur-

vature), it has rotated its frame by 90◦, and formed half a circle-like microtrajectory {θdv = π
2 , θf = π

2 , θµt = π}.

Next, body curvature starts to decrease until it is zero again. By then, the worm has rotated its frame by

another 90◦, and formed a full circle-like microtrajectory {θdv = π, θf = π, θµt = 2π}. Then, a ventral bend

begins and reaches its maximum at {θdv = 3π
2 , θf = 3π

2 , θµt = 3π}, and finally, the curvature goes back to

zero and a single dorsoventral period is complete {θdv = 2π, θf = 2π, θµt = 4π}.

The period of a dorsoventral cycle (θdv = [0, 2π]) is ∼0.8 seconds with a frequency of ∼1.2Hz, and this

pattern can repeat for many seconds and even minutes. It stops once the worm switches to a different

motion pattern, such as a turning manoeuvre or reversal. Microtrajectories often seem elliptic with two

curvature peaks within each loop. In CCW Coiling, the reversed pattern is observed, with CCW rolling and

microtrajectories and CW postures.

Infinity

In Infinity, during one dorsoventral period the worm rolls back-and-forth in opposite directions by approxi-

mately 90◦ and forms an 8-shaped microtrajectory. Each petal-like loop (“half” 8-shape) of the microtrajec-

tory is associated with a dorsal/ventral bend, alternately. Here too, rolling and microtrajectories progress

in the same orientation, however the matching of posture chirality is not yet known.

Starting from zero curvature {θdv = 0, θf = 0, θµt = 0}, a dorsal bend begins with a CCW rotation

of both the frame and the microtrajectory. Once the worm reaches its maximum dorsal bend (maxi-

mum positive curvature), it has rotated its frame by 45◦, and formed half a petal-shaped microtrajectory
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{θdv = π
2 , θf = π

4 , θµt = π
2 }. Next, body curvature starts to decrease until it is zero again. By then, the worm

has rotated its frame by a total of 90◦, and formed one petal-shaped microtrajectory {θdv = π, θf = π
2 , θµt = π}.

Then, a ventral bend begins with a CW rotation of the frame and the microtrajectory. The ventral bend

reaches its maximum at {θdv = 3π
2 , θf = π

4 , θµt = π
2 }, the frame has rotated back by 45◦, and another half a

petal-shaped microtrajectory has formed. Finally, the curvature goes back to zero, one dorsoventral period

is complete, the frame has rotated back to its original orientation, and an eight-shaped microtrajectory has

formed {θdv = 2π, θf = 0, θµt = 0}.

The period of a dorsoventral cycle (θdv = [0, 2π]) is ∼0.6 seconds with a frequency of ∼1.65Hz. Similar

to Coiling, this pattern can repeat for minutes and it stops once the worm switches to a different motion

pattern.
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Figure 22: Linking 3D postures and trajectories to the worm’s internal coordinate system

Body curvature

A

B

DL DR

VL VR

C
W

 C
oiling     

DL DR

VL VR

Muscle quadrant

Material frame Microtrajectory

Infinity     

Rotation orientation Dorsal direction

Figure 22. Schematics of the evolution of rolling and microtrajectories with respect to dorsoventral

body bending in Coiling and Infinity. left column: curvature phase portrait of dorsoventral body

undulations posterior to the head. A dorsal bend is defined as positive curvature (red, maximum at

θdv = π
2 ) and a ventral bend as negative curvature (blue, maximum at θdv = 3π

2 ). Middle column:

Rotation of the worm around its long axis with respect to the lab coordinate system (i.e., rolling).

Right column: the shape of microtrajectory projected onto the plane perpendicular to its centreline

(see panels B,D and F in Figs. Fig. 15 and 17). The direction of motion of the worm’s centre of

mass is inside the page with increasing θµt values. A. Forward clockwise (CW) Coiling (see Figs.

11 and 15). Within a dorsoventral period (θdv = [0, 2π], left), the worm completes a 2π rotation

around its long axis (θf = [0, 2π], middle), and the microtrajectory forms two circle-like loops, each

corresponding to a dorsal or ventral body bend (θµt = [0, 4π]). B. Forward Infinity (see Figs. 13

and 17). During a dorsoventral period (θdv = [0, 2π], left), the worm alternately rotates around its

long axis by 90◦ CCW and then 90◦ CW (θf = [0, π2 ], middle), and the microtrajectory forms an

eight-shape. Here CCW rotation corresponds to a dorsal bend (red, θµt = [0, π]), and CW rotation to

a ventral bend (blue, θµt = [π, 2π]). Note that the matching between CCW-dorsal and CW-ventral

is arbitrary and does not imply that this combination is possible or that the opposite combination is

not.
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4.7 Methods

Data pre-processing

All worm midlines were smoothed using the “smoothn” algorithm [295] and up-sampled to have 128 equidis-

tant points using cubic spline interpolation. The position of the end-points (i.e., head and tail) were fixed

and were not affected by these operations. The final postures were validated by projecting them onto the

camera views and checking that they match the projected worms.

A microtrajectory is defined as the trajectory of a single midline point over time. Each microtrajectory

was smoothed (using the “smoothn” algorithm [295]) and up-sampled to have 4x the original number of

time points using cubic spline interpolation. For all microtrajectories of the crawling behaviour (Fig. 10), a

higher smoothing parameter was used compared to Coiling and Infinity (since in crawling the arc-length of

the trajectory per unit time is significantly longer compared to Coiling and Infinity). The shape of the final

trajectories was validated against the original trajectories.

Curvature

Absolute curvature (κ) was computed for each point along midlines and trajectories (Eq. 4.1). In some

cases, signed curvature was computed for postures by detecting maxima in the graph of absolute curvature

at individual body points over time, and changing the sign of the curvature to negative for even peaks.

κ =

∣∣∣∣∣ ~dT

ds

∣∣∣∣∣ (4.1)

where ~dT is the tangent vector at the point where curvature is calculated, and ds is the arc-length associated

with that point.

Frequency

The frequency of body curvature was computed using one-sided Fourier transform, first for each midline

point separately, and then averaged across midline points in the frequency domain.
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Plane fitting, non-planarity and extrinsic posture rotation

Each worm posture was fitted with a plane by applying the singular value decomposition (SVD) method to

the discretised midline. All midline points were used and were equally weighed. The method fits a plane

to a point cloud by minimising the distance of all points from the plane. This plane was used to compute

non-planarity and extrinsic posture rotation. Non-planarity of individual postures is defined as the average

of the minimal Euclidean distance of all midline points from the fitted plane.

Extrinsic posture rotation was defined as the signed change in angle between planes in consecutive time

points. For each midline, the mean tangent was first projected onto the fitted plane. The resulting vector,

Ti, is perpendicular to the plane normal Ni (since Ti lies in the plane). To obtain the signed change in angle

between planes, all vector pairs (Ti,Ni) were rotated such that Ti is aligned with T1 (the mean tangent of

the first midline in the sequence). This was done using the “vrrotvec” MATLAB function which finds the

minimal 3D rotation needed to align one vector with another. This resulted in all normal vectors projected

onto the same 2D coordinate system, while approximately preserving their relative orientation. Then, the

angle of each projected normal vector was computed by conversion to polar coordinates (using the “atan2”

MATLAB function). Finally, the minimal angle difference between projected normal vectors was computed,

and its sign was defined according to the rotation needed to align each vector with the next in the direction

of the minimal angle.

Chirality

To find posture chirality, each posture was projected onto the line connecting the tail to the head, resulting

in a 2D closed loop with its endpoints at the origin. Then, the angle (φ=[0,2π]) corresponding to each

projected midline point was calculated using the arctan function (using the MATLAB function “atan2”; for

example see panels A, C and E in Figs. 14-17). Chirality was then defined as the change in this angle along

the midline (dφ). For statistical analysis, dφ was averaged along the midline using a half body length sliding

window (for example see Fig. 18A).

To find microtrajectory chirality, each point along the trajectory was projected onto the plane perpen-

dicular to the local tangent of the trajectory centreline (for example see panels B, D and F in Figs. 14-17).

The centreline of a trajectory is defined as the set average coordinates of each midline point over time from
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tail to head. Then, the angle (θ=[0,2π]) corresponding to each projected midline point was calculated using

the arctan function. Chirality was then defined as the change in this angle over time (dθ). For statistical

analysis, dθ was considered only at the neck region (u=0.25±0.03, where u is body coordinate from head

to tail, and the total body arc-length is normalised to 1) and averaged over time using a sliding window of

0.25s (for example see Fig. 18B).

Analysed data

The total duration of analysed data for each behaviour was [6.8, 6.7, 7.3, 7.5] minutes, corresponding to

crawling, CW Coiling, CCW Coiling and Infinity, respectively. All analysed recordings were annotated

for behaviour as a qualitative description of motion patterns. This was done by assigning non-overlapping

frame ranges with numerical indices corresponding to behavioural descriptors from a pre-defined ontology

dictionary. This required looking at posture dynamics, microtrajectories at different points along the body,

and the kymogram of absolute body curvature. The annotation was done using a custom tool included in

the software described in section 3.7.
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4.8 Discussion

In this chapter I performed quantitative analyses of the data extracted from 3D recordings of C. elegans lo-

comotion (see chapter 3). Four main forward locomotion patterns have been identified and defined: crawling,

clockwise (CW) and counterclockwise (CCW) Coiling and Infinity.

Crawling

Crawling through sinusoidal undulations in the dorsoventral plane is presented first as it resembles 2D

crawling and provides an intuitive link to previous works in planar settings. Crawling was observed mostly

in high gelatin concentrations (2%-4%, corresponding to 100≤G’≤600 Pa, see Table 4) that resemble the

stiffness of 2% agar typically used in planar settings. However, a closer examination revealed that crawling

behaviour in 3D is highly non-planar. While 2D and 3D crawling might share the same neural control

mechanisms, the difference in planarity demonstrates the importance of the environment and specifically

here the lack of near-solid substrate.

Coiling and Infinity

Coiling behaviour is most easily identified by circle-like microtrajectories with a preferred chirality, whereas in

Infinity microtrajectories alternate between clockwise (CW) and counterclockwise (CCW) (Figs. 11-13, and

15-17). In Coiling and Infinity undulation frequency is 2-3 times higher compared to crawling (see Figs. 19A

and 18D). Since trajectories are not sufficient to define motor behaviours, they must be linked to postures.

Note that CW and CCW were defined with respect to microtrajectories, not postures. Surprisingly, I found

that in Coiling, chiral postures generate trajectories with opposite chirality (Fig. 18A and 18B). However,

looking at the distributions of posture chirality, both CW and CCW Coiling show a smaller peak of opposite

chirality (Fig. 18A). This suggests that within each Coiling cycle, chirality is significantly biased towards

CW or CCW, but a sub-population of postures have the opposite chirality. This may offer a mechanistic

link between Coiling and Infinity. For Infinity, matching posture and microtrajectory chirality was harder

to resolve, and more work is needed to characterise their relationship.
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Twisting and rolling

To characterise the internal twist and rolling of the worm during Coiling and Infinity, I recorded worms in

a volume that express a fluorescent marker in body wall muscles. This was used to estimate the change in

orientation of the worm’s material frame (i.e., the frame defined by its internal coordinate system) along the

body (i.e., internal twist) and with respect to the lab coordinate system (i.e., rolling).

Despite the non-planar undulations in Coiling and Infinity, the direction of maximum curvature was

associated with the dorsal and ventral directions along most of the body, suggesting that 3D gaits build

on 2D pattern generation, rather than using a completely distinct motor program. I combined the material

frame data with previous analyses to link the worm’s internal coordinate system to postures and trajectories.

In particular, I describe the mutual evolution of rolling and microtrajectories with respect to dorsoventral

body bends.

In Coiling, the worm rotates its material frame by π and completes one circle-like microtrajectory loop

within each dorsal or ventral body bend (Fig. 22A). In Infinity, the trajectory forms an 8-shape within a

dorsoventral period such that one petal-like loop (“half” 8-shape) corresponds to a dorsal bend and the

other to a ventral bend. The worm rotates its internal frame only by π
2 within each loop with alternating

chirality from one loop to the next (Fig. 22B). Note that Infinity may also have two modes, as CW loops

may correspond to a dorsal or a ventral body bend. In addition, the kymograms of absolute curvature

of Coiling and Infinity show an interesting pattern that deviates from the uniform wave propagation seen

in 2D and 3D crawling (see Figs. 11-13). This pattern is likely to reflect the combination of curvature

waves that propagate posteriorly in the dorsoventral and left-right direction. Biomechanical modelling work

may use these unique patterns as signatures of Coiling and Infinity. Capturing these locomotion patterns

in biomechanical frameworks can be used to decompose the curvature into its dorsoventral and left-right

components, which can in turn be used to find the muscular control underlying those behaviours.

The internal twist during Coiling and Infinity was harder to estimate from this data and more work is

needed to improve its estimation. Such work should focus both on improving the quality of the recordings

and the computer vision methods used to estimate the twist. A better estimation of the internal twist may

be used to update our knowledge about the material parameters of the worm in general and specifically

during active motion.
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Gait variations, 3D reversals and turning manoeuvres

High variation was observed in both Coiling and Infinity behaviours, both within and across sequences.

Some variations show periodicity that may be associated with asymmetry in dorsoventral body bends, while

others are more sparse and do not seem to follow a clear pattern. First, in Coiling sequences, the radius

of microtrajectory loops sometimes seems to alternate between two sizes. In Infinity, the size of the two

petal-like loops that make up a single 8-shape are often asymmetric. Furthermore, in both Coiling and

Infinity loop size changes along the body. Other variations include periodic alternation between Coiling

and Infinity within each dorsoventral period, and periodic alternation of the plane of undulation. While

gait variations have not been explicitly addressed in this work, they may be highly important for gaining

mechanistic insights into the neural and muscular control that underlie those behaviours. In particular, gait

variation might offer clues as to whether Coiling an Infinity form a continuum or are separate motor gaits,

possibly also driven by distinct neural programs.

All worms seem to be capable of both CW and CCW Coiling, as well as Infinity. This suggests that

forward locomotion gait selection depends on internal state and external conditions and is not hard-wired.

However, individual worms often seem to have a preferred Coiling chirality, and more work is needed to

characterise chirality preference across individuals. Switches and transitions between forward locomotion

gaits were also observed and may provide mechanistic insights. This includes switching between CW/CCW

Coiling, between Coiling and Infinity, as well as short crawling or turning manoeuvres (typically up to 2s)

that interrupt Coiling and Infinity sequences, and are characterised by a significant increase in forward speed.

In addition to forward locomotion, reversals were observed for each of the four behavioural classes (see

Figs. 10-13). This was surprising considering that only the neuromuscular anatomy in the head has the left-

right symmetry-breaking needed for feedforward 3D neural and muscular pattern generation [37, 86, 296].

Future work may test whether these patterns are actively generated by the tail or stem purely from passive

mechanical effects. The correlation between the type of reversal and the type of forward locomotion that

precedes it might offer some clues. Different turning manoeuvres were also observed, and they resembled

crawling in some cases, while in other cases they were Coiling-like. Those may be investigated and properly

defined in future works.
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5 Neural modelling of 3D locomotion

In this chapter I model the neuromuscular control of the head of the worm that underlies the motor behaviours

introduced in chapter 4. I start by presenting a biologically-grounded single-cell model that I developed to

capture the intrinsic dynamics of the plateau potential RMD motor neurons, based on electrophysiological

recordings (Fig. 24) [70]. I then explore the dynamics of ensembles of those model neurons connected via

chemical and electrical synapses and find physiological regimes that give rise to spontaneous oscillatory

activity. In C. elegans, four of the six RMD neurons form neuromuscular junctions (NMJ) onto body wall

muscles (BWM) such that each RMD dominantly innervates a different muscle quadrant (Fig. 23). I show

that the RMD circuit may be intrinsically capable of spontaneously generating sequential RMD oscillations

that give rise sequential muscle activations of the four BWM quadrants with a preferred chirality (Fig. 25).

While mechanisms for synchrony have been explored in depth in spiking neurons, plateau potential and/or

graded transmission regimes received much less attention. I next use the single-neuron model developed

here to explore mechanisms for synchronisation and gait switching in a simple system of four neurons. I

find regimes in which electrical coupling and inhibition work synergistically to generate stable or unstable

synchrony that may underlie a spontaneous switch mechanism for motor gaits (Fig. 26).

I then take the insights gained from this simple system back to C. elegans, and test an alternative

hypothesis for sequential RMD activations that requires them to be externally driven by the SMD neurons,

assuming that the RMD circuit is intrinsically inclined to left-right pattern generation. In particular, I

demonstrate how oscillatory activity in the proprioceptive SMD neurons may synchronise with that of RMD

to destabilise left-right oscillations and enforce a dorsal-ventral phase, leading to sequential RMD activations

that are associated with preferred chirality in muscle activation (Fig. 27).
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5.1 Introduction

In its natural habitat, C. elegans manoeuvres through 3D complex environments with varying physical and

chemical properties. However so far it has been studied almost exclusively in 2D settings (i.e., on a planar

agar surface). Despite extensive characterisation of the worm’s locomotion in 2D and profound insights about

its underlying biomechanics and neural control, this may have biased our investigation, as most characterised

behaviours in C. elegans are planar, with the exception of head lifting [80, 81], roll manoeuvres [82] and roller

mutants [83, 84]. As a result, locomotion and navigation models are largely restricted to planar dorsoventral

undulations [27, 30, 31, 239].

While the neuromuscular anatomy in the ventral nerve cord indicates left-right symmetry (Fig. 23A) [37,

75, 86], suggesting that indeed feedforward pattern generation is restricted to undulations in the dorsoven-

tral plane, the head is not restricted in the same way and contains more complex circuitry that breaks

this symmetry [37, 86]. Several candidate head motoneurons, sensory neurons and interneurons have been

identified and correlated with forward locomotion in 2D [37, 62, 75, 297, 298]. In particular, the head motor

neuron classes RMD, SMD, SMB and RME, consists of four or six interconnected neurons, where each cell

dominantly forms neuromuscular junctions (NMJ) onto body wall muscles (BWM) in a different quadrant

and were implicated in the control of head and neck bending (Fig. 23B-C and 23E-F) [37, 62, 86].

The RMD circuit consists of six cholinergic motoneurons in the nerve ring of C. elegans that form

neuromuscular junction with the anteriormost two rows of body wall muscles (BWM). They express the ACC-

1 (acetylcholine-gated chloride channel 1) receptors which makes RMD-RMD chemical synapses inhibitory

[37, 68, 227]. In contrast to the left-right symmetry in the ventral cord motor circuit along the body, four

of the RMD neurons form excitatory neuromuscular junctions (NMJ), each dominantly onto muscles in

a different quadrant (RMDDL→ DR, RMMDR→ DL, RMDVL→ VR, RMDVR→ VL, where D=dorsal,

V=ventral, L=left and R=right), while the other two (RMDL and RMDR) form dorsal-ventral symmetric

NMJs on opposite left-right sides (Fig. 23C). Three RMD pairs are connected via reciprocal inhibition, and

gap junctions couple the neurons on each dorsal-ventral side (Fig. 23C). All this suggests that RMD play a

role in non-planar head pattern generation [37, 68, 86].
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The RMD neurons were found to be unnecessary for normal forward locomotion, although they are

necessary for the aversive head-withdrawal reflex and for foraging (high frequency movements of the head)

[62, 210, 297, 299], and RMD-ablated mutants show a higher reversal rate [62]. However, these results

were obtained in 2D settings, and it is unclear whether they extend to 3D environments that lack a near-

solid substrate. The RMD neurons receive glutamatergic, excitatory synaptic inputs from two classes of

mechanosensory neurons: OLQ and IL1, that are also necessary for the aversive head-withdrawal reflex

and for foraging [62, 210, 297, 299]. The IL1 neurons form NMJ onto head BWM, although their electrical

coupling and the absence of chemical synapses suggest that they do not generate periodic patterns (Fig. 23D).

The RMD neurons also receive significant synaptic inputs from RIA and SMD (Fig. 23H-I) [37, 68, 86]. RIA

function mostly as interneurons, integrating inputs from multiple sensory neurons (thermal in particular)

which leads to a behavioural response [62, 298]. They send extensive excitatory synaptic inputs to both

RMD (Fig. 23I) and SMD, and were suggested to modulate their frequency and control forward runs and

turns [37, 62, 68, 86, 298].

The SMD circuit consists of four cholinergic neurons that form excitatory NMJ onto head and neck

muscles (most dominantly onto rows 3-8), and form reciprocal inhibition connectivity between one another

(Fig. 23B), which suggests a role in pattern generation [37, 68, 86]. Indeed SMD activity was shown to

be correlated with head bending during forward locomotion, and ablation of SMD neurons results in more

reversals and no omega turns [62, 65, 232]. Furthermore, SMD were shown to be proprioceptive, meaning that

their activity is modulated by the shape of the body through stretch-sensitive ion channels. Specifically their

expression of the TRP-1 and TRP-2 mechanosensory channels is necessary for SMD-body bending synchrony,

and genetic ablation of both channels specifically in SMD causes a ventral bias, resulting in worms moving

in circles [232]. SMD also form gap junctions and send inhibitory chemical synapses to RMD (Fig. 23H)

[37, 68, 86]. The mutual role of these two motor neuron classes in locomotion is not well understood. Since

SMD were shown to be highly correlated with dorsoventral body bending during forward locomotion and

entrained by them [62, 65, 232], and since RMD connectivity suggests a bias towards left-right oscillations, it

is possible that SMD-RMD connectivity is used to synchronise RMD pattern generation with dorsal-ventral

pattern generation in SMD and the rest of the body.

While the intrinsic dynamics and the role in 2D locomotion of both RMD and SMD have been studied
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both experimentally and in modelling works, their role in 3D locomotion has not been addressed yet [30, 37,

62, 65, 68, 232, 239, 259]. Here, I model the neural control of the head in 3D locomotion, focusing specifically

on the control of the motor behaviours introduced in chapter 4.

Figure 23: Neuromuscular synaptic connectivity in candidate 3D locomotion head circuits
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Figure 23. A-F. Simplified neuromuscular anatomy of the B-type and D-type neurons (A), SMD, (B)

RMD (C), IL1 (D), SMB (E) and RME (F). G-I. Simplified synaptic connectivity to RMD from IL1

(G), SMD (H) and RIA (I). Muscles are shown as green arcs, excitatory chemical synapses are shown

as green arrows, inhibitory chemical synapses are shown as red lines with a circle on the side of the

inhibited neuron/muscle, and electrical synapses (gap junctions) are shown as blue double lines. In

A-F, the worm diagram on the bottom-right shows the approximate body region of body wall muscles

(in green) controlled by the neurons in the main diagram. B-type and D-type neurons (in A) are

shown to demonstrate the difference in complexity and symmetry between the motor circuit along

the body and in the head. The connectivity data is based on [37, 86].
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5.2 Results

5.2.1 A biologically-grounded single-neuron model accurately captures RMD intrinsic dy-

namics

The 3D behaviours introduced in chapter 4 provide the first step in the investigation of C. elegans locomotion

in a volume. Understanding how the worm generates 3D locomotion patterns and how it switches between

them, requires a better understanding of the underlying neuromuscular control. Despite the vast knowledge

about C. elegans genetics, development, anatomy and physiology, the intrinsic dynamics of individual neurons

is largely unknown. Most C. elegans neurons do not fire action potentials, but rather show a graded response

to excitatory and inhibitory inputs [70, 205, 229]. Mathematical modelling of biological neurons is often

used to capture neural dynamics observed in living organisms. Such models provide a formal framework

for testing assumptions and hypotheses, and they can be simulated computationally and be used to make

testable predictions.

The unique characteristics of the RMD motor circuit make it a great candidate for the neural control

underlying non-planar head pattern generation, that then passively propagates posteriorly and lead to 3D

body postures and trajectories. The neuroanatomy and electrophysiology data available for the RMD neurons

provide strong constraints that can be used to narrow down the parameter space of mathematical models

that aim to capture specific aspects of its neural dynamics. Current-clamp recordings are widely used to

characterise the dynamics of individual ion channels and cells [69]. In this technique current is injected into

the cell through an electrode that is also used to record its membrane potential over time. Mellem et al. used

this technique to inject different patterns of currents into single RMD neurons in extracellular fluid (ECF)

conditions. They found that RMD are plateau potential neurons that can remain stable at both -70mV and

-35mV, and that this bistability is Na+/Ca2+-dependent [69, 70].

To further characterise the RMD neurons and their role in 3D motor pattern generation, I developed a

single-cell model that captures their neural dynamics. The model addresses RMD current-voltage relationship

at the whole-cell level and is constrained by electrophysiological recordings in RMD [70]. The model however

does not consider sub-cellular components, such as ion channels or specific ionic currents, that are outside

the prediction scope of the model. The importance of accurately capturing intrinsic RMD dynamics in a
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computational model is motivated by the opportunity to learn about its dynamics in wider contexts, and

to distill mechanistic principles that may be shared by other neurons and other organisms. The strong

constraints on single-cell RMD dynamics also constrain pattern generation in an ensemble of RMD neurons,

and in particular the parameters for the dynamics of chemical and electrical synapses. Such biologically-

grounded models can be integrated into more complex models that contain other neurons, muscles, and

mechanical context including the material properties of C. elegans body and its environment.

The development of this model builds on previous work by Boyle et al. that developed a model of the

RMD based on the same electrophysiology data ([70]) and used to model C. elegans’ forward locomotion

motor circuit [30]. Both models show bistability and hysteresis (state-dependent threshold for depolarisa-

tion/hyperpolarisation, see the Discussion section for more details). Here, the model accurately captures

RMD dynamics in response to different perturbations, as well as in different ECF conditions, as indicated

by current-clamp recordings (see Methods).

The model consists of two ordinary differential equations. The first equation describes the cell’s membrane

potential, whereas the second describes a slower time-scale response (Eq. 5.1- 5.3). The neuron’s fast response

was defined as a piecewise function, and it consists of two linear and two quadratic parts (Eq. 5.4, Fig. 24A

and Table 5). An additional parameter dI is used to capture RMD dynamics in different ECF conditions.

All model parameters were manually adjusted to fit the model to the experimental data in [70] (Table 5).

C
dv

dt
= g · (f(v)− dI) + Isyn − s · s01 (5.1)

where v is membrane potential, C is membrane capacitance, g is the membrane conductance, Isyn is synaptic

input current (or injected current), f(v) is the fast nullcline (Eq. 5.4) and dI is a parameter for ECF condition

(Table 5). The variable s models the slow response and s01 is a binary variable (Eq. 5.3-5.4).

ds

dt
= α · s01 (5.2)

s01 =


1, for (L ≤ V < T)

0, otherwise

(5.3)
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f(v) =



m1(−v + L), for (x < L)

m2(v − L)(v − T), for (L ≤ V < T)

m3(v −H)(v − T), for (x < H) & (x ≥ T)

m4(−v + H), for (x ≥ H)

(5.4)

where L is the resting potential, H is the plateau potential and T is the depolarisation threshold (Table 5).

The model successfully captures RMD dynamics as indicated by current-clamp experiments in [70], for

multiple input current steps (Fig. 24B-C) and for different ECF conditions (Fig. 24D-G). A single parameter

change, dI, captures RMD dynamics in Na+-free ECF (Fig. 24D-E) and in normal ECF following Na+-free

ECF (Fig. 24F-G). The values used for up/down steps are identical in all simulations (Fig. 24C, 24E and

24G). These values are similar but not identical to the values used in the experiment, and were adjusted to

capture interesting model dynamics including those that are comparable to the current-clamp recordings.

The model is further used to make predictions for current-clamp experiments that have not yet been

tested in-vivo (Fig. 24H-I). Model predictions (for normal ECF) include voltage responses to sine wave cur-

rent inputs with either fixed frequency (Fig. 24H) or fixed amplitude (Fig. 24I). The model neuron shows a

non-linear graded response to input current across a wide range of frequencies and amplitudes.

Symbol Value Description
C 7pF Membrane capacitance
g 1nS Membrane conductance
L -70mV Resting potential
T -45mV Depolarisation threshold
H -35mV Plateau potential
a 0.0011 Desensitisation rate constant

m1 0.7
m2 1/81
m3 −1/30
m4 0.17
dI 0pA Normal ECF
dI 3pA Na+-free
dI 1pA Normal ECF following Na+-free

Table 5. Single-cell RMD model parameters. ECF = extracellular fluid. The values for dI

are for different ECF conditions. The last condition is normal ECF after the it was normal,
then replaced with Na+-free ECF, and then replaced back to normal ECF.
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Figure 24: A biologically-grounded single-neuron model accurately captures RMD intrinsic dynamics

for different current inputs and ECF conditions
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Figure 24. A. The fast nullcline and its variations. B-G. Current-clamp traces from [70] (B,D,F)

and corresponding model simulations (C,E,G). Conditions: normal ECF (B-C), Na+-free ECF (D-E)

and normal ECF following Na+-free ECF (F-G). H-I. Model predictions for current-clamp dynamics

that have not been tested experimentally, with either fixed frequency (H) or fixed amplitude (I). In

C,E,G the current steps are [-2,2,2.295,2.282,2.8,6,8,10]pA. In H the input values are 0.025Hz and

[1,2,4,6,8,10,12]pA. In I the input values are 3.5pA and [0.005,0.01,0.015,0.02,0.1]Hz. Note that the

time-scale in B,E and F does not match that of Fig. 2a in [70] (J. Mellem, personal communication).

111



5.2.2 An intrinsic mechanism for sequential RMD activations may underlie clockwise and

counterclockwise muscle activation

Considering the behaviours introduced in chapter 4 and the experimentally-informed constraints on single-

RMD neural dynamics, I start by asking what muscle activation patterns could give rise to non-planar

postures and trajectories with a preferred chirality?

To break the dorsoventral symmetry, a left-right asymmetry in muscle activation must be introduced.

This can be achieved for example by sequential activation of the four muscle quadrants with a fixed phase

between neighbouring quadrants. In the RMD circuit, each of the four dorsal-ventral neurons dominantly

forms neuromuscular junctions (NMJ) onto a different muscle quadrant in the head, such that left RMDs

synapse onto right muscles and vice versa (Fig. 23). Thus, a clockwise (CW) muscle activation pattern can

be achieved by counterclockwise (CCW) activation of those four RMD neuron, and vice versa.

How may such activation patterns be achieved in the RMD circuit? A mechanism for sequential RMD

activations with a preferred chirality may arise from the intrinsic properties of the RMD circuit, or may

require inputs from other neurons external to the RMD circuit. Here I test the hypothesis that the mechanism

for CW and CCW muscle activation in the head is intrinsic to the RMD circuit. In section 5.2.3 I test an

alternative hypothesis that RMD is intrinsically inclined towards left-right oscillations and its sequential CW

and CCW activation is externally-driven by the SMD neurons.

To test whether the RMD circuit may underlie CW and CCW muscle activation patterns in the head,

I modelled the RMD circuit by connecting identical units of the single-cell RMD model (see Fig. 24) via

chemical and electrical synapses. I start from the simple case of two neurons connected via symmetric

reciprocal inhibition, and gradually increase the complexity by introducing more neurons and synapses,

and by setting synaptic weights asymmetrically (Fig. 25A). In all simulations, all model parameters are

fixed except for synaptic weights and the initial membrane potential of the neurons. Synaptic weights are

symmetrical unless stated otherwise.

In this model, input synaptic currents into RMD neurons include graded inhibitory chemical synapses

and gap junctions (Eq. 5.1 and 5.5). The current through the inhibitory chemical synapses was modelled as

a sigmoid function of the presynaptic neuron (Eq. 5.6-5.7), multiplied by a sensitivity factor (s) that models
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synaptic desensitisation (Eq. 5.8). Intuitively, this means that inhibition of the postsynaptic neuron occurs

when the presynaptic neuron is above its resting potential. At the same time the synapse loses its sensitivity

at a rate proportional to the depolarisation of the presynaptic neuron, which causes the inhibition on the

postsynaptic neuron to decease (Eq. 5.8). While the presynaptic neuron is below its resting potential, no

inhibition is applied to the postsynaptic neuron and the synapse recovers its sensitivity at a constant rate

(b in Eq. 5.8). The graded sigmoidal response and desensitisation are supported by experimental evidence

showing that the response of cholinergic synapses in C. elegans motor neurons is input-dependent and its

activation is followed by a fast synaptic depression [203]. In addition, the ACC-1 (an ACh-gated Chloride

Channel) is a postsynaptic receptor that is expressed by the RMD neurons [68]. Voltage-clamp recordings of

ACC-1 expressed in Xenopus oocytes showed a sigmoidal current response to different ACh concentrations

while the membrane potential was held at -80mV [227].

Gap junctions were modelled as a sigmoid function of the difference in membrane potential between

the postsynaptic and presynaptic neurons (Eq. 5.9). Intuitively, this means that the membrane potential

of two cells coupled by a gap junction will get closer to each other at a rate that depends only on their

difference and such that it plateaus above and below some threshold membrane potential difference. This is

supported by voltage-clamp recordings from pairs of cells expressing different gap junctional channels from

C. elegans, showing that gap junction current at steady-state can be approximated as a sigmoid function of

the membrane potential difference between the two coupled cells (see Discussion) [71, 237, 238]. In particular

this was shown for UNC-7b which is the specific innexin isoform expressed in RMD [71, 237].

In addition to inhibition and electrical coupling, all neurons receive a constant depolarising current

required for their activation. This models inputs from RIA interneurons that do not carry time information

(Fig. 23I). Since this current acts on a larger time-scale than RMD frequency, the response of RMD to it

is assumed to be at steady-state and thus a mechanism for synaptic desensitisation is neglected. Synaptic

parameters for data is unavailable were adjusted manually to allow for rhythmic activity (Table 6, see

Discussion).

Symbol Value Description
V0

pre -70mV Resting potential of presynaptic neuron
a 0.000035 Rate coefficient of synaptic fatigue
b 0.005 Rate coefficient of synaptic recovery

Table 6. Parameters for the RMD circuit model.
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Isyn = IChem + IGJ (5.5)

where IChem is current through the inhibitory chemical synapse and IGJ is current through the gap junction.

IChem = −WChem ·GChem(Vpre) · s (5.6)

where IChem is synaptic current, GChem is synaptic conductance, Vpre is the membrane potential of the

presynaptic neuron, and s is synaptic fatigue (i.e., desensitisation).

GChem(V) =
1

1 + e0.125(Vpre+52)
(5.7)

where GChem is synaptic conductance and Vpre is the membrane potential of the presynaptic neuron.

ds

dt
=


−a(Vpre −V0

pre), for (Vpre > V0
pre) & s > 0

b, for (Vpre <= V0
pre) & s < 1

(5.8)

where s is synaptic fatigue, a and b are rate constant for synaptic desensitisation and recovery (respectively),

Vpre and V0
pre are the membrane potential and resting potential of the presynaptic neuron (respectively).

IGJ = WGJ ·
32

1 + e0.2(Vpost−Vpre)
− 16 (5.9)

where IGJ is gap junctional current from the presynaptic to the postsynaptic neuron, WGJ gap junction

conductance, and Vpre and Vpost are the presynaptic and postsynaptic membrane potentials.

I first consider the simple case of two RMD neurons connected by symmetric reciprocal inhibition such

that the initial membrane potentials are in anti-phase. Given sufficient excitatory input, this system gener-

ates sustained antiphase oscillations (Fig. 25A1 and 25B). Next, oscillatory activity is shown for a pair of

neurons with asymmetric reciprocal inhibition (Fig. 25C, left and right panels show 2s and 10s long simula-
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tions, respectively). The initial membrane potentials were set as in Fig. 25B. It is then shown that oscillatory

activity can arise spontaneously when the initial membrane potentials of both neurons are in-phase for asym-

metric, but not for symmetric inhibition (Fig. 25D, left for symmetric inhibition and right for asymmetric

inhibition). Since the strength of the inhibition depends on the membrane potential of the pre-synaptic

neuron, asymmetric inhibition allows one neuron to depolarise faster and inhibit the other neuron stronger,

thus reaching its ON state and keeping the other neuron in its OFF state.

I then test whether sequential oscillatory activity can arise spontaneously in a system of four RMD neu-

rons with asymmetric inhibition such that the two dorsal RMDs receive stronger inhibition than the two

ventral RMDs (but left-right counterparts receive identical inhibition strength). Since left-right counter-

parts receive identical inputs, setting the initial membrane potential of all four neurons in-phase results in

fully synchronised dorsoventral oscillations between the two pairs connected by reciprocal inhibition (as in

Fig. 25D, left panel). To break this symmetry, I first set the initial membrane potential of a single RMD to

the plateau potential. This is shown for either RMDVL (Fig. 25E, left panel) or RMDVR (Fig. 25E, right

panel). Both cases generate sequential activation of RMD neighbours with a fixed phase and such that the

order is maintained. However, the phase is only determined by the relative initial membrane potentials of

the four neurons, which may be completely random in the animal, and is thus not a robust mechanism for

enforcing sequential activations.

To find a more robust mechanism for spontaneous, sequential RMD activations that does not rely on

initial conditions, I test whether adjusting synaptic weights can be used to induce a non-zero phase between

all four RMD neurons. First, I set the activation of neurons on the left and right to be asymmetric, in addition

to asymmetric inhibition. This results in phased activations with a fixed order, although the phase is unstable

and uneven (Fig. 25F, left panel). I then show that adding gap junctions (symmetrically) between dorsal-

ventral counterparts results in more stable and even phases between the four RMD neuron (Fig. 25F, right

panel). This can be explained by the coupling of oscillatory activity between dorsal-ventral counterparts.

Fig. 25H shows a schematics of RMD CCW activation and CW muscle activation (corresponding to the right

panel in Fig. 25F).
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Figure 25: An intrinsic mechanism for sequential RMD activations may underlie clockwise and coun-

terclockwise muscle activation
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Figure 25. A. Different configurations of the RMD circuit. Green arrows show excitatory connections,

and red arrows show inhibitory connections. Arrow head size indicates relative synaptic weight. The

circled numbers in B-F correspond to those in A. B. Two RMD neurons connected via symmetric

reciprocal inhibition (left) and the corresponding phase plane of one of them. C. Asymmetric inhibi-

tion. D. Symmetric (left) and asymmetric (right) inhibition with the initial membrane potential of

both neuron set to the resting potential. E. Asymmetric inhibition of two RMD pairs, with the initial

membrane potential of one neuron set at the plateau potential. F. Left-right asymmetric activation

with the initial membrane potential of all neurons set to the resting potential, without (left) and with

(right) gap junctions that couple dorsal-ventral counterparts. G. A schematic of sequential ON/OFF

states of the RMD neurons and body wall muscles (corresponding to the right panel in F). ON states

(depolarised) are shown in green, OFF states (hyperpolarised) in red, and intermediate activation in

yellow. Note that the synaptic weights in B-D are different from those in E-F.
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5.2.3 Mechanisms for synchronisation and switching in plateau potential neurons connected

via gap junctions and graded inhibitory synapses

The neural dynamics of small neuronal networks (typically up to 10 neurons) has been studied in depth both

experimentally and using mathematical modelling. This has proven useful for uncovering fundamental nat-

ural mechanisms for pattern generation that underlie animal behaviour, and provides a minimal framework

that reduces complexity and redundancy by isolating basic phenomena. However, this reduction often comes

at the risk of oversimplification and at the price of detaching the system from its natural environment, and

in particular physiological conditions and a physical body. Thus, such reductions are often considered a first

step in an incremental process towards the understanding of larger systems in richer contexts.

Synchrony of neural oscillations is important for spatial and temporal coordination of neural programs

and motor gaits. Since locomotion in nature involves constantly changing internal and external conditions,

pattern generating circuits cannot work in isolation. Different mechanisms have evolved to synchronise

oscillatory activity throughout the body and with respect to the environment. Mechanisms such as electrical

coupling, inhibition and mechanosensory feedback are used to coordinate animal locomotion via gait selection

and modulation [30, 130, 131, 179, 222, 260].

Synchrony and antisynchrony by either electrical coupling or inhibition have been studied extensively both

experimentally and in theoretical frameworks [179, 260–264]. Perhaps counterintuitively, it has been shown

that there are regimes in which electrical coupling and inhibition work together to promote synchrony, and

where either of them alone is not sufficient to induce synchrony [265–269]. The combined role of inhibition

and electrical coupling received much less attention and has been addressed almost exclusively in spiking

neurons. However, neurons exhibit many other intrinsic dynamics, such as bistability and graded responses

[28, 121, 191].

Clockwise (CW) and counterclockwise (CCW) Coiling behaviours (see chapter 4) provide an interesting

case study for gait selection mechanisms, as there is no clearly apparent preference to one or the other in

terms of the behavioural role that they play, in contrast to, for example, forward and backward locomotion.

While it is possible that CW/CCW Coiling and Infinity form a continuum and are all part of the same neural

program (with CW and CCW at opposite extremes of the Infinity), the worm clearly must select at any
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point in time whether to move in a CW or CCW direction. In the previous section (5.2.2) I demonstrated

an intrinsic mechanism for sequential activation in the RMD circuit that may underlie circular muscle

activation that gives rise to Coiling behaviours (Fig. 25). However, it is also possible that RMD oscillations

are intrinsically dorsoventral-symmetric (i.e., left-right oscillations), and that the mechanism for sequential

RMD activation is extrinsic. The connectivity between the RMD and SMD circuits suggests that SMD

may act to break RMD’s dorsoventral symmetry and promote sequential, out-of-phase activations of four or

six RMD neurons. Specifically, gap junctions from the proprioceptive dorsal SMD neurons to dorsal RMD

neurons may act to reduce the phase between dorsal RMD neurons, while inhibition may act to destabilise

left-right antiphasic activity (Fig. 23H).

Since the combined role of electrical coupling and inhibition has been underexplored in both plateau

potential and graded transmission regimes, I first use the biologically-grounded RMD model developed in this

work to test more general hypotheses regarding basic neural mechanisms for synchronisation and switching.

This is motivated by the behavioural and modelling results presented in chapter 4 and this chapter, as well

as RMD-SMD connectivity that may underlie an extrinsic mechanism for gait selection and sequential RMD

activations. I then take the results of this analysis back to C. elegans and propose an extrinsic mechanism

for sequential RMD activations and for a spontaneous chirality switch. Since data of the intrinsic dynamics

of SMD is not yet available, they are assumed here to be a plateau potential neuron and are modelled the

same as RMD.

Stable and unstable in-phase synchrony in a system of four plateau potential neurons

Here I introduce a simple system of two pairs of plateau potential neurons (SMD and RMD), each connected

via reciprocal graded inhibitory synapses. The two pairs are connected to one another either via symmet-

rical gap junctions (Fig. 26A) or via both symmetrical gap junctions and symmetrical inhibitory synapses

(Fig. 26B). Since SMD were shown to be proprioceptive, here they are assumed to be entrained by a strong

external signal, and are thus not affected by the RMD pair (this is implemented by making all SMD-RMD

gap junctions unidirectional).

In what follows, the effect of electrical coupling and inhibition on the dynamics of the RMD pair is tested.

All model parameters used here are identical to the ones used in previous sections, apart from synaptic weights
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and initial membrane potentials. As before, all neurons receive constant depolarising currents required for

their activation, and all synaptic weights are symmetric unless stated otherwise. Also, since the SMDD and

SMDV oscillate in antiphase and are not affected by the RMD pair, only SMDD is shown for simplicity

(Fig. 26).

I start by testing the effect of the electrical coupling of RMD to SMD (Fig. 26A). When the initial

membrane potentials of SMDD and RMDL are set in antiphase to SMDV and RMDR, synchrony is main-

tained within a range of gap junction conductances (Fig. 26B-C). When an initial lag is applied to SMDD

to desynchronise it from RMDL, gap junctions promote in-phase synchrony (Fig. 26E and 26G), whereas

in the absence of gap junctions the neurons remain out-of-phase (Fig. 26F) or desynchronise (Fig. 26H).

Importantly, whether SMDD is in-phase with RMDL or RMDR depends solely on the initial lag assigned

to SMDD (Fig. 26E and 26G). This suggests a neural mechanism for spontaneous pattern selection via

symmetric electrical coupling.

Higher gap junction conductances result in the SMDD signal encapsulating both RMDL and RMDR

signals such their wavelengths are different and sum up to the wavelength of SMDD (Fig. 26I). Interestingly,

in some gap junction conductance regimes, setting the activation on SMD and RMD asymmetrically results

in unstable in-phase synchrony, such that SMDD is alternately in-phase with RMDL and RMDR (Fig. 26J).

Above some gap junction conductance threshold, oscillations terminate and both RMDs plateau (not shown).

I next tested the combined affect of symmetric electrical coupling and inhibition on the same system

(Fig. 26B). While I could not find a regime in which electrical coupling and inhibition work synergistically to

promote sustained in-phase synchrony, I found regimes in which they promote unstable synchrony (Fig. 26K

and 26M), such that SMDD is transiently and alternately obtained in-phase synchrony with RMDL and

RMDR for a few oscillation periods. As a control, I show that inhibition alone resulted in asynchrony

(Fig. 26L and 26N) and electrical coupling alone resulted in sustained in-phase synchrony (Fig. 26C). This

suggests that the addition of inhibition to electrical coupling provides destabilisation that promotes transient

in-phase synchrony. More generally, this may offer a mechanism for periodic alternation between oscillators

along an animal’s body or between two neural programs that underlie different behavioural gaits.
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Figure 26: Pattern switching and unstable synchrony in a system of four plateau potential neurons
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Figure 26. A-B. Two pairs of reciprocally inhibiting plateau potential neurons connected via electrical

coupling (A) or via electrical coupling and inhibition (B). The SMD pair is assumed to receive strong

external inputs that entrain its oscillations and is thus not affected by the RMD pair. The circled

letters in C-N correspond to the models in A-B. In C-N, the trace of SMDV is not shown for simplicity

and is always in antiphase to SMDD. C-D. Symmetrical gap junctions from SMDD to RMDL and

RMD maintain in-phase synchrony across a range of gap junction conductances when the initial

membrane potential of SMDD and RMDL are identical. E-H. SMDD is given an initial lag by setting

all its inputs to 0 for 250ms (E-F) or 550ms (G-H). Gap junctions promote in-phase synchrony even

when the initial membrane potential of SMDD is out-of-phase relative to both RMDL and RMR,

and SMDD can become in-phase with either RMDL (E) or RMDR (G) depending on its their initial

relative phases. Removing the gap junctions results in out-of-phase synchrony (F) or asynchrony (H).

I. Higher gap junction conductances induce encapsulation of RMDL and RMDR signals by the SMDD

signal. J. For some gap junction conductances, when combined with asymmetric activation of SMD

and RMD, unstable in-phase synchrony is induced. K-N. Combined electrical coupling and inhibition

(model B), promotes unstable in-phase synchrony (K and M). Removal of SMD-RMD gap junctions

results in asynchrony (L and N), whereas removal of inhibition results in in-phase synchrony (C).
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An extrinsic mechanism for sequential RMD activations and a spontaneous chirality switch

In previous sections in this chapter I showed an intrinsic mechanism for sequential activations of four RMD

neurons that give rise to a circular muscle activation (Fig. 26G-H), and then suggested general mechanisms

for stable and unstable in-phase synchrony in a system of two pairs of reciprocally inhibiting plateau poten-

tial neurons connected via symmetric electrical coupling and inhibition (Fig. 26). Here I test the hypothesis

that RMD oscillations are intrinsically dorsal-ventral symmetrical, and that external stimulation from SMD

promotes sequential RMD activations. Specifically, I test the role of combined electrical coupling and inhi-

bition from SMD to RMD. The circuit is an extension of the circuit in Fig. 26B as it consists of two more

reciprocally inhibiting RMD neurons (Fig. 27A-B). Note that the schematics in Fig. 27A and 27B show

two different activation patterns of the same circuit (counterclockwise and clockwise, respectively), rather

than two different circuits. As before, SMD are assumed to receive strong external inputs that entrain their

oscillations, and thus gap junctions from SMD to RMD are effectively unidirectional.

In this circuit configuration, I found regimes in which symmetric electrical coupling and inhibition from

dorsal SMD to dorsal RMDs act synergistically to induce sequential counterclockwise (CCW) and clockwise

(CW) RMD activations that give rise to CW and CCW muscle activations, respectively (Fig. 27C-D, see

Fig. 23C for neuromuscular anatomy). CW muscle activation arises from CCW RMD activation (Fig. 27C,

RMDDR → RMDDL → RMDVL → RMDVR), whereas CCW muscle activation arise from CW RMD

activation (Fig. 27D, RMDDL → RMDDR → RMDVR → RMDVL). Importantly, chirality is determined

by the order of RMD activations, which only depends on the first RMD neuron to depolarise, thus providing

a mechanism for spontaneous chirality selection (Fig. 27E-F). In particular, if the two right RMDs (blue

shades) depolarise first, CCW RMD activation is selected (Fig. 27E, same simulation as in C, note the time

axes), whereas if the two left RMDs (red shades) depolarise first, CW activation is selected (Fig. 27F, same

simulation as in D, note the time axes). Note that in these simulations the initial membrane potential of

all neurons are in-phase at the resting potential (-70mV), showing that both oscillatory activity and pattern

selection are spontaneous. Asymmetric activation of those neurons was used to break the symmetry between

them and allow spontaneous oscillatory activity from an in-phase state (the difference in input current was

≤ 10% of the highest current). To demonstrate CW RMD activation in Fig. 27D and 27F, an initial 10ms

lag was given to the two right RMDs by setting all their inputs to zero, whereas no lag resulted in CCW

RMD activation (Fig. 27C and 27E).
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Finally, I show that in this regime, either electrical coupling or inhibition alone are not sufficient to gener-

ate those dynamics (Fig. 27G-H). Electrical coupling alone resulted in in-phase synchrony of left-right RMD

counterparts (Fig. 27G), whereas inhibition alone resulted in oscillations with an unstable phase (Fig. 27H).

Figure 27: An extrinsic mechanism for sequential RMD activations and a spontaneous chirality switch
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Figure 27. A-B. An extrinsic mechanism for sequential activation of the RMD neurons via symmetric

inhibition and electrical coupling from SMD. The schematics show counterclockwise (A) and clockwise

(B) modes of the same circuit. C-D. Counterclockwise (C) an clockwise (D) sequential activations of

four RMD neurons (showing the last 5s of a 25s simulation). E-F. The first 20s of the simulations

in C and D, respectively. The initial membrane potential of all neurons are in-phase at the resting

potential (-70mV). In F, an initial 10ms lag was given to the two right RMD neurons. G-H. Controls

for C-D showing that electrical coupling alone (G) or inhibition alone (H) from SMD to RMD results

in in-phase synchrony of left-right counterparts (G) and out-of-phase oscillations with an unstable

phase (H), respectively. Note that in G-H only the last 5s of a 25s simulation are shown. In all

simulations, electrical coupling and inhibitory connections were symmetric, while activation was not,

in order to allow spontaneous oscillatory activity from an in-phase initial state.
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5.3 Methods

Model simulation

All simulations were solved using the Runge-Kutta solver (ode45 in MATLAB R2021a), with a step size of

1ms, using a laptop with an i7 processor (2.8GHz), 16GB RAM and 64-bit Windows 10. The computation

time of individual simulations ranged between 0.5-5 minutes.

Single-cell model

The fitting of the model to the experimental data was done manually. First, the fixed points of the system

were selected (i.e., the two stable points which correspond to the two resting potentials at -70mV and 35mV,

and the unstable point which corresponds to the depolarisation threshold at -45mV). Then, the fixed points

were used to split the physiological range of membrane potential into four sub-ranges. Within each sub-range,

the current-voltage relationship was approximated as either a linear or a quadratic function (Eq. 5.1 and 5.4,

Fig. 24A and Table 5). The parameters of each function were adjusted manually to match experimental data.

The expression in the second differential equation was also adjusted manually to account for a desensitisation

response on a larger time scale (Eq. 5.2-5.3).

5.4 Discussion

A biologically-grounded single-cell model captures intrinsic RMD dynamics

In this chapter I looked into the neuromuscular control of the motor behaviours introduced in chapter 4 by

means of biologically-grounded computational models. My investigation starts with the development of a

single-cell model that accurately captures the intrinsic dynamics of the RMD motor neurons as indicated

by electrophysiological recordings [70]. The RMD are plateau potential head neurons that I selected as

promising candidates for 3D pattern generation in the head of C. elegans.

The motivation to accurately capture the intrinsic dynamics of neurons in computational models is

two-fold. First, such models provide a fully controlled and reproducible framework for studying single-cell

dynamics by arbitrarily perturbing the model cell and by making testable predictions (see Fig. 24). This

creates a loop in which the model informs experiments and their results in turn are used to update the
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model. Indeed, the model was used to make predictions that may be tested in current-clamp experiments

(Fig. 24H-I). Second, since such models can be highly constrained by experimental measurements, they can

also be used to put strong constraints on the dynamics neural circuits, for which the size of the parameter

space often increases dramatically as a result of including more neurons and their inter-connectivity. This

includes electrical and chemical synapses for which experimental data may be missing or incomplete.

The parameter space of such circuit models encompasses many solutions, most do not correspond to

physiological conditions or do not match the parameters of the specific modelled system. Nevertheless such

solutions may give rise to dynamics that resemble the dynamics of the modelled system, but they lack insight

about the underlying mechanisms of such dynamics. Finding the regimes that give rise to specific patterns

of oscillatory activity under strong, experimentally-informed constraints helps narrow down the parameter

space of the model and gets us closer to uncovering the fundamental principles that govern pattern generation

in biological nervous systems.

Other models of the RMD neuron that are based on current-clamp recordings in [70] exist. Nicoletti et al.

developed a model based on the Hodgkin-Huxley formulation in order to capture and characterise the role

of different calcium and potassium voltage-gated currents. Their model reproduces RMD bistable dynamics

as indicated by current-clamp experiments, and is used to make predictions regarding the underlying ionic

mechanisms that facilitate this dynamics [259]. Boyle et al. developed a biomechanical framework for

modelling C. elegans forward locomotion. They modelled the RMD neuron as a bistable, binary switch with

hysteresis, such that the threshold for switching between the two states is state-dependent. They used this

to model the antiphase activity of dorsal and ventral B-type motor neurons during forward locomotion. The

bistability and non-linearity of these model neurons ensures that contralateral muscles do not contract at the

same time. Together with stretch-receptors that feed back information from the shape of the body to B-type

neuron, this allows the model to generate dorsoventral oscillations across a wide range of neural activation

and body undulation frequencies [30].

Here, the RMD model was designed to accurately capture whole-cell dynamics in order to both char-

acterise intrinsic RMD dynamics and constrain circuit dynamics. The first equation of the model cap-

tures its fast response using a piecewise function (Eq. 5.1 and 5.4 and Fig. 24A). The second equation

captures a slower response and, similar to [30], introduces hysteresis to the model, which makes its depo-
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larisation/hyperpolarisation threshold state-dependent (not shown). All model parameters were manually

adjusted to fit the model to the experimental data in [70] (Table 5).

The model accurately captures RMD dynamics as indicated by current-clamp recordings, including its

dynamics in different extracellular fluids (Fig. 24) [70]. The model does not contain details about sub-cellular

components such as ionic current subtypes or dendritic morphology which are beyond its scope. It is also

not designed to capture dynamics with a period larger than 1 second, as the period of all oscillatory activity

investigated in this work is on the scale of tens or hundreds of milliseconds. However, electrophysiology data

is available for larger time scales [70], and depending on the driving hypothesis, future work may generalise

this model to account for those too, preferably while maintaining model simplicity and interpretability.

Finally, the model does not consider random noise or variability across neurons that are often observed in

electrophysiological measurements [70].

Models of neural circuits

To characterise the dynamics of an ensemble of plateau potential neurons, I started from a simple circuit of

two neurons connected via symmetric reciprocal inhibition, and gradually increased its complexity by either

adding more neurons and synapses (chemical or electrical), or by setting synaptic weights asymmetrically

(Fig. 25). In this analysis all model parameters were fixed apart from synaptic weights and initial membrane

potentials.

Chemical and electrical synapse models were informed by electrophysiology data available for synaptic

channels and neurotransmitters expressed specifically by RMD and SMD, which puts strong constraints on

synaptic dynamics [68, 71, 203, 227, 237, 238]. However, data for some aspects of synaptic dynamics is still

missing. This includes desensitisation and recovery of inhibitory chemical synapses, as well their reversal

potential. These parameters were adjusted manually to allow for rhythmic activity (Table 6).

Both RMD and SMD express the UNC-7b innexin isoform in the adult worm, which makes RMD-RMD

and RMD-SMD gap junctions symmetrical (note that UNC-7b is sometimes referred to as UNC-7S, T.

Starich, personal communication) [71, 237]. Voltage-clamp recordings were done in Xenopus oocytes that

express unc-7b. The two cells were first held at -30mV, and then the membrane potential of one of the cells

was clamped using 10mV increments between -100mV and +100mV, while current in both cells was recorded.
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The results show that the rate of current flow in response to a voltage step depends on the difference in

membrane potential between the two cells, and decays exponentially over time, reaching steady-state after

approximately 4 seconds. This gives a sigmoid-like current-voltage relationship at steady-state [71]. However,

it is not yet known whether this response only depends on the difference in membrane potentials, and in

particular whether it is invariant to the absolute membrane potential of the cell that was held at -30mV. Here,

I assumed that gap junctions are at steady-state at all times and modelled them as a sigmoid function of the

difference in membrane potential between the two coupled cells. This assumption is justified by the fact that

in the experiments that measured gap junctional current-voltage relationship over time, the channels were

expressed in Xenopus eggs and were perturbed after being held at 0V potential for an effectively infinite

amount of time. However, in the worm there is always some activity that deviates from 0V potential. For this

reason and for simplicity, gap junctions were assumed to have reached steady state prior to any simulated

activity and remain at steady-state during the simulation. This assumption can be tested experimentally

by carrying out the same voltage-clamp experiment repeatedly at different time intervals, and in particular

before and after reaching steady-state [71].

To test the dynamics of cholinergic synapses in C. elegans nervous system, Putrenko et al. expressed dif-

ferent combinations of four acetylcholine-gated chloride channels (ACC1-4) in Xenopus oocytes and recorded

the flow of current in response to acetylcholine (ACh), as well as to the agonist arecoline, while the membrane

potential of both cells was held at -80mV. First, they found that all four channels mediate an inhibitory

response to ACh. ACC-1 and ACC-2 homomers showed variable responses on different scales of ACh concen-

tration (0.05-1µM and 2-100µM, respectively). While ACC-2 exhibited desensitisation to ACh, ACC-1 did

not (although it did exhibit desensitisation to arecoline at higher concentrations). Further, the heteromeric

channel of ACC-1 + ACC-3 did show desensitisation within 2-200µM ACh concentrations, with a slower

decay rate compared to ACC-2 homomers. The relationship between current and ACh concentration for all

channels fitted well to a sigmoid function [227].

The ACC channels were found to be expressed throughout the nervous system of C. elegans [68]. ACC-

1 was shown to be expressed by the RMD and SMD neurons, and its expression did not overlap with

that of ACC-2. ACC-3 expression was very low throughout the animal [68]. Here, I modelled inhibitory

chemical synapses as a sigmoid function of the pre-synaptic neuron with desensitisation that was crucial
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for obtaining oscillatory activity through the “escape from inhibition” mechanism [179]. Since ACC-1 did

not show desensitisation in [227], future experiments may test whether larger ACh concentrations elicit

such a response. Alternatively, RMD might express ACC-3 and form ACC-1 + ACC-3 heteromers, or other

channels that do desensitise. In addition, in the voltage-clamp recordings of ACC channels, the two cells were

clamped at -80mV and their response to a constant ACh concentration was measured. More work is needed

to characterise the dependency of these responses on the pre- and post-synaptic membrane potentials. The

release of ACh from the pre-synaptic neuron may also have complex, voltage- and time-dependent dynamics.

Similar to electrophysiology data, locomotion data was also used to constrain the circuit model using

extracted gait parameters such as undulation frequency. This was done by manually adjusting free parameters

in the synapse models (see Section 5.2.2). In future work I plan to test this neural model in a biomechanical

framework developed in our group [246]. This will allow to use other locomotion parameters to constrain

the mechanics of the worm, such as speed and body twisting and rolling.

The importance of symmetry-breaking for robust pattern generation

I found that symmetry-breaking plays a crucial role in the generation of spontaneous and sustained oscillatory

activity. In a circuit made of identical plateau potential neurons with symmetric synaptic connectivity, if

the initial membrane potentials of all neurons are set in-phase, oscillatory activity cannot be initiated as

all neurons experience the same inputs and will thus follow the same path. While random noise might be

useful to break this symmetry, it is possible that natural systems evolved to guarantee symmetry-breaking

more robustly, where it is required. In the circuit model described here, symmetry can be broken by means

of synaptic weights, including gap junctions and inhibitory and excitatory chemical synapses (see Fig. 25).

In particular, I showed how asymmetric inhibition and activation lead to spontaneous oscillatory activity in

a system of two or four plateau potential neurons (Fig. 25D and 25F). Future modelling and experimental

work may address the importance of hard-wired symmetry-breaking for robust pattern generation in different

regimes.

Mechanisms for stable and unstable in-phase synchrony in plateau potential neurons

Mechanisms for synchronisation, modulation and selection of neural gaits have been explored in-depth in

spiking neurons that fire all-or-none action potentials [300], while both plateau potential neurons and graded
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transmission received much less attention. In particular, some studies focused on the synergistic effects of

inhibition and electrical coupling in synchronisation [265–269].

To bridge this gap in knowledge, I performed a preliminary characterisation of the possible dynamics

that may arise from a simple system of two pairs of reciprocally inhibiting plateau potential neurons con-

nected via symmetric graded inhibitory and electrical synapses (Fig. 26). While this analysis was aimed at

capturing general principles of neural synchronisation, modulation and switching, it was inspired by specific

neuroanatomical motifs in C. elegans (see Figs. 25A and 27).

Here, the modelled system is a simplified version of the motif described in Fig. 27, and contains only four

neurons, left and right RMD (RMDL and RMDR) and dorsal and ventral SMD (SMDD and SMDV), with all

four modelled as identical plateau potential neurons (Fig. 26A-B). The RMD pair is linked to the SMD pair

only through SMDD, either via electrical coupling (Fig. 26A), or via both inhibition and electrical coupling

(Fig. 26B). Since the SMD pair is entrained by a strong proprioceptive input, its activity is assumed to be

independent of the RMD pair. This was implemented by making SMD-RMD gap junctions unidirectional.

While keeping all synaptic weights symmetric, I found regimes in which SMD-RMD electrical coupling

promotes either stable or unstable in-phase synchrony (Fig. 26A-H). In some regimes, in-phase synchrony

was dependent on initial conditions, such that SMDD synchronises with either RMDL or RMDR depending

only on their relative initial membrane potentials (Fig. 26E-H). When the activation of SMD and RMD was

asymmetric, gap junctions induced unexpected dynamics. This included a case in which the SMDD signal

encapsulated the signals of RMDL and RMDR (Fig. 26I), and a case of unstable in-phase synchrony with

a significant reduction in amplitude of the antiphase cell (Fig. 26J). In addition, I found regimes in which

electrical coupling and inhibition work synergistically to promote unstable synchrony (Fig. 26K-N).

While this was only a preliminary analysis of the potential dynamics of such systems, these results demon-

strate their capacity for complex computations. In particular, both stable and unstable in-phase synchrony

may hint on general mechanisms for spontaneous gait switching and phase-locking between multiple oscil-

lators. Finally, while different dynamics were obtained by means of changing synaptic weights, they may

all appear in a hard-wired circuit in the animal depending on physiological conditions. For example, the

properties of the external material may, passively or actively, influence synaptic conductances.

128



Intrinsic and extrinsic mechanisms for RMD oscillations that may underlie Coiling and Infinity

In this work I discuss multiple hypotheses for pattern generation in RMD that may give rise to 3D motor

pattern generation. This includes mechanisms that are intrinsic or extrinsic to the RMD circuit. Here I only

consider four of the six RMD neurons (Figs. 25A and 27A-B). Extrinsic mechanisms involve the proprio-

ceptive SMD neurons that were shown to be correlated with head bending during 2D forward locomotion

[232], and send both gap junctions and inhibitory synapses onto RMD (Fig. 23H) [37, 86]. Note that RMD

dominantly form neuromuscular junctions (NMJ) onto body wall muscles (BWM) in rows 1-2, while SMD

dominantly form NMJ onto BWM in rows 3-8 [37, 86]. For both intrinsic and extrinsic mechanisms, I test

the circuit capacity to generate sequential RMD activations that will lead to sequential activation of the four

BWM quadrants. Note that clockwise (CW) activation of RMD leads to counterclockwise (CCW) activation

of BWM, and vice versa (Fig. 23C). Thus, the selection of chirality is determined by the order of RMD

activations.

Electrical coupling between dorsal-ventral RMD counterparts suggests that they are synchronised (Fig. 23C).

This is in contrast to most C. elegans motor circuits that show left-right symmetry, and dorsoventral re-

ciprocal inhibition [37, 86]. While intrinsic sequential RMD activation is possible (Fig. 25F-G), this might

not be robust, as dorsal-ventral counterparts might gradually reach in-phase synchrony. If dorsal-ventral

counterparts are intrinsically in-phase, sequential RMD activation can be enforced extrinsically. Specifically,

symmetric gap junctions from dorsal SMD to both RMDDL and RMDDR (see Fig. 23H) may provide the

instability needed to promote sequential RMD activations. Regardless of whether SMD-RMD connectivity

promotes sequential RMD activations or not, it may act to synchronise RMD oscillations with dorsoventral

oscillations in SMD and the rest of the body.
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6 Concluding remarks and future outlook

The primary objective of this work is to advance our understanding of the basic control principles of biological

neural networks that underlie animal behaviour. It particularly addresses 3D locomotion of the C. elegans

nematode, by linking neural dynamics at the single-cell level, to the complex motor patterns that may arise

from ensembles of neurons carrying out those dynamics.

Organisms across the animal kingdom show great behavioural diversity, as well as diversity in the biome-

chanical and neural mechanisms that give rise to those behaviours. In particular, motor behaviour arises

from coordinated muscle contraction and relaxation, which results in body deformation and in force applied

on an external material. Motor behaviours, as well as the neuromuscular mechanisms that control them,

have developed under geometrical and mechanical constraints from both the body and its environment. Ex-

pectedly, greater anatomical and behavioural complexities require more complex neuromuscular mechanisms

to control them. In addition, biological systems have developed redundancies for robustness, which make it

harder to isolate basic phenomenon and study their part in the whole.

To address the problem of complexity in biological systems, I chose to work on one of the simplest

multicellular model organisms that possesses a nervous system, the 1mm long C. elegans nematode. Its

cylindrical body is controlled by only 302 neurons and 95 body wall muscle cells [45, 54, 75], yet it is

capable of complex and robust behaviours within a wide range of environmental conditions [60, 73]. Its

anatomical compactness and minimal redundancy allow us to study neural dynamics at the single-cell level

in the context of the whole-animal, and in particular while considering the geometry and mechanics of its

body and environment [22, 33, 62, 64, 65].

I addressed this topic using an integrated approach, combining (1) 3D imaging, computer vision, deep

learning and optimisation techniques to acquire locomotion data of freely-moving C. elegans worms in a

volume and extract meaningful features, (2) quantitative analysis of 3D locomotion data to identify rhyth-

mic locomotion patterns in a volume, and (3) mathematical modelling of head neural circuits, selected as

candidates for the neural control of the identified locomotion patterns.

In planar settings, the worm’s locomotion has been characterised in-depth, as well as the neurons that
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control it. Specifically, the worm moves forward and backward via sinusoidal-like body undulations, carried

out by a wave of antiphasic dorsoventral body bends that propagate from head to tail (in forward locomotion)

or from tail to head (in backward locomotion) [33, 37, 62, 75]. These gaits have been shown to be controlled

by a set of motor neurons that span from the neck of the worm to its tail. Their arrangement consists of

a repeating motif of a pair of excitatory neurons and a pair of inhibitory neurons, both connect to muscles

in a left-right symmetrical manner (Fig. 23A) [37, 68, 75]. This suggests that feedforward body bending

posterior to the neck is restricted to the dorsoventral plane.

Despite the worm moving in complex, non-planar environments in its natural habitat, its locomotion

in a volume is almost completely unexplored [82, 244, 245]. While the simplification to planar surfaces

was crucial to build our understanding incrementally, it is possible that in a volume, where the planarity

constraint is removed, the worm can execute different motor programs that are suppressed in 2D, either

passively through the mechanics, or actively through mechanosensory feedback mechanisms. Furthermore,

neural programs that are unused or silenced in 2D, may be manifested in 3D, and may lead to the discovery

of new neuronal functions. Interestingly, the neuromuscular anatomy along most of its body suggests that

C. elegans is left-right symmetrical and only capable of generating dorsoventral body bends in a feedforward

manner. However, the head is not restricted in the same way (Fig. 23) [37, 75, 86]. The circuitry in the

head is more complex and consists of multiple motor circuits in which individual neurons dominantly form

neuromuscular junctions onto one of the four muscle quadrants, suggesting more degrees of freedom for head

motion compared to the rest of the body (Fig. 23B,C,E).

To study C. elegans locomotion in 3D, I recorded freely-moving worms in a volume, within a range of gel

viscoelasticity corresponding to gelatin concentrations. Our imaging setup consists of three approximately

orthogonal cameras, each attached to a telecentric lens. This setup improves on existing methods for 3D

imaging of C. elegans, with up to 7X magnification, an acquisition rate up to 40Hz, and a field of view

and depth of focus of approximately 1cm2 and 1cm, respectively (see Section 3.2 and Fig. 3) [244, 245].

This allows to accurately capture the worm’s shape while allowing it to move freely across a volume that is

approximately 10 times larger than itself, thus avoiding wall effects.

This allowed me to generate a database of high-resolution 3D locomotion data. To extract the worm’s

shape and its location in the volume, the space must first be calibrated in order to convert from camera pixel
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space to 3D lab coordinates. This is necessary to match worm features across all cameras and to accurately

reconstruct its 3D shape in real length units. The calibration accounts for intrinsic properties such as camera

and lens distortion, as well as extrinsic properties such as the relative position and orientations of the cameras

(see Section 3.3). Here, I used the pinhole camera model to account for those properties (see Section 3.3

and Fig. 4A) [288]. The camera model was obtained for each experiment using an asymmetric grid pattern

which was recorded in the molten gel from all cameras simultaneously in different orientations (see Section

3.3 and Fig. 4B-C). The grid images were then fed into an algorithm (developed by our group), which uses

the grid points to construct a camera model (see Section 3.3 and Eq. 3.1-3.5).

Since the camera model is based on information obtained in the molten gel, but worms are recorded only

once it solidifies, structural changes in the material might require changes to the camera model. Indeed,

I found a significant increase in the calibration error when measured in the solidified gel, compared to the

molten gel. To account for this discrepancy, I added a calibration refinement step to the pipeline, which uses

the recorded worm in each clip to minimise the calibration error. This reduced the mean calibration error

to ≤ 1 pixels (Section 3.3.2 and Fig. 6B-D).

Next, I developed an algorithm for extracting the worm’s 3D shape, represented as a discretised midline

in lab coordinates, and its position and orientation in the volume over time. This process was broken into

two steps. First, the head and tail were tracked using a convolutional neural network (CNN) trained for

3D point detection. Then, the 3D midline was found using a hill-climbing optimisation approach, while

constrained at the end-points. Importantly, time information is used in both steps.

For head and tail tracking, the position of the corresponding point in the previous frame is used as the

centre of a small neighbourhood within which the target point is searched for (Fig. 7C). Tracking within a

small neighbourhood encodes time information implicitly, makes the method memory-efficient and reduces

the probability for ambiguities, as only the relevant portion of the image is used. Furthermore, this allows

to track multiple points independently. Here, the CNN was trained on head points, but was used to track

both head and tail simultaneously (Fig. 8H-M).

For 3D midline tracking, each midline is found using the midline in the previous frame as the initial

state for the optimisation process. This allows to use information about shape, position and orientation,
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which is crucial for resolving ambiguities (Fig. 9). Combining this methods with the method for head and

tail tracking, allows to constrain the midline at the end-points, which dramatically reduces its degrees of

freedom and guarantees convergence. Here too, a minimal bounding box around the worm is used to find its

midline. This makes the method memory-efficient, helps exclude potentially-misleading information (e.g.,

other worms in the field of view), and allows to track multiple worms simultaneously (Section 3.4.2).

Nevertheless, some postures cannot be resolved using this method. This includes cases in which the

worm’s body is too convoluted to resolve its full shape from a single frame image. In some of these cases,

using pixel information from adjacent frames might help. Here, such cases where corrected manually. In

other cases, all projections appear as a uniform blob and the shape cannot even be resolved, and thus

the frame must be discarded. To resolve the posture in such cases, a different imaging approach may be

considered, such as using fluorescent markers that can indicate body position along the worm’s longitudinal

axis.

To make the full pipeline widely available and accessible, I developed a tool with a user-interface that

contains all the above functionalities. The tool, as well as the different modules it contains, are designed in

a general manner which is scale-free, supports any number of cameras, can be adjusted to other calibration

grid patterns, and can be used to study other animals. While the midline finding algorithm is restricted to

tubular/slender bodies, the 3D point tracking CNN can be trained to detect any feature that can be localised

to a single point, and can be used to track multiple points simultaneously (Section 3.7).

All head and tail points were validated frame-by-frame by generating a video showing the three camera

views and the projected head and tail points. Manual correction was required in less than 5% of the frames,

mostly where head and tail where close to each other. This was done using a custom 3D annotation tool

that I developed (Section 3.7). Then, the midline was found while head and tail were fixed. This was then

again validated frame-by-frame in the same manner. Since the midline was highly constrained, both at the

end-points and by the shape and position of the midline in the previous frame, it rarely required correction

(≤ 1% of the frames). Cases that required correction mostly included highly convoluted shapes.

Once a database of C. elegans locomotion in a volume has been established, I annotated it by assigning

tags to sub-clips in order to qualitatively describe the worm’s behaviour. I identified multiple patterns of
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locomotion that have not been described in C. elegans. This includes chiral forward and backward locomotion

gaits, as well as non-planar manoeuvres. In this work I chose to focus on forward locomotion gaits, and

found that in high viscoelasticity environments (typically 2% − 4% gelatin, corresponding to 100≤G’≤600

Pa, see Table 4), the worm moves forward by propagating a wave of dorsoventral body bends from head to

tail. While this motion resembles crawling in 2D, in 3D it was highly non-planar. This may be due to the

lack of a near-solid substrate, and due to frequent, but not periodic head bending outside the plane of body

undulation. In low viscoelasticity environments (typically 1% − 1.5% gelatin, corresponding to 4≤G’≤13

Pa, see Table 4), I identified a motion pattern in which the worm forms chiral trajectories that emerge from

posture with opposite chirality (Figs. 11-12 and 15-16). During this motion, the worm also rolls around its

longitudinal axis at half the rotation rate of the trajectory (Figs. 18B, 20 and 22A). This behaviour was

observed in both clockwise (CW) and counterclockwise (CCW) modes. In the same environments, I identified

another forward locomotion gait, Infinity, in which the worm forms figure-eight trajectories by alternating

CW and CCW rotation. In this behaviour rolling alternated between clockwise and counterclockwise (Figs.

13, 17, 18B, 21 and 22B). Interestingly, I found that individual worms are capable of both CW and CCW

Coiling, as well as Infinity.

Since our 3D imaging setup does not provide sufficient information to identify the worm’s intrinsic

coordinate system (i.e., dorsal-ventral and left-right axes), I used fluorescence imaging of worms in a volume

that express a GFP marker in body wall muscles (Figs. 20-21). Using this method I was able to identify

the rolling of the worm (i.e., rotation about its longitudinal axis). Furthermore, despite the chiral motion

along the entire body, maximum body curvature posterior to the neck was associated with the dorsoventral

axis. This suggests that chiral gaits are an extension of 2D forward locomotion, where feedforward control

along most of the body generates dorsoventral body bends, while the head generates chiral motion that

passively propagates posteriorly. Taking all this into consideration, I proposed a model that links postures

and trajectories to the worm’s intrinsic coordinate system (Fig. 22). In Coiling, during a dorsoventral body

curvature period (2π), the worm completes a full rotation about its longitudinal axis (2π), and forms two

circle-like trajectory loops (4π). Rolling and the trajectory have the same chirality, while postures have the

opposite chirality (Fig. 22A). In Infinity, during a dorsoventral body curvature period, the worm rolls π
2 CW

and π
2 CCW, and forms and eight-shaped trajectory (Fig. 22B).
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The behavioural description of the identified chiral gaits includes a geometrical characterisation of 3D

postures and trajectories and their link to the animal’s intrinsic coordinate system. This information can be

used to study the underlying neuromuscular control of those behaviours. I selected two head motor circuits,

RMD and SMD, as candidates for the control of chiral head motions. This is supported by their physiology

and neuroanatomy. First, both the RMD and SMD circuits contain extensive cross-inhibitory connections,

which suggests that they play a role in pattern generation (Fig. 23B-C) [37, 68, 86]. Second, their pattern

of neuromuscular junctions onto body wall muscles suggests that some of these neurons dominantly control

individual muscle quadrants, in contrast to the left-right symmetry in the motor circuit posterior to the

neck (Fig. 23A-C). While SMD have been shown to control head bending amplitude during 2D forward

locomotion, RMD is unnecessary for normal 2D forward locomotion [62]. However, the RMD neurons are

necessary for the high frequency nose undulations during foraging, as well as for the head-withdrawal reflex

[62, 210, 297, 299]. SMD were shown to be proprioceptive, meaning that their activity is modulated by

the shape of the body through stretch-sensitive ion channels. Specifically their expression of the TRP-1

and TRP-2 mechanosensory channels is necessary for SMD-body bending synchrony, and genetic ablation

of both channels specifically in SMD causes a ventral bias, resulting in worms moving in circles [232].

To test the role of RMD and SMD in chiral head motion, I developed a biologically-grounded mathemat-

ical model constrained by experimental data available in the literature. Nervous systems across the animal

kingdom show great complexity and diversity even at the level of individual neurons. While most char-

acterised neurons show all-or-none activity and fire action potentials, electrophysiological recordings have

shown that RMD are bistable and respond to input current in a graded manner [70]. I developed a neu-

ron model that captures the intrinsic dynamics of individual RMD neurons, as indicated by current-clamp

recordings [70]. The model builds on and improves previous modelling work in RMD in that it captures its

dynamics more accurately and using simpler formulation [70, 259]. The model captures RMD dynamics at

the whole-cell level and does not consider the underlying ionic currents. Here, constraining the model and

accurately capturing the current-voltage relationship of the biological neuron, is motivated by the importance

of constraining network dynamics to biologically-relevant pattern generation mechanisms. Free parameters

in the models of individual neurons lead to an exponential increase in the degrees of freedom as network

complexity increases. In addition, the chemical and electrical synapses which couple neurons, have their own

intrinsic dynamics, which increase even more the computational complexity of biological nervous systems.
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To further constrain network dynamics, I developed biologically-grounded models for chemical and electrical

synapses, based on available data relevant to the specific synapses that couple the RMD and SMD neurons

(Eq. 5.5- 5.9) [68, 71, 203, 227, 237, 238].

Voltage-clamp simulations using the single-cell model match in-vivo measurements in both normal and

abnormal extracellular fluid conditions (Fig. 24B-G) [70]. Furthermore, the model is used to make predictions

to further characterise the neuron’s intrinsic dynamics. These may be tested in-vivo using the same setup

used for previous measurements [69, 70].

Once the single-cell and synapse models have been developed and tested, their parameters were fixed

and they were used to examine the dynamics of ensembles of bistable neurons. This was done incrementally,

by gradually increasing circuit complexity, both in terms of the number of neurons involved, as well as by

breaking circuit symmetries by modifying the conductances of synaptic connections.

In the simplest case, I looked at pattern generation in pairs of bistable neurons connected via symmet-

rical reciprocal inhibition. I found that this system is capable of generating rhythmic activity if the initial

membrane potentials are set in antiphase (Fig. 25B). Setting the weights of the inhibitory synapses asym-

metrically allowed for spontaneous rhythmic activity from an in-phase initial state (Fig. 25C). This suggests

that hard-wired asymmetry in synaptic weights is crucial for robust rhythmic activity in circuits of bistable

neurons. Next, I looked at ensembles of four model neurons and implicitly included mechanosensory feedback

in the model, corresponding to SMD’s entrainment by stretch receptors (Fig. 26A-B) [232]. In this system,

I found regimes that promote spontaneous pattern selection, which may underlie a spontaneous chirality

switch in C. elegans motor behaviour (Fig. 26C-H). Furthermore, I identified regimes that support unstable

synchrony with fixed alternation frequency, which may offer a link to previous findings about frequency-

doubling in SMD (Fig. 26J-N) [65]. Finally, I looked at a circuit of six model neurons while also considering

connectivity to muscles. This was used to propose a model in which the RMD circuit underlies 3D chiral

pattern generation, whereas the SMD circuit underlies spontaneous chirality selection (Fig. 27).

Overall, I have identified novel neural control mechanisms and complex dynamics that may arise from

ensembles of apparently simple bistable neurons, connected via inhibitory and electrical synapses. The

models developed here provide a formal and reproducible framework for hypothesis testing, and I used them
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to make quantitative hypotheses that can be tested in-vivo. These findings extend beyond the scope of C.

elegans and expand our knowledge of the computational complexity of neural networks, by bridging the gap

from single-cell dynamics to whole-animal behaviour.

To test whether RMD and SMD are necessary for chiral head motion, future work may use optogenetics to

target individual head motor neurons. According to the models presented here, deactivation of one or more

RMD neurons during a Coiling sequence will terminate chiral head motion and result in planar dorsoventral

undulations. Since SMD are predicted to be involved in chirality selection, ablation of these neurons is

predicted to result in frequent, but not periodic, switching between CW and CCW head undulations.

To identify the muscle activation pattern used by the worm to induce chiral posture sequences as observed

in Coiling, the models developed here may be integrated into a biomechanical framework that models the

geometry and mechanics of the worm’s body and its environment. More specifically, since the neuromuscular

anatomy of RMD is known (Fig. 23C), the neural models developed here can be used to generate muscle

activation patterns, that can then be used to control body curvature in a mechanical framework [246].
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Morales, Shira Knafo, Luis Mart́ınez, Alberto Pérez-Samart́ın, José I. López, Gorka Pérez-Yarza, and
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FIMtrack: Two new tools allowing high-throughput and cost effective locomotion analysis”. In: Jour-

nal of Visualized Experiments (2014). issn: 1940087X. doi: 10.3791/52207.

[271] George V. Lauder. “Fish locomotion: Recent advances and new directions”. In: Annual Review of

Marine Science (2015). issn: 19410611. doi: 10.1146/annurev-marine-010814-015614.

[272] Tsevi Beatus, John M. Guckenheimer, and Itai Cohen. “Controlling roll perturbations in fruit flies”.

In: Journal of the Royal Society Interface (2015). issn: 17425662. doi: 10.1098/rsif.2015.0075.

[273] Eviatar Yemini, Tadas Jucikas, Laura J. Grundy, André E.X. Brown, and William R. Schafer.
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