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Abstract

Vertical Axis Wind Turbines (VAWTS) have potential to provide a greater
contribution to the deployment of wind energy around the world. At present

however, progress is hindered by a massive shortfall in effectiveness of design
methods associated with the complexity of VAWT aerodynamics.

Predicting and designing for VAWT flowsis not only an interesting technological
challenge, but also one of great societal importance. If the performance and
efficiency of VAWTSs are improved, then their uptake and deployment around the
world will be increased . Due tosome key advantages of VAWS, their widespread
use in conjunction with Horizontal Axis Wind Turbines (HAWTSs) could drastically
improve the cost competitiveness of wind energy overall.

This thesis describes the development of a new design/optimisation

methodology that can be applied to VAWT aerodynamics. It is based on the
powerful Adjoint method, which has been applied to other fields with great

success. In the application of Adjoint methods to VAWTaerodynamics, this work

shows an efficient new way todo VAWT blade shape optimisation

A'semi« OW¥2 {¥«U ! 8§« @ 2w« ! ¥ 8§0O!y{aa
data from individual instances in time to improve VAWT performance. Such a
method is novel in the field of VAWTS, and the use of Adjoint metlods with low
cost CFD models provides an efficient optimisation methodology that can be
readily adopted by the VAWT design community. Throughout this work the
commercial CFD software ANSYS Fluen(18.2)was used, although theproposed
methodologies can be reproduced in other CFD codes which contain an Adjoint
solver.

This thesis opens an exciting new avenue of research departing from
conventional parameter-based design methods, and the results show that
Adjoint-optimised blades can provide significant increases to a VAWTS power
coefficient. Discussion of these novelblade shapes alsosheds new and important
light on the flow physics and optimal blade geometries throughout the VAWTSs
revolution. Additionally, the results show that the semi-transient Adjoint me thod
can be used to provide blades which greatly reduce the aerodynamic loading on
the VAWT (and thus fatigue damage whilst improving the average power
coefficient.

§©
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Nomenclature

Unless stated otherwise, the International System for units (Sl) is adopted
throughout this work.

&) Chord length of an aerofoil or VAWT blade (m)
Co Drag force coefficient
CL Lift force coefficient
Cwm Moment coefficient
Cp Power coefficient
Cr Tangentialforce coefficient
ko) Reduced frequency
R Radius of turbine, (m)
% Velocity of oncoming wind, (m/s)
@ Relative velocity seen by a VAWT bladg(m/s)
h Angle of Attack (AoA), (°)
‘ Azimuthal (angular) position of VAWTblade, (°)
< Tip Speed Ratio(TSR)
r Density of fluid (air) , (kg/m3)
Turbine solidity
Angular velocity of VAWT, (rad/s)
. p Pitching frequency of an oscillating aerofoil, (rad/s)



1 INTRODUCTION

Tackling climate change is one of the key challenges of the current generation.To
achieve acleaner and more sustainable energy future aglobal transition towards a
heavily renewable energy infrastructure is required. In developed countries this
constitutes moving away from the centralised fossil fuel energy networks that have
been inherited. For developing countries this means utilising existing international
knowledge of sustainable technologies to make a renewablesfocused energy
infrastructure from which to build upon. A more decentralised energy network
utilising high proportions of renewabl es, would provide a future with more energy
security, reduced climate impact, and a level of redundancy against oil and gas
shortages and political/ market pressures.

The main challenges in increasing the penetration of wind power (and other
renewables) into the energy mix relate to overcoming socio-economic factors.

Renewable energy technologies already exist whichcould be more widely deployed,
and there are regions of abundant resource (such as wind) around the world which

could be utilised. Currently how ever, these renewable sources are not replacing, or
negating conventional power stations at a sufficient rate for climate change goals to
be met. Policy makers are hampered in efforts to introduce more renewables due

to the higher costs associated with these emerging technologies and with
cultural/systemic inertia favouring fossil fuel industries . The engineering challenges
lie in making renewable technologies more dispatchable, and in continually reducing
their Levelised Cost of Energy (LCOE) to make themas cost competitive as possible.

Focussing specifically on wind energy, the offshore wind industry is becoming well
established in Europe for large scale commercial energy production. Horizontal Axis
Wind Turbines (HAWTSs) are used for this application, and in the past decades,
HAWTSs have seen a far higher rate of research and development compared with
Vertical Axis Wind Turbines (VAWTSs). Large scale offshore HAWT projects will
continue receiving investment in European markets, and the industry is rapidly
growing in other parts of the world. Despite this, the rate of improvement to HAWT
aerodynamic performance is plateauing (Ferrer & Montlaur, 2015), with most
innovation in the industry focussed on upscaling the size of offshore HAWTS,
improving condition monitoring systems and reducing operation and maintenance
(O&M) costs. This has aided a renewed interest in VAWT technology VAWTSs are
sometimes regarded as an inherently poorer concept than HAWTs in terms of
power output and ef ficiency, but the VAWTindustry is not well established so the
comparison is somewhat unfair. The relatively underdeveloped VAWTs doindeed
have some fundamental drawbacks most notably poor self-starting behaviour and



performance issues (particularly for simple straight bladed configurations).

Furthermore, producing efficient VAWT designs proves difficult due to challenges
involved in predicting the flow phenomena (see Section 2.2) which are

comparatively complex next to HAWTS. It is not however correct to declare VAWTSs
as a poorer concept in general - It may be surprising to some to learn that VAWTSs
are not of intrinsically lower theoretical efficie ncy than HAWTs(see Table 1-1).

HAWTs and VAWTs are inherently suited to different general purposes and
operating conditions. Table 1-1provides a comparison of the two arrangements, but
it should be noted that only straight bladed Darrieus type VAWTs are compared in
the table. The many other variations of VAWT (some of which are discussed in
Section 1.] have been omitted from Table 11 for brevity. The predominating
disadvantage ofall VAWTS is the comparative lack of research and development
which they have received. This gives HAWT technology an unfair start, thusnaking
it more difficult to assess the true merits of the concepts alongside each other .

[ WOE° §O©! } ®{990s) withG/BWT technology was marred by a series of
failures as demonstrator projects attempted to upscale the technology. Such events
are described by Tjiu et al. (2014), and theseprematurely stunted interest and faith
in the VAWT concept.Most wind turbine research conducted around this time was
based on quasi2D and quaststeady methods, thus limiting the achievable progress
at the time towards gaining a good understanding of the flow physics (Vassbergget
al.,2005).

With modern computational techniques now allowing deep insight into VAWT flow
physics, there is an opportunity for significant further improvement to be made in
VAWT aerodyramic designs. VAWTs offer potential for further increase in
renewables uptake when deployed in the appropriate regions and markets. With
consideration of Table 11, it is apparent that VAWTSs are more suited to deployment
in regions of unsteady winds and varying wind direction. VAWTSs can be simpleand
more compact systems with easier deployment and maintenance, as well as placing
reduced demand on the support structure. In future, VAWTSs may play an important
role for offshore applications, as well asin urban environments, micro -grids, and
remote regions. VAWT aerodynamics should be researched further, to improve
technical feasibility and cost competitiveness of the technology, making it easier for
governments, investors, and climate-conscious businesses to favour.

The inherent issues that remain with VAWT technology present themselves as an
opportunity for the engineer, and more specifically the aerodynamicist. This
research project aims to explore the application of advanced aerodynamic shape
optimisation techniques to the problem of Darrieus -type VAWT design.Powerful



computational techniques have the potential to make significant contributions to
VAWT technology, as they have done in the aerospace field

Table 1-1x Comparison of VAWTSs (Darrieus Type) with HAWTs
Advantages are coloured green, disadvantages are colouredblue and are in italics

VAWT (Darrieus Type) | HAWT

Aerodynamics / Performance

Aerodynamic complexity means relatively
challenging analysis and design methodology

Self-starting behaviour can be poor for some
conditions and configurations

Good tolerance of very high winds

Operate independently of wind direction and
therefore need no yaw control mechanism

Ideal efficiency up to 72% but difficult to get
close to this in reality (Bhutta et al.,2011)

Simpler aerodynamic behaviour, with well
researched analysis and design methods

Generally good selfstarting behaviour

Need to be deactivated in very high winds

Performance is highly dependent on
alignment of turbine with wind direction;
yaw control required

Efficiency up to 60%, from Betz Law
(Bhutta et al.,2011)

Manufacturing / Maintenance Cost

Ground access to key components: gearbox,
generator, bearings

Lower manufacturing costs

UXEwz{ E£{¥}«~ ||
twice as long as a HAWT of equivalent rotor
2 ®{ § « (Suthérland et al., 2012)

w ZwCcC

Key components located in tower which
reduces access for maintenance and
replacement

Costly blades due to continuous twist/taper
along the span

Structural / Mechanical Compl exity

No yaw control required

High variation in blade loads (and fatigue) due
to large cyclic variation of aerodynamic forces

Lower maximum loads exerted on support
structure , and simpler overall structural design

Fewer mechanical components and complexity

Able to use direct drive generators reducing
mechanical complexity

Yaw control required for good performance
Smaller amplitude cyclic blade loads

High maximum loads imparted on the tower
/ support structure

Generallynot used with direct drive
generators

Other (Environmental)

More compact design requiring less space

Easierto integrate with building architecture
from a visual and structural perspective

Reduced bird collision rate due to visibility,
height and rotational speeds

Inherently quieter due to low operating speeds

Higher incidence of bird collisions

Can be loud, causing problems with the
public for onshore installations




1.1IVAWT Technology (Configurations)

Within the envelope of VAWT technology there exists a wide variety of turbine
configurations, each with their own specific features and advantages/disadvantages.

This section discusses these various VAWT configurations. An excellent account of

the history of VAWT development is given by Tjitet al. (2014) with discussion of early

research and demonstration projects carried out largely in Canadain« ~{ GOMF U2 w:
GONFU2D j~{ |w £-0{2 !'| «~{2a{ {wOf° 80! i{yc«
of VAWTSs, een though the problems were not due to inherent flaws in the VAWT

concept.

VAWT configurationsw©{ x©} wz£° } ©] -8{ z ¥« «®! yw«(
«2©x ¥{2aB w¥z Uzow} «°8{ E iw-!¥ -2fpe«-0Ox ¥
VAWTS, aghey are generally accepted as offering greater efficiency, capacity, and

lower weight compared to the Savonius-type (Hill et al., 2008). The limitation on

Savonius arrangements is stated by Vassberget al. (2005) as the inability of the

blade speed to exceed free stream velocity, and their theoretical efficiency is
significantly lower than Darrieus turbines (Almohammadi et al., 2015). For
information on additional wind turbine configurations refer to Bhutta et al. (2011)

where discussion is given on: Savoius, SavoniusDarrieus Hybrid, Crossflex, Two-

leaf semi rotary, Zephyr Turbine, Omni-directional Guide-vane, VGOT (Variable
Geometry Oval Trajectory), and the Two-tier Rotor (Darrieus -Musgrove). If the

reader is interested, Shires (2013) describes even more unconventional concepts

such as the Mono V\WWAWT, NOVA WAWT and the Aerogenerator.

Within the family of Darrieus-type turbines, several concepts have been developed
in order to address the prominent aerodynamic issues. A detailed discussion of
these sub-configurations is provided by Bhutta et al. (2011). In the present work, only
a very brief description and illustration of the simplest, and most widely researched
Darrieus configurations is given.

1.1.1 Straight Bladed Darrieus

The most simple and typical exanple of a Darrieus turbine has straight blades, often
of constant cross section and constant blade pitch (see Figure 1-2). Although this
arrangement is simple, the connecting arms between the tower and blades can
carry a significant penalty to the aerodynamic performance of the turbine. Such
turbines tend to be associated with a low starting torque and in some cases require
starter motors before they can achieve a rotating speed which produces significant
power. Variations of this concept with variable pitch exist which can aid with
generating self-starting torque and overall performance, albeit at the penalty of
system complexity and cost.



1.1.2 Egg-Beater (Phi -Rotor Darrieus)

The shape of the EggBeater turbine blades is chosen to minimise bending moment
loads in the blades. This also minimises the required size and number of the
structural connecting arms (see Figure 11). To achieve this, the blade shape is
approximated to a Tropskien profile x a rotating idealised rope which offers no
bending resistance (Islam et al., 2006). The complex geometry however does incur
an associated cost increase due to the manufacturing of the blades. Costs however
would invarbialy reduce as the technology/industry progresses from infancy to mass
production.

1.1.3 Helical Rotor (Twisted Blade Darrieus)

The helical rotor exhibits a more constant aerodynamic loading on the tower

structure which is beneficial for improving structural fatigue life. This is achieved via
the perimeter -wise sweep of the blades (seeFigure 1-3). Rather than concentrating

a large load as a straight bladewould pass through the azimuthal angle of maximum
torque, for a helical blade, the instantaneous blade area passing through any
azimuthal position is kept close to constant (Tjiu et al., 2014).

Figure 1-2 x H-Rotor Figure 1-1x Flowind Figure 1-3 x Helical Rotor
(Tjiu et al., 2014) (Sutherland et al., 2012) (Tjiu et al., 2014)



1.2 Characteristics of a VAWT

(Such an unsteady aerodynamic situation where an oscillating airfoil moves from a
low Reynolds number to a high Reynolds number in a singg cycle leads to a
kaleidoscope of nonlinear phenomena that designers have to faceD U
(Laneville & Vittecoq, 1986).

Predicting VAWT aerodynamicsis more challenging than HAWTSs owing to the added
complexities of the transient flow field (Wang et al., 2010)This makes VAWT design
more difficult ; so regardless of the maximum theoretical efficiencies, most current
VAWTS tend to exhibit lower operating efficiencies than HAWTSs.

A steadily rotating HAWT blade sees a fairly constantflow field, whereas VAWT
blades experience a constantly varying onset velocity, as well as varyingAngle of
Attack (AoA, U which can be both positive and negative over the course of a
revolution. Lift and drag forces (or coefficients; C, Cp) act perpendicular and
parallel to the onset velocity at each blade, producing a resultant force which has a
blade normal component (Cn), and a tangential/chordwise (Ct) component which

gives the useful torque:

# # OEfl # AT ®© (Egn. 11).

The AO0A (and thereby the Cr) depends on the free stream wind velocity, the
rotational velocity of the turbine blade, and the instantaneous angular position
(azimuthal angle, ‘) of the blade. Figure 14 shows the convention used for wind
velocity (Uwing) and relative velocity (Vrel), and the aerodynamic force coefficients.

The Tip Speed Ratio (TSR) relates the wind velocity and rotational velocity:

] 8

(Egn. 1.2).

The relative velocity seen by a blade (with zero fixing angle) can be calculated in
terms of TSR (L) and azimuthal angle ( ) of the blade (Ferrer & Montlaur, 2015):

6 5 W ¢IAIfOp (Eqgn. 1.3.

The corresponding angle of attack is defined as(Ferrer & Montlaur, 2015):

OA — (Eqn. 1.3.
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Figure 1-4 x Blade Angle of Attack and Relative Velocity = and Notation
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Figure 1-5 - Angle of Attack vs Azimuthal Position of a VAWT Blade



As the TSR increases, the AoA variation reduces and approaches the blade fixing
angle. Figure 15 shows this effect; several TSRs are shown as well as a sine wave,
demonstrating how a sine wave is a reasonable approximation to the AoA curve at
high TSR (the sine wave is scaled by a factor, B, to achieve amplitude consistency
with the curve of TSR = 5). It shouldbe noted that this AoA calculation does not
account for effects of velocity induction, thus offering a good approximation but not
exact values for a real VAWT Ao0A.

Clearly from Figure 15, as the TSRreduces the AoA range increases (the turbine is

rotating slowly), and as a blademoves through the upwind and downwind parts of

the rotation it may operate in both the stalled and un-stalled regimes. This dynamic

stall comprises complex formulation of vortices, followed by their development and

separation into wakes, and this becomes more prevalent with lower TSR (Wang et

al., 2010).The aerodynamic forces on each blade arefurther complicated by the

interaction with other blade wakes and vortices (Edwards, 2012). The present flow

field around a VAWT blade inherits flow disturbances and effects from the previous

blade havingpassed through the same space{ w©£ { ©B w¥z «~ 2 a ¢¥
(Vassberg, 2005).

Figure 16 shows the variation in relative velocity for a VAWT blade over a full
revolution (from azimuthal angle 0 to 360) using Equation 13. The aurve for a sample
turbine at TSR=4.5 and Wina=9.3 m/s is shown. Also shown is a line corresponding
to the tangential velocity of the VAWTblades which can be takento approximate the
average relative velocity that the blade seeslt should be noted that for a real turbine
the tangential velocity in fact fluctuates because the combined aerodynamic torq ue
of all the bladesvaries constantly.

—— Theoretical Relative Velocity —  ----- w.R

(5]
2
=]

[35]
2
=]

[~
2
=]

Velocity (m/s)
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Figure 1-6 x Relative Velocity vs Azi muthal Position of a VAWT Blade



AVAWT operates successfully when a net positive torque(or moment) is achieved
over a complete blade revolution; the blades must therefore generate positive
torque over a range of positive and negative AoA in a complexunsteady flow field.
At low TSR thereremains a portion of a blades revolution where negative torque is
produced which must be overcome by the system inertia and the positive torque of
the other blades. The possible range of AOA seen by the blades is magnified due to
the variation in TSR thata turbine can experience. Operation with TSR < 1.0 (during
start up or low wind speeds) tends to see high proportions of negative torque, as
the blades have to operate over a greater range of suboptimal AoA. This complex
variation in flow conditions that VAWT blades experience, pose a far greater
challenge to the aerodynamic designer compared to a HAWTblade. The silver lining
to this is that while HAWT blades are optimised for a comparatively small range of
AoA, VAWTerformance is less effected by rapidly varying wind speed and direction.
This enhances VAWT competitiveness for certain applications (Zhu et al., 2016)
where a wide envelope of wind conditions is required .

The terms of moment/torque coefficient (C m) and power coefficient (CP) are
introduced as follows (note that the term C 1 is reserved for tangential force
coefficient of 1 blade):
# —_— (Egn 15).
¢ SxETh?2
Where MF, isthe blade moment of force (N.m), T isthe torque (sum of M for all
blades in N.m), Ais the swept area (m?), and R isthe turbine radius (m).

# 8 (Eqn 16).

The complex time dependent flow physics described in Section 1.2have proven
difficult to predict accurately , thus making aerodynamic design and optimisation of
VAWTS a significant challenge.

1.2.1 Aerofoil Shape Parameters

VAWT performance is affected by a widerange of parameters regarding turbine
layout and blade geometry. Historical parametric investigations into VAWT design
variables such as blade geometry parameters are not comprehensive, and
geometry/performance trends are still not well understood over th e full operating
range (Edwards, 2012). Research in VAWT development has typically been
conducted using aerospace aerofoils such as the NACA series. This allowed efforts
to characterise performance trends based on conventional/ traditional geometric al
parameters such as camber and thickness (Tjiu et al., 2014) However, such



aerospace blade profiles are not necessarily suited to VAWTSs Aerospace wings are
designed (especially in civil aircraft) for cruising/ loitering conditions, which are

large steady flow regimes and thereby alien to the highly transient nature of VAWT
flow fields. Despite this, VAWT blades still largely employ typical symmetrical
aerospace profiles as can be seen across the literature.

The drastic differences in application between a cruising wing and a rotating VAWT
blade can be appreciated bythe comparison of operating conditions given byTjiu et
al. (2014 which is recounted in Table 1-2.

Table 1-2 - Operating conditions of a Darrieus VAWT blade
and an airplane blade (Table 1 from Tjiu et al., 2014)

Parameter VAWT Blade Aircraft Wing
Angle of Attack Operate in unsteady

conditions: oscillate

between positive and Operate in nearly steady

negative AoA twice per | conditions at near zero AcA
revolution, which are
often exceeding +/- 90°.

Stall Encounter stall ,
_ _ Encounter stall only in
frequ ently, especially in ] -
_ unusual operating conditions.
strong wind.
Reynolds Number Between a few hundred
Usually between three and
thousand and a few ) .
o thirty million.
million.

The choice of aerospace aerofoils in VAWT research therefae appears somewhat
arbitrary and potentially, sub-optimal. Hopefully, further research into blade profiles
will see greater decoupling and independence from typical aerospace aerofoils;
such research may be more likely to unlock the potential of VAWTSs. The following
briefly discusses the effects of classical aerodynamic shge parameters on VAWT
performance. Studies to characterise and link these parameters with VAWT
performance have been made in the literature, but general trends are not defined
over the range of possible VAWT operating conditions(Edwards, 2012).

Camber

Research to date is inconclusive in providing generalised trends for the effects of
camber on VAWT performance. Early works by Baker (1983) proposed that
introducing camber should be beneficial to power output, arguing that separation
will invariably occur at low Reynolds number; so camber will thereby have little
detriment to separation but will aid reattachment on the upwind side improving

10



overall performance. More recent works fail to give convincing conclusions for
performance trends on camber variations. Islam et al. (2007) concludes that NACA

4-digit symmetric aerofoils are not suitable for small VAWTS, while Worasinchai et
a.>HFGL? yw££? 2°oa{«0 ywf dWYW 2{y« | ¥2 w
Zwoo { -2 0! «! ©2UD

Due to the variations across the various VAWT configurations, TSRs and turbine sizes
available, it may be the case that there is no simpleconvenient, and definitive trend
in which the effects of camber can be generalised. Indeed, it can be seen that high
camber geometries offer benefit at low TSRs due to the improved flow attachment;
the converse becomes true as the TSR becomes larger and the AoA becomes smaller
and more constant. The optimal camber therefore is a function of the specific
turbine and oper ating conditions.

In this thesis, positive and negative camber are defined as shown inFigure 1-7.
Positive camber means that the top surface is concave moving away from the shatft.
Negative camber means that the bottom surface is concave, moving closer to the
shaft.

+ Camber - Camber

=

Shaft Shaft
O

Figure 1-7 - Camber definition, (Left) p ositive , (Right) n egative
Thickness

Islam et al. (2007) state s that a large blade thicknessis beneficial for self-starting
improvements because thicker blades help delay stall at low Reynolds number.
Thickness is shown to be less desirable at higher TSR where separation issues
become less prominent and a higher profile drag is experienced as a penalty for
thickness. There remains a lack of research into the effect of thickness on VAWT
performance over the full range of operating conditions/turbine configurations.

Fixing Angle

Fixing angle b is the angle made between the blade chord and the blades tangential
velocity (which is at right angles to the turbine connecting arm). Figure 18 shows
the definition/convention for fixing angle used throughout this thesis.

11
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Figure 1-8 - Fixing angle definition (Left) negative, (Right) positive

Across the literature , fixing anglemay also be referred« | w2 U§ «y~ ¥}
w ¥ } AHislaiygle is geometrically fixedunless one is considering turbines with a
variable pitch mechanism x the present work does not consider variable pitch
turbines. Having aconstant non-zero fixing angle causes a pananent skew to the
range of AoA experienced by the blade. Klimas & Worstell (1981) investigated
symmetrical aerofoils at different fixing angles and found small variations in fixing
angle can exhibit great changes in cutin TSR, efficiency and peak powercoefficient.
Coton et al. (1996) explored the effects of fixing angle on the turbine torque
production around the revolution and note d delay of stall angle compared to the
zero fixing angle case. Contrary to Klimas & Worstell (1981), it is concluded by oton
et al. that a fixing angle between +/- 6° has limited potential to improve performance.
Small angles were found to reduce power output at low TSR with an improvement
at high TSR, while large fixing angles were found to reduce performance across all
TSRs considered.Rezaeihaet al. (2017) also explored the effects of changing the
fixed pitch angle on VAWT performance. A-2 degree fixing angle achieved a +6.6
improvement to VAWT Cp, concluding that the change in AoA can reduce tendency
of flow separation thus delaying the stall onset.

For low TSRs, the effect of blade fixing angle is small since the wind velocity
predominates over blade rotational velocity, thus the onset angle diverges from the
fixing angle. At high TSR the AoA converges to the fixingngle, and so the
performance is more greatly influenced by the fixing angle (Hill et al., 2008). Hill et
al. claimed that choosing either a positive or negative fixing angle produces identical
effects over a complete cycle when the fixing angle (magnitude)is less than the stall
angle.

12
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Solidity

Solidity, A, of a VAWT depends onthe number of blades (N), blade chord (c) and
rotor radius (R) and is defined as:

A — (Egn. 17).

Solidity has a strong effect on the performance of a VAWT. High solidity turbines
operate more efficiently at low TSR and exhibit a sharp loss of efficiency away from
the optimum. Low solidity turbines exhibit a smoother power curve, and experience
maximum efficiency at higher TSRs (Edwards 2012).

Eboibi et al. (2016) investigated the effects of solidity on power output using
experimentation . Particle Image Velocimetry (P1V) was used for flow visualisation. It
was found that stall onset and the associated shedding of vortices occurs earlier for
the lower solidity case, thus reducing efficiency. The higher solidity turbine was
found to provide better average power coefficient. Howell et al. (2009)
experimented with solidity by varying the number of blades. It was found that the 3-
bladed machine drastically outperformed the lower solidity 2 -blade machine over
the majority of the operating range considered.

Surface Roughness

Howell et al. (2009) found surface roughness to have a significant effect on VAWT
performance via experimentation. It was concluded that rough blades improved
performance below a critical Reynolds number; above this Reynolds number
smoother blades were favourable. Little research has been found on this topic,
specifically regarding wind turbines, but the trend of roughness ai ding performance
only at low Reynolds numbes is demonstrated in research on tidal vertical axis
turbines (Priegue & Stoesser, 2017).

The existing studies of VAWT blade parameters are not definitive or exhaustive but
are certainly informative . Designing VANT blades usingthese parameters is however
to some extent, constricting . Better designs may be possible if a higler resolution in

geometric variables could be used rather than adopting the conventional

parameters. Optimisation studies normally need a large number of runs to examine
just a few parameters, which makes only a small number of variables feasible
(Bianchini et al., 2014). Sophisticated methods that can efficiently handle large
numbers of design variables are therefore sought after, as such methods could

provide more optimal designs with less computation effort.
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1.3 Project Aims

This section describes the general aimsof the thesis, with more specific and detailed
objectives given inChapter 4.

Section 1.2 has described why VAWTs pose a significant design challenge for
aerodynamicists. Producing accurate simulations of VAWT flows requires detailed
Computational Fluid Dynamics (CFD) models which carry an associated time cost
for CFD based design and optimisation methods.The general aim of thisthesis is to
develop efficient, CFD based aerodynanic optimisation procedures using a specific
type of optimisation technique known as the Adjoint method. Adjoint solutions or
Adjoint sensitivity analysis play a key part inmassivelyimproving the efficiency of
gradient based optimisation processes for aerodynamics problems. The field of
VAWTSs h& not yet benefitted from the power of Adjoints and this thesis aims to
shed light on such benefits and to open new and important avenues of VAWT
research.

For this thesis, the Adjoint solver in ANSYS Fluent(18.2) will be applied. ANSYS
Fluent is chosen due to the wide user base and availabilityof the software, and also
because the majority of simulations in the VAWT research field have used it (Balduzzi
et al., 2015).The methods developed here could be applied to other CFD codes
which have an Adjoint solver, sothis makes the work very accessible and repeatable
for the general CFD/VAWT community, increasing the potential adoption and impact
of this research. Details of the novelty in this work are discussedin Section 4.1

14



2 VERTICAL AXIS WIND TURBINES (VAWTS)

This chapter begins with a short summary of the early developments in VAWT
technology, followed by adiscussion ofthe principal aerodynamic phenomena which
are observed in VAWT flows Discussion then moves onto the early aerodynamic
models and experimentation used to explore VAWT flows, andthe subsequent
adoption of advanced CFD and experimentd methods. Finally, advanced
aerodynamic shape optimisation is introduced with focus on gradient based
techniques such as the Adjoint method, with a view of exploring possible waysthat
such methods could be used with much advantage, to contribute to VAWT
technology.

2.1 Early VAWT Development

The lift-type VAWTSs, also known as Darrieus turbines are thus named after the
French engineer who patented the concept in 1931 (Darrieus, 1931). There was little
research on the topic during the following decades, but as global populations
rocketed, knowledge and concerns regarding energy scarcity and security grew, and
wind/renewable energies saw an advent of development during the late 20"
century. The majority of the early VAWT developments (between 1970s and 1990s)
were led by the National Research Council of Canada, and the US Department of
Energy (via the Sandia Corporation). Sandia explored various VAWT configurations
(focussing on Darrieus type) using a purpose built 34m test bed project. The test
bed was used to produce comparative data for the design methods of the time
(Sutherland et al., 2012). Sandia produced a 17m rotor diameter model which saw
deployment of more than 500 turbines by Flowind Corp (Sutherland et al., 2012).
Subsequent developments included the creation of turbines suitable for wider grid -
tied commercial use. Flowind closed due to financing issues for the mass
production of these turbines, which impeded the momentum of VAWT technology
developments at the time. Subsequent research and development in wind
technology was largely restricted to HAWTSs for the following years.

The favour of HAWTSs was also influenced by the comparative simplicity in thé flow
physics and thereby the ease of aerodynamic analysis. HAWTs provide a fairly
constant power output and rota tion speed, with less complex phenomena such as
dynamic stall and hysteresis/blade wake interaction which are present in VAWTS.
Modelling methods used in early wind turbine research such as Blade Element
Theory (BET), were sophisticated enough for HAWTS, kut inadequate at predicting
VAWT flow complexities. At this critical time when the wind energy industry was in
its infancy, VAWT designs were not competitiveso HAWTs were chosen to fulfil the
role as the work horse in large-scale wind energy production (Vassberget al., 2005).
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computation power and sophisticated methods in attempts to address the
outstanding issues with VAWT technology.

2.2 VAWT Aerodynamics

This section expands on the abrementioned complex features of VAWT flows,
focussing on the following topics:
1 Dynamic Stall

1 The SelfStarting Problem
1 Unsteady Winds/ Analogy with Flapping Wing (considered together)
1 Flow Control Methods

2.2.1 Dynamic Stall

The aerodynamic effects of rapidly varying an aerofoils AoA were initially reported
in 1932by Kramer (1932) who investigated the effects of sudden gustson incresing
the maximum lift coefficient of a wing in otherwise steady flow (Wernert et al.,1996).
This phenomenon has since become krown as dynamic stall, and much of the
research on the topic has been connected with helicopter applications in the mid -
£ w«{ GOF Etda2010mby¥ajmic stall simply refers to the more complicated
stall process seen when considering a pitching aerofil in transient flow, compared
to one in a steady flow at constant AoA. The details of the flow features and
mechanisms involved are complex, but simply put, the transient flow phenomena
which appear when an aerofoil undergoes dynamic stall mean that lift can be
maintained for longer, so that the aerofoil remains useful even after its steady flow
stall angle is exceeded.Sharma & Visbal (2019) credit this to the presence of non -
zero pitch rate causing a change to theeffective camber of the aerofoil.

Arange of research has been conducted on dynamic stall in general, providingmuch
insight into the physical development of the flow features involved. Such research
spans flow visualisation via experimentation, and detailed CFD analysis. Kim & Xie
(2016) gave a comprehensive discussion a the nature of dynamic stall for HAWT
blades, and a summary of the pertinent literature available at the time. Kim & Xie
also used contour plots from their CFD campaign using Large Eddy Simulation (LES)
to provide illustrati on of the flow processes such as the development ofthe Leading
Edge Vortex (LEV), laminar separationbubble and boundary layer suppression.

For a VAWT ata high TSR, the AoA of a VAWT blade tends towards the fixing angle
(constant) and the flow should be largely attached without stall. In such a case the
blade velocity predominates over the wind velocity. With reducing TSR the stall point
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will occur at some point as the AoA range diverges. Laneville & Vittecoq (1986)
concluded that this point is equal or less than TSR = 4while Ferreira et al. (2008)
guotes TSR < 5Stall means loss ofdesirable pressure distribution over the aerofoil
and deterioration of overall turbine torque (Laneville & Vittecog, 1986).
Understanding the dynamic stall process is therefore a critical phenomenon in
VAWT aerodynamics, specifically for the startup phase of operation. Wang et al.
(2010) showed that an oscillating aerofoil will have similar dynamic stall behaviour
compared to a 2D VAWT blade. Aecap will now be given of the dynamic stall sub-
processes with reference to an aerofoil with sinusoidal oscillating AoA.

Wernert et al. (1996) characterised dynamic stall by four phases; i) Attached Flow,
i) Development of Vortex, iii) Post Stall Vortex Shedding,and iv) Flow Reattachment.
For an aerofoil in a constant free stream, with sinosoidal pitching motion:

1) Attached Flow

1 The pitching angle increases from zero, and the lift coefficient increases
linearly with pitch. At small angles of attack the boundary layer is
comparitavely thin.

1 Atanincrementally greater AoA, the prevailing flow conditions remain for that
of the previous (smaller) AoA, which has a thinner boundary layer. This
inheritted flow field then influences the flow to delay the thickening of the
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il) Development of a Vortex

1 As the AoA becomeslarger, the boundary layer thickens and eventually
separates, but the aerofoil remains lifting even after the steady state critical
AOA is exceeded. This is due to the development of a vortex at the leading
edge (LEV). A recapturing of lift is observed due to the low pressure
associated with the LEV on the suction side of the aerofoil (Wanget al., 2010).

1 The boundary layer suppressic¥ B w¥z b[ |l x| «~ y| ¥«O©O
& Xie, 2016).

1 The LEV evolves and moves towards the trailing edge.

iii) Post Stall Vortex Shedding

1 Upon detachment of the LEV from the trailing edge, a rapid drop of lift is seen
as the aerofoil transitions into a deep stall (McAlister et al., 1978).

1 A second LEV in fact develops as well, but its effects are not as large as the
first LEV. The second LEV can form after the first one has departed the trailing
edge, and a slight recovery in lift is exhibited (Km & Xie, 2016).

1 Atthis point, the AoA is high and a vortexhen developsfrom the trailing edge.

1 The AoA reaches its maxima, and then begins reducing. All the vortex features
are detached and convected downstream.
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iv) Flow Reattachment

1 The AoA continuesto reduce and the flow begins to reatach, from the leading
edge first, to the trailing edge (Wernert et al.,1996).

The severity of the dynamic stall, i.e. the degree of its effects on the aerodynamic
forces is grouped into two broad categories by Sharma & Visbal (2019p Ub } ~ «
means only a small area of seperated flow is observed, which occurs when the
aw s-n WW z;{? ¥« }O{w«E® { y{{z «~{
much larger region of separation and the presence of the large vortices described
above. For light stall the separated region is said to be of size comparable to the
aerofoil thickness. For deep stall the separated region is said to be of size
comparable to aerofoil chord.

An important quantity considered with dyna mic stall research of an oscillating blade
is the Reduced Frequency,Q which is defined as (where is the chord length and .
is the pitching frequency) (McAlister et al., 1978):

Q — (Eqgn. 2.1)

For VAWTsat high TSR Uk can be taken as the tangential velocity(¥ . F9 that this

can also be expressed as

N — (Egn. 2.2).
A very smalllQOmeans the wind velocity predominates over the rotational time period
(Kim & Xie, 2016). This can be visualised as an aerofoil slowly increasing its AoA with
the transient effects being small. The smaller the Qvalue becomes, the more closely
the stall process reflects a steady state one. Higher Qualues indicate higher rates of
pitching, and under these conditions the unsteady flow features are more
prominent and yield a greater stall delay influence.Even for relatively small reduced
frequencies a noticeable stall delay can be seen (Lee & Geront&os, 2004).

2.2.2 The Self-Starting Problem

HAWTs have a simple seltarting mechanism whereby the blades begin to rotate
slowly from rest, under the predominating influence of drag. In this low TSR phase
the blades are operating at a high AoA range because thélade velocity remains low
compared to wind speed. The HAWT then undergoes rapid acceleration into its
normal operating regime as the blades begin to generate lift effectively, and the
subsequent increase in rotational speed further improves the angle of attack which
generates progressively more lift etc. (which translates to turbine torque).
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VAWTSs do not have such a simple selstarting mechanism, and the self-starting
problem has hindered progression of VAWT technology for decades. As discussed
in Section 1.2 each blade produces a variation in thrustduring each revolution - the
challenge lies indesigning an aerofoil which produces a net positive torque (per
revolution) over a large range of AoA (atow TSR9. This challenge is complicated by
the requirement for such an aerofoil to then operate effectively at higher TSRs once
the turbine is up to speed. Wind turbines that are designed with emphasis on the
maximum performance condition ( generally high TSR) may neglect performance at
the off-design conditions. Such an approach leads to aerofoils that struggle to
achieve net positive torque when TSR is low during startup. Some authors have
declared that VAWT designsrequire starter motors in order to place them within a
satisfactory TSR range where the turbine can become selfsustaining. Although this
cannot be generalised to all VAWTSs, such gossible drawback would weaken the
VAWTSs advantage of being a simple systa compared to HAWTs. More importantly,
the desirability for a VAWT and thus its route into the mass market hinges on ease
of use and social acceptance of the technology.

The VAWT rotational speed initially increases before entering an idling period when
the rotation speed remains reasonably constant (Worasinchai et al., 2016). This is
«~{ 8§~{ ¥l o{¥l¥ ¢¥!' @Y wkw¥z{ OFFwk¥ww@
speed very slowly. The VAWT selbtarting problem is when (in some cases and
conditions) a turbine is unable to further increase its rotational speed and escape
the dead-band phase. If and when the deadband phase is overcome, it is followed
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where significant power can be produced (Baker, 1983).

Research has historically given conflicting conclusions on the VAWT selBtarting
behaviour. Investigations for NACA aerofoil based Frotor s (2 bladed) and for steady
wind conditions have, in some cases, concluded that VAWTs cannot selfstart and
require external assistance (Zhu et al., 2015). On the other hand Hill et al. (2008)
showed via experimentation, that a fixed pitch H-rotor can in fact self-start.
Additionally, Dominy et al. (2006) showed that 3 bladed VAWTs ca self-start in
steady winds as well as 2 bladed VAWTSs albeit in a narrower band of conditions.

An insightful approach to describing and modelling VAWT self-starting behaviour is
proposed by Worasinchai et al. (2012), where the VAWT blade is analogised toa
flapping wing. It is argued that the selfstarting mechanism can be split into two

phases; the combined lift-drag driven phase, and the fully lift driven phase which is
only realised above TSR = 1. Worasinchai al. (2012) state that self-starting torqu e
relies on exploitation of flow unsteadiness which is in turn dependent on the chord -
diameter ratio of the rotor (as well as number of blades and aspect ratio). Ferrer &
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Montlaur (2015) described how successful selfstarting behaviour is coupled with
complex vortex generation associated with unsteadiness of VAWT flows.
Accordingly, the structure of shed of vortices required to nurture self -starting
occurs only in certain conditions where a critical level of unsteadiness can be
reached inside the rotor. Ferrer & Montlaur (2015) defined the self-starting process
in terms of transition of the flow structure rather than in terms of reaching a
designated TSR (as is the definition by other authors). Zhu et al. (2016) explores the
influence of unsteady wind fluctu ations on self-starting behaviour using 2D CFD and
compares the results to experimental data of other authors. Zhu et al. found
sensitivity to wind amplitude and fluctuation frequency which in some cases can
improve the self-starting behaviour, concurring with the conclusions of Worasinchai
et al. (2012).

The self-starting problem remains one of the main barriers to VAWT technology
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research based on steady winds and traditional aerofoils, it appears that
unsteadiness may be a key factor which contributes to effective self-starting and is

a topic which should be further researched.

2.2.3 Unsteady Wind/ Analogy with  Flapping Wing

It is widely accepted that VAWT performance is less adversely affected by
unsteadiness of wind speed and direction than HAWTs. Not only are VAWTSs
comparatively more suited to unsteady wind conditions, but it has been shown that
unsteadiness may be a key factor fortheir efficient operation. The power deliv ery of
VAWTSs has been found to increase during unsteady windsof specific parameters,
which allows improvement to both self -starting characteristics and maximum
power output. Zhu et al. (2016) found that high frequency, small amplitude
fluctuations to the free stream velocity can produce VAWT performance
improvements due to delayed stall (although frequency variation is said to play a
smaller role). Large amplitude fluctuations can however reduce performance as this
shifts the flow into a drag dominated regime (Danao et al., Vol 1162013). Scheurich
& Brown (2012) presented aninvestigation into performance and wake dynamics of
a VAWT in steady and unsteady winds, covering 3 VAWT configurations. It was found
that the helical blade configuration experienced less power loss due to fluctuations
compared to straight blades. The straight and curved VAWTS, exhibited steeper
gradients of power coefficient (C p) to TSR in the mid-operating range. Blade
curvature and twist must therefore be carefully chosen.

Danao et al. (Vol. 1162013) performed numerical simulations to investigation the
effects of unsteady wind at various amplitudes and frequencies. In a separate work,
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Danao et al. (Vol 107,2013) conducted experimental investigations on the same
theme, with results demonstrating that the performance of a VAWT in unsteady
wind does not follow the steady Cp curves, calling into question simplified analyses
of steady flows in VAWT research. Sinmlar conclusions to Zhu et al. (2016) have been
drawn (regarding effects of small amplitude and high frequency wind fluctuations
on turbine performance) by Scheurich & Brown (2012), and Danao et al. (Vol 107,
2013). The experimental work of Danacet al. (Vol 107,2013) however saw a drop in
performance for unsteady winds. It can be observed therefore, that unsteady winds
are only beneficial to turbine performance within certain fluctuation parameters.

An insightful way of presenting VAWT aerodynamics is by malogy to a flapping wing,
as both possess periodic behaviour in onset velocity and angle of attack. Zhuet al.
(2016) discussed works on the topic of bird flight, indicating that birds utilise the
delayed stall mechanism present in fluctuating flow for ad vantages in thrust. Gorelov
(2009) demonstrates the VAWT/flapping -wing analogy and suggests that Darrieus
VAWTSs should be analysed via nonlinear theory of a wing in unsteady flow. The
inherently unsteady flow in a Darrieus VAWT produces thrust according to the wind
fluctuations in amplitude and frequency (Bhutta et al., 2011).

2.2.4 Flow Control Methods

The approaches for improving VAWT performance via flow control can be grouped
into two main categories, active and passive control Passivecontrol methods use
various insightful modifications of a x £ w zg€obhétry to better deal with the wide
range of onset angles Mohamed et al. (2020) studied the effect of slotted aerofoil
geometries on VAWT performance where the bypassing flow in the slot was
hypothesised to aid delay of boundary layer separation. Leading edge serrations
(inspired by marine animals) have been another novel method of flow control under
investigation. Wang & Zhuang (2017) found that serrations reduced flow separation
over a significant portion of the VAWT revolution and that the average power
coefficient was increased, Guide-Vane Shrouds are another passive control method;
similar to gas turbine engines using a ring offixed stator vanes to guide the flow into
the central rotor (Jin et al.,2014).Passive control also includes the use of compliant
surfaces that react only to the aerodynamic forces on them and are not actuated by
a control system.

Active control methods continually enforce changes to blade geometry in some
manner, whether via traditional control surfaces (ailerons, slats, flaps), blade
pitching, morphing surfaces, and even boundary layer suction/blowing.

Velascoet al. (2017) applied synthetic jets to influence the VAWT blade flow field.
They found that applying the jets to the inside surface of the blade improves the
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power coefficient in the upwind region of the VAWT revolution. This isbecausethe
flow separation that would normally develop on that surface is mitigated by the
energising of the flow from the jets. In the downwind region, applying jets to the
outer surface was found to delay flow detachment under the same rationale.
Furthermore, Velasco et al. (2017) concluded that the reduction of flow separation
helped improve the turbine power coefficient by more than the power require ment
to drive the jets. The contrasting approach to boundary layer blowing has also been
shown to be successful by Rezaeihaet al. (2019). Rezaeihaet al. (2019) shows that
leading edge suction can be used to prevent the laminar separation bubble fom
bursting and thus delaying/avoiding separation, and this approach yielded large
increasesin the power coefficient .

Bianchini et al. (2019) conducted numerical investigations into the effects that

Gurney flaps can have on a rotating aerofoil where stal delay andan increase to the
power coefficient could be observed. This study was extended to VAWT blades
where significant improvements to the downwind power extraction could be

produced, especially at low TSR. Similar observations were made by Yaret al.
(2020) using a similar approach to implementing Gurney flaps.

Zhuang et al. (2020) applied a morphing trailing edge technology to VAWT blades.
This approach was found to greatly reduce the severity of fluctuating aerodynamic
loads (having a positive influence on structural fatigue life ) by continually altering
the blades camber. Similarly, Ai et al. (2019)found through experimental campaigns
that morphing blade systems can dramatically reduce aerodynamic loading, as well
as improving VAWT performance As a brief tangent from the pure-aerodynamic
discussion, it is worth further emphasising the fatigue issue since fatigue damage
was responsible for the failures of the early VAWT demonstrator projects
mentioned in Chapter 1 Fatigue caused by large load fluctuation continues to be a
problem in VAWT design today, especially if fewr blades are used (Zhuang et al.,
2020). Some authors have studied the reduction of these fluctuating loads by the
use of control surfaces and morphing geometries using 'smart rotor control’
systems, such asZhanget al. (2015),and Van-Wingerden et al., (2008).

The most commonly researched active control method for VAWT applications is
variable pitch blades. Variable blade pitch systems are the norm for large scale
HAWT wind farms, and such systems are indeed being researched for application to
VAWTSs (Zhanget al.,2014).Xisto et al. (2014) proposed acycloidal VAWT which has
blades that self-adjust their pitch via a mechanical system, which is claimed to
improve self-starting performance as well as operating efficiency at lower TSRs -

this is due to a reduction in the AoA range,thus mitigating dynamic stall effects. Zhao
et al. (2018) proposed that a pitching regime which improves torque over a greater
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range of azimuthal angles, will outperform one that maximises the highest torque -
they reach an 18.9% increasein the maximum power coefficient but do not quote
average G improvements. Macphee & Beyene (2012) review VAWT technology
including variable pitch systems and conclude that increases in power of up to 30%
can be achieved by thistype of control method. A comprehensive review of the
pitching VAWT literature is given by El Sakka (2020).

Variable pitching systems could offer notable improvement to the self-starting

behaviour and power coefficient for VAWTS, but the robustness of the systems and
associated capital costs and operations & maintenance costs will be a significant
challenge to overcome for commercial turbines . In addition, mechanically controlled

pitching systems require power themselves and increase the parasitic drag of the

turbine due to linkages and connecting arms etc. Remotely controlled actuation is

an option that removes mechanical complexity associated with control mechanisms.

In the same way that fly-by-wire systems substantially improved reliability and

performance of aircraft control , a similar approach could be instrumental in VAWT
technology reaching maturity . Servomotors at the blades can be commanded by one
central computer controller , as investigated by Zhanget al. (2012) who claimed
significant improvements to the power coefficient using centrally controlled blade

pitching.

Tjiu et al. (2014) noted that complicated straight blade VAWT configurations
(whether actively or passively controlled) such as variable geometry (Musgrave
rotor), variable pitch straight bladed, Diamond -rotor, Delta-rotor and V/Y -Rotor
variations have not been heavily developed due to low economic valueAt present
many of these systems arenot considered feasible for cost competitiveness in real

world markets by other authors (Jin et al., 2014). However, it is important not to

discount these options from future VAWT research. Some degree of design
complexity is inevitable in order to provide high performance VAWT designs. An
optimal balance between a well performing technical solution and a
simple/affordable one is yet to be determined.
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2.3 Simplified Models (Computational Aerodynamics)

The early research into VAWTs took place before the advent of advanced
computational methods. The mathematical models developed to predict VAWT
aerodynamics were supplemented by experimental research, but were nevertheless
limited in complexity and could not accurately predict the intricacies of the flow
phenomena (complex vortex behaviour, hysteresis, unsteadiness,and dynamic stall
etc.). The main modelling methods applied to VAWTSs are grouped broadly into three
categories; Momentum Models, Vortex Models, and Cascade Models (Jinet al.,
HFGJ?D j~{3{ ®{0©{ w««Owy« -{ | 8« | ¥2
the cost/time advantages compared to conducting experimentation. Momentum
methods were accurate only for very simplified problems, i.e,, inviscid flows and for
lightly load turbines. There were also limitations on solidity and tip speed ratio for
which the model accuracy held (Jin et al., 2014). Vortex methods (which provide
modelling of potential flows) tend to neglect stall effects which are prevalent in
VAWT flows. Such methods were therefore not particularly useful for VAWT
applications (Jin et al.,2014).

The unsteady characteristics and complex dynamic vortex and wake structures are
difficult to predict with accuracy using these mathematical modelling techniques
(Edwards, 2012). Despite continuous research and development of these
aerodynamic models, they were largely superseded by sophisticated
experimentation and the evolving CFD methods whid allow better quantification

(via measurement or numerical calculation) of the detailed flow physics.
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2.4 CFD and VAWTSs

The early mathematical models formulating the traditional aerodynamics approach
struggle to reflect VAWT flow complexities, and more recent sophisticated CFD has
allowed improved understanding and design methods. Alongside the CFD, crucial
validation data has been provided via advanced experimentation techniques such as
PIV(Particle Image Velocimetry). Despite the advances in computation power, it can
still be costly to compute VAWT flow fields, but computation cost may be a necessary
evil in order to produce efficient designs and unlock the potential of the technology.

VAWT CFD research has predominantly consisted of 2D simulations using RNS
(Reynolds Averaged NavierStokes) turbulence models to alleviate high
computational costs (Balduzzi et al.,2015),in conjunction with validation of the CFD
results against experimental data. The governing equations which are resolved by
the CFDsoftware are presented in Appendix E

The validity of 2D vs 3D models for VAWT analysis is postulated by authors across
the field and it is generally agreed that 2D analyses commonly overestimate the
power coefficient. Untaroiu et al. (2010) compared experimental data with CFD to
validate 2D VAWT simulations, concluding that a transient 2D analysis can determine
the operating speed with errors less than 12%. Untaroiuet al. (2010) suggested that
2D simulations can be preferable over 3D so long as a suitabl@ow model is chosen,
due to the implications of degraded mesh quality and time cost associated for 3D
models. Other authors have come to similar conclusions by modelling 2D flow fields
and comparing the results to experimentation, such as Lanzafameet al. (2013).

Contrary to the above, Howell et al. (2009), Almohammadi et al. (2015), and Jinet al.
(2014) each found that 2D simulations drastically over predicted the performance

of a VAWT compared to both 3D simulations and experimentd results. This
discrepancy is attributed to the over tip vortices which occur in reality and cannot

be predicted by 2D simulations. Tip vortices are not solely responsible for the
variance; the overall performance of a turbine blade depends on the complex
pressure field which varies along the spanwise direction (third dimension) in a

complex fashion (Li et al., 2016). The structural connecting arms also greatly
influence the span-wise flow field around the blades, which are generally not
modelled in 2D investigations.Regarding the H-rotor Darrieus configuration , these
suffer both from large connecting arms and over-tip vortices at the ends of each
blade. These factors make for greater loss of accuracy in 2D simulationswhen
predicting overall power, but 2D can still provide a good agreement with 3D
predictions at the mid -span of the blades (El Sakka, 2020). Other configurations
such as the eggbeater have lower flow velocities and lossesat the blade tips, and
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less onerous connecting arms making their 2D analysis less affectedby these
aspects.As a counterpoint, the egg-beater configuration (and others) doesnot have
a constant geometry in the vertical directi on, so multiple 2D models would be
required to model the various span locations.

Edwards et al. (2013) observed a discrepancy between the 2D and 3D results, and
also found that their CFD predicted stall as a separation moving forward from the
trailing edge, while PIV experimentation (as shown elsewhere) exhibits stall as a
sudden leading edge vortex moving towards the trailing edge. The simulations also
predicted delay in reattachment of the flow. Such disagreement between CFD and
experimental data could be due to poor choice of mesh quality or other setting sin
the simulation. Balduzziet al. (2015) set out to determine the most appropriate CFD
settings to employ in order to get best reflection of reality when doing 2D
simulations for H-rotors. Balduzzi et al. (2015) reviewed VAWT research papers
across the field to identify trends in the CFD settings. Balduzziet al. (2015) stated
that 3D analysisis needed if one requires the truest prediction of VAWTs power
output; but that 2D, if setup correctly , is able to provide comprehensive analysis of
Darrieus VAWT flow phenomena.El Sakka (2020) studied the differences between
2D and 3D model accuracy and concluded that 2D simulations provide good enough
agreement with experimental data to be useful in design and optimisation studies.
With design/optimisation of a large numbers of variables the consideration of
computation cost becomes even more critical making 3D likely to be prohibitively
computationally expensive. Thisthesis utilises 2D simulations only, aligning with ths
logic and consideration of the literature.

Once choices have been made regading 2D/3D modelling, the next key decision is
the selection of a suitable turbulence model. Untaroiu et al. (2010) concluded that
the solution is much more affected by the choice of flow model than the difference
between a 2D and 3D simulation. Some turbdence models are unsuited for
modelling the specific aerodynamic characteristics of VAWTSsto a sufficient level of
accuracy (Buchner et al., 2015), but throughout the literature there is disagreement
about which models can be accurate enough.

The widely used RANSturbulence models, such as the SpalartAllmaras (S-A), k--
models, and k-#* models can offer reasonable computation costs while supplying
sufficiently accurate results for many applications where information on time
averaged flow properties is sufficient (Versteeg & Malalsekera, 2007). The RANS
turbulence models predict mean flow properties, and do not capture the turbulent
fluctuations/fine motions of t he turbulent eddies. The validity and accuracy of these
models for application to VAWT flow physics is therefore debated across the
literature .
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Dhert et al. (2016) usedthe S-Amaodel, which is a one equation model, for CFD based
optimisation of a HAWT. Tte justification for this choice of model was that the HAWT
is able to operate with largely attached flow conditions, and thereby not
overstepping the limitations of the turbulence model. Hand et al. (2017) statedthat
the S-A model can predict separation and reattachment as accurately as some of
the two equation models but for 80% less computational cost. On the other hand,
Standish and van Dam (2003) investigated HAWTs using the & model with
concluding remarks that it could not accurately describe the flow in the stalled
regime.

The two equation models (k-#¢ and k-. ) have been used with some success, with
most authors choosing various augmented versions of these methods. Edwardset

al. (2013) discussed howwell various models that are available within ANSY'S Fluent
(version 12.1) can predict VAW Tynamic stall. By comparison with experimental data
sets, it was concluded that the SST (Shear-Stress Transport) k-- model most

accurately reflected the results compared with the S-A and RNGRe-Normalisation

Group) k-¢¥ models. The choice of SST k-. model was further validated by

comparison with PIV measurements. This conclusion was seconded by Balduzzet
al. (2015) who studied various RANS models finding that thek-# models (Standard

and RNG) could not provide a converged solution. Howellet al. (2009) however

employed the RNG k-¢# model and noted that the standard k-# model did not

sufficiently model flow separation. Hand et al. (2017) condemned &-based models
and favours the SST k. compared to the other 2 -equation models. Wang et al.
(2010) stated that across the literature, most RANS models (such as BL, RNG ks,
S-A) cannot provide adequate accuracy and agreement with experimental VAWT
data. Wanget al. described k- models as insensitive to adverse pressure gradients
which makes them poor at modelling boundary layer separation such as for a stalled
blade, or indeed for external flows in general.

Thek-. models are superior at modelling flows under an adverse pressure gradient,
and the subsequent flow separation x the BSL (Menter Baseline) or SST variants of
this model are recommended to achieve the best accuracy. This position is
demonstrated by Wanget al. (2010) who conducted 2D simulations of an oscillating
aerofoil in dynamic stall conditions, using the standard k-- and the SST k. . The
conclusion was that the standard model gave poor data matching to the experiment,
but that the SST variant could capture the complex flow structures givinggood data
agreement in general except at high angles of attack. Wangt al. (2010) focussed on
low Reynolds number flows, and therefore a demanding flow regime of great
relevance to VAWTs.Rezaeiha et al., (2019)horoughly investigated a range of
turbulence models; S-A, realizable k-¢, RNG k¥, k-kl-. , k-. SST, k. SST with
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intermittency, and Transitional SST.Variousflow conditions were examined,and the
SST models were found to adequately represent VAWT flow dynamics including
dynamic stall.

Buchner et al. (2015) explored dynamic stall prediction of the Menter -SST model by
comparing CFD results to experimental data obtained via Stereoscopic Particle
Image Velocimetry (SPIV) for low/moderate Reynolds number flows. The findings
showed that for a variety of TSRs the RANS model gave good agreement with SPIV
results, including over the stalled regime. Buchner et al. concluded that the Menter -
SST model does not capture some large scale vortex effects but still offers
Wufficient computational efficiency U | ' © | Wmj w88 £ atal¢013¥2 D bw
experimentally validated the choice of the SST-Transition model (as opposed to the
SSTk-. model) for an unsteady CFD campaign. Lanzafamet al. (2013) claimed that
the SST Transition model is more appropriate for VAWT flows due to the advantages
in modelling the laminar/turbulent transition that the model provides.

Ferreira et al. (2009) used PIV experiments to decide the choice of turbulence
model best suited for VAWTS.In this work Ferreira state d that RANS models (such
as SA and k-¥) were unable to accurately model the leading edge vortices and
trailing edge wake behaviour, and instead recommends the Detached Eddy
Simulation (DES) model. DES is a hybrid method betweenRANS methods and Large
Eddy Simulation (LES). DES enjoys a reduction in computation cost compared to the
costly LES, while modelling the vortex behaviour more accurately than RANS
methods. A similar viewpoint is taken by Kim & Xie (2016), advocating LES ith the
argument that RANS models are not sufficient to model transient flows. Dhert et al.
(2016) however condemns LES as being too costly forpractical use in optimisation
studies, indeed LES and DES are not largely used across the literature due to cost
reasons (Handet al., 2017). Wang et al (2010) defends use of RANS next toHS and
LES for the same reason ofbalancing computation cost with necessary accuracy.
Balduzzi et al. (2015) conducted a review of VAWT literature concluding that no
agreement could be made regarding choice of turbulence model, and subsequently
selected the SST k. model.

The work performed in this thesis employed the SST k. model - The equations

defining this model are presented in Appendix E This is the most accurate model for
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Interlinked with the choice of turbulence model is an appropriate meshing strategy

that will allow sufficient accuracy near the wall and in areas of possible separation.

In this thesis a refined wall treatment is employed to provide high near-wall
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resolution; such details and further discussion of the adopted meshing strategy are
deferred to Section 5.1.2

Balduzziet al. (2015) also reviewed other important 2D CFD settings withthe aim of
providing a summary of best practice for VAWT modelling. Across the literature,
Balduzziet al. (2015) found that the SIMPLE pressurevelocity coupling algorithm is

the most frequently used, and that for smaller time steps the SIMPLE and Coupled
schemes were similar in prediction of C r against AoA, but that for coarser time steps
the SIMPLE algorithm exhibited over prediction. Balduzziet al. (2015) disregarded
the PISO method as it proved  be the least accurate. BalduzzietalU2 2 - ©- { °
the discretisation method generally preferred in the literature was the Second
Order Upwind scheme.

The above review served to aid in constructing the CFD simulations Indeed, there
are many factors influencing the quality of CFDresults and Table 2-1 summarises
these along with referral s to chapters of the thesis where that factor is discussed in
more details. Table 5-2 (for Single-Blade models) and Table 6-1(for VAWT model)
summarise many of the choices adopted in this thesis regarding CFD setup.

Table 2-1x Summary of Key Factors Affecting CFD Simulation Results

Setup Factor Reference section(s) within Thesis
2D/3D 24

Turbulence Model 2.4,5.1.2

Mesh (type/quality/refinement) 5.1.25.1.3Appendix A 6.1, Appendix B
Domain (size/shape) 5.1.3Appendix A 6.1 Appendix B
Time step size 5.1.25.1.3Appendix A 6.1 Appendix B
Target CFL 5.1.25.1.3Appendix A 6.1 Appendix B
Number of cycles for periodic convergence 5.1.3Appendix A 6.1, Appendix B

Solver settings:

Solver type (density/pressure based) 5.1.2
Pressure-velocity coupling scheme 5.1.2
Spatial discretisation scheme 5.1.2
Temporal discretisation scheme 5.1.2
Number of iterations per time step 5.1.2
Convergence criteria (residuals) 5.1.2
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2.5 Experimental Study of VAWTs

Historically, there are two main kinds of experimental method used to investigate
VAWT aerodynamics; direct measurement (torque measurement or
pressure/velocity measurements), and flow visualisation (smoke/thread/digital
flow visualisation). Early experimental campaigns used basic versions of both of
these in order to aid a better understanding of the fundamental flow phenomena
involved in VAWTSs. Alspparametric studies were made towards defining effects of
blade geometry on performance for simple configurations such as H-rotors.
Limitations in the equipment and techniques constrained the level of insight that
was achievable at the time. Vittecoq & Laneville (1983) conducted an experimental
campaign to determine instantaneous normal and tangential forces of ablade VAWT
across a range of fixing angles and TSRs. Although such a data set is ufd,
approaches such as neasuring surface pressures or exerted torques and
quantifying turbine performance directly do not provide insight into the
complexities of the flow field. As more advanced experimental instrumentation has
appeared in recent years (such as PIV, and blades with engrained pressure
transducers), we are gaining further understanding of the underlying, complex flow
phenomena. More recent PIV works quantify the flow field around the turbine by
capturing movement of seeded particles, using specialist laser and camera
equipment. PIV campaigns have shed light on the detailed aerodynamics, particularly
with regard to vortex structures and features of dynamic stall. Ferreira et al. (2008)
conducted a 2D PIV investigation of dynamic stall to aidwith validation of their
numerical/CFD models. The study detailed the vorticity behaviour coupled with flow
separation and vortex shedding. In subsequent works, Ferreiraet al. (2009) used
PIV experimentation to assess the accuracy of a range of turbulencemodels for
modelling VAWT flows.

Fujisawa & Shibuya (2000) also investigated dynamic stalusing PIV; the resultsform
adetailed illustrated commentary on the transient flow mechanisms. Edwardset al.
(2017) used PIV in conjunction with direct performanc e measurements to validate a
2D CFD model. Howellet al. (2009) investigated the performance variations of a
VAWT under different conditions and solidities using wind tunnel experiments as
well as 2D and 3D CFD to provide insight into the detailed aerodynanics. Eboibi et
al. (2016) focussed a PIV study specifically on the effects of solidity on VAWT
performance. A large portion of experimental research performed for VAWTSs
covers only steady wind conditions; this is coupled with the fact that most historic
CFD conducted was based on steady winds which required appropriate validation
using steady wind experiments. Although some examples exist there remains room
for valuable further PIVresearch in the future for VAWTS in unsteady winds.
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3 AERODYNAMICS OPTIMISATION OF VAWTS

This chapter starts with a description of the general optimisation methods, before
exploring CFD based shape optimisation techniques. Tie Adjoint method is then
highlighted for both its power in determining shape sensitivity gradients, and for its
lack of use inthe VAWT literature. The Adjoint method is then discussed along with
how optimisation frameworks using Adjoint sensitivity gradients can be formulated
in CFD. The choice of commercial CFD software ANSYS Funt is the platform of this
thesis and this isjustified, as well asa discussion of the technical limitations adopted
by making this choice.

The problem of VAWT optimisation can be approached in many different ways. The
designer can firstly consider the blades as fixed (to the connecting arms), and study
how geometrical changes can affect the performance. With this approach the
significant challenge of producing an aerofoil shape that performs well in both
upwind and downwind regions is unabated. Section 2.2has described this challenge,
and how upwind improvements tend to carry penalties in the downwind region and
vice versa. Nevertheless, there aremany techniques available to the fixed blade
VAWT designer that can offer routes to improving VAWT performance, asis
discussed in this section. To address this upwind/downwind design paradox
however, many authors havealso explored active or passive control systems to
continually change the angle or shape of the VAWT blades during the revolution. In
this fashion the worst negative-power parts of the revolution can be mitigated, and
best advantage can be takenduring the greatest power producing parts of the cycle .
The key drawbacks to the control-approaches are that the mechanical systems
required can be complicated and heavy, with new modes of mechanical/structural
failure introduced into the VAWT. Furthermore, it is a chalenge to know what
geometrical profiles should be pursued by these control systems. The most
commonly discussed VAWT control system for aerodynamic optimisation is the
variable-pitch technique. Details of this and other techniques are given in Sction
2.2.4 but such approaches have been found to improvethe VAWTpower coefficient
by significant margins. Despite the potential benefits to aerodynamic pe rformance,
the complexity of these systems detract s from the elegance and simplicity of the
VAWT concept which can operate in fluctuating winds environments without any
yaw or pitch-control systems being required. Active control systems also consume
power to operate as well asadding significant costs. It is important to note however
that a fixed blade can only be of the optimum geometry for a singleTSR Therefore,
control mechanisms can offer aerodynamic benefits not only at a single optimum
TSR, but acress the entire operating range of a VAWTand this includes self-starting.
Nevertheless, dscussion is now focussed more specifically on techniques used to
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tackle the optimisation problem of fixed VAWT bladegeometries. Such techniques
could indeed be used in conjunction with control mechanisms to gain further
increases to VAWT power coefficient.

In general, gtimisation problems revolve around pursuing maxima or minima
(extrema) of a designated objective function (som etimes referred to as the
U! x 2 { ©-iwxnifindsth@ lift or minimising drag for an aerodynamic design
problem. A field of constraints is defined which the optimised solution cannot
violate. This set of constraints should replicate to a reasonable degree, the reat
world requirements from other engineering disciplines, such as structural
limitations, manufacturing feasibility, capital costs, and operation & maintenance
cost, etc. In some cases, gure aerodynamic optimisation process may determine a
solution which is unachievable in reality due to over relaxed or poorly defined
constraints (perhaps an aerodynamically efficient turbine geometry that ¢ ould not
be manufactured for a reasonable cost). The inputs, or design variables in the VAWT
aerodynamic optimisation problem are defined asthe geometry of the blades.

Ning et al. (2014) provides a broad discussion of optimisation problems with
reference to wind turbines, examining the implications of problem definition
(setting the objectives and constraint functions) on the final solution. Ning et al.
(2014) concludes that maximising annual energy production of a turbine is
detrimental to the cost of energy for that system solution. Choosing to minimise the
cost of energy is then discussed as an objective function, accounting for structural
performance as well as system costs. Consideration of the full spectrum of
constraints over the wide range of engineering disciplines involved in a wind turbine
project is unfeasible for the scope of most academic research. Nevertheless, these
considerations are useful to keep in mind when embarking into the literature of
high-fidelity aerodynamic optimisation, which can lose sight of the basic objective x
to make wind energy more cost effective and thereby more widely used. A simpler
set of optimisation objectives/constraints is adopted in this thesis as will be
discussed in due course.

Once the optimisation problem is constructed with the objective selected, the
method of optimisation is chosen. State of the art aerodynamic optimisation
methods combine the disciplines of applied mathematics, fluid dynamics and
computer science. The optimisation method constitutes the mathematical

formulation and algorithmic process es that conducts the necessary
calculations/computation s. A range of optimisation methods exist that have been
applied to aerodynamics problems x different methods are suited to different types

of problem. Broadly, these can be split into gradient-free and gradient-based
methods. Gradient-free methods calculate the performance of the system for
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various arbitrary changes to the input parameters and use the results to identify
more promising configuration sto be tested in the next iteration (Funke et al., 2013)
These methods can search for global maxima/minima of the objective function, but
a large cost is @sociated due to the time wasted from many poor system
configurations being disregarded along the way.

The most rudimentary optimisation process is the Design of Experiments (DoE)

approach (which is gradient-free), whereby a selection of input parameters are

chosen as variables and then the system performance is evaluated after making
changes to these parameters x only a small number of input parameters can be
investigated within a feasible time scale.This is illustrated in Figure 3-1which shows

a hypothetical case where maximising an aerofoil lift coefficient is pursued using two

parameters, camber and AoA.By inspecting results of the initial set of tests (each

red dot represents a test/ CFD solution) the designer can produce a more refined

set. Thisrequir es many tests in total.
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Figure 3-1x Optimisation by Design of Experiments Approac h
(Left) Initial Search, (Right) Refined Search

Such a method is partly a trial and error process because the parameter changes
are made in a semtarbitrary fashion, without knowing what the effect will be on
performance . DoOE methods are simple to implement but are inefficient and the
outcomes are highly subject to the choices of parameter variables. Bianchiniet al.
(2014)is a good example of how much effort is required for aDoEapproach, showing
a vast number of design cases being testedand very large amounts of CPU time.
Such methods may not be appealing to a prospective designer looking for a fast and
effective design methodology. Lots of other DoE literature is presented as
'‘parametric studies' where standard aerofoil parameters are explore d to observe
their impact on performance such as Gosselin et al. (2016), and much of the
referenced material in Section 1.2.1falls into this category. There are many
publications using DoE/parametric-studies which spread between many different
turbines with a range of operating conditions , so it is hard to quantify the efficiency

33



of this approach in general - but it can be observed that a large amount of
computational time is required.

The discussion of literature examining shape parameters of fixed-pitch VAWT blades
has been already mentioned in Section 1.2.1This is not repeated, but such work
utilises the DoE approachand makes up a significant proportion of the literature in
aiming to characterise the geometrical trends and optimise VAWT blades via
geometrical changes. In this thesis attention is given to alternative and more
sophisticated methodologies than DoE. Two types of gradient-free optimisation
method which are more sophisticated than DoE and also commonly found in
applications to aerodynamics, are Evolutionary Algorithms (including Genetic
Algorithms) and Response Surface Methods (RSM) (Edwards, 2012). Genetic
Algorithms have been used extensively in VAWT literature and work ly producing a
multitude of semi-random design variations and eliminating those that evaluate
poorly against the objective function. The remaining designs are combined to
produce a new subset of competing designs and the process of elimination and
breeding continues. Mutations in the designs are introduced at each breeding stage,
and the process ends when the performance convergence is approached. Such
methods can offer global maxima/minima and can deal with discrete variables (such
asthe number of turbine blades) but are limited to a small number of design input
variables, in order to keep the computational costs acceptable (Coppin, 2014). A
further limitation is that the resulting blade shape is implicitly constrained by the
way in which the geometry is parameterised. The typical parameterisation
techniques used in the pertinent research are Parametric Section (PARSEC) and
Class/Shape Function Transformation (CST), the details of which are not discussed
in the present work. Ram et al. (2012) gave a brief account of various blade
parameterisation methods.

Chehouri et al. (2015) conducted a review of optimisation techniques relating to the
multi -discipline optimisation of a HAWT, highlighting the importance of cost, and
structural aspects. Orman & Durmus (2016) observed improvements of ~15% tothe
lift/drag ratio for HAWT blades dter 200 geometry generations (starting from
NACA2411 blades). Similar optimisations were repeated with two variants of
geometry parameterization method (namely CST and PARSECwith CST producing
the greatest improvement). He & Agarwal (2014) optimised the NREL (National
Renewable Energy Laboratory) HAWT with the purpose of demonstrating a multi-
objective optimis ation algorithm. The work was performed using ANSYSFluent to
calculate the flow field with ak-. turbulence model. The authors concluded that the
results of the HAWT optimisation matched well with result s obtained by an Adjoint
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optimis ation by Ritlop & Nadarajah (2009). The discussion by He and Agarwa{2014)
does not however mention the computation time required to achieve this solution.

Daroczy et al. (2018) used genetic algorithms (with PARSEC) in conjunction with 2D
CFD (with the k-. SST turbulence model) to maximise the energy output of a VAWT
using NACA0021 blades as the starting geometry. Approximately 20% improvement
in Cp (at optimum TSR) was made for the optimised geometry, which was reached
after 900 geometry variants and a colossal 200,000 hours of computational time.
Liang & Li (2018) used genetic algorithms (CST) with 3D CFD (withthe k-. SST
turbulence model) to optimise a VAWT with NACAO0015 blade geometry. Across a
range of TSRs the largest improvement exhibited in G was 7%. Similar
improvements were reached by Carrigan et al. (2011) using a differential
evolutionary algorithm; 6% gains in efficiency were made to the VAWT with
NACAOO1%baseline blades.Chern et al. (2021) used genetic algorithms to produce
improvements to the tangential force coefficient of a similar order (~6%). Their
findings showed that the original aerofoil shapes were already close to the optimum
one delivered by the optimisation process. Ma et al. (2018) achieved 27%
improvement to the power coefficient by applying a multi-island genetic algorithm
to a high solidity 3-bladed turbine of NACA0018 baseline bladesFerreira & Geurts
(2014) conducted an aerodynamic/stru ctural multi -discipline optimisation using
genetic algorithms. Zhigiang et al. (2016) used genetic algorithms to do multi-point
optimisation considering multi ple-AoA based design methods and applying
weightings to the objective function over several AoA. Genetic algorithms have also
been used for optimising the blade pitching angle of VAWTSs (Liet al., 2019, fouled
blade performance (Ram et al., 2013), and Savonis turbine blade shapes (Chanet
al., 2018). It is also common in genetic algorithm research for XFOIL (or similar)
software to be used as a precursor step to the CFD. This approach apples
geometrical changes and evaluatbn of the aerofoils within XFOIL and although
accuracy is lost this can greatly reduce run times compared to using CFD throughout
the entire process (Ferreira & Guerts, 2014), (Liang & Li, 2018).

Vavalle & Qin (2007) proposed a Response Surface Method (RSM)rather than
Genetic Algorithms or Gradient Based methods (for aerospace applications). In
RSMsa range of design casesare first tested on a preliminary basis. This provides
numerous evaluations of the objective function across the solution space. This data
is then converted into an approximate response surface which estimates the
objective function continuously across the design space. In other words, the
response surface describes the sensitivity of the designs performance to variations
in the input variables. This response surface therefore holds the key information
needed for optimisation, but in the form of a smooth analytical surface which can be
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manipulated mathematically. Classical optimisation procedures can then be applied
to the analytical surface to provide a problem solution (Le Moigne, 2003). The
validity of the global solution depends on the resolution of the initial data sampling,
which infers a proportiona | computational cost. The process is repeated after each
modification to the design, whereby a subsequent more refined response surface is
constructed.

El Sakka (2020) appliedRSMto VAWTSs, using both 2D and 3D models as a basis for
the optimisation. For the 2D basis a 3% increasein the power coefficient was
reached, while for the 3D basis ~35% was aieved but this was largely due to
changes in the blade aspect ratio Kear et al. (2016 achieved a23% improvement to
the Cpusing RSM however the turbinewas a novelhybrid Savonius/Darrieus design
which may have had a very suboptimal design to begin wh.

With consideration of the above, there is clearly a huge variation in what
improvements are achieved using different types of method. The potential
improvements depend not only on the optimisation method selected but also on the
specific case beinginvestigated itself. Indeed, some basdine turbines might have an
unsuitably poor blade geometry to begin with, thus allowing room for significant

improvements to be measured after optimisation . Conversely, for someturbines the
baseline aerofoil may already be close to the optimum shape, making the possible
improvement margins of any optimisation process smaller.

The Gradient Free method s described so far do not explicitly use flow field data to
determine the appropriate changein geometry for the next ite ration. This family of
methods has generally been used inthe existing VAWT literature to date. On the
other hand, Gradient Basedmethods appear more intelligent as they quantify how a
change to each input parameter would affect the objective function, i.e ., how a small
blade shape change would affect the lift or drag. The input parameters (geometry)
are then updated using this objective-gradient in a way which offers a definitive
system improvement, so this minimises wasted computational effort. Indeed,
Gradient Based methods have been used with much success for aerospace
applications.

The sensitivity gradients are determined using the flow field data. To further
z{ay© x{ «~{ o{w¥{¥PRr k| - «&fonspd&@zCFHUkow?2 U
solution of ageneral aerofoil in steady flow. The shape of the aerofoil for a fixed set

of boundary conditions and flow properties) determines the resulting flow field and
thereby the value of the objective function (such as lift or drag) for this aerofoil . Any
small change in the aerofoil shape will result in an associated change to the objective
function. The proportion to which the objective function changes shows how
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sensitive it is to modification of a certain shape parameter. In other words, sensitivity
gradients describe how the performance will vary for a given change in the blade
geometry. Gradient based methods therefore make intelligent changes to the
aerofoil based on consideration of these sensitivities.

A gradient based optimisation process is performed iteratively . After the sensitivity
gradients are calculated they are used to propose the next new geometry (for the
subsequent iteration), the new performance is then calculated, and the sensitivity
gradients are re-calculated. Figure 3-2 illustrates this using the same hypothetical
case as shown inFigure 3-1
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Figure 3-2 - Optimisation with a Gradient  -Based Approach

For each iteration in the process, an improvement () *) to the objective function (J)
(such as the lift coefficient) is pursued using the gradient (/T8 ) as follows:

1* —8 (Egn. 3.1)

Where 8 is the set of geometry variables which affect the flow field and the value
of J. The changes to the geometric variables must be made according to direction of
the sensitivity gradient as shown by the green arrows on Figure 3-2. This ensures
that the proposed geometry changes are going to beneficial.

18 1 — (Eqn. 3.2)

Where 1 is some scaling factorchosento produce a sensibly sized geometry change
and this is represented by the length of the green arrows on Figure 3-2. This1 can
also be positive or negative depending on whether a maxima or minima is desired.

TheU] ©wz { ¥« zZ{2ay{¥«U ! © Ui «{{8§{ 2withirzthig
context. With an evaluation of the objective function at the i iteration (*) and its

gradient with respect to the geometry variables (F /T8 ), the estimate of * can
be made for the subsequent iteration (Kreyszig, 2006):
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* * —8 (Egn. 3.3)

Once the geometry changes (18 ) have been implemented the new aerofoil shape
(8 )isformed, and soa new CFD solutionmust be computed to evaluate the *
The new sensitivity gradients can also be computed (ff /T ) and so the
iterative process continues until the difference between * and* is suitably small
(converged). The question remains regarding how the sensitivity gradients are
computed, but this will be addressed shortly.

Gradient based methods are therefore sophisticated because they directly pursue
the closest extrema (of which there may be several) in the design space This is
shown by the red dots representing each iteration in Figure 3-2. The number of
iterations/tests required to reach an optimum compared to gradient -free methods
can be greatly reduced. As a drawback, the final solution of the optimisation is
thereby heavily subject to the initial design. The global optimum solution will not
necessarily be reached which is the main limitation of gradient based methods, thus
suggesting their unsuitability for applications with several local optima. They also
cannot handle discrete variables (such as number of blades on a turbine).Vavalle &
Qin (2007) explore the other shortfalls and drawbacks associated with gradient

based methods. Some authors (Peter & Dwight, 2010 and Chehouriet al., 2015)
suggest coupling genetic algorithmswith gradient based methods to form a hybrid

optimisation methodology. Such a method would use global optimisation techniques
(such as evolutionary algorithms) to provide a wide search of the solution space,
before using gradient based methods to efficiently refine the solution locally
towards a true optimum.

Having stated the key merits of gradient based optimisation compared to other
methods, it is important to note that computing the sensitivity gradients (T /T8 )
can be costly. For a large number ofdesign variables(8 where n is large) this can
mean a proportionately large number of required calculations. The choice of
method used to compute the sensitivity gradients is therefore a key factor in
determining the overall efficiency of the gradient based optimisation process.
Consider a general aerofoil agair if we only wanted to optimise its geometry based
on one variable, eg. thickness, then a sensitivity gradient could be calculated by
running a baseline CFD simulation, andhen a second simulation with a small change
in thickness. The change in performance divided by this geometry changewould be
the sensitivity gradient for thickness (F/ T E E A B,ladd@id quantity shows the
designer whether adding more thickness has a positive or negative dfect on
performance. This x w2 'y U] ¥ tedhnique dof [calc@dtingysensitivity
gradients would require an extra flow solution to be calculated for each input
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variable under consideration . This would be very costly for aerodynamics problems
where there are dozens or hundreds of blade geometry parameters to study
(Coppin, 2014).1t is possible to consider every single aerofoil geometry node (n) as
adesignvariable (8 - but a much more efficient way to compute sensitivities would
be required so that the optimisation process does not become prohibitively
expensive An investigation of thevarious methods for computing the gradients is
given in Peter & Dwight (2010), but the Adjoint method is largely regaded as being
the most efficient technique. This makes the Adjoint method well suited for
aerodynamic design problems as these have many input parameters and few
objective functions. In addition, Adjoint methods have been used successfully for
aerospace applications which highlights their potential value if applied to VAWTSs.

In summary, a gradient based approach using Adjoint sensitivity analysis appears to
be a very good choice for VAWT blade optimisation, as the design problem lends
itself to the advantages of the Adjoint approach. It is possible that significant rewards
could be attained by investigating these methods for VAWTS, as suchthey have
proved highly effective in other fields. If a strategy for applying Adjoint based
optimisation to VAWTSs is formulated then faster CPU times and greater efficiency
of VAWT optimisation could be realised, where far less computational wastage is
made.
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3.1 Adjoint Sensitivity Analysis

This section outlines the principles of the Adjoint method in relation to aerodynam ic
optimisation and discusses the literature on the topic. Much of the literature in the
realm of Adjoint methods focusses on the mathematical aspects. The present work
is concerned with the applications of the Adjoint method in CFD, rather than the
complex inner workings of the mathematical formulation. The principles of the
Adjoint optimisation framework are however important . As such, this section
describes the important concepts more verbally rather than performing a lengthy
mathematical recital. There is a wealth of literature which the reader may consult
for such mathematical insights, such as Errico (1997), Carpentieri (2009), Coppin
(2014), Le Moigne (2003), or the reader may consult the early literature which is
described at the start of Section 3.4.

Chapter 3 has mentioned that computing the sensitivity gradients directly can be
very computationally expensive for problems with a large number of input variables,
even if the number of objective functions (lift or drag, etc.) is low, such as for an
aerofoil problem. Adjoint sensitivity analysis provides a distinct advantage to
alleviate this issue of computational cost.

The Adjoint method for aerodynamic optimisation is typically presented in the
literature in a simplified form, applying principles of sensitivity an alysis to an
abstract objective function. The objective is expressed in terms of its dependents, a
vector of input variables (blade geometry) and a vector of flow field variables. Then
through use of Lagrangian multipliers, the equations are manipulated in such a way
that the explicit dependence of the objective on flow field perturbations is removed
(Dhert et al.,2016. This means that the flow field does not need to be re-computed
again and againn order to determine the sensitivity gradients for each of the many
input variables. The gradient of the objective function with respect to the flow field
state variables is computed just once using the standard CFD solution (Ritlop &
Nadarajah, 2009). In other words, instead of making additional sensitivity
calculations for every input variable, the Adjoint variables are computed just once
(per objective function) regardless of the number of input variables (Le Moigne,
2003). The number of variables needed to sufficiently describe an aerofoil is large;
Lee & Lim >HFGH? 2 «w«{ «~w« GFU2 | © GFFU?2
transonic optimisation problems. With the Adjoint approach a turbine blade can
therefore be optimised in high resolution with minimal impact on cost, rather than
being constrained to use a small number of shape parameters inorder to avoid
prohibitive computational times.
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Adjoint sensitivity analysis can therefore increase the efficiency of an aerofoil
optimisation process by orders or magnitude (Funke et al., 2013). It should be notel
that other applications of Adjoint sensitivity analysis exist, but for the present work
the combination of Adjoint sensitivity analysis along with gradient based

'8« ©® aw« '¥ ® ££ x{ ©{] { ©©{ Eurtheimorsy dincd) Wz |

Adjoint optimised blade shapes can be decoupled from the constraints of
parameterisation, non-intuitive, novel, and unexpected solutions are possible. Such
possibilities enhance the likelihood of departing from the use of traditional
aerospace aerofoils on VAWTswhich may well be a paradigm that researchers have
inherited which hampers progress in VAWT development(see Section 1.2

The Adjoint method can be applied to the governing equations in one of two ways;
«~{ UZ 2yo0of{«{U w¥z UY! ¥« ¥-!-20 w§§o!
discussion of the technical/mathematical differences, and the relative merits of the
two approaches, explaining that the two often yield similar results. Le Moigne
concluded that the choice between the approaches is largely dictated by personal
preference. Since both approaches yield similar results the difference lie s in the
formulation and implementation of the mathematical structure. The Discrete
method is favoured by Giles & Pierce (2000) as it is more readily comprehensible,
and less complicated to implement for viscous flows. An example of this is that the
Discrete approach takes an intuitive set of boundary conditions whereas the
Continuous approach contains the objective function explicitly within the boundary
conditions, thus making it more challenging to define a physically meaningful and
appropriate set of boundary conditions. Further technical insight on the different

wy ~{?@

approaches is given by Nadarajah & Jameson (1999). A continuous solver is largely

decoupled from the standard flow solver, and there is more freedom to solve the
Adjoint equations using different discretisation/solving practices. This freedom can
also hinder the solution accuracy due to variance across the solution methods
between flow solution and Adjoint solution. Such problems are manifested in the

loss of accuracy in computation of the sensitivity gradients, particularly for

complicated flow problems - an approximate gradient is given by the continuous
method, but an exact on is given by the discrete method (Nadarajah & Jameson,
1999. ANSYS Fluent uses the Discrete Adjoint method this approach is less prone
to inaccuracies in sensitivity data for complex flow problems.

The Adjoint solution in itself is not the solution to the aerodynamic design problem
and these sensitivity gradients are used in an optimisation algorithm to approach
the optimum design solution. Sensitivity gradients are computed in the surface
normal direction over the blade surface and a gradient value is determined at each
discrete point over the blades geometry (Economon et al., 2016). The optimisation
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algorithm and mesh morpher decide the degree to which a point on the blade
surface is changed according to the sensitivity gradient at that location. The new and
improved blade geometry is thus constructed for the subsequent iteration of the
optimisation process.

In summary, the research in this thesis implements the Adjoint method for a number
of key reasons. Firstly, Adjoints have not been applied to VAWTsas of yet within the
published research, and they hold great potential for VAWTs. In addition,
widespread CFD codes such as ANSYS Fluentontain an Adjoint solver module,
meaning that the methods developed in this thesis are accessible to the general
CFD/VAWT communitythereby improving the potential adoption and impact of this
research. The key obstacle in applying Adjoint methods to VAWTS is ther highly
unsteady flows. Thissuggeststhe use of transient Adjoint methods however these
are extremely complex and time consuming although some success has been shown
in turbomachinery applications (Li et al., 2011), (Walther & Nadarajah, 2015), (Luo et
al., 2011) The present work developsw¥ U{ ¥} ¥{{© ¥} w8§80O! wy-~U
applies a steadystate Adjoint solver to the transient problem of VAWT
aerodynamics. This can be done despite the unsteady nature of the VAWT flow field.

3.2 Choice of Objective Function

In an optimisation problem, the quantity which should be maximised/minimised is
o{ | {o0{z «} w2 «~{ Uixi{y« -{U j© U} xi{y« -
x{ ywfEf{z «-fatyicakatrdédgnamics €ofitdxtRhere are usually asmall
number of objectives that the designer is interested in, such as lift or drag of an
aerofoil. An Adjoint solution can be computed for such quantities, yielding the
associated sensitivity data for use in the gradient based optimisation. With regard
to VAWT research one can generally assume that the quantity of interest is the
average power coefficient at a given TSR. This however is not an instantaneous
guantity meaning it cannot be characterised by a single instantaneous flow field.
With a steady Adjoint sdver average G cannot be chosen as the objective.
Therefore, in this work the blade tangential force coefficient or moment coefficient

is chosen as the objective.

3.3 Multi -point/multi -objective

A simple case for an optimisation problem may be an aerofoil operating at a constant

velocity and constant angle of attack,such asa cruising aircraft. This is a single flight

y! ¥z « '¥B w¥z w 2 ¥}£{ 08! ¥«U ¥singe{ z {2
objective for this case, such as the lift/drag ratio. If this were a real aircraft, the

aerofoil would also need to exhibit satisfactory performance during take-off, landing
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and loitering/manoeuvring conditions. Each of these conditions constitutes a
z || {Oo{¥« z{2 }¥ U0U8!' ¥«U z-{ «! «~{ z
Each of these flight conditions may also require a different objective, such as
maximising lift rather than the lift/drag ratio. A VAWT arguably has a more complex
design space than this aircraft because there are not merely a handful of flight
conditions, but a continuous variation in Reynolds numbers and AoA as the TSR
varies all the time. Furthermore, even at a constant TSR, each blade experiences an
enormously varying flow as it completes a single rotation. Applying Adjoint methods
to VAWTSs clearly constitutes a great challenge in terms of capturing the full
operating envelope. The present work is concerned with optimisation at a single
constant TSR, although future devebpments of these methods will need to address
multi -point optimisation .

3.4 Adjoint Literature

Adjoint optimisation has relatively little history in the application to wind turbines .
However, arcraft and turbomachinery (gas turbines) have enjoyed considerable
attention in this area. The aforementioned powers of the Adjoint method have been
long known in concept but have only been applied in the field of computational fluids
engineering across the lastfew decades. The Adjoint method was applied to aerofoil
optimisation and popularised by Anthony Jameson in 1988 which was presented as

UW{ ©! z°¥we y Z{2 }¥ - w y!'¥«©' £ j~{'o°U

| © & b } ~«~ £ £ (kPofoibo@i@idakich viRdordotmall mapping. In the
decades that followed, research (in large part by Jameson and his disciples)
focussed on high speed flows for aerospace applications. The complexity of the
methods and their applications gradually evolved from potential flow in 2D steady
flows, to the optimisation of fu Il aircraft configurations in 3D.

Li et al. (2011)presented 2D viscous optimisation of a turbine cascade using the
Adjoint method and CFD. For this thermodynamic design problem the objective

function was set to minimise the rate of entropy increase. Walther & Nadarajah

(2015) built upon a 3D, single design point Adjoint optimisation method to construct

a multi-point optimisation framework. The application was for a single stage axial
compressor (of a gas turbine engine) and considered the performance at of f-design

conditions as well as peak efficiency conditions. Luoet al. (2011) considered the

choice of objective function and conducted an optimisation to minimise the rate of

entropy increase, as well as an optimisation for a desired outlet flow angle from the

turbine stage.

Dhert et al. (2016) constructed an Adjoint optimisation framework with 3D CFD
using the NREL HAWT to demonstrate the effectiveness of the optimisation method.
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Dhert et al. claimed this to be the first CFD based wind turbine optimisatio n that
provisioned for a suitably large set of blade shape varables (of which there were
240). This was claimed to be due to the large computation cost of such work with
other methods, restricting the number of shape variables . Optimisation was carried
out for a single wind speed and also for a multi -point/ multi -wind speed case. The
optimisation process took place on a 256 core system and completed in around 24
hours. Significant performance improvements of around 20% (torque coefficient)
were realised which provides optimism for the potential of Adjoint methods when
applied to VAWTSs. Lei & He (2016) preserged Adjoint optimisation for a 2D aerofoil
in unsteady, low Reynolds number flow with application to micro aerial vehicles.
Unsteady laminar NavierStokes equations were used (via a flow solver developed
in-house) to account for the prominent aerodynamic phenomena of viscous
unsteady flow fields, and the time averaged lift/drag ratio was set for the objective
function. Lee & Liou (2012) discussed the improvement of thrust for a flapping airfoll
in laminar flow, via an unsteady discrete Adjoint optimisation approach. Such
methods will incur a larger computational cost as well as complexity in
implementation compared to steady Adjoint formulations. Lee & Liou highlighted
the importance of the details in the development and shedding of vortices over the
wing and discussed how varying the modes of shedding during flight (by modifying
the flapping motion) can achieve flow patterns for more optimal aerodynamics.
Their study included both shape optimisation and wing trajectory optimisation, but
the Hick-Henne function they used defined the blade geometry in 20 shape
parameters which appears to be somewhat coarse. Lee & Liou used time aeraged
objective functions and stressed the importance of resolving the transient flow
features with a suitable time scale in order to reflect the correct value of the
averaged objective function.

The literature leaves a discernible gap for application of Adjoint methods to VAWTS.
Furthermore , the literature of Adjoint methods tends to be more on the theoretical
side than the applied side. This project therefore aims to pursue the practical
application of Adjoint methods to VAWTS, usinga commercial CFD code so that
these methodologies can be readily applied in the VAWT design community. Details
of the project aims & objectives are discussed further in Section 4.1
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3.5 Adjoint Based Optimisation = Frameworks in CFD

An Adjoint optimisation framework is a gradient based optimisation algorithm that
uses Adjoint sensitivity analysis to provide the sensitivity gradients. These
frameworks are composed of several very complicated elements aside from the
Adjoint solver itself (Carpentieri, 2009). The following components are required :
1 Standard CFDflow solver (a flow field solution is needed in order to solve the

Adjoint equations)

1 Shape parameterisation (define s the method by which the input variables/
geometry are expressed mathematically)

1 Adjoint solver (determines the shape sensitivity gradients from the flow field )

1 Optimisation algorithm (uses the shape sensitivity gradients to determine the
proposed new and improved geometry for the next iteration)

1 Geometry/mesh morpher (to implement the required geometry changes into
the CFDmodel)

It is not until recently that stable Adjoint solvers have become available in readily
accessible CFD codes (Peter & Dwight, 2010). Across the literature, researchers
have constructed their own Adjoint Frameworks, but significant programming
efforts are required in order to wrap the necessary components together into a
functional framework. In this way, researchers can construct frameworks with
desired features (such as a transient Adjoint solver or the use of a specific
turbulence model). Such ventures require extensive knowledge of Adjoint
mathematics, CFD, and computer science/programming, and these projects absorb
a significant portion of time assembling the frameworks. There remains a time lag
between capabilities of the latest Adjoint solvers, and their implementati on within
more widely available/commercial CFD software. As such, the state of the art in
Adjoint solvers (such as transient Adjoint solvers) are not yet contained within
ANSYS Fluent, the most widely used CFD packageANSYS Fluent ishowever an
attractive option for the aerodynamic designer seekingto make use of and explore
«~{ 8§, ®{©C || Wz i! ¥« o©{«~! intibredak-s{thatitUa o w
contains all the necessary components of an Adjoint optimisation framework
configured together and ready to use.

The present project aims to maintain focus on the exploring the application of
Adjoint methods to VAWTS so ANSYS Fluent with itsexisting Adjoint framework is
chosen. Because Fluent is so widely used and accessibleinternationally, this also
means that the methods presented here could be readily deployed by the wider
VAWTengineering community yet also applied within other Adjoint frameworks .
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In recent versions of ANSYS Fluent the Adjoint module has been configured for
compatibility with rotating reference frames. Rotating reference frame approaches
are typically used for some rotating machinery where the oncoming wind is along
the axis of the turbine s rotation. In such unsteady problems such as HAWT and gas
turbine design, the rotational symmetry of the flow means that these can be
approximated to a steady flow regime within the rotating reference frame in CFD
(Dhert et al., 2016). VAWTs however cannot make use of this simplificatiordue to
their intrinsic unsteadiness and lack of rotational symmetry (see Section 2.2
(Balduzziet al., 2015). When aiming to perform aerodynamic optimisation it can be
O{ Ew« -{£° 2«OW }~«| ! O®WOz «! W8ES8E£° \E£-{¥«U
as a 2Daerofoil. It becomes complicated to investigate the use of Fluentd Adjoint
module for VAWTS, where these steady flow approximations cannot be used.The
unsteadiness of VAWT flow fieldstherefore poses a significant challenge to the
prospect of applying steady Adjoint solvers in a useful manner.

This challenge forms the basis of the present research project (see research
question in Chapter 4), where an engineering apprach must be constructed to
make use of Fluentd Adjoint solver for the transient problem of VAWTS.
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4 RESEARCHAIM

Having described VAWT aerodynamics andhe literature pertaining to aerodynamic
optimisation, this chapter will concisely state the objectives of the research project
and the novelty of the work. The research question for this project is as follows:

Can VAWT blade shape design be benefited from Adjoint basedptimisation and
how could such methods be formulated using a widely available CFD code?J

Addressing this question saw major challenges due tothe lack of literature on the

topic, and soa novel semitransient Adjoint based optimisation methodology was

created within the commercial CFD code ANSYS Fluent(18.2). Variations of the
method were developed and tested, and these approaches differ between the types
of models used to predict the VAWT blade aerodynamics, and also the amount of
Adjoint sensitivity data considered in the optimisation. Progressing the research
project in this step -by-step fashion meant that early feasibility of the approach could
be demonstrated on simpler models, before gradually adding refinements and
complexity to the method. The main chapters present this evolution of the method

as follows:

T Ui ¥ESMz { U | 8§ xseeChapters5. Askgle oscillating blade model is

used to approximate the VAWT bladeflow field. The optimisation process is
applied to this Single-Blade model, but the resulting blade geometry is tested in
a VAWT model to measure the performance. Adjoint sensitivity data is
considered from asingle instance intime during the oscillation cycle.

T U-2¥ « = | I®¥ngptimisation x see Chapter 6. Astandard VAWT model is
used to simulate the flow field, and the optimisation is applied to this model. The
performance is also measured from the same model; no intermediate models
are used. Adjoint sensitivity data is considered a single instance in time during
the VAWT revolution.

T U-a¥ «= | Wmj U > _ iwittPmultieAdjoint shapshots x¥%ee Chapter
7.1n a more refined approach, Adjoint sensitivity data is considered from multiple
instances across the VAWT revolution in a combined fashion.This aims to

produce aerofoils that performs well over the majority of the VAWTS revolution.

In this work these methods were developed within ANSYS Fluent, however they can
be reproduced and developed in other CFD codes which have an Adjoint solver. The
work is confined to straight bladed Darrieus turbines analysed in 2D CFD
simulations, with constant TSR, and wind speed.
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4.1 Research Novelty

The novelty of this project is composed of several mainelements:

1 The advantages of Adjoint based optimisation areutilised by applying Adjoint
methods to VAWTSs. Tlere is an absence of literature on th is topic, despite
research found for the application of Adjoint methods to other technologies. This
thesis contributes novel Adjoint based VAWT optimisation methods in CFD
which can improve the average power coefficient, the instantaneous power
coefficient. This sets the foundation for a new and exciting avenue of VAWT
research.

1 Optimisation algorithms were developed from scratch and coded into
executable scripts for use with commercial CFD software. These methods utilise
the Wd i o \ £E-{ ¥«U2 Wz ! tha¥ ik outsidez of s{intendéd w ®w?°
purpose, demonstrating the value of « ~ { {¥} ¥{{©O ¥} w88§O| w!
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1 Novel VAWT blade geometries are discovered which due to the Adjoint met hod
are produced in a highly efficient manner as well as beingfree from the
limitations of conventional aerofoil parameterisation. These resulting
geometries are explored with an in-depth aerodynamic discussion, thus offering
new and important insight into the optimum blade geometry. Furthermore, the
optimum blade shape varies continually throughout the VAWT revolution
(according to the changes in AoA and relative velocity) and this is alseexplored.

1 The approach offers a novel solution to improving the fatigue life of VAWTs by
drastically reducing the fluctuating load magnitudes while preserving the average
power coefficient (without the need for a control system) .

T Thisthesisalsoy | ¥« © x ~«{2 &OWy 4 -y wAeYbltfe ANSKS - 2
Fluent Adjoint solver for a real problem (see Sections 5.3.1and 6.3.)}. This
contributes to filling a large gap inthe publicly available guidance material. Such
helpful practical content is lacking within the current literature and will aid the
implementation of Adjoint optimisation methods (not just for VAWTS) by

competent ANSYS Fluent userswho are not necessarily Adjoint experts.
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5 SINGLE-BLADE OPTMISATION FOR VAWTS

The methodology of this research chapter has been described and published in Day
et al. (2020).

Section 2.2.3has described how a single flapping wing with an oscillating AoA can
provide an approximation to the flow field of a VAWT blade. This similarity is utilised
in the present chapter which adopts a single oscillating blade model to represent
the VAWT blade and the optimisation is applied to this model. This Single-Blade
optimisation method therefore benefits greatly from model simplicity, instead of
applying the optimisation process directly to a VAWT model (seeChapter 6). The
reasons that the Single-Blade approach was developed first are as follows:

1 Single-Blade optimisation was used at the beginning of the project to test the

feasibility of the Adjoint method for the simpler aerodynamics problem of a fixed
aerofoil. This was extended to aharmonically oscillating blade, and subsequently
refined further to approximate a VAWT blade flow by creating User Defined
Functions (UDFs)to model the VAWT AoA profile and relative velocity profile.

1 Single-Blade CFD modelscan be significantly smaller and require far fewer
periods of oscillation to reach a stable CFD solution.In an iterative optimisation
process this can make a SingleBlade modelfar less computationally expensive.

1 Single-Blade optimisation uses a less complex CFD model, such that the
optimisation scripts required are simpler, faster and easier to validate.

1 The Adjoint solutions are more stable and exhibit greater convergence with the
Single-Blade model compared to the VAWT model.

1 Building up from simple cases in this fashion was a pragmatic approach to
develop the initial Adjoint based optimisation methodology, without the

additional challenges of VAWT modelling.

The main drawbacks of the Single-Blade method are discussed in Section8.1

This chapter is divided up into the following sections:

1 Section 5.1 x Single-Blade Approximation Model; describes and justifies the
simplification of the VAWT flow field to that of a single oscillating blade and then
validates the CFD model

1 Section 5.2 x Semi-Transient Adjoint Optimisation Philosophy; describes the

principle of using Adjoint optimisation data from discrete instances in time for
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the transient problem of VAWT aerodynamics. This includes introduction of the
concept! | Wz i | ¥ «whidristused threughoat this thesis.

1 Section 5.3 x Optimisation Algorithm; describes the architecture of the
optimisation process algorithm of the Single-Blade method. This includes setup
details of the Adjoint solver, optimiser aggression and mesh morphing.Practical
guidance/ best practice for using the ANSYS Fluent Adjoint modulein this
context is also provided.

1 Section 5.4 x Single-Snapshot Investigation; describes the application of the
optimisation process to a VAWT blade, where 1Adjoint snapshot is used per
turbine cycle. Results are presented for a range of casestested where the
snapshot position has been varied Note that the Multi ple-Snapshot optimisation

investigation is presented separately in Chapter 7.

5.1 Single Blade Approximation Model

A single, isolatedaerofoil with an oscillating pitch (AoA) can be used to approximate
the aerodynamic flow field of a VAWT ,although vortex/wake interactions and some

plunging motion components are neglected (Wanget al., 2010). This approximation
can be of sufficient accuracy to enable the use of a Single-Blade model instead of a
full VAWT model during the optimisation process. Choosing to make this
simplification drastically reduces the model size andtherefore saves CPU (Central

Processing Unit) time. At the end of the Single-Blade optimisation the resulting

geometry can be tested on a standard VAWT model to accurately evaluate the
xEfEwz{2aU 8§{0©|! ©ow¥y{D

This link between a Single-Blade model and the VAWTIt represents is illustrated in
Figure 5-1, where Vi is the relative velocity and Uis the AoAat an arbitrary Location
A
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Figure 5-1x AoA Similarity (link) between  the Single-Blade model and the VAWT

The theoretical Vier and A0A profiles of a VAWT bladecan be applied to the Single
Blade model using User Defined Functions (UDFs) in ANSYS Fluent. ThgeeMUDF is
applied to the inlet boundary where the inlet velocit y varies according to Equation
1.3 further details of this UDF are given inAppendix C.

The oscillating AoA UDF is applied to a local rotating zone in the mestwvhich contains
the blade (see Figure 5-2); the rotational frequency of the VAWT, . , is used as the
pitching frequency of the oscillating aerofolil, - p. The simplest formulation of this AcA
UDF would beto implement Equation 1.4 exactly.However, Equation 1.4 neglects
important real-turbine effects that make a significant difference to the AoA profile
(Rosado-Hau, 2021) The interference/blockage factor of the VAWTDblades andthe
extraction of energy across the rotor cause a reduction in velocity and AoAfor VAWT
blades compared to the geometrical AoA in Equation 1.4. The difference is most
pronounced for the AoA of the blade in the downwind part of the turbine ( Rosado
Hau, 202). To improve the accuracy of the Single-Blade model flow field, a
knockdown factor can be applied to the AoA during the oscillation. Gosselin el al.
(2013) applied a constant AoA knockdown factor of 0.5 to the downwind part of a
Single-Blade model. This approximately accounts for the transverse velocity
components arising from energy extraction in the upwin d and associated slow
down of the flow across the rotor (Gosselin et al., 2013).In the present work, this
approach of a constant downwind knockdown factor was adopted for the Single -
Blade model during the investigation presented in Section 5.4.
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To implement the UDFfor varying the AoA the Single Blade CFD model uses multiple
mesh zones along with the sliding mesh technique. This technique consists of a
circular non-conformal interface between the exterior mesh and the rotating
subdomain, where mass/momentum exchange takes place. This practice is common
within the literature (Hand et al., 201Y. Figure 5-2 shows the domain and mesh zones
of the model.

Exterior
intlet
_ Outlet
.// __,z"
Sliding Mesh
= I LiCE 'IIII
T v ' I' Near-Wall
Circular . ' ] [ Refined Zone
1 — | .
Subdomain — / (Rotating)
(Rotating) ' '

Figure 5-2 x Domain Type Used for the Single-Blade Model

Note that one cannot simply assign theVAWTwind speed as the inlet velocity of the
Single-Blade model since this does not account for the blade rotational velocity
component. For cases where the TSR is very high however, a constant inlet velocity
equal to the tangential velocity (. .R) could be used instead of the Vel UDF, saving
CPU time. The justification for this was given earlier, seeFigure 1-6.

5.1.1 Introducing the Reference Turbine

Ahigh TSR (4.5), 2 bladed VAWTrom Rezaeiha et al(Vol 107, 201)7/was selected as
the reference turbine used to develop this optimisation method with. A high TSR
was chosen so thatAoA variation andunsteadiness of the flow would be minimised,
thereby avoiding additional flow complexities during early development of the
methodology. The VAWT blades also have a fixing angle of zero and are fixed (not a
variable-pitch turbine). Usingthis reference VAWTthe agreement between a Single-
Blade model and the corresponding VAWT can be seen inFigure 5-3. It should be
noted that the VAWT data shown inFigure 5-3 is extracted from a VAWT model
which is described in Section 6.1
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Figure 5-3 - Comparison of a Single-Blade Model Data and corresponding VAWT Model Data

The reasons for agreement/disagreement between the two models in Figure 5-3
have been discussed in Section5.1

This VAWT will be used as the example case to illustrate the optimisation method
developed here. This VAWT is as described in Rezaeiha et al. (Vol 107, 2017) with the
turbine details presente d in Table 5-1 It is selected due to its high TSR and the
availability of data which can be used for CFD model validation. It should be noted
that the CFD work of Rezaeiha et al. (Vol 107, 2017) is based on an experimental study
conducted by Tescione et al. (2014).

Table 5-1- Details of the VAWT from Rezaeiha et a/. (Vol 107,2017)

Turbine Blade Profile NACA0018
Blade Fixing Angle 0°
Number of Blades 2

Blade Chord Length 0.06m
Blade Length 1m
Turbine Diameter im

w2l dA2y It +£Sf20AI]|838radls

Free-stream Wind Speed, Y 9.3 m/s

Tip Speed Ratio,< 4.5

53



5.1.2 Single-Blade CFD Model Setup

Section 5.1has described the modelling philosophy of the Single-Blade model. This

section describes specific details of the CFD setup.

Before detailed discussion is given,Table 5-2 will summarise the key features of the

CFD setupadopted for the Single-Blade model.

Table 5-2 - Summary of CFD Setup for Single -Blade Models

Number of cells around aerofoil wall

Cell count

Setup Factor Choice Adopted
2D/3D 2D
Turbulence Model SST k -
Maximum mesh y+ 1.5

310(see Section5.1.3
54,000 (see Section 5.1.3

Domain

(See Section5.1.3

Time step size

800 steps/rev (see Section 5.1.3

Target CFL

200 (see Section5.1.3

Number of cycles for periodic convergence

3 (see Section5.1.3

Inlet boundary condition

Velocity specified by Equation 1.3 (UDF)

Outlet boundary condition

Pressure outlet

Solver type

Pressure based

Pressure-velocity coupling scheme

Coupled

Spatial discretisation scheme

Second order upwind

Temporal discretisation scheme

Bounded second order implicit

Number of iterations per time step

30

Convergence criteria

1le5 (for all residuals)

The SST k. turbulence model is used for all the CFD simulations; this choice was
made with consideration of the literature given in Section 2.4as well as the following
points. Numerous authors have conducted investigations of turbulence model
suitability for VAWTS using CFD and experimental data. Many authorslaim that the
basic 2 equationmodels (standard k-¢¥ and standard k-. ) are incapable of accurately
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predicting VAWT flows, while the SST k. variant is favoured over other models of
similar complexity/cost and can adequately reproduce the VAWT flow fields (Wang
et al., 2010), (Balduzzi et al., 2015), (Hand et al., 2017). Reitea et al. (2019)
conducted a comprehensive study of the S-A, RNG k¥, realizable k&, k-- SST, k.
SST with intermittency, k-kl-. , and Transitional SST. A range of flow conditions were
studied with the conclusion that the SST models can provide reasonable predictions
of VAWTflows including dynamic stall.

Other models exist that could improve the solution accuracy for transitional flows,
such asthe k-. SST with intermittency, Transition SST and LES Despite this, the
SST k. model is adopted for the present work due in part to accuracy/cost
considerations. The SST k. model is the most accurate type supported by ANSYS
\ £ - { Adjoibt?module while also being deemed suitable for VAWTSs across the
literature. Consideration has been given to the k. SST with intermit tency model; it
IS more much sensitive to variations in the mesh, time step and other modelling
choices (El Sakka, 2020) In addition, for the high TSR case adopted here it is judgd
that the SST k. turbulence model provides adequate prediction of the unsteady
flow since the dynamic stall effects are minimal. Considering the many
recommendations in the literature, the k -w SST (not intermittency) is therefore
considered to most robust and appropriate choice for the purposes of this thesis.
The methodology developed here can be implemented in other CFD codes if
desired, such that other specific turbulence models could be used if necessary.

In the CFD simulations a value of 5% is used for the turbulence intensity, in
accordance with the research paper of the VAWT (Rezaeiha et al., Vol 107, 2017). The
turbulence length scale, in lieu of specified values, is set as the turbine diameter
(Rezaeiha et al. Vol 156, 2018)The CFD simulations implement the Coupled
Numerical Schemeto improve the solution speed. Thepressure based solver is used
with the second-order upwind scheme for spatial discretisation . The bounded
second-order implicit scheme is adopted for the transient formulation due to its
robustness (Hand et al., 2017).A limit of 30 iterations per time ste p is used and a
minimum convergence criteria of 1eb5 is set for all residuals. These settings are
common across the VAWT CFD literature in order to achieve sufficient solution
convergence (Li et al., 2018, Wang et al., 2010, Rezaeiha et al., Vol 107, 201/ Guo
et al., 2019).

The meshing strategyfor the Single-Blade modelis shown in Figure 5-4 and Figure
5-5, but in Figure 5-4 a highly coarsened version of the mesh is shown for brevity.

The red line in Figure 5-4 shows the (non-conformal) interface between the circular
subdomain (sliding mesh zone) and the far-field zone, where mass/momentum
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exchange takes place The element spacing on each side of the interface should
match closely in order « ! minunise interpolation error between the two zones U
(Hand et al., 2017) This circular subdomain also allows local mesh refinementand a
struct ured mesh with quadrilateral cells is used throughout (Almohammadi et al.,
2012)AF O« ~{ © 2 -axzlmwE ¥ {Ud{Wwe& p! ¥{U? woO! -¥z
Is used to ensure extra fine mesh quality near the aerofoil wall, which is shown in
Figure 5-5; the red line marks the conformal interface to the rest of the rotating
region. A fine mesh in this regionhas the purpose of providing suitable resolution of
the boundary layer complexities/velocity gradients near the blade wall. Ay+ of
approximately 1 can be maintained which alleviates the need for a wall function
(Wang et al., 2010)The y+ indicates the relative first cell size; it is anon-dimensional
quantity linked to the time step and flow velocity. Correct specification of y+ ensures
that the first c ell is located in the viscous sublayer (Almohammadi et al., 2012)
Achieving the appropriate y+ is therefore critical to the accuracy of the simulation
due to the very high velocity gradients adjacent to the wall and the mesh y+ is (along
with the Courant number) the most important quantity linked to the solution quality
(Balduzzi et al., 2015). The y+ value should be sufficiently small for the problem at
hand.
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Figure 5-4 x Example Mesh of the Rotating Circular Subdomain (Coarsened Mesh Shown)
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The mesh y+ is defined as follows;
Mesh u — (Egn. 5.1)

where ‘ is viscosity of the fluid,” is the density of the fluid, wis the height of the first
cell adjacent to the wall and;

Shear velocity; 5 — (Egn. 5.2).

Z is the wall shear stress which can be estimded, or alternatively the CFD code can
compute this to provide accurate y+ values for all cells at the wall.

In the literature survey of Balduzziet al. (2015) it was found that mostly, a y+ value
below 5 is selected for VAWTs Wang et al. (2010) stated that the first element size

should be such that y+ ~ 1.0Rosado Hau (2021) maintains a maximum y+ of 1.&l
Sakka (2020) calculates the y+ considering the position of maximum relative

velocity, which occurs at 0deg where the oncoming wind velocity and blade
tangential velocity (¥.R) are in maximum combination. In the present work a

maximum y+ of 1.5 is reached, at the Gdegree position, and this is in line with the

literature recommendations.

The time step size needs to be considered alongside me# size rather than
independently from it becausethe two are strongly related (Wanget al. 2012). This

concept is represented by the Courant number which indicates how many cells are

traversed by the fluid over a time step andthis 2 wf£2 | ©Of | { ©©{ z- «| w?
Friedrichs-Lewy) within the literature.

#1 OOADICAR @ &, (Egn.5.3).
The literature generally encourages the use of a small Courant number.Hand et al.
(2017) recommends between 5 and 10, whileTrivellato & Castelli (2014) states that

less than 0.5 could even beemployed.

As can be seen fromEquation 5.3 the CFL will varies for each cell in the CFD model
because the cell size and flow velocity are different for all cells. If a high CFL is
exhibited, then numerical divergence is more likely since the fluid is effectively
skipping cells during each time step. When using the Coupled solver this problem is
mitigated by ANSYS Fluent making automatic corections to time step size if
divergence is detected, The user can also specify a target CFL limit, which ANSYS
Fluent will satisfy by making automatic reductions to time step size. For smaller time
steps this produces a smaller CFL, and the user specified CFL limit becomes
irrelevant, as the specified time step can be adopted
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Possible savings to the CPU cost should be considered for simulations with heavy
CPU requirements, especially in the context of optimisation where many repetitions

of CFD runsare required. Therefore, using a CFL as low as 1 or 5 etc. as stated in the
previous literature may not be appropriate. A low Courant number or low time -step
size becomes computationally demanding and an appropriate accuracy/CPU cost
balance should be pursued, solong as solution convergence is reached

5.1.3 Single-Blade CFD Model Validation

Once aSingle-Blade model hasbeen produced with consideration to the above, the
necessaryvalidation exercises must be conducted:

1 Periodic solution convergence study

1 Grid independence study

1 Time step independence study
1 Courant number study

1 Domain sizestudy

Such validation exercises are routine within the literature, so the details are
provided in Appendix A The outcomes of this work demonstrate suitable validation
for the Single-Blade CFD model whenthe setup is as follows:

1 3cycleswere sufficient for a periodically converged solution

1 Domain size in terms of chord length, c; Exterior diameter = 40c, rotating zone
diameter = 6¢, boundary zone thickness = 0.05c

Y+ of around 1 (justification in literature review)

Target CFL number of 200 in the Coupled solver

Time step corresponding to 800 steps/rev olution

310cells around the aerofoil wall

Total cell count of approx. 54,000

= =/ =/ A -4 -4

Quad elements used throughout all subdomains (justification in the literature )

Following these validation studies, the flow field of the Single-Blade model must be
checked against the VAWT flow field.Such a comparison has been shown inFigure
5-3; in this case data from a validated VAWT model (see Sectior6.]) is converted
into Ctvs AoA data allowing direct comparison with Single Blade model data. Single
Blade model data can also be convertedto virtual Cw vs virtual azimuthal angle(using
Equation 1.5)allowing the direct comparison with VAWT dataas shown inFigure 5-6.
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Figure 5-6 x Comparison of Single -Blade Model Data and VAWT Model Data (C )

Figure 5-6 demonstrates that the Single-Blade model provides an acceptable level
of accuracy in predicting the flow field of the VAWT blade. The upwind region is
replicated well but the downwind region (specifically between 225° and 3257 is
inaccurate. This is because the SingleBlade model does not account for
blockage/interference effects, curvature effects and shaft/blade wake interactions
in the downwind region X further discussion has been given in Section5.1 However,
the SingleBlade model is deemed a suitable approximation for use in the
optimisation process since the agreement is close for the majority of the cycle.
However, owing to the discrepancies mentioned, care must be taken if considering
optimisation data from the downwi nd region (this is further discussed in Section
5.2.9.

5.1.4 Validating the VAWT CFD Model

The VAWT model used to validate the SingleBlade model, alsorequires validating.
These details are provided in Section6.1
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5.2 Semi-Transient Adjoint Optimisation  Philosophy

Section 5.1has shown that a Single-Blade approximation model can be used as a
basis for optimising VAWT blades. This section describesthe principle of the

optimisation methodology developed in the present work . The ANSYS Fluent Adjoint
solver is usedwhich is stated as being configured for steady-state flows. ANSYS also
states however that this is not a hard restriction , and geady Adjoint solutions can
be of value and of use for engineering approaches to unsteady problems
(Eggenspieler, 2012). The methodlogy developed here is such an engineerirg
approach for the transient problem of VAWT aerodynamics. Even though VAWT
aerodynamics are highly unsteady, a steady Adjoint solver can be applied to
instances intimeduring« ©w¥ 23 { ¥« | £1/ ® | {£zB «~{2/{

Section 5.2.2. This optimisation process can therefore x { y | ¥2 z{ ©{ z
{ £z

«Ow¥2a {¥«U w§8O| wy~ 23 ¥y{ «~{ |£|® |
simulation, but the Adjoint solutions consider data from a series of individual
instances in time.

5.2.1 Objective Function

Section 3.2 has described the role of the objective function in Adjoint based

optimisation. For the oscillating Single-Blade model, the objective is chosen as the
tangential coefficient, Ct (see Figure 14). The reason for this choice is that this
quantity translates to the moment of force Mg, and hencethe moment coefficient

(Cwm) and power coefficient (Cp) of a VAWT(seeEqns 1.5& 1.9.

In this way, the sensitivity gradients (defined in Section 3.2) resulting from the
Adjoint solver calculation describe the increase in Cr that would arise from a given
change to the blade geometry (on a node-by-node basis). A blade geometry once
optimised for C 1 in the Single-Blade model, will therefore produce a higher torque
and thereby power output when placed on a VAWT and undergoing a similar flow
field.

The Ct can be programmed as the objective in the Adjoint solver via its components
in the X (Cp) and Y (C.) directions as per Equation 1.1. The objective cannot be
specified as a continuous function (i.e., of time) within ANSYS fluent so thecorrect
AOA needs to be specified via a script (or manually) whenever an Adjoint solution
needs to be computed for the objective Cr; this will be discussed more in Section
5.3.3
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5.2.2 Snapshots

¥ «~ & ®! ©¢t « ~refersctq ® singlé Adpint&sélutign ¢alden at any
instance in solution-time while the Single-Blade model is oscillating. More
specifically, it regards the sensitivity data which arises from that Adjoint solution
(see Section 3.).

As stated in Section 2.2 the VAWT blade flow field varies greatly over thecourse of
one revolution. In turn, the Adjoint sensitivity data will also vary depending on the
flow field (AOA, relative velocity, etc.) at the time of the snapshot. The choice of
snapshot position is therefore a crucial factor in influencing the resulting blade
geometry and performance once the optimisation process is completed.

To illustrate this, Figure 5-7 shows a Cr vs AoAperformance curve for the baseline
aerofoil, with the position of an arbitrary snapshot marked in terms of AoA. In this
case the snapshot position is within the upwind part of the cycle, where the AoA is
approaching its maximum negative value(see Section 1.2for sign convention). The
arrows indicate the direction of the blades oscillating motion.

——Baseline Blade - — Snapshot
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Figure 5-7 - Single Blade Performance Curve with the Snapshot Location Marked

Section 5.4 investigates the impact of snapshot location on the outcomes of the
Single-Blade optimisation process. The equivalent investigation using direct VAWT
model optimisation (rather than a Single-Blade model) is presented in Section 6.4.
Finally, a multisnapshot study is presented in Chapter 7. These investigations are
deferred until later in the thesis so that details of the methodology can first be
discussed.
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5.3 Optimisation Algorithm

The previous sections(such as Section3.5) have explained the building blocks of the
semi-transient Adjoint based optimisation process for VAWTs. This section
illustrates the Single-Blade optimisation process architecture in detail and
describes the algorithm code. Also presented are details ofthe Adjoint module setup
and key notes regarding implementation of the process philosophy into the CFD
software.

This process can be applied to other CFD codes with an Adjoint solver. The level of
detail provided here aligns with the ANSYS Fluen(18.2) Adjoint module ; more steps
may be involvedfor implementation in other CFD codes.

Figure 5-8 shows ageneralised Adjoint optimisation proce ss for ageneric aerofoil .

| o Setup CFD model |
¥

| e setup Adjoint solver: choose objective, canstraints and other settings |

B —— —

iterations

. |
|
| ™ e Compute CFD solution for flow field. Evaluate performance |
| ; g !
| ( !
| o Calculate Adjoint solution for give n flow field |
| v !
i |
| L
| . G Save fexport sensitivity data |
| ; ¥ !
| . . . . |
G Configure me sh morphing settings and re ad se nsitivity data |
I ,
| ) v !
. |
I o Apply mesh morphing to generate updated geometry |
I -,
I |
| |
i Repeatfor X |
| |
| |

| 9 Conclude optimisation ance satisfie d with performance

Figure 5-8 - General Overview of the Adjoint Optimisation Procedure
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The Adjoint solution requires a flow field solution to have been produced from the

CFD(step 3). The Adjoint solver compute s the sensitivity gradients at each node on
the blade surface (step 4) based on that flow field. As described in Section 3.1 the
sensitivity data indicates how the performance is affected by a geometrical change
at each surface point of the aerofoil. An exanple set of sensitivity vectors for an
aerofoil can be seen inFigure 5-9. These vectors suggest which direction to make
geometry changes in order to impr ove the objective function (performance).

e
"--'/’!.{-' T A T

Figure 5-9 - Example Vectors of Shape Sensitivity

The mesh morpher computes an appropriate deformation at each node according
to the size and direction of the sensitivity vectors (step 7). The amount of
deformation arising from the mesh morphing process also depends on the
y! ¥2 «Ow ¥«2B w¥z (ddeedtianp33. | ¥U 2 { «« ¥} 2

Figure 5-10 shows the concept of the Adjoint based semi-transient optimisation
process for VAWTsusing aSingle-Blade approximation model .

The aim is to produce a VAWT with increased average power coefficient, G
compared to the original VAWT. Graphs of G- as a function of azimuthal angleare
shown for the VAWT with baseline blades (on the left), and for the VAWT with
candidate blades (on the right).

The CFD solution begins, and the blade oscillatesproducing a transient flow field .
When the blade reaches the predetermined snapshot location, the transient CFD
simulation is paused, and an Adjoint solution is madegenerating the sensitivity data.
The algorithm can produce sensitivity data at multiple snapshots but in Figure 5-10
three snapshots are shownfor illustrative p urposes. The Adjoint module can then
combine the multiple sets of sensitivity data to produce a single set that the blade
morphing process will use. The mesh morphing tool is then implemented to deform

the blade geometry according to the combined sensitivity data. The new transient
flow field is then produced for the updated blade geometry by running further

oscillation cycles of the CFD model
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Figure 5-10- General Schematic of the Single-Blad e Optimisation Process

This process is repeated for several iterations until the Ct has improved, resulting
inaUy w¥ z z wwHich kag anziiptbved blade geometry compared to the
baseline blade. At this stage the true performance of the blade geometry is not
known due to the inaccuracies of the Single-Blade model (see Figure 5-6). This
candidate blade geometry is then used to produce a Uy w ¥ z VAWIndel, so

that the VAWT Cw (Cp) improvement can be evaluated accurately (top right of Figure
5-10.

An optimisation process would typically be run for as many iterations as required to
reach convergence of the objective function. As mentioned before, with the Single-
Blade method the true performance is not known until the candidate VAWT is made
and tested. Time costs would however be prohibitive to make a candidate VAWT
after every iteration of the Single-Blade optimisation process. To mitigate this,
preliminary studies were conducted to decide an appropriate number of iterations
to run the Single-Blade optimisation for. 10 iterations were chosen and usedin the
present work, as this approximated the optimum number of iterations for the range
of cases tested.
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5.3.1 Adjoint Module Setup

The Adjoint solver in ANSYS Fluentvas implemented in this work which has various
settings that require configuring for th e optimisation process to function properly .
There is a severe lack ofguidance in the literature regarding these Adjoint module
settings and how to apply it in practice, so for the present work the Adjoint module
setup has largely been determined by perfor ming numerous preliminary studies.

Table 5-3 summarises the Adjoint settings used, the details of which are discussed
in the following sub sections.

Table 5-3 - Adjoint Module Settings Summary  (Single -Blade Method)

Objective function: Blade tangential force coefficient (C 1)
Target performance change: +3% (of the objective function)
Adjoint solution iteration limit 1000iterations

Adjoint solution stability scheme Automatic

Geometric constraint Constant chord length

Size of mesh morphing zone as a multiple

1.8¢ (x), 1.1
of chord length ¢ (x), 1.1c (y)

Number of control points in mesh
. 100 (x), 100 (y)
morphing zone

Freeform Scaling Scheme Objective reference change

Freeform Scale Factor 1

5.3.1.1 Adjoint Solver Settings

A 1000 iteration limit is implemented for computing the Adjoint solution. This value
Is a compromise between solution convergence, and CPUcost. Stabilisation scheme
options are available with the Adjoint solver when the standard advancement
scheme is unstable. T~ { Uw& % ! } ¥ Us used for theSingle-Blade model; if
the solution divergence is detected during the calculation of the Adjoint solution
then the most appropriate stabilisation scheme is applied automatically. The Adjoint
solutions for upwind snapshots have generally reached convergence well within the
1000 iteration limit, and thus do not require stabilisation. The Adjoint solutions for
downwind snapshots have generally converged or plateaued with residualssettling
around le4, which is considered acceptable. The Adjoint solution convergence
criteria for the Single -Blade model were 1e5 for Adjoint continuity and velocity, and
1e3 for Adjoint local flow rate (these are default valueg. Figure 5-15(Section 5.4)
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shows examples of Adjoint solution convergence. The Adjoint solution method was
chosen as the Wtandard for pressure) and rst order J(for momentum). These
settings are the defaults which offer the most stability. A more accurate (when
converged) and less stable choice is the second-order method , but in this work
stability is prioritised.

The Adjoint solution produces the sensitivity data as discussed in Section3.1 andis
itself not the solution to the aerodynamic optimisation problem. The sensitivity data
must be applied to the aerofoil geometry via mesh morphing (see Section5.3.1.2,
and Figure 5-16(Sections 5.4) shows examples of Adjoint sensitivity data.

5.3.1.2 Mesh Morphing Settings & Constraints

The mesh morphing tool within the ANSYS Fluent Adjoint module has two main
elements that place limits/constraints onto the mesh morphing process. Firstly , the
user can specify the size and position of the morphing region x the areawhere mesh
morphing is permitted . This relates to the surrounding mesh that must morph to
accommodate the changes to the blade wall geometry. The user can also specify
constraints, which control the deformation of the blade wall to within prescribed
limits. These two components are now discussed further with regard to the present
optimisation problem.

When specifying the size and position of the morphing region it should surround the
blade and a portion of the surrounding mesh. This allows the geometrical changes
of the blade wall to be accommodated along with other necessary deformations in
the surrounding mesh. The region used in the present work surrounds the blade
wall and no other features/boundaries/interfaces of the CFD modeland is shown in
Figure 5-11b). The dimensions of the morphing region used in this work are semi-
arbitrary and were determined via preliminary studies (see Table 5-3).

Typical geometrical parameterisation does not take place nor is it required here.
The sensitivity gradients are computed on a node by node basis, and the mesh
morphing is performed on a similar basis via the set of Control Points. The user can
specify up to 200 control points in the X and Y directions and these areautomatically
distributed across the defined morphing region.

To give the VANT optimisation process a more real-world applicability, constraints
should be included that represent the requirements from other engineering
disciplines, outside those of pure aerodynamics. For the present works where the
main focus is producing a functioning optimisation process, the constraints have
been approached simply and only a chord constraint is implemented. This is because
even if the blade profile was preserved during optimisation , a chord change would
produce a performance change as it has alered the turbine solidity. To avoid this
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(i.e.,chord) in order to produce a valuable outcome. Numerous VAWTSs have a fixing

angle of zero,but the literature has explored variations in non-zero fixing angle and

seen how it can change to performance. For the present work it was decided that a

constant fixing angle should not be imposed as a constraint. The optimisation

process can provide the optimum fixing angle implicitly after the geometry changes

have been made and this could be beneficial to the performance.

To implement a chord constraint whist allowing freedom of fixing angle and other

geometry changes, a circular boundary is used which is shown inFigure 5-11(a). The
constraint must be imported into the Adjoint module as a separate file, and this
constraint file (.cas) is actually a doughnut shaped surface.

Consideration mustbe } - { ¥ «| ®~{ «~{© «~{ y| ¥2 «Ow ¥«
not. The present work uses non-strict conditions because the use of strict
conditions can cause severe issues with mesh morphingx see Section5.3.4.1
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Figure 5-11x (a) Constraint Boundary (Left) and (b) Mesh Morphing Zone (Right )

The mesh morpher considers the sensitivity data and aggression settings (see

Section 5.3.2 along with any constraints and calculates the new node locations

accordingly.

i ~{ Q\e{ lywe ¥} 2y~{=a{U 2 y~12a{¥ w2 U] xj{)
that the mesh deformations are based on the specified aggression (see Section

5.3.2. If the alternative option is chosen, then the mesh deformation is based on the
number of control points D Fyéefddm scaling factor (bf 1is used.

The smoothness function of the geometry change can be defined by the user or if
left by default is automatically determined. This smoothness corresponds to the
permissible relative displacement of adjacent control points during mesh morphing.
The sensitivity data itself may exhibit sharper variations in direction and magnitude
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than would be desirable to see in the aerofoil wall, so this smoothness factor ensures
no undue discontinuities occur in the geometry during the morphing stage. During
the preliminary studies, negligible differences in blade geometry were found
between - 2  aufo-snbothnesstand smoothness factors of 5 and 10.

Numerical settings are available relating to the calculation of the mesh morphing
deformation s. The following values were arrived at during the preliminary
constraints studies and are used throughout this work. These settings aim to
improve the convergence of the mesh morphing solution and infer only a tiny
increase in CPU cost

Prescribed motion and Freeform motion settings:

1 Max iterations set to 30. No impact on overall CPUtime, the default was 5.

1 Constraint relation set to 0.1. The value should bebetween 0 and 1 1 being the
most aggressive. The default is 1, but preliminary studies showed this proved
difficult to reach a converged solution for the mesh morpher.

1 Preconditioning set to 10.A walue of 0 is most aggressivebut 1 is typical. The
defaults were O (prescribed motion preconditioning) and 0.5 (freeform motion
preconditioning).

1 Freeform motions also has a parameter relaxation setting, this is also set to 0.1.

1 Tolerances are set to 1e5 while the defaults are 1e3, this aims to tighten up the
gaps between the constraint zone boundary and the control points , achieving
less violation of the constraint (Note that a small amount of chord constraint

violation is permissible, see Section13.L

5.3.2 Aggression

The sensitivity data is used in the mesh morpher to deform the revised blade
geometry in a way that pursues the specified target in the objective function
(performance). This magnitude of this target effects the scaling of the
geometry/mesh deformation that is implemented. In ANSYSFluent this is referred
toasthe U! x2a { ©- wx £ { ! seffedtiyely the {evdl ofwaggressior? in the
optimisation process. With reference to the discussion in Section 3, this aggression

is akin to the scaling factor}.

The objective can be specified in a few ways;U ¥y ©o{ w2 { - wEwf£OBUUZz®Yy
U«w®} { « y ~ wr¥this{work the desiefisfdr tie C  (see Section 5.2.) to be

¥yo{wa{z 2a! 0 ¥yo{wa{ -we-{U a affly«{zD
this does not allow the prescription of weighting factors to be applied to each
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snapshot. The functionality for user-defined weightings was desired for possible
future investigations.

The magnitude of the thrget/ © { | { ©{ ¥ y {canybe sp&cifidd @ds an absolute
value, or as a percentage. For the SingleéBlade, 1-snapshot investigation (results in
Section5.4) « ~{ U« w®©} { « E © {s ppecdig¢d¥iss3% Cy. Fher agsH mbrpher
attempt sto implement a 3% increasein Cr by deforming the geometry, moving each
wall surface node according to the sensitivity vectors considered - Figure 5-9 shows
an example of these sensitivity vectors The mesh morpher calculates the geometry
deformations required to achieve the target using a first order approximation. Only
small geometry changes should therefore be made across each iteration because of
the associated loss of accuracy in the first order prediction for larger changes.
Larger aggressions can lead to difficulties in the optimisation process due to
O!'-{oa~!'"!« ¥}U {|]|{y«aB63@- y-~ a [ T8fw ¥{z

It is important to note that the 3% increase should not be expected to manifest as
an average G increase of the turbine. This target is relevant to the instantaneous
flow field of the snapshot(s) and not a time averaged quantity. For a 1 snapshot case
the user can expect a localised instantaneous increase in objective function (Cr)
around the location of the snapshot.

The value 0f 3% aggression was determined via an investigation Were various levels

of aggression were tested. Several -snapshot optimisation tests were carried out

starting from the same baselinemodel. Variations of aggression 2%, 3%, 4% were

tested where candidate VAWTs were produced to measure the turbine
performa nce improvements. Smaller aggression levels needed more iterations of

the optimisation process to improve the performance, but the process would be

more stable. A balance is ideal and3% was found to produce the best improvement

to average G across the range of casestestedB ®~ £2 « w- | z ¥} :
process (see Section6.3.2| | © z 2y -2a2a 1)¥Thi$ qtudylivas tHe@fore | | « U
not exhaustive, and 3% may not be the best valuex but it provide d a starting point

for use in the Single-Blade method. A more thorough aggression study was then
conducted during the work on the ISV (In-Situ VAWT optimisation) method (see

Section 6.3.2.

5.3.3 Algorithm Code

The previous sections have described the setting up of the SingleBlade CFD model
(Section 5.1, and the setting up of the Adjoint module (Section 5.3). This section
outlines the algorithmic proces s used which envelopes CFD model and Adjoint
module in order to form the Single-Blade optimisation process. This is a more
detailed and specific version of the generalised optimisation process shown earlier
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in Figure 5-8/ Figure 5-10. This algorithm script takes the form of a journal file, which
Fluent reads line by line as text input command€) « ~ 2 a ®0 «w«{ ¥ ¥
internal programming language called Scheme Dybvig, 199§.

Once the template for a correct ly functioning algorithm script was dete rmined, a
spreadsheet tool was produced to automatically generate the text lines of new
scripts based on user defined parameters. These parameters mostly relate to the
desired number of snapshots and their positions. In this manner the scripts for a
range of test cases could be produced quickly, after the initial time investment of
producing the spreadsheet tool.

Figure 5-12shows a flow diagram of the single-blade optimisation algorithm script;
it is aless abstract version of Figure 5-8. The following discussion refers to stagesin
Figure 5-12 by the number identifier, E The light and dark grey shaded boxes
correspond to the main loops in the algorithm.

Precursor items required before running the optimisation algorithm/script inclu de
the following steps:
1 StageE. The Single-Blade CFD model should be produced according to Section

5.1

1 Stage. After the baseline Single-Blade model has completed 3 cycles, the Cr as
a function of AoA curve should be plotted for the baseline blade geometry. The
3 revolution is sufficient to provide a periodically converged solution as has
been shown in Section 5.1.3 The flow field data of this revolution forms the
baseline blade performance. After each iteration the performance will be
compared to this. This curve can be used to make choices about the number of
snapshots, position of the snapshots, and relative weighting of snapshots(see
Figure 5-7). Once chosen, thespreadsheet tool produces the specific script file
accordingly.

1 StageE. The Adjoint module should be configured according to Section 5.3.1

Script/Algorithm
1 Stage E The transient solution is continued by N iterations, until the snapshot

position is reached. N depends on the desired position (see Figure 5-7) of the
first snapshot (a spreadsheet is used to convert snapshot azimuthal angle or AoA
into a value for N).

1 StageE & Stage@. When the snapshot position is reached, the transient solution

is stopped temporarily . Then the steadyflow solver is selected. This is because
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the ANSYS Fluent Adjointmodule is configured for use with the steady flow
solver. Some Adjoint module functions do not work while the transient solver is
engaged.Doing this does not invalidate the flow field data or preclude its use in
an Adjoint calculation (as explained in Section 5.2). Having the steady solver
active at this point in time allows the use of the Adjoint module, but switching
between steady and transient flow solvers requires additional considerations
which are discussed in Section5.3.4.2

Stagei. Before the Adjoint solution is calculated, the mesh and flow field within
the rotating subdomain is rotated. It is rotated from the AoA of the current
snapshot to AoA=zero (but will be rotated back later at Stage m). This has the
effect of aligning the blade with the global X, Y coordinate system. Ths is a
necessary step because thesensitivity data produced from an Adjoint solution is
prescribed in the global coordinate system. To combine sensitivity data in a
correct way it must all be orientated in a consistent fashio n (see Section5.3.4.3,
This method maintains consistency/alignment of the orientation of sensitivity
data for all snapshot positions, so that combination of sensitivity data is correct .
It should be noted that when rotating the domain in this way, specifying the
objective function Ct in the Adjoint module is simplified. When the blade is
orientated with O degrees, the Cris -1 times the force coefficient in the global X
direction.

Stage@ and Stage @ The Adjoint solution is calculated with the setup as
described in Section 5.3.1 When this calculation is complete, the resulting
sensitivity data is exported for later use.

Stage m The counterpart step to Stage i Now that the snapshot is complete
and the sensitivity data is obtained, the CFD solution can resume. Before the
transient solution can continue marching towards the next snapshot position,
the mesh and flow field are rotated back (from AoA=0) to the correct AoA (see
Section 5.3.4.3.

Stage. The transient solver must be re-engaged before resuming the transient
simulation (see Section 5.3.4.9.

Stages to i} are repeated for however many snapshots are specified
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Stage . Once all snapshots have been taken, the transient solution continues
until the blade is back at the AoA=zero position. At this position, the blade is
aligned with the global X and Y coordinate system. Allthe sensitivity data
calculated previously is therefore aligned with the blade at this position, ready
for mesh morphing.

Stage. The steady solver is engaged as before, to allow full functionality of the
Adjoint module. Sensitivity data from all snapshots is imported. Weightings are
applied to each snapshotif desired.

Stage . The mesh morphing settings are implemented according to Section
5.3.1.2The mesh is morphed according to the combined sensitivity data and
aggression providing an updated blade geometry. The sensitivity data is then
cleared from the Adjoint module .

Stage . The transient solver is then re-engaged as before and a further 3
revolutions are computed for the new geometry. The flow field data from the
final revolution is used to evaluate the new Single-Blade performance (Ctvs AoA
curve).

StagesE to ik are repeated for X iterations. X is the number of Adjoint iterations
specified by the user. Note that for the Single-X £ wz { o { «@esilUz ¥ww{x { ®
of iterations cannot be known at this stage because candidate blade VAWT
models must be created to evaluate the true performance of a candidate blade
when affixed to a VAWT A fixed value of 10 iterations is used in this work,
explanation of this is given in Sectiors 5.3 and 5.4.1 Creation of the candidate
VAWT is discussed separately because it is notontained within the algorithm
for the Single-Blade optimisation .

Stage E The performance data for the optimisation so far is plotted showing

how the Cr as a function of AoA curve has improved with each iteration.
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Figure 5-12- Optimisa tion Process Flow Diagram
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5.3.4 Algorithm Key Notes

This section expandsupon some of the key elementsin the algorithm which ensure
the robust ness and correct functionality of the optimisation process. Also discussed
here are some of the ways that the algorithm was validated. A similar discussion is
givenlater in Section 6.3.4which includes specific considerations for the ISVmethod
algorithm.

5.3.4.1 Mesh Morphing (Constraints/Negati ve Cell Volumes/Mesh Distortion)

To ensure that the mesh morphing functions correctly, tests were carried out to
examine the mesh deformation in the regions where the blade wall is near to the
constraint boundary (described in Section 5.3.1.2 Thisis at the leading and trailing
edges of the blade, but the trailing edge was the main region ofinterest because of
the highly refined mesh at this sharp geometrical feature. Investigations showed that
correct mesh morphing is achieved by allowing the constraints to be implemented
without imposing 'Strict' conditions to the constraint. If 'Strict' conditions are
imposed this can cause wacceptable distortio n of the mesh cells, specifically at the
trailing edge. This deteriorates the solution quality and can often lead to the error
Ud{} w« - { YnhiEhfhalts theEGFB proécebs altogether. Further details on
this point are presented in Appendix D.

5.3.4.2 Steady/Transient Solver Switching and Frame/Mesh Motion

As stated in Section 5.3.3 the CFD solution method is switched from transient to
steady whenever an Adjoint solution is calculated (and also at other points in the
algorithm). To ensure that the correct mesh motion settings are implemented
within every mesh zone at all times some additional commands are added to the
yiz{ «; ?28{y U @F{&Ewm{~{o 2« {jwz° 2] £-{0
when the transient solver is used. This mitigates the possibility of incorrect motion
settings being applied automatically when changing between transient/steady
solution methods.

5.3.4.3 Adjoint Solution Corre ction for Global X -Y Alignment

The sensitivity data arising from an Adjoint solution is relative to the global X-Y
coordinate system regardless of what orientation the blade is at. For CFD models
with moving walls/mesh motion such as oscillating blades orVAWTS this becomes
a critical factor that must be considered. With the oscillating Single-Blade model,
the optimisation algorithm must correct for the misalignment of the instantaneous
blade orientation with the global X-Y orientation.

Figure 5-13shows this potential misalignment issue if not mitigated, when optimising
with 2 snapshots of different blade angles.
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Snapshot 1 Snapshot 2 Import & Combine -> ERROR

Orientations of sensitivity
data files are misaligned

Figure 5-13- Misalignment of Sensitivity Data

As stated in Section 5.3.3 this misalignment of sensitivity data is addressed in the
algorithm by rotating the CFD modelto the zero AoA position whenever an Adjoint
solution is needed. This meansthat the entire mesh and flow field is rotated, and by
doing so all the aerodynamic forces and sensitivity data are aligned in a consistent
fashion, with the global X-Y axes. After a snapshot is complete, the model is rotated
back to its correct position for the transient solution to continue. When the
transient solution completes arevolution, the blade is returned naturally to the zero
AOA position. At this point all the sensitivity data can be imported and combined
correctly as per Figure 5-14

Snapshot 1 Snapshot 2 Import & Combine

v v
Temporary rotation to a=0 Temporary rotation to a=0
sY sY

Orientations of sensitivity
data files are consistent

Figure 5-14- Alignment of Sensitivity Data

The same principle is used with a slightly different implementation for the direct

VAWT optimisation method, as discussed in Section6.3.4 An important note here is
that the angle of rotation to move the blade by (to the zero AoAposition) must be
known by the optimisation script. These angles are calculated via a spreadsheet
when the script text file is generated, so each rotation angle is known for each of the
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snapshots. These values depend on the UDF chosen for the oscillatind\oA profile
(see Section 5.) and much care must be taken to calculate them correctly so that
the correct X -Y alignment is achieved.

Algorithm validation exercises were conducted with the Adjoint module disabled,
purely to ensure that the algorithm rotates the model by the correct angle s,
regardless of the desired snapshot positions or number of snapshots chosen. This
ensured robustness of the script generator in adapting to the user inputs. Further
validation investigations were conducted for the elements of the algorithm handling
the Adjoint solutions, importing/exporting/combining of sensitivity data, and
subsequent mesh morphing. For this, optimisation processes were conducted in a
manual fashion on a desktop PCso that the criti cal steps were compared and
validated to that produced via the algorithm s executed on the HPC.

(@)

534410 ¥w82 ~! « m{ } ~« ¥} 2 Obsergabld ©X j¥{«yw« - ¥U E

If functionality for user specified snapshot weightings is required , then within the

Adjoint Design Tool the 'observable objective' type must be set to ‘increase value'.

Section 5.3.2mentions that in the Adjoint Design Tool, different modes can be used

« | a8§f£{o{ ¥« «~{ U!x?2a{ ©O- vwerbrfnancextardetthatthe { UD | ~
optimisation process is pursuing. Thes{ o] z { 2 ¥y£-z{P U ¥yo{w2.
-wE-{ U "9 U«wO} {« y~w¥}{ ¥ -wE-{ U «! «~{

To ensure that user defined weightings are applied correctly to multiple snapshots,

«~{ U ¥yo{wa{ -we£-{U o!z{ ©-=2« x{ B{EQY{«{ zL
y ~w¥} { ¥ -wE-{UB «~{ 28{y | yw« ¥ || ®{ }
but this behaviour was not displayed in any warning messagesetc. Validation

exercises were conducted to ensure that user specified weightings were
implemented correctly. An optimisation was run with 2 -snapshots, one upwind and

one downwind snapshot, but with the weightings applied in a 99:1 fashion. The

results matched closely with a single snapshot case of the same upwind snapshot.

5.3.4.5 Objective Sense -Check

Testing was carried out at numerous points during the algorithm development

process to ensure that the optimised blade shapes were correctly pursuing the

desired goal. Initially this entailed the use of static blade models (no mesh motion)
and the trial of several different objectives (lift, drag, tangential force , etc.) to
observe the variation of optimised blade performance under each objective. The
performance as predicted by the Adjoint solver was then checked via manual
calculation using standard CFDmonitor/o utput data. Additional sensechecks were
made to ensure the sensitivity data produced by the Adjoint solutions was consistent
with the optimised geometries resulting from the process.
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5.4 Single-Snapshot Investigation

This section uses the SingleBlade optimisation method (setup according to

Sections 5.1 5.2 and 5.3) with 1 Adjoint snapshot per oscillation cycle to investigate

the effects of snapshot location on the outcome of the optimisation process. A
multiple -snapshot investigation is presented in Chapter 7. The present 1 snapshot
investigation allows a clear illustration of the cause and effect of snapshot choice,
and performance changes. A range of cases are investigated where the location of
the snapshot is varied. These 12 cases are listed in Table 5-4. Note that in the

following discussion reference is made to the cases by virtual azimuthal anglex the

Single-Blade model itself has no azimuthal angle but rotates in a way that
approximates to the azimuthal angle variation of a VAWT.

As described in Section 5.1 a knockdown factor is applied to the AoA over the
downwind region. This knockdown factor is why the snapshot AoAvalues are of
lower magnitude in the downwind region (between 180 and 360 virtual azimuthal
angle) than the upwind.

Table 5-4 - List of Test Cases for Single-Blade Optimisation

Case Name AoA ofBlade at | Virtual Azimuthal Angle
/Azimuthal Angle Snapshot (for corresponding VAWT)
(degrees) (degrees) (degrees)

0 0 0

30 -54 30

60 -9.8 60

90 -12.5 90

120 -12.2 120

150 -7.9 150

180 0 180

210 +3.9 210

240 +6.1 240

270 +6.3 270

300 +4.9 300

330 +2.7 330

Across these cases, the snapshot locationdiffers by 1/22"" of an oscillation cycle
which corresponds to a gap of 30 degrees azimuthal angle Although 360 cases(1 for
each degree) or even more casescould be studied over the cycle, it is judged that
12 cases offers a reasonable balance betweenitne cost of this investigation, and a
sufficient resolution in studying the solution space.
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Section 5.3.1.has mentioned the Adjoint module setup, and how convergence of the
Adjoint solution is generally acceptable. Figure 5-15 shows the Adjoint solution
convergence plots for a typical upwind and a typical downwind case. As will be seen
in due course, there is a valid bases for groupingsets of results together to some
extent, as the upwind and the downwind caseseach share typical behaviours.
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1 —adjoint contjnui
Adoint X-ye|od)
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1% ——adioint [ocal flo
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Figure 5-15- Single -Blade Optimisation Adjoint Solution Convergence
(Top) Case 90, and (Bottom ) Case 270
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To correspond with the convergence plots shownin Figure 5-15 Figure 5-16displays
the fields of sensitivity data generated from those Adjoint solutions . Vectors of shape
sensitivity magnitude are shown, and this indicates the direction in which small
geometry changes would provide improvements to Cr.

The mesh morpher applies smoothing to the geometry deformation so that the
highly varying magnitudes of the sensitivity vectors do not produce discontinuities
in the geometry.

After the iterations of the optimisation process are completed , the process is halted

and the performance data can be processed. Table 5-5 shows the changes to the

tangential force coefficient (C 1) of the Single-Blade model arising from the
optimisation process. These values are maximum and averge Cr of the Single-
oscillatingBladeD \ ! © ¥{}w« - {7 2@®L{fol ¥«Upw?2U0Y«~ 2
the upwind max Cr has deteriorated - such cases tend to show an improvement in

the downwind Cr. Anexample of this is shown by Case 210 ifrigure 5-171h).

Figure 5-16- Sensitivity Vectors , (Left) Case 90 and (Right) Case 270

Table 5-5 x Results of l-snapshot Single -Blade Optimisation

Case Name Max Cr Average G
/Azimuthal Angle improvement Improvement
(degrees)

0 -21.3 % +6.0 %

30 -12.5% +2.6 %

60 +4.9 % +8.1 %

90 +6.9 % +9.5 %

120 +14.6 % +11.9 %
150 +4.5 % +7.5%

180 -1.1% +8.1 %

210 -28.6 % +1.2%

240 -17.7 % +2.2%

270 -22.3% +2.3 %

300 -20.1 % +2.3 %

330 -16.4 % +2.1 %
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Further detail s can be presented for each of the cases. Figure 5-17shows the Ct vs
AoA performance curves (left) , and the candidate blade geometry (right).

Throughout Figure 5-17(a) to ( h) the red and green curves represent the baseline
blade and candidate blade performance, respectively. The Y andX axes are G and
AOA respectively. This AoA is the geometric AoA with the downwind knockdown
factor applied (described in Section 5.9, and it does not account for fixing angle
changes due to the optimisation i.e., the AoA is relative to the tangential veloty
vector (¥ .R). The contour plotsillustrate the blade geometr ies and are shown at the
Odegree azimuthal position for all cases. The non-dimensional static pressure field
is calculated by normalising the local pressure with an approximate but consistent
maximum pressure value of 1700Pa The top surface corresponds to the outside of
the turbine, and the bottom surface corresponds to the inside of the turbine
(towards the shaft). For the baseline blade these contour plots would show a zero
fixing angle, bu the optimised blades tend to have non-zero fixing angles.
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These results can be consideredto form two major groups, namely the cases with
upwind (UW) snapshot positions, and the cases with downwind (DW) snapshot
positions.

1 UW snapshot casesappear to be characterised by small improvement to the Ct

curve in the UW part of the cycle and there is a minor effect on the DW part of
the cycle. Cases60-150 exhibit this trend and the blades have a prominent
negative camber (see Figure 17 for camber definition) .

1 DW snapshot casesappear to be characterised by a large improvement to the Ct
curve in the DW part of the cycle and a deterioration in the UW part. Cases 180
330 exhibit this trend, and the blades have a small positive camber.

1 Cases 0 and 30appear to behave likethe DW cases. Tkese show a slight negative
camber like the UW cases, but suffer a reduced UW performance, and this is
possibly due to hysteresis.

1 All cases improve the G at the position of the snapshot and in the range of
azimuthal angles surrounding that position.

1 All cases show a tendency to alter the fixing angle of the blade making it
negative/toe-out (see Figure 1-8).

1 The emphasis of the camber appears to be at the trailing edge, suggesting that

the performance is most sensitive to trailing edge geometry changes.

With this single snapshot optimisation, it was found that an improvement to the
tangential force coefficient (C 1) was observed at a range of AoA near the snapshot
location. Elsewhere in the cycle, the G improved/deteriorated slightly at various
points. This is because no optimisationdata was considered from such regions away
from the snapshot position. In essence,applying tsnapshot optimisation produces
a series of blade shapes showing for each azimuthal position, what geometric
features will improve the instantaneous blade torque .

Following the single-blade optimisation process, candidate VAWTscan be produced
from the optimised blade geometr ies for each case, and thereby measuring the
improvements in turbine performance.

5.4.1 Candidate VAWT Production

Candidate VAWT models are needed because although the SinglBlade model
provides a reasonable approximation, it does not accurately reflect the VAWT flow
field specifically in the downwind part of the cycle. A Candidate VAWT model

86



provides the true evaluation of average G (Cwm) for the candidate blades. As
described in Section 5.3, each candidate VAWT was made after 10 iterations of the
single blade optimisation process.

The candidate VAWT model is made in a consistent fashion to the baseline VAWT
model (see Section 6.). Since the baseline VAWT model is fully validad this
provides the only possible means of validating the candidate VAWT, in lieu of
experimental campaigns. Since the candidate blade geometryin this work is entirely
novel, their does not exist any experimental or computational data to validate with.
The only difference between the baseline VAWT and candidate VAW TModels is the
way the blade geometry is constructed. The candidate blade geometry is made by
''8§{¥ ¥} Wdioi-\£f£®U¥e«ly -8§' wdatbutputile @hich ¥ }
is produced by the Single-Blade optimisation process. The coordinates of the
candidate blade can then be exported to .csv format from post-view and
transforme d into a new input geometry file.

The results of Candidate VAWT performance for the cases described within Table
5-5, are presented in Section 5.4.2

5.4.2 Candidate VAWT Results x Single Snapshot Optimisation

Table 5-6 presents the results for the candidate VAWTs which were created

according to the candidate blade geometries from each Single-Blade optimisation

case. Values aregiven as a percentage, compared to the baseline VAWT with
NACA0018 blades

Table 5-6 x Candidate VAWT, List of Test Cases and Results

Case Name /Azimuthal | AoA of Snapshot | Max VAWT | Average VAWT @
Angle (degrees) (degrees) Cwm change | Improvement
0 0 -5.1% +3.5%

30 -5.3 -3.2% +1.4 %

60 -9.8 +2.2 % +2.4 %

90 -12.5 +2.4 % +2.1%

120 -12.2 +6.0 % +2.3 %

150 -7.9 +1.8 % +2.2 %

180 0 +0.3 % +3.0 %

210 +3.9 -7.6 % +1.5%

240 +6.1 -4.7 % +1.3%

270 +6.3 -5.7 % +1.3 %

300 +4.9 -5.2 % +1.3 %

330 +2.7 -4.3 % +1.3 %
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It should be noted that Cp is correlated to Cwm, by calculating the moment (total
contribution of both blades) a s per Equation 1.5 and then using this value as the
torque in Equation 1.6.

From these results it can be seen that Case O produces the greatest improvement
to the average G, of 3.5%. Theresults however show a general increase in the
average G occurr ing for all the casesbut there is significant variation on how this is
achieved.

Figure 5-18 shows performance curves of 1 blade Cv and VAWT @-bladed) Cw for
each candidate VAWT. The corresponding blade geometries are shown irpreviously
Figure 5-17 It should be noted that since Crwas optimised in the Single-Blade model,
it is expected that this will manifest as a localised Gu improvement in the region
around the snapshot positions (azimuthal angle) in the Xblade Cu graphs. The
combination of the second blades aerodynamic forces concurrently cannot be
considered by the single-blade model. The candidate VAWTdata allows us to explore
cases that result in average (combined forces of all blades) performance
improvements, thus offering much insight into the most appropriate blade shapes.

Throughout Figure 5-18(a) to (I) the red and green curves represent baseline and
candidate blade performance, respectively. The Y and X axes are & and Azimuthal
Angle, respectively.

88



Moment Coefficient, Cy,

e
[N
w

<
[
o

0.05

0.00

-0.05

——Candidate VAWT

— - Baseline VAWT

f'] ;/
7

i

NEEEN
YT

(b, =30°

Moment Coefficient, C,,

2
]
=]

=]
sy
[9,]

©
-
S

2
=]
u

©
o
S

©
=
(%}

——Candidate VAWT

90 135 180 225 270 315 360

Turbine Azimuthal Angle, deg

— - Baseline VAWT

Moment Coefficient, Cy,

-

Al

..’-

7
/

p

i
\_ A

77 + n <N
N

0 45

(c, =60°)

Moment Coefficient, Cy,

0.20

o
.
w

©
-
S

o
=]
w

©
o
S

©
=
(%}

——Candidate VAWT

0.20

—— Candidate VAWT

— - Baseline VAWT

2
[
w

L™

2
[
S)

0.05

TN

\ y/ M
J \

/
7

-0.05

0.00
\/

W/

N/

W EEL

o o o o
o = = ]
x o w (=]

Moment Coefficient, Cy,

2
=]
S

-0.05

90 135 180 225 270 315 360

Turbine Azimuthal Angle, deg

— - Baseline VAWT

\ e b\ W

\/ "4

~

0 45

0.20

o
[y
w

o
[y
o

0.05

Moment Coefficient, Cy,

0.00

-0.05

90 135 180 225 270 315 360

Turbine Azimuthal Angle, deg

89

45 90

135 180 225 270 315

Turbine Azimuthal Angle, deg

—— Candidate VAWT

360

— - Baseline VAWT

A Jalay

N7
/

¥

/

A

\

\_\ J

A

3

L/

45

—— Candidate VAWT

90 135 180 225 270

Turbine Azimuthal Angle, deg

315

360

— - Baseline VAWT

N PN

\|

\

\/

\

0 45

90 135 180 225 270

Turbine Azimuthal Angle, deg

315

360



(d,* =90°)
—— Candidate VAWT — - Baseline VAWT
0.20
s g
Y 015 AN 2
d ff \ 5
2 k=
£ 0.10 . 5
g '{’ \] 8
o =
£ 005 ]
@ f £
: 1 3
= 0.0 f mﬁﬂ;ﬂ' .Eﬁﬂ;@&s =
-0.05
0 45 90 135 180 225 270 315 360
Azimuthal Angle, B
(e,' =120°)
——Candidate VAWT — - Baseline VAWT
0.20
S o1 A\ 3
& N o
g - ;
S \ G
£ 0.10 £
@ w
Q o
[v] / \ o
< 0.05 { =
: / 3
= 0.00 J \-/.“_“_”" = =
-0.05
0 45 90 135 180 225 270 315 360
Turbine Azimuthal Angle, deg
(f,* =150°)
—— Candidate VAWT — . Baseline VAWT
0.20
=
9 015 A S
£ 010 2
o W
& / \ 8
< 0.05 ( E
: ] a :
=)
= 000 7 Pna =
-0.05

0 45

90 135 180 225 270 315 360

Turbine Azimuthal Angle, deg

90

e
=
5]

2
i
S]

0.05

0.00

-0.05

e
o
(=]

=
[
5

=
=
=}

=
=]
]

=
=
=}

-0.05

o
(%]
[S]

2
[
w

2
[
S)

2
=]
)

2
=]
S

-0.05

—— Candidate VAWT _

Baseline VAWT

N

A

\

/

\

%

y

45

90 135

180 225

270 315 360

Turbine Azimuthal Angle, deg

—— Candidate VAWT —_

- Baseline VAWT

AN

\

/

\

/

\

0

U/

\/

\

45

—— Candidate VAWT

90 135

180 225

270 315 360

Turbine Azimuthal Angle, deg

- Baseline VAWT

Fah)

il

\

J

\

\/

\

45

90 135

180 225

270 315 360

Turbine Azimuthal Angle, deg



(g," =180°)

—— Candidate vAWT

— - Baseline VAWT

—— Candidate VAWT

— - Baseline VAWT

0.20 0.20
0.15 A~ 0.15 =t AN
71\ A /
0.10 -,, 1 0.10 -
0.05 ) \ / : '
. V \ 0.05 : \ \
0.00 / \‘!;5:'-3'::’“' _\T‘;\ 0.00 / /
S ¥ N/ A
-0.05 0.05 = '
0 45 90 135 180 225 270 315 23260 0 45 90 135 180 225 270 315 360
Turbine Azimuthal Angle, deg Turbine Azimuthal Angle, deg
(h,* =210°)
——Candidate VAWT — - Baseline VAWT —— Candidate VAWT — - Baseline VAWT
0.20 0.20
b= - s ~
Y 015 F O 015 A ~
2 R - A/ N4
b5, - 5 ’/’\. /\.
£ 010 - AN £ 0.10 . /
/ o ) ; .
£ 005 f \ £ 005 ! : -
MPARNY=2N\s sl BNV RN
= 000 : 3 T L= M3 000 : -
/_f N - 1Y
-.._\.‘/ ¥ \'\ \/,' \\J :
. N/ A
0.05 0.05 = '
0 45 90 135 180 225 270 315 360 0 45 90 135 180 225 270 315 360
Turbine Azimuthal Angle, deg Turbine Azimuthal Angle, deg
(i, = 240°)
——Candidate VAWT — - Baseline VAWT —— Candidate VAWT — - Baseline VAWT
0.20 0.20
S . S A 2
2 0.15 3, o 015 1~ F 7
. £ A
N /] /!
£ 010 - \ £ 010 ; ;
S "/ \ S j \
E 0.05 - - g 0.05 3 ¥ ;
£ / \ £ ' \
% I/ \ /:’j\/:\ | S / \ / '
= 0.00 \/ AP * + = ~ N =  0.00 ) \
-0.05 005 == L/
0 45 90 135 180 225 270 315 360 0 45 g0 135 180 225 270 315 360

Turbine Azimuthal Angle, deg

91

Turbine Azimuthal Angle, deg



(j," =270°

——Candidate VAWT — - Baseline VAWT —— Candidate VAWT — - Baseline VAWT
0.20 0.20
= s . .
3 0.15 # _\'\ Y 015 ‘,“'/A ‘*'/ﬂ-
7\ /] /
£ o010 - £ 0.0 : 4
@ 7] 1
£ 005 ; \S £ 005 ‘ 3 !
é 0.00 ’;‘/ \\ /:/"\/j\ é 0.00 / \ / \
i - “"’/, - £ N Y . / l‘
- N/
-0.05 -0.05
0 45 90 135 180 225 270 315 360 0 45 90 135 180 225 270 315 360
Turbine Azimuthal Angle, deg Turbine Azimuthal Angle, deg
(k," =300°)
——Candidate VAWT — - Baseline VAWT —— Candidate VAWT — - Baseline VAWT
0.20 0.20
= s . .
S 015 " _‘-\ S 015 - {‘“'/v
< Wi\ : "/\ If
£ 010 7 ;;u:: 0.10 - .
£ 005 r \S £ 005 i 3 .
E 7T\ : -
= 000 4 .3 . J =L = 0.00 : \
4 T i N v W/ N\
I b 4 Nl \
-0.05 -0.05 = :
0

0 45 90 135 180 225 270 315 360 45 90 135 180 225 270 315 360

Turbine Azimuthal Angle, deg Turbine Azimuthal Angle, deg
(I, =330°)
—— Candidate VAWT — - Baseline VAWT —— Candidate VAWT — - Baseline VAWT
0.20 0.20
= ~ =
Y 015 A O el 7
= T Y 015 T LA
o I\ g - ;
S : \ S y/ ;
% 0.10 7 [ au:: 0.10 If
] ;
z /A 2 / \
£ 005 - - £ 005 :
£ / \ ’ \
g ) \ VIS S / \ / \
= 000 : — = = 0.00 - -
\/ N <Y : W :
-0.05 -0.05 = 7
0 45 90 135 180 225 270 315 360 0 45 90 135 180 225 270 315 360
Turbine Azimuthal Angle, deg Turbine Azimuthal Angle, deg

Figure 5-18(a) to (x) x :-Snapshot Investigation Results , Candidate VAWTSs

92



On considering these results, the UW snapshots tend to improve the upwind
performance slightly, and parts of the DW also remain similar or improve slightly.
DW snapshots produce a more severe effect on the performance curve, where the
DW performance improves significantly, but the UW performance deteriorates
significantly. DW snapshots therefore produce a more even generation of power
over the cycle which would offer significantly reduced dem and on the electrical
generator and lower fatigue loading on the structure . These conclusions are
consistent with those stated in Section 5.4with regard to the Single-Blade CT vs AoA
curves of Figure 5-17

Some additional observations can be madeabout the results which will be of use in
further developments of the method:
1 All cases have resulted inan improvement to the VAWT average G.

1 In cases wherea large max G increase is predicted (in the upwind) with the
Single-Blade model, this corresponds to an increased max Guv of the candidate
VAWT- but not of the same magnitude.

1 The average G improvements seen in the Single-Blade model do not translate to
similar improvements in the average Cu (or Cp) in the VAWT model. This is
because the SingleBlade model offers a VAWT approximation but has
inaccuracies mainly in the downwind region (see Figure 5-3/ Figure 5-6).

1 Upwind snapshot cases generally improve the Cu over the majority of the
revolution but only by a small amount.

1 Downwind snapshot cases generally improve the Cw in the downwind, while
deteriorating in the upwind. This reduces the peaks/troughs magnitude of the
power curve.

1 For the cases shown, aCp improvement more evenly spread across the entire
cycle (both upwind and downwind) can prove to be more beneficial in realising

a greater average Cpimprovement.

The results of the 1-snapshot investigation using the Single Blade method show that

the semi-transient Adjoint based optimisation process can be successful in

improving the average power coefficient of a VAWT The results provide insight into

how the snapshot position effects the VAWT blade performance. Discussion of the
blade geometries and aerodynamics behind these performance effects are provided

in Section 5.4.3
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Some key limitations exist which should be noted regarding the method presented
in this chapter which are discussedin Section 8.1

5.4.3 Aerodynamic Analysis for Single-Blade, 1-Snapshot Optimisation

As seen in Section5.4.3 the cases with upwind snapshot locations and downwind
snapshot locations fall into two distinct groups. The following discussion considers
the aerodynamics in detail, of a representative casefrom each of these groups.

Figure 5-18 (d) (shown previously) is the graph of the Cuv as a function of the
azimuthal angle for Case 90 which is the representative upwind case. The
contribution from only one of the two blades is shown on the left and the combined
effect of both blades is shown on the right. A 2.1%ncrease to the average VAWTCp
was made after 10 iterations of the optimisation process and the candidate blade
geometry that gavethis improvement has been presented in Figure 5-17(d). The
candidate blade has a toeout fixing angle of 2°,a maximum camber of 2.0% chord
located at 80% chord (towards the trailing edge), and a maximum thickness
increase of 1%compared to the baseline NACAOO1&lade.

To analyse the aerodynamics implications of this blade geometry,Figure 5-19shows
the streamlines (which are coloured by non-dimensional static pressure) for the
Case 90 candidate blade, as well as thebaseline NACA0OO18blade when at the
snapshot position of 90° azimuthal angk. The corresponding surface pressure
coefficients plots are presented in Figure 5-20. The surface pressuresplots for t he
candidate blade show aweaker negative pressure on the suction side, atthe leading
edge. The increased fixing angle reduces the AoA at this position, meanng less
curvature is required to pass around the leading edge This decreases the leading
edge suction but allows a greater suction to be maintained along the mid-span and
further aft approaching the trailing edge. The negative camber helps recover torque
lost by the relaxed AoA from the fixing angle, and this is conveyed by the close
matching of pressures along the mid chord. Towards the aft region, the positive
pressure on the top surface is greater than the baseline blade because of the
camber. A high pressure zone can be observedas the flow is slowed down by the
cambered tail on the top surface of the candidate blade around the position of
greatest camber. This is coupled with a greater suction magnitude (for the
candidate blade) towards the trailing e dge, such that a more favourable magnitude
and direction of pressure gradient is achieved. In addition, the trailing edge
geometry slightly changes the size and shape of small recirculating region but th e
effect on the surface pressures is minor.

Figure 5-21shows the streamlines (which are coloured by non-dimensional static
pressure), and Figure 5-22 shows the surface pressures for the Case 90candidate
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blade, at the position of 270° azimuthal angle. Noteplease do not confuse this with
information relating to Case 270 x the analysis at positions of 90° and 270° azimuthal
angle will be repeated in due course for the candidate blade resulting from Case

270. 1

0.6

i
—
Non-dimensional Static Pressure

LSS === — — ===

Figure 5-19- VAWT blade streamlines (coloured by the non  -dimensional static pressure) at
90° azimuthal angle. (Top) Candidate blade from Case 90 . (Bottom) Baseline blade
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Figure 5-20 - Case 90 candidate blade surface pressure coefficient at 90° azimuthal angle

95



14

Nondimensional Static Pressure

-1.8

-2.2

Figure 5-21- VAWT blade streamlines (coloured by the non  -dimensional static pressure) at
270° azimuthal angle. (Top) Candidate blade from Case 90 . (Bottom) Baseline blade
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Figure 5-22 - Case 90 candidate blade surface pressure coefficientat  270° azimuthal angle
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At the position of 270 azimuthal angle, the candidate blade (Case 90) has a larger
suction peak on the top surface of the blade at the leading edge (Figure 5-22). This
Is due to the fixing angle of the candidate blade; at this position in the downwind
region the fixing angle demands more curvature around the leading edge.In the mid
chord, despite the negative camber being disadvantageous at this AoA, the fixing
angle change still manifests a comparable amount of suction, and a greater amount
of positive pressure compared to the baseline blade. The large suction and pressure
region located at 0.8 chord (Figure 5-22) corresponds to the position of maximum
camber. The camber effect therefore produces greater pressure gradients in the
candidate blade, moving from the mid-chord towards the trailing edge. These exert
a} ©{ w« { © U8-2~ ¥} U vy facedfith¥ ladewhich¥eds adeitioral
torque. The candidate blade geometry of Case 90 is therefore aerodynamically
advantageous when considering the effects over a complete revolution, producing a
greater average Cp compared to the VAWT with baseline (NACA0018) blae.

Figure 5-18 (j) (shown previously) is the graph of the Cu as a function of the
azimuthal angle for Case 270 which is the representative downwind case. The
contribution from only one of the two blades is sho wn on the left and the combined
effect of both blades is shown on the right. A 13% increase in the average VAWT G
was made after 10 iterations of the optimisation process and the candidate blade
geometry that gave this improvement has been presented in Figure 5-17(j). The
candidate blade has a toeout fixing angle of 25°, a maximum camber of Q9% chord
located at 77% chord (towards the trailing edge), and a maximum thickness increase
of 0.5% compared to the baseline NACA0018 blade.

To analyse the aerodynamics impications of this blade geometry, Figure 5-23 shows
the streamlines (which are coloured by non-dimensional static pressure) for the
Case 270 candidate blale, as well as the baseline NACA0018 blade when at the
snapshot position of 90° azimuthal angle. The corresponding surface pressure
coefficients plots are presented in Figure 5-24. The surface pressures plots for the
candidate blade show a weaker negative pressure on the suction side, at the leading
edge. The increased fixing angle meangelaxing the AoA in this position sothat less
curvature is required to pass around the leading edge. This decreases the leading
edge suction. A weaker positive pressure on the upper surface is also observed
through the mid-span and further aft approaching the trailing edge. At the trailing
edge the size of the small recirculating region is reduced for the candidate blade,
also due to the relaxed AoA provided by the fixing angle. Overallat 90 degrees, and
over the upwind in general, the Case 270 candidate blade provides les torque than
the baseline blade.This is expected at the opposite part of the cycle to where the
snapshot is taken.
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Non-dimensional Static Pressure
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Figure 5-23 - VAWT blade streamlines (coloured by the non  -dimensional static pressure) at
90° azimuthal angle. (Top) Candidate blade from Case 270. (Bottom) Baseline blade

)
=
e}
=]
z
[k
L}
[
il
-
© 200 -
e ”
I s
-3.00 +
b
.
-4.00
0 0.2 0.4 0.6 0.8 1

Chordwise Position

Figure 5-24 - Case 270 candidate blade surface pressure coefficient at 90° azimuthal angle
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Figure 5-25 - VAWT blade streamlines (coloured by the non  -dimensional static pressure) at
270° azimuthal angle. (Top) Candidate blade from Case 270. (Bottom) Baseline blade
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Figure 5-26 - Case 270 candidate blade surface pressure coefficientat  270° azimuthal angle
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Figure 5-25 shows the streamlines (which are coloured by non-dimensional static
pressure), and Figure 5-26 shows the surface pressures for the Case 270 candidate
blade, at the position of 270° azimuthal angle.

At the position of 270 azimuthal ande, the candidate blade (Case 270) has a much
larger suction peak on the top surface of the blade at the leading edge (Figure 5-26).
Also, tis is clearly visible in the pressure contours (Figure 5-25). This is due to the
fixing angle of the candidate blade; at this position in the downwind region the fixing
angle demands more curvature around the leading edge. The camber of the blade is
minimal, and as such, tlere is no large suction and pressure region located towards
the rear of the blade. The effects on the pressures towards the aft region are minor
in comparison with the b aseline blade.The candidate blade geometry of Case270 is
therefore aerodynamically advantageous when considering the effects over a
complete revolution , producing a greater average G- compared to the VAWT with
the baseline (NACAO0018) blade.
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5.5 Concluding Remarks on 1 -Snapshot Optimisation , Single-
Blade Method

The results presented are significant because they demonstrate the successfuluse
of Adjoint based optimisation for VAWT aerodynamics. Furthermore, using
commercial CFD software, feasibility has beenshown for a promising semi-transient
optimisation process by implementing the crudest form of the method ( 1 Adjoint
shapshot per revolution). Therefore, great opportunity exists for improving and
refining the method further , leading to associatedincreases to VAWT performance.
Novel VAWT bladegeometries have been generated anddiscussion hasbeen made
linking the performance characteristics to features of the blade geometry.

The semi-transient Adjoint based optimisation method with 1-snapshot per
revolution is highly effective at increasingthe instantaneous tangential coefficient
for the oscillating blade model. This holds value for aerospace and other applications
where engineers can easily optimisesurface geometries for operation in unsteady

flow conditions, and this includes both internal and external flows. The results also
show that the method can increase the average Gu (Cp) and can reduce the
aerodynamic loading while maintaining the VAWT average power coefficient.This
carries a large value since fatigue loading of VAWT structureds reduced for more

even aerodynamic blade loading over the revolution, and the significance of this
structural challenge is highlighted in the literature (MacPhee & Beyene, 2018)

Considering the range of results from the Candidate VAWTS  upWindidownwind
paradoxU a . Xhis{m@ang that improvements to upwind performance tend
to decrease downwind performance, and vice versa. This challenge is a fundamental
drawback of the fixed-blade VAWT concept and in this case of isnapshot
optimisation meant that the best improveme nt to average G- was 3.5% While the
effects of this design paradox reduce with increasing TSR, it cannot be directly
avoided without use of a control system. With this in mind the ZXsnapshot
optimisation results hold value for potential control system app lications, since this
semi-transient Adjoint based method is very efficient at determining the set of
desired geometries across the various positions in the VAWT revolution. This set of
resulting blade geometries provides the basis for an activecontrol geometry profile
that aims to maximise the Cr at each azimuthal angle of the turbine. Investigation of
this is recommended as future work (see Chapter 8).

This work has made important progress by setting the foundation for taking
advantage of the powerful Adjoint method in VAWT design and optimisation.These
methods could help unlock new knowledge and design efficiency of VAWTswhich
other types of met hod cannot provide.
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6 IN-SITU VAWT (ISV) OPTIMISATION

The In-situ VAWT (ISV) optimisation method applies directly to a VAWT CFD model,
as opposed to the Single-Blade method which has been presented inChapter 5. The
same semi-transient Adjoint based optimisation philosophy is used, but the
implementation is different for the ISV method. Despite the relative complexity and
cost of ISV optimisation, this method provide s amore accurate flow field and hence
the more accurate Adjoint sensitivity data.

This Chapter is divided up into the following sections:

1 Section 6.1xThe modelling philosophy relating to the VAWT is described briefly.

1 Section 6.2 x The implementation of Semi-Transient Adjoint Optimisation when
applied directly to a VAWT model is described. Differences between the ISV and
Single-Blade method are highlighted.

1 Section 6.3 x Optimisation Algorithm; describes the architecture of the
optimisation process algorithm , for the ISV method. This includes setup details
of the Adjoint solver, optimiser aggression and mesh morphing. Practical
guidance/ best practice for using the ANSYS Fluent Adjoint module in this
context is also provided. Differences between the ISV and SingleBlade method
are highlighted.

1 Section 6.4 x Single-Snapshot Investigation; describes the application of the ISV
method where 1 snapshot is used per turbine cycle. Results are presented for a
range of cases based onvarying the snapshot position. Note that the Multi-

Snapshot Optimisation investigation is presented separately in Chapter 7.
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6.1 VAWT Modelling Philosophy and Validation

A VAWTCFD model with baseline NACA0018 bladess constructed and validated
before the ISV optimisation process is applied to it. Note that the data from this
VAWT simulation is also used to validate the SingleBlade modeldescribed earlier in
Chapter 5 (see Figure 5-3 and Figure 5-6). The validated VAWTmodelling method is
also used to generate the candidate blade VAWT modelaused for the Single-Blade
method.

Table 6-1will summarise the key features of the CFD setup adopted for the VAWT
models. These are similar to those used for Single-Blade model (Table 5-2), but with
some changes.

Table 6-1- Summary of CFD Setup for VAWT Models

Setup Factor Choice Adopted
2D/3D 2D

Turbulence Model SSTk .
Maximum mesh y+ 1.5

Number of cells around aerofoil wall 475

Cell count 259,000
Domain (See Section6.)
Time step size 800 steps/rev
Target CFL 5

Number of cycles for periodic convergence | 10

Inlet boundary condition

Wind velocity 9.3 m/s

Outlet boundary condition

Pressure outlet

Solver type

Pressure based

Pressure-velocity coupling scheme

Coupled

Spatial discretisation scheme

Second order upwind

Temporal discretisation scheme

Bounded second order implicit

Number of iterations per time step

30

Convergence criteria

1le5 (for all residuals)

103




The domain of the VAWT model and dimensions used are shown irFigure 6-1and

Table 6-2, respectively.

Inlet

|
=

Symmetry

sSymmetry

Figure 6-1- Domain Dimensions

Table 6-2 - Domain Dimensions

Dutlet

Dimension *

dc, Rotating subdomain diameter 1.D
di, Distance from turbine centre to inlet 1D
do, Distance from turbine centre to outlet 1D
-0, Half width of domain 1D

*Dimensions are presented as a multiple of the turbine diameter (x1.0m)

This domain is meshed in a similar way to that described for the Single-Blade. The
same size of nearwall boundary zone is used and the same y+ is achievedFor
consistency between the two models, the VAWT model also uss the k-. SST
turbulence model. The detailed discussion on the general model setup is not
recounted here except for specific areas regarding the ISV method.
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Once a VAWT model has been producedvith consideration to the above, necessary
validation investigations must be conducted:

1 Periodic solution convergence study

1 Grid independence study

1 Time step independence study
1 Courant number study

1 Domain sizestudy

Independence studies of mesh and time-step were conducted. For the example case
of Rezaeihaet al. (2017) used presently, the reference paper contains a thorough
domain size study exploring each of thedomain dimensions independently in order
to provide appropriate recommendations. This provided the dimensions for the
VAWT modeldomain. Therefore, it is deemed unnecessary for the present work to
recount or reconstruct this domain independence study; the final dimensions used,
as recommended by Rezaeihaet al. (2017), and are presented in Table 6-2 and
Figure 6-1

The other validation studies are routine within the literature, so the details are
provided in Appendix B The outcomes of this work demonstrate suitable validation
for the Single-Blade CFD model when setup as follows:

71 10 revolutions were sufficient for a periodically converged solution

1 Domain, 20D wide, 20D length, 1.5D rotating subdomain, circular refinement
zone around blade =6c¢, boundary zone thickness = 0.05c

Y+ of around 1 (justification in literature review)

CFL number of 5 in the Goupled solver

Time step corresponding to 800 steps/rev olution

475 cells around the whole aerofoil surface

Total cell count of approx. 259,000

= =/ =/ A -4 -4

Quad elements used throughout all subdomains (justification in literature)

Having demonstrated mesh, time-step and domain size convergence of the solution,
it is then necessary to check the performance prediction against that of the
reference paper Rezaeiha et al., (Vol 107, 20}, zhis is shown inFigure 6-2.
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Figure 6-2 - Baseline VAWT CFD Results and Those Obtained by Rezae ihaetal., (Vol 107, 2017)

The agreement between the CFD model in the present work and the reference
paper is judged to be satisfactory. Note that the candidate VAWT CFD models
produced as part of the Single-Blade method (see Section 5.4.) are constructed in
the same way as thevalidated baseline VAWT model described above.

6.2 Semi transient Adjoint O ptimisation Philosophy

Section 6.1described the VAWT CFD model used for the ISV optimisation process.
The ISV method again uses instantaneous snapshots of the transient flow field to
produce Adjoint solutions, in a similar fashion to the Single-Blade method (see
Section 5.2). The use of a VAWT model however means that there are differences in
how the method is implemented.

6.2.1 Objective Function

Section 3.2 described the role of the objective function in the Adjoint based
optimisatio n process. An instantaneous property must be chosen in order to use a
steady Adjoint solver, sothe average Gu or Cp cannot be used. Furthermore, with a
turbine of multiple blades, useful sensitivity data can only be taken from one blade
at a time. For the ISV method, the instantaneous moment coefficient Cv of one blade
is chosen as the objective function, and when evaluating the VAWT performance
after optimisation , Cp calculations are made according to Equation 16.
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field as their sibling blades, althoughthey are similar. This is due to hysteresis and
the complex time history of the transient flow field. One could therefore optimise
each blade separately using its own sensitivity data. In this work however, the
sensitivity data obtained from the flow field around 1 blade is used to morph all the
sibling blades identically.

6.2.2 Snapshots

Snapshots have been defined in Section5.2.2 and this definition is maintained in the
ISV method. With the ISV method however the snapshots are consideed with
reference to a Cw vs Azimuthal anglecurve x an arbitrary snapshot is shown in Figure
6-3.

—VAWT Model - = Snapshot
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Figure 6-3 x VAWT Performance Curve with a Snapshot Location Marked

Section 6.4 presents the results of an investigation into the effect of snapshot
location on the outcomes of the ISV optimisation process. A multi-snapshot study is
presented in Chapter 7. Theseinvestigations are deferred until later in the thesis so
that details of the methodology can first be discussed.

107



6.3 Optimisation algorithm

The previous sections(such as Section 3.5) have explained the building blocks of the
semi-transient Adjoint based optimisation process for VAWTs. This section
illustrates the ISV optimisation process architecture and describes the algorithm
code. Also presented are details of the Adjoint module setup and the major
implementation problems encountered during development.

This process can be applied to other CFDcodes with an Adjoint solver. The level of
detail provided here aligns with the ANSYS Fluent(18.2) Adjoint module; more steps
may be involved for implementation in other CFD codes.

Figure 5-8 (in Section 5.3) shows a flow chart of a general Adjoint optimisation
procedure that is not specific for VAWTSs. Figure 6-4 shows a conceptual view of the
ISV Adjoint based semitransient optimisation process for VAWTs

Baseline VAWT / Optimized VAWT

— eﬂ Cp vs Azimuth Angle
- e
. Blade000 Is
= !
_-. I.' ) l||
— aar havarwuaf .
— | (. 1
— Blade150 / \ \
—= A f Y
= @ i —
—

lterate

Snapshot 1 k | /""- -"'H“\ /’f -..'H\\
II.-' kY \

Combine .'; Morph mesh x‘.l

» (Snapshot ij'. Optimisation lel for improved

\ Data / \, hlade /

"\\\ z// '\.\\ f//
» [(Snapshot 3) ~ —

Figure 6-4 - General Schematic of the ISV Optimisation Process

ﬁ

The goal remains to produce a VAWT with improved average power coefficient, but
for the ISV method no additional models are required (as for the Single-Blade

method). The model itself is more complex, as both blades are contained, such that
the algorithm is slightly more complicated. The top blade, at the 0 degree azimuthal

position shall be referred to as Blade000, while the second blade beginning at 180
degrees is called the Blade180.

The transient CFD solution progresses until BladeOOO reaches the snapshot
location. The transient CFD simulation is then paused,while an Adjoint solution is
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calculated which generates the sensitivity data. This sensitivity data describes how
the Cu is affected by geometry changes of the blade The ISV optimisation algorithm
can handle several snapshots, but in this discussion a 1 snapshot case will be
discussed for brevity. After the snapshot position is reached and the Adjoint solution

is taken, the remainder of the revolution is completed so that Blade0O0O returns to

0 azimuthal angle.

At this stage, the sensitivity datacan be imported and used to morph Blade000. Then
the CFD solution progresses until Blade180 reaches the 0 azimuthposition. The
mesh morphing must take place here so that the coordinate system of the Blade180
IS consistent with the sensitivity data (global X-Y). Blade180 is morphed according
to the same sensitivity data generated for Blade00O. The solution progresses until
Blade0O0O0 once again returns to the 0 azimuthal position.

10 revolutions (see Section6.) are then computed to allow aperiodic ally converged
CFD solution to be reached so that the performance can be evaluated with the
modified geometry. Several iterations of this Adjoint optimisation process are
applied such that a new blade geometry is produced.

An optimisation process typically runs until convergence of the objective function is

reached. In the present work, concern is for the average Gs (Cp) improvement of

the VAWTIt is in fact the local (at snapshot position) instantaneous Cw that is being
optimised. The process does not need to be run until the instantaneous Cu-at-

snapshot is converged. This is becausehe average VAWT @ tends to be adversely
affected by large geometry changes. For this work, the process is run for at least 10
iterations, which envelopes the point of maximum average Gu. While Cu-at-snapshot
could increase with further iterations, it is not of use or value to pursue it. To

illustrate this point Figure 6-5 shows the progression of the ISV gtimisation process

for two cases, and up to 10 process iterations. These show a continual increase to

the Cu-at-snapshot, long after the maximum average VAWT § is reached. Perhaps
20 or 30 iterations would show convergence for the Cu-at-snapshotin some cases

but the associated blade geometry would be of little value in the present context,

since the average VAWT @ would become excessivelypoor.

6.3.1 Adjoint Module Setup

The Adjoint setup for the ISV method is similar to that of the Single-Blade method
(see Section 5.3.) but some implementation difference s are necessary. Specifically,
the objective function used and the Adjoint solution iteration limit are modified.
Table 6-3 shows a summary of the Adjoint settings for the ISV method, the details of
which are discussed in the following subsections.
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Table 6-3 - Adjoint Module Settings Summary (ISV Method)

Objective function: Blade moment coefficient (Cw)
Target performance change: +0.0033 (to the objective function)
Adjoint solution iteration limit 3000 iterations

Adjoint solution stability scheme Automatic

Geometric constraint Constant chord length

Size of mesh morphing zone as a multiple of

1. 1.1
chord length 8c (x), L.1c (y)

Number of control points in mesh

100 100
morphing zone o). )

Freeform Scaling Scheme Obijective reference change

Freeform Scale Factor 1

6.3.1.1 Adjoint Solver Settings

The VAWT model includes the complications of the real flow field such as curvature
effects, blade/shaft interference and wake interactions, thus making the Adjoint
solution less stable. An investigation was made that arrived at 3000 being a suitable
number that balances solution progress with CPU cost. Stabilisation scheme options
are offered for the Adjoint solver when the standard advancement scheme is
unstable, and these options are the Modal scheme, Spatial scheme, and Dissipation

dy~{8{D j~{ y-00{¥« W20 ¥U? {{*§««t¥ Ow-y-

appropriate scheme automatically if numerical divergence is detected during the
calculation of the Adjoint solution. This led to automatic implementation of the
Dissipation Schemewhen computing the Adjoint solution.

The Adjoint solution convergence criteria for the Single -Blade model were 1e4 for
Adjoint continuity and velocity, and 1e3 for Adjoint local flow rate. These are relaxed

by 1 order or magnitude for the VAWT model optimisation (Section 5.3.1)1 This was
required because in preliminary studies the default convergence criteria were never

met regardless of the iteration limit in the Adjoint solution. Choosing to relax the

yl ¥-{ 0O} {¥y{ YO «{© w ®w2a ¥{y{2awg Ux ¥
Adjoint sensitivity data. This however is a small effect and does not manifest any
issues in the optimisation process, as can be seen by the results in Sectia 6.4.

The Adjoint solutions for upwind snapshots have generallyconverged or plateaued
around 1e3. The Adjoint solutions for downwind snapshots have also generally
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converged or plateaued with residuals around 1e 3, which is considered acceptable.
Figure 6-8 (Section 6.4) shows examples of Adjoint solution convergence.

The Adjoint solution method was againchosen as the standard (for pressure) and

first order (for momentum) to improve solution stability. The Adjoint solution
produces the sensitivity data as discussed in Section 3.1 which is itself not the
solution to the aerodynamic optimisation problem. The sensitivity data must be

applied to the aerofoil geometry via mesh morphing (see Section 5.3.1.2 Figure 5-16
(Section 6.4) shows examples of Adjoint sensitivity data

6.3.1.2 Mesh Morphing Settings & Constraints

The mesh morphing settings and constraints are similar for the ISV method as were
discussed in Section 5.3.1.Zor the Single-Blade method.

The location of the constraint area and the morphing region must be around the
starting location of Blade000, at the O azimuthal position. Note also that the
constraint does not need to follow the blades while they rotate and can remain in
the same location. This is because theboth blades are both morphed in this 0
azimuth location regardless of the snapshot locations (see Section 6.3.4.3.

6.3.2 Aggression

As described in Section5.32« ~{ «{ ©a Uw}} o©{aa ! ¥(0 -2/{z
the objective of the optimisation process is specified. During development of the ISV
method, the chosen method of specifying aggressionchanged from that used in the
Single-Blade optimisation chapters (see Section 5.3.2). This change arose as a result

of additional investigations which took place following the Single-Blade method
development, which aimed to improve the implementation of aggression. Instead of
specifying a target increase as a percentage of the current value of Cw (or Cr, etc.),

the ISV method specifies a target as an absolute value. This means that the
aggression is more consistent because the same amount of changein the objective

will be targeted regardless of the snapshot position.

An investigation was made with a preliminary level of aggressiorand this target was
+0.0033 Cwv. Thisvalue was chosen because it is 10% of the averageM®f the baseline
VAWT, offering an appropriate order of magnitude target for the optimisation . The
optimisation process then attempt s to improve the instantaneous Cwu by 0.0033 at
the snapshot location, for every iteration.

Figure 6-5 shows two cases, where a single snapshot was used in the optimisation.
It can be seen that the peak average VAWT @ is reached early in the process
(iteration 1 for Case 345, iteration 4 for Case 60) before it deteriorates ; meanwhile
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the Cw-at-snapshot steadily increases.This can be seen for many cases ifmmable 6-5
where the best iteration for average Cw is early on.
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Figure 6-5 x Progression of Optimisation Processes  (Left) Case 60, (Right) Case 345

This shows that the process has a reasonably appropriate level of aggression, but

that a smaller value could improvethe U©{ 2 ! £ =« ! ¥ U wOlhadditon, « ~{ | §
another series of tests were made using a lower value of +0.00165 Gs as the

objective, corresponding to 5% of the averageCwm of the baseline VAWT. These

results are not presented but showed that the best average Cv was typically reached

around the mid -point of the process (often around iteration 4 or 5), and a marginally

higher value was achieved compared to when using +0.0033.

Other preliminary studies showed that high aggression levels can lead to an

Ul -{o2~1 1«0 {|]{y« j~ 2 «{On doyq ¥l o«
optimisation process where excessive geometry changes are madeat each iteration.

The local optimum is overshot each time, rather than steadily approaching it x this

should be avoided.Figure 6-6 shows anexa § £{ yw2a{ ® «~ U0U! -{©2~!
excessive aggression.

If aggression is too low then the maximum average VAWT ¢ may not be reached
even after large numbers of process iterations, thus carrying a high computational
cost. Correct aggression is therefore a balance of computing cost and avoiding
Up -{o2~] | «UD
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Figure 6-6 - Example of the 'Overshoot' Effect in an Overly Aggressive Optimisation Process

All casestested (except Case 15 and Case 30gxhibited smooth steady increases to
the Xblade-Cwu-at-snapshot, thus demonstrating that aggression of +0.0033 Cu is
not too high. Case 15 and Case 30 results did exhibisome behaviour of excessive
aggression, where the resulting blade shapes (seeFigure 6-11(b) and (c)) are
distorted compared to the rest of the cases. +0.0033 Cu is used as the
aggression/objective target for the cases tested here, asstated in Table 6-3, and this
is because it is widely suitable offering a good balance of stability and CPU cost

6.3.3 Algorithm Code

The previous sections have described the setting up of the VAWT model (Section
6.], and the setting up of the Adjoint module (Sections 6.3). This section outlines
the algorithmic process used that envelopes the operation of the VAWT model and
Adjoint module in order to form the ISV optimisation process. This algorithm takes
the form of a journal file, which Fluent reads line by line as text input commands; this

a RO ««{¥ ¥ Wdioi \£-{¥«2aU ¥ « { CDyhwig,
1996.

In a similar fashion to the SingleBlade method, a spreadsheet tool was developed
to quickly produce algorithm scripts based on the number of snapshots (user
defined) and their positions.

Figure 6-7 shows a flow diagram of theISVoptimisation algor ithm; it is a less abstract
version of Figure 5-8/Figure 6-4. The following discussion refers to stagesin Figure
6-7 by the number identifier, . The light and darkgrey shaded boxes correspond to
the main loops in the algorithm.
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Precursor items required before running the optimisation algorithm/script include
the following:

T
T

StageE. The VAWT CFD model should be produced according to Section6.1
StageE. After the baseline VAWT model with NACA0018 blades hasompleted 10
cycles, the Gy as a function of azimuthalangle should be plotted for the baseline
blade geometry. The 10" revolution is sufficient (in high TSR cases) to provide a
periodically converged solution as has beenshown in Section 6.1 The flow field
data in this revolution forms the baseline blade performance. After each iteration
the performance is compared to this. We can use this curve to make choices
about the number of snapshots, position of the snapshots, and relative weighting
of snapshots (see Figure 6-3). Discussion of how to choose these details can be
found in Section 7.2 Once chosen, the spreadsheet tool produces the specific

script file accordingly .

1 StageE. The Adjoint module should be configured according to Section 6.3.1
Script/Algorithm :
1 Stage . The transient solution is continued by N iterations, until the next

snapshot position is reached by Blade000. N depends on the desired position
(see Figure 6-3) of the first snapshot (a spreadsheet is used to convert azimuthal
angle into a value for N).

StageE & Stage@. When the snapshot position isreached, the transient solution
is stopped temporarily. Then the steady flow solver is selected. This is because
the ANSYS Fluent Adjoint solver is configured for use with the steady flow solver
(some Adjoint module functions do not work while the transie nt solver is
engaged. This approach does not invalidate the flow field data or preclude its
use in an Adjoint calculation (see Section5.2). Having the steady solveractive at
this point in time allows the use of the Adjoint module, but switching between
steady and transient flow solvers requires additional considerations which are
discussed in Section6.3.4.2

Stagei. Before the Adjoint solution is calculated, the mesh and flow field within

the rotating subdomain is rotated. It is rotated from the azimuthal position * of
the current snapshot to *  zdro (but will be rotated back later at Stage m). This

has the effect of aligning the blade with the global XY coordinate system. This is
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a necessary step because the sensitivity data produced from an Adjoint solution
is prescribed in the global coordinate system. To combine sensitivity data in a
correct way it must all be orientated in a consistent fashion (see Section 5.3.4.3.
This method maintains consistency/alignment in orientation of sensitivity data
for all snapshot positions, so that combination of sensitivity data is correct.
Stage@ and Stage @ The Adjoirt solution is calculated with the setup as
described in Section 6.3.1 When this calculation is complete, the resulting
sensitivity data is exported for later use.

Stage m The counterpart step to Stage E Now that the snapshot is complete,
and the sensitivity data is obtained the CFD model can resume. Before the
transient solution can continue marching towards the next snapshot position,
the mesh andflow field are rotated back (from °
5.3.4.3.

Stage. The transient solver must be re-engaged before resuming the transient

=0) to the correct * (see Section

simulation (see Section 6.3.4.2.

Stages to i} are repeated for however many snapshots are specified.

Stage . Once all snapshots have been taken, the transient solution continues
until the blade is back at the * =zero position. At this position, the blade is aligned
with the global X and Y coordinate system. All the sensitivity data calculated
previously is aligned with the blade at this position, ready for mesh morphing.

di «{ «~{ 090 w« «~{ {¥z || «~ 2 «{&D j~ ¢
where the current Fluent case & data files are saved and are then
closed/reopened. This was found to be a necessity due to memory issues as
described in Section 6.3.4.1Breaks appear elsewhere in the algorithmand these
arealsoz { ¥! «{z x° wU9UD

Stage. The steady solver is engaged, as before, to allow full functionality of the
Adjoint module. Sensitivity data from all snapshots is imported. Weightings are
applied to each snapshot if desired (see Section5.3.4.9.

Stage . The mesh morphing settings are implemented according to Section
6.3.1.2 The mesh is morphed according to the combined sensitivity data and
aggression, providing an updated blade geometry. The sensitivity data is then

cleared from the Adjoint module.
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Stage . The transient solver is then re-engaged as before, and the solution is
progressed until Blade180 reaches the' =zero position for morphing.

Stage E The steps and i are repeated to apply the same sensitivity data in
the morphing of Blade180.When morphing, the algorithm must ensure to select

the correct blade wall (Blade00O or Blade180)to morph depending on which one
is currently at the O position.

Stage. The transient solver is re-engaged, and thesolution is progressed until

Blade0O0O0 returns to the ‘ =zero position. Following this, 10 cyclesof the turbine

are run; the flow field data from the final revolution is used to evaluate the

performance of the new blade geometry.

Stagesﬂ to i are repeated for X iterations where X is the number of Adjoint

iterations specified by the user.

Stage E The performance data for the optimisation so far is plotted showing

how the Cw as a function of° curve has improved with each iteration.
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Figure 6-7 - ISV Optimisation Process Flow Diagram
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6.3.4 Algorithm Key Notes

This section expands upon some of the key elements in the algorithm which ensure
robustness and correct functionality of the optimisation process. Also discussed
here are some of the ways that the algorithms operation was validated. A similar
discussion is given in Section5.3.4 which includes specific considerations for the
Single-Blade method algorithm.

6.341Mec! ©° < Y!z{ UXoef{wc¢aU

To ensure robust functioning of the optimisation process, code 'breaks’ were

introduced which effectively close and reopen the working CFD file during the
process. By doing sqtemporary memory caches are cleared which can become full
owing to the memory demands of the process, which could cause computing faults
if not mitigated. Note that error codes and log files generated may not provide

specific information of the root cause of these problems. After each code-break,
some of the algorithm variables and CFD settings must be redefined in the script.
This approach was found to be necessarywhile running the process on parallel
cores on an HPC. Breaks were not required for the Single -Blade method, possibly
due to the smaller model size. Sufficient memory should also be requested when
running on an HPC.

6.3.4.2 Steady/Transient Switching and Frame/Mesh Motion

This is similar to the consideration described in Section 5.3.4.2for the Single-Blade
method, although additional zones exist in the ISV model The means thatextra lines
of code are required for correct ing the frame motion/mesh motion settings ,
whenever the solver is switched from steady/tra nsient.

6.3.4.3 Adjoint Solution Correction for Global XY Alignment

The discussion in Section 5.3.4.3 applies also to the ISV method. However, the
implementation of the corre ctions for alignment of the Adjoint solution differs
slightly. The SingleBlade method uses AoA corrections while the ISV method uses
azimuthal angle corrections.

For the ISV method, when an Adjoint solution is taken the transient CFD solution is
paused. A this point the mesh and flow field is temporarily rotated such that
Blade0O0O is located at the zero azimuthal angle position. This places Blade0O0O in
alignment with the global X-Y coordinate system when the Adjoint solution is taken.
Afterwards the model is rotated back to the correct azimuthal angle so that the
transient solution can be resumed.

An important note here is that the angles of rotation to move Blade000 to the zero -
azimuth position must be known by the optimisation script. These are calculated via
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a spreadsheet when the script text file is generated, so each rotation angle is known
for each of the specified snapshots.

6.4 Single-snapshot investigation

This section uses the Insitu VAWT (ISV) optimisation method (setup according to
Sections 6.1, 6.2 and 6.3) with 1 Adjoint snapshot per revolution to investigate the
effects of snapshot location on the outcome of the optimisation process. A multiple -
shapshot investigation is presented in Chapter 7. This 1 snapshot investigation allows
a clear illustration of the cause and effect of snapshot choice, and performance
changes. A range of cases are investigated where the location of the snapshot is
varied; these are listed in Table 6-4.

Table 6-4 x List of Test Cases for ISV Optimisation

Case Name /Azimuthal | Azimuthal Angle of VAWT at
Angle (degrees) Snapshot (degrees)
0 0
15 15
30 30
45 45
60 60
75 75
90 90
105 105
120 120
135 135
150 150
165 165
180 180
195 195
210 210
225 225
240 240
255 255
270 270
285 285
300 300
315 315
330 330
345 345
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Across these cases, the snapshot location differs by 1/24% of an oscillation cycle
which corresponds to a gap of 15 degrees azimuthal angle. Althoughesting 360
cases(1 for each degree)or even more could be done, it is judged that 24 cases offer
a reasonable balance between time cost, and a sufficient resolutbn in the studying
of the solution space.

Section 6.3.1.Jmentions the Adjoint module setup, and how convergence of the
Adjoint solution is generally acceptable. Figure 6-8 shows the Adjoint solution
convergence plots for a typical upwind and a typical downwind case. As will be seen
in due course, there is a valid bass for grouping snapshots together to some extent,
as the upwind and the downwind cases each share ypical behaviours respectively.
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Figure 6-8 - Optimisation Adjoint Solution Convergence (Left) Case 90 (Right) Case 270

To correspond with the se convergence plots Figure 6-9 displays the fields of
sensitivity data. Vectors of shape sensitivity magnitude are shown, and this indicates
the direction in which small geometr ical changes provide improvements to Cw. It
should be noted that there are some large sensitivity vectors that are not shown
which appear at only a few nodes around the geometry. These correspond to
inflections in pressure at the leading edge, and the sharp geometry of the trailing
edge. The mesh morpher applies smoothing to the geometry deformation so that
any large variations in sensitivity vectors(which may arise naturally) do not produce
discontinuities in the geometry when morphing takes place.
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Figure 6-9 - Sensitivity Vectors (Left) Case 90 (Right) Case 270

By comparing Figure 6-9 with Figure 5-16 a high level on consistency is observed for
the sensitivity vectors of Case 90. In this upwind region, the SingleBlade model gives
a good prediction of the VAWT flow field, and therefore similar sensitivity vectors.
Case 270 shows a level of similarity but also some disagreement, which is due to the
challenges of representing the downwind flow field with a Single-Blade model (as
discussed in Section5.).

6.4.1 Results x Single Snapshot Optimisation

After the iterations of the optimisation process are completed , the performance
data can be processed. Unlike the SingleBlade method, the ISVmethod has the
advantage that the performance can be observed directly from the optimisation

model without the necessity of creating a separate candidate VAWT model.

Section 6.3 explained that the ISV optimisation process optimises the blade

geometry for Cw, according to the instantaneous flow field around one of the blades.

As such, the process is not capable of considering the summation of everyx £ wz { U?2

flow field concurrently. In other words,« ~{ ! 8§« =& 2 { © ywoMblacé£f ° U2 |
at a time when the Adjoint solution is taken. Therefore, the appropriate way to

measure if the process is working effectively is the tbladed Cu at the snapshot

location, rather than the turbine Cw. Of course, the aim isto improve the combined

averageCw of all turbine blades acting together (i.e, the average G), but these key

guantities are in essence a byproduct of the optim isation process which improves

the Lblade Cw in the region of the snapshot(s) .

With this in mind, we consider the results both in terms of changes to; a) 1-blade Cy-
at-snapshot position, and b) averageVAWTCw (or Cp). Table 6-5 shows the results
of the cases studied using I-snapshot ISV optimisation. Note that the final 10"
iteration provides the best 1-blade-Cy-at-snapshot for all cases, but not necessarily
the best average VAWT . For this reason, another column is given that shows the
best average VAWT @ that was reached during the process. Values of the
improvement to 1-blade-Cu-at-snapshot are given as percentages of the averageCu
(=0.033 Cw) of one blade over one revolution of the baseline VAWT This provides a
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consistent basis for comparison since the baselineinstantaneous Cy variesfor each
azimuthal position. Average Gy values are simply given as a percentage of the
baseline VAWTaverage C.

Figure 6-10(a) to (x) shows the resulting performance curves of the 24 cases of 1
snapshot optimisation studied. Curves are shown for the 1-bladed Cwu (left), along
with the VAWT G curve (all blades) (right). The corresponding blade geometries
are shown in Figure 6-11(a) to (x). The data shown corresponds to the 10" process
iteration . As shown inFigure 6-5 this means that the iteration for the best VAWT
average G has been surpassed, but the 1iblade-Cu-at-snapshot continues to
increase. Using more iterations to pursue the true maximum value of tblade-Cy-at-
shapshot is not deemed useful as the highly deformed blade would carry significant
performance deterioration away from the snapshot position and would not be viable
for maintainin g the average VAWT . The 10th iteration results therefore achieve
an appropriate level of maturity in the optimisation process, presenting a shape that
will improve instantaneous blade torque, for each case (azimuthal angle). The VAWT
average G results are presented in Table 6-5.
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Table 6-5- ISV 1 snap results After 10 Process Iterations

Case Name | Percentage improvements made by optimisation process
/Azimuthal *1-blade Cv at | Average VAWT @ | Average VAWTCwm
Angle(deg) snapshot (10" Iteration) (Best Iteration)
(10" Iteration)
0 +94.2% -5.3% +0.9 % (%' Iteration)
15 +39.0 % -26.6 % +3.6 % (6" iteration)
30 +33.5% -4.9 % +1.2 % (Literation)
45 +84.3 -4.5 +1.4 % (1 iteration)
60 +84.6 % +0.3 % +1.9 % (4 iteration)
75 +71.9 +2.2% +2.5 % (7" iteration)
90 +46.1 % +2.8 % +2.8 % (10 iteration)
105 +24.3 +1.9 +1.9 % (10 iteration)
120 +11.7 % +1.3% +1.3 % (10 iteration)
135 +13.0 +1.7 % +1.7 % (10 iteration)
150 +42.5 % +1.4 % +2.9 % (6" iteration)
165 +43.3 -13.6 +2.5% (T iteration)
180 +35.4 % -63.0 % -0.8 % (F'iteration)
195 +97.0 % -14.4 % +1.1 % fliteration)
210 +68.0 % -22.1% +1.2 % (2 iteration)
225 +80.2 % -1.7 % +1.2 % (2" iteration)
240 +83.5 % -1.3% +1.2 % (2 iteration)
255 +40.2 % +0.7 % +1.2 % (& iteration)
270 +85.1 % -2.8 % +1.1 % (¥ iteration)
285 +95.6 % -1.3% +1.1 % (¥ iteration)
300 +96.2 % -0.7% +1.1 % (?'iteration)
315 +96.7 % -0.6 % +1.1 % (?'iteration)
330 +95.4 % -0.6 % +1.1 % (? iteration)
345 +93.2 % -1.0% +1.0 % (d iteration)

*givenas a percentage of Gu=0.033(the average Gy of one blade of the baseline VAWT)
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Throughout Figure 6-10(a) to (x) the red and green curves represent baseline and
optimised blade performance respectively. The value of ° given is the azimuthal
position of the snapshot used for that particular case. The change inlblade Cu-at-
shapshot position has been marked in yellowso it can be readily observed.
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(d, © =45°), (Left) Cm vs Azimuthal Angle of blade, (Right) VAWT G vs Azimuthal angle
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(9, =90°), (Left) Cm vs Azimuthal Angle of blade, (Right) VAWT G vs Azimuthal angle
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(, © = 135°)(Left) Cum vs Azimuthal Angle of blade, (Right) VAWT G vs Azimuthal angle
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(m, ° =180°) (Left) Cm vs Azimuthal Angle of blade, (Right) VAWT G vs Azimuthal angle
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(p, © =225°), (Left) Cw vs Azimuthal Angle of blade, (Right) VAWT G vs Azimuthal angle
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(s, =270°), (Left) Cw vs Azimuthal Angle of blade, (Right) VAWT G vs Azimuthal angle
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(t, © = 285°), (Left) Cw vs Azimuthal Angle of blade, (Right) VAWT G vs Azimuthal angle
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(v, " =315°)(Left) Cmvs Azimuthal Angle of blade, (Right) VAWT G vs Azimuthal angle
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The blade geometries corresponding to Figure 6-10are shown in Figure 6-11(a) to
(x).

Throughout Figure 6-11(a) to (x) the colour contours are of non -dimensional static
pressure. The value of* given is the azimuthal position of the snapshot used for that
particular case. The blade geometries are shown at the 0degree azimuthal position
for all cases. The top surface corresponds to the outside of the turbine, and the
bottom surface corresponds to the inside of the turbine (towards the shaft). For the
baseline blade these contour plots would show a zero fixing angle, but the optimised
blades tend to have slight non-zero fixing angles

‘=159

g fa—

Non-dimensional Static Pressure

-1 075 -05 025 0 0.25 05 075 1

(c,* =30° (d, " =45°)

Non-dimensional Static Pressure
-1 075 -05  -D25 0 025 05K 075 1

‘= 60°) ‘=759

Non-dimensional Static Pressure

-1 -O.T5 -085  -028 0 025 05 078 1

132



(m, © =180°) (n, " =195°)




Non-dimensional Static Pressure

-1 -075 05 -025 0 025 05 075 1

= 270°) = 285°)

Non-dimensional Static Pressure

-1 -075 05 -025 0 025 05 078 1

= 300°) = 315°)

Nondimensional Static Pressure

-1 -075 05 025 0 025 05 078 1

Non-dimensional Static Pressure

-1 -075 05 -025 0 025 05 075 1

Figure 6-11(a) to (x) - 1 Snapshot ISV Optimisation, Resulting Blade Geometries

Some major observations about the results are as follows:
1 Most of the cases reached and surpassed the maximum VAWT average gwithin
10 process iterations, but 4 upwind cases needed additional iterations

(suggesting higher aggression could have been useful). Case 15 and Case 30
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results exhibited behaviour of excessive aggression, where the resulting blade
shapes are distorted (see Figure 6-11(b) and (c)) compared to the rest of the
cases. Elsewhere the aggression levels appeareduitable. This indicates the
aggression level used (seeSection 6.3.2 was generally appropriate and a good
compromise/ balance on considering all cases

For cases where maximum VAWT average fewas reached earlyon (within 1 to 4
iterations), some were re -run at lower aggression levels to find out if the peak
performance (for that case) was being missed due to overaggression These re
runs showed that only a very smallincrease to the peak performance would be
seen by reducing aggression for those cases.

In all the cases significant increases to Xblade-Cw-at-snapshot (and the
surrounding region) are observed. This is significant and for the majority of cases
the instantaneous Cv increases by more than 70%or 80% of the baselineaverage
Cwm value for one blade. This demonstrates that the optimiser is correctly
pursuing the goal that it is programmed to do in a highly effective manner.
Regionsaway from the snapshot position tend not to be improved, and this is
because no optimisation data is considered away from the position of the single
snapshot.

A certain increase to I-blade-Cwu-at-snapshot does not necessarily translate to an
improved average VAWT G (or Cp) of the same magnitude, because the
localised improvements (at the snapshot position) tend to carry a penalty on the
opposing side of the turbines revolution

Modest improvements to the average VAWT G are seen, but a positive
improvement is in fact achieved for all cases exceptfor Case 180. The best
average VAWT @ achieved is around 36%, and this is similar to that achieved in
the Single-Blade method.

A major conclusion about this could be that single-snapshot optimisation may
not be likely to yield large improvements to the average VAWT @, and a mult-
snapshot approach may be necessary This of course heavily depends on how
sub-optimal the starting design is; perhaps for the VAWT in the present example

the NACAOO018 is alreadyelatively close to the optimum (at the TSR studied).
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A significant benefit of reducing the cyclic load fluctuation is seen for most of the
downwind snapshot cases, whilst the average G is also improved slightly. This
offers great value for designingto reduce fatigue loads and can beachievedvery
quickly and without the need for any control systems (active or passive).

Some peculiar cases occur such as Case 0 and Case 180. These are when the AoA
is rapidly changing from positive/negative, and where the instantaneous Gy is
very low. It appearsthat in these locations the sensitivity data is not valuable, and
that an increase to the Cw-at-snapshot is largely detrimental to the VAWT
average Gu. This is because the flow regimes at these azimuthal positions are
peculiar, so optimising for them is not beneficial for the majority of the
revolution.

Another interesting result is for Case 0, which has a blade geometry resembling
the downwind snapshot cases. This is likelyto be due to hysteresis, where the
flow field experienced at O degrees azimuthal is largely dominated by typical
downwind effects.

Upwind snapshot cases generally improve the Cu over the upwind but
deteriorat e in the downwind. The resulting geometries for these cases tend to
exhibit a negative camber.

For upwind cases (Cases 45, 60,7%0), before the torque peak (at ~100degrees),
significant increases to the peak Cv magnitude are seen, and alsdor the negative
peak magnitude in the downwind that follows. For upwind cases (Cases 105, 120,
135) after the torque peak (at ~100degrees), only a small change is seen to these
peak/trough magnitudes.

There is a very large consistency acrosgshe downwind snapshot casesexhibiting
almost the same average G improvement and similar Cwu-at-snapshot
improvements. The resulting geometries for these cases tend to exhibit a
positive camber.

Downwind cases (Cases 195345) all improve the Cwm in the downwind, while
deteriorati on is seen in the upwind. This reduction of peak magnitudes is
responsible for the reduction in load fluctuations ( potential fatigue damage)

already mentioned.
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1 For all snapshots (upwind and downwind) , the camber of the resulting blade
geometries appears to be focused toward the trailing edge in the aft quarter of
the blades chord length.

1 The Esnapshot results suggestthat morphing blade technologies could offer an
appropriate means of pursuing the optimum blade shapes continuously through
the cycle. If the blade shape can be changed in accordance with the resulting
geometries shown above, then the large improvements to Gu-at-snapshot could
potentially be realised without suffering from the upwind/downwind

performance paradox (see Section 5.4.3 which is experienced for fixed blades.

The results of the ksnapshotinvestigation using the ISV methodshow that the semi-
transient Adjoint based optimisation process can be successful in improving the
average power coefficient of a VAWT. The results provide insight into how the
snapshot position effects the VAWT blade performance, which is of value in
informing the multi -snapshot investigation of Chapter 7. Discussion of the blade
geometries and aerodynamics behind these performance effects are now provided
in Section 6.4.2

Some key limitations exist which should be noted regarding the method presented
here and these are discussed in Section8.1

6.4.2 Aerodynamic Analysis for ISV, I-snapshot Optimisation

As has been seen in Section6.4.1 the results from cases with upwind snapshot
locations and downwind snapshot locations form two distinct groups. The following

discussion considers the aerodynamics in detail, of a representative case from each
of these groups.

Figure 6-10 (g) (shown previously) is the graph of the Cwv as a function of the
azimuthal angle for Case 90 which is the representative upwind case. The
contribution from only one of the two blades is shown on the left and the combined
effect of both blad es is shown on the right. After 10 iterations a 46% increase was
made to the 1-blade-Cu-at-snapshot (as a % 0f0.033, theaverage G of one baseline
blade), and a 2.8% increase to the average VAWT §(Cp) was made (seeTable 6-5).
The blade geometry that gave this improvement has been presented inFigure 6-11
(g). The blade has a toeout fixing angle of 0.6°, a maximumnegative camber of (-)
0.8% chord located at 76% chord (towards the trailing edge), and a thickness
reduction of 0.5% compared to the baseline NACA0018 bladelf the optimisation
process is continued further after the best average Cwv was passed, the iblade-Cu-
at-snapshot kept increasing to 87% after 15 iterations.
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To analyse the aerodynamics implications of this blade geometry,Figure 6-12shows
the streamlines (which are coloured by the non-dimensional static pressure) for the
resulting optimi sed blade (Case 90), as well as the baseline NACA0018 blade when
at the snapshot position of 90° azimuthal angle. The corresponding surface pressure
coefficient plots are presented in Figure 6-13 The surface pressuresplots for the
Case 90 blade show a weaker negative pressure on the suction side, at the leading
edge. The increased fixing angle means that less curvature is required to pass
around the leading edge. This decreases the leading edge suction but allows a
greater suction to be maintained along the mid-span and further aft approaching
the trailing edge. Towards the aft region, the positive pressure on the top surface is
greater than the baseline blade because of the camber. A high pressure zone can be
observed as the flow is slowed down by the cambered tail on the top surface of the
Case 90blade. This is coupled with aslightly greater suction magnitude that persists
towards the trailing edge, such that a more favourable magnitude and direction of
the pressure gradient is achieved. In addition, the trailing edge geometry slightly
changes the size and shape of a small recirculating region but the effecton the
surface pressures is minor.

Figure 6-14 shows the streamlines (which are coloured according to the non -
dimensional static pressure), and Figure 6-15shows the surface pressures for the
resulting optimised blade for Case 90, at the position of 270° azimuthal angle. This is
the opposite location in the cycle to where the snapshot was taken. Note: this should
not be confused with infor mation relating to the Case 270 resulting blade x the
analysis at positions of 90° and 270° azimuthal angle will be repeated in due course
for Case 270 which is the representative downwind case.

At the position of 270 azimuthal angle, the optimised blade (Case 90) negative
camber is not beneficial becausein this position the lower surface is the pressure
surface. The Case 90 blade has a weaker negative pressure/suction peak at the
leading edge than the baseline blade, and this remains weaker towards the ma-span
which is due to the effect the fixing anglehason the AoAat this position. The larger
suction and pressure region located at 0.8 chord (Figure 6-15 corresponds to the
position of maximum camber. The net effect is that the Case 90 blade produces
slightly less torque at 270 degrees azimuthal angle, and indeed across the downwind
region.
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Figure 6-12- VAWT blade streamlines (coloured by the non  -dimensional static pressure) at
90° azimuthal angle. (Top) Resulting blade from Case 90. (Bottom) Baseline blade
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Figure 6-13- Case 90 VAWT blade surface pressure coefficient at 90° azimuthal angle

139

Non-dimensional Static Pressure



Figure 6-14- VAWT blade streamlines (coloured by the non  -dimensional static pressure) at
270° azimuthal angle. (Top) Resulting blade from Case 90. (Bottom) Baseline blade
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Figure 6-15- VAWT blade surface pressure coeff icient at 270° azimuthal angle
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The above discussion regarded the aerodynamics of the resulting blade from Case
90, at two azimuthal angles (90 and 270). Case 90 was the representative upwind
case. Similarly, Case 270the representative downwind case is now discussed.

Figure 6-10 (s) (shown previously) is the graph of the Cwm as a function of the
azimuthal angle for Case 270 which is the representative downwind case. The
contribution from only one of the two blades is s hown on the left and the combined
effect of both blades is shown on the right. The blade geometry after 10 iterations
has been presented in Figure 6-11(s). The blade has a toeout fixing angle of2.2°, a
maximum camber of 3.4% chord located at 0.75% chord (towards the trailing edge),
and a thicknessreduction of 3.8% compared to the baseline NACAO0018 bladeAs per
Table 6-5, Case 270 provides a significant increase tothe lblade-Cwu-at-snapshot
after 10 process iterations - an 85% increase @s a % 0f0.033, the average Gu of one
baseline blade) was made. If the optimisation process is continued further after the
best average Gu is passed, the iblade-Cu-at snapshot kept rising to 130% by 15
iterations. At 10iterations the average Gu has deteriorated past its maximum for this
case which was just 1.1%t iteration 2.

To analyse the aerodynamics implications of this blade geometry,Figure 6-16shows
the streamlines (which are coloured according to the non-dimensional static
pressure) for the resulting optimised blade (Case 270), as well as the baseline
NACAO0018 blade when at the snapshot position of 270° azimuthal angle. The
corresponding surface pressure coefficients plots are presented in Figure 6-17 The
surface pressures plots for the Case 270 blade show much greater magnitudes of
both the positive pressure and negative pressure along the respective surfaces, in
comparison to the baseline blade. Even at the leading edge, where the difference in
geometry is minor there is a large difference in the pressure coefficient - the
substantial mid/trailing edge camber has a significant impact on the flow elsewhere.
The increased AoA at this position also means that greater curvature is required to
pass around the leading edgewhich contributes to the greater suction . The camber
then allows suction to persist further down the chord. Towards the aft region, the
positive pressure bump on the top surface is greater than the baseline blade due of
the camber concentrated around 0.8 chord length. Note that at this position (270
azimuthal angle), the lower surface is the pressure surface such that the camber
can provide this effect. The trailing edge geometry enlarges the small recirculating
region which slightly effects the surface pressures, but this effect is small compared
to overall aerodynamic benefits of the geometry.
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Figure 6-16- VAWT blade streamlines (coloured by the non  -dimensional static pressure) at
270° azimuthal angle. (Top) Resulting blade from Case 270. (Bottom) Baseline blade

——Case 270 Blade WAWT — . =Baseline wWawWT
1.50

1.00

0.50 %

0.0o

-0.50

Pressure Coefficient

-1.00

-1.50

1] 0.2 0.4 0.6 0.8 1

Chordwise Position

Figure 6-17- Case 270 VAWT blade surface pressure coefficientat  270° azimuthal angle
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Non-dimensional Static Pressure

Figure 6-18- VAWT blade streamlines (coloured by the non  -dimensional static pressure) at
90° azimuthal angle. (Top) Resulting blade from Case 270. (Bottom) Baseline blade
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Figure 6-19- Case 270 VAWT blade surface pressure coefficient at 90° azimuthal angle
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Figure 6-18 shows the streamlines (which are coloured according to the non-
dimensional static pressure), and Figure 6-19shows the surface pressures for the
resulting optimised blade for Case 270, at the position of 90° azimuthal angle. This is
the opposite location in the cycle to where the snapshot was taken.

At the position of 90 azimuthal angle, the optimised blade (Case 270) positive
camber is not beneficial. The Case 270 blade has a weaker negative
pressure/suction peak and a weaker positive pressure at the leading edge than the
baseline blade. Ths reduction in pressure gradient persists well past the mid chord
until the cambered trailing edge is approached. A deterioration in torque is found at
90 degrees azimuthal angle and across the upwind regionin general.

The conclusions that can be drawn from the discussion are as follows:
1 The upwind and downwind representative blades both have a slight toe outfixing

angle (see Figure 18), despite having opposingcambers (negative camber and
positive camber respectively, seeFigure 7). This reducesthe upwind AoAwhich
means that the blade does not see such a large maximum AoA and thus
decreasing the tendency of flow separation. This toe-out fixing angle increases
the downwind AoA which increases the lift/tangential force in the downwind
region. Due to the lower nominal AoA range in tke downwind region this does not
risk the blade reaching its stall anglethere . This conclusion is consistent with the
study of Gosselinet al. (2013).

1 Downwind cases caus significantly reduced fluctuations in the aerodynamic
loads. This is due to the blades positive camber, which reduces the upwind peak
whilst the average Gu is maintained via downwind improvements. These cases
therefore offer a route to optimising a VAWT for reduced fatigue d amage.

1 Relatively small blade geometry changes have a large effect othe instantaneous
performance. Case 90 for instance has a very small fixing angle change-0.6°),
camber (-0.8% chord), and thickness change (-0.5%), yet this can significantly

increase the Cy at the snapshot position.
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6.5 Concluding Remarks on 1 -Snapshot Optimisation , ISV
Method

The results show that the semi-transient Adjoint based optimisation method can be
applied directly to a VAWT model with successat improving instantaneous Cy, and
average Gu (Cp), and also reducing fluctuating loads. The algorithm/script required
Is more complex than for the Single-Blade method, but an intermediate Single-Blade
model is not required which aids simplicity in another way. Optimisation run times
are significantly longer for the ISV method due to model size, and because more
cycles arerequired for a periodically converged solution.

The ISV method with 1 Adjoint snapshot per revolution has produced blade
geometries which significantly increase the instantaneous Cv around the snapshot
location, across the range of the 24 cases studied.The results also show that the
method can increase the averageCw (Cp) and can greatly reduce the aerodynamic
loading while maintaining the VAWT average power coefficient This carries a large
value for designers since the fatigue loading of VAWT structures is reduced when
there are smaller peaks/troughs in the aerodynamic load variation. This method can
therefore be used to address the significant structural challenge of fatigue, which
has been highlighted in the literature (MacPhee & Beyene, 2018).

Similar conclusions can be drawn to those presented in Section 5.5 regarding the
geometry trends found in upwind snapshot cases (negative camber) and downwind
shapshot cases (positive camber) . In the upwind region, the Single-Blade model
gives a good prediction of the VAWT flow field, and therefore similar sensitivity
vectors and resulting blade geometries are seen for upwind cases (such as Case 90)
with the ISV method. Case 270 shows a level of similarity but also some
disagreement (between the ISV and SingleBlade methods), which is due to the
challenges of representing the downwind flow field with a Single -Blade model (as
discussed in Section 5.3. The upwind/downwind design paradox is observed again
in the ISV results, because benefits to performance in the upwind region tended to
carry detriment to the downwind region, and vice versa.

The resulting novel VAWT blade show, for each azimuthal position, what geometric
features will improve the instantaneous blade torque. These blade geometries have
been discussed regarding how their specific shapes prove to be favourable,
aerodynamically. These results therefor e could be directly useful for control system
applications, providing the basis for an active control geometry profile that
maximises the Cv continually at each azimuthal angle of the turbine. Furthermore,
this set of desired geometries can be very efficiently determined using this semi
transient Adjoint based method.
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The objective for ISV optimisation was specified as +0.033 Gu. This appears to be
more appropriate than the approach of specifying the objective as a percentage of
the instantaneous Cv value (discussed In Section5.3.2 as was done in the Single
Blade optimisation. Section 6.3.2 has described the rationale for specifying the
objective in this fashion for the ISV method.

The necessary details of setting up the Adjoint module have beendetermined and
presented, including an aggression study which is a critical factor in making a
correctly functioning optimisation process. This guidance provides a basis for the
methodology to be readily adopted by the CFD community.

Importantly, this chapter has shown the effectiveness of Adjoint methods at
producing novel blade geometries that provide significant aerodynamic benefits to
VAWTSs This provides confidence and curiosity about the future benefits that could
be seen by employingAdjoint methods in this way. The main drawbacks of the ISV
method are discussed in Section 8.1
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7/ MULTIPLE-SNAPSHOT OPTIMISATION

This chapter explores how the optimisation process results can be influenced by

combining more than one snapshot per VAWT revolution. In this investigation, both

the number of snapshots per revolution, and the position of those snapshots are

varied. The ISV method will be used as the platform of this investigation as it provides
the more accurate flow field (compared to the Single-Blade method) and therefore

the most valid sensitivity data at each snapshot.

7.1 Multi -Snapshot Investigation with  the ISV Method
7.1.1 Philosophy of the Multi -Snapshot Investigation

This multi -snapshot section builds on the material of Section 6.4where a ksnapshot
investigation was presented (studying the effect of snapshot position on the
outcome of the optimisation process ). The goal of the present study is to achieve
greater improvements to the average Gu (Cp) of the turbine, than what wasachieved
using just snapshot per revolution.

The number of possible cases that could be studied with multi ple snapshots is very
large because there are many different combinations of snapshot number and
snapshot location. It is therefore desirable to devise a strategy for economising on
the number of casesto reduce CPU cost of the gudy. The results and conclusions
of the 1-snapshot investigation in Section 6.4.1are used to help form this strategy
and make it less arbitrary. The lsnapshot results showed that using Adjoint
sensitivity data from some locations did not lead to benefits in the VAWT
performance , and so the multi-snapshot study will not use Adjoint snapshots from
the areas listed in Table 7-1 Discounting snapshots within these ranges helps to
reduce the number of possible cases to test. The next consideration to help
streamline the investigation is the number of permutations to include for inter-
snapshot spacing. To help illustrate this, Figure 7-1shows three arbitrary snapshot
positions marked on a VAWT blade performance curve.

An arbitrary spacing of 45 degrees is shown inFigure 7-1which is wide enough such
that each snapshot has a significantly varied flow field. If several snapshots were
taken with a much smaller spacing this would offer little benefit compared to just 1
shapshot in that region. This is because the sensitivity daa will be similar for each
snapshot if all of them are close together. Inthe present study, an initial minimum
shapshotspacing is therefore chosen as 15 degreess this is judged to be sufficiently
large to capture significant variations in the flow field between snapshot positions.
This ensures the combination of sensitivity data from multiple snapshots is
worthwhile.
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Table 7-1- Exclude d Snapsho t Positions from Multi  -snapshot Study

Azmuthal Ande

Reasonfor excluding this region from multi -snapshot cases

Range(degrees)

170-190 Case 180 (Table 6-5) showed a deteriorated average Gu. The
flow field at, and nearthis position is peculiar compared to the
majority of the cycle. This isbecause the AoA is around zero
and is changing rapidly.This region only lasts for a short while
and also bears only a small magnitude of Cv and therefore
makes only a small contribution to value of average Cw.
Optimising for this flow field would therefore not be valuable
while detracting from performance in t he more important
regions of the cycle.

350-10 This region also bears only a small magnitude of & and
therefore a small contribution to the value of average Gu.
Optimising here would also detract from the high Cwm regions
elsewhere in the cycle.
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Figure 7-1x VAWT Performance Curve with Multiple Snapshots Marked
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Another key choice is how many snapshots to consider- a range of cases up to a
maximum of 12 snapshotger revolution are explored in this thesis. The optimisation

algorithms could be configured for more snapshots, but in this thesis the scope is
restricted to a maximum of 12to make the case load more manageable

Having made these initial decisions to reduce the study size, a large number of
possible cases stillremain. To tackle this, the multi-snapshot study is divided into
'‘Waves' whereby each subsequent wavexplores a new route of investigation so that
subsequent waves can choosemore appropriate cases to study. Each wavebuilds
on the progress of previous waves and comprises a subsection of this chapter as
follows:

1 Wave 1. A selection of 2, 4, 6 and 12 snapshot cas@® run as an initial searchfor

promisingcases.j ~{ ©{ woO{ w©w¥° ywala z -8 zywa¥<&l!D
1 WaveZ2: Exploring caseswith snapshotsfocussed on the downwind region.
1 Wave 3: Exploringcases with snapshots focussed on theupwind region.

1 Wave 4: A refined selection of cases derived from the results of previous waves.

7.1.2 Wave 1l

The first wave explores both the number of snapshots, as well as the snapshot
position. The snapshot positions are referred to by their azimuthal angles around
the turbine s revolution. Table 7-2 shows the range of initial cases used these
provide a coarse scan of the solution space so that the results canlater guide a set
of more refined cases with parameters closer to the most successful ones.

The caselDsrepresent the wave (W#), the number of snapshots used (N#), and an
identifying letter for each case. The 2-snapshot casesin Wave Imaintain a constant
inter -snapshot spacingof 180 degrees while incrementing the snapshot positions
through the cycle. Figure 7-2 illustrates this by showing the snapshot locations for
the first four 2-snapshot cases The same approach is used for the 4, 6 and 12
shapshot caseswith the pairs of upwind/downwind snapshots being spaced 180
degrees apart.

The ISV optimisation process was run in the same way as that described in Chapter
6, except of course for the snapshot permutations. The details of the optimisation
process itself will therefore not be recounted here and the focus of the present
chapter is to explore the results of the cases rather than the methodology. The
optimisation cases were run until a maximum value of the average VAWT (z was
reached. Table 7-2 shows the resulting improvements for each case alongside the
case details (snapshot positions).
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Table 7-2 -Wave 1 Initial Cases

Case ID

Number of

Snapshots, N

Snapshot Positions (degrees)

Improvement to VAWT

average Gu

(Process lterations)

WIN2v | 2 15, 195 1.7 %4 iterations)
WINX 2 30, 210 2.4 %(4 iterations)
W1N2a |2 45, 225 5.8 %(33iterations)
WIN2b |2 60, 240 3.7 %(16iterations)
WI1N2c |2 75, 255 3.3 %(13iterations)
WIN2d |2 90, 270 2.1 %(8 iterations)
WI1N2e |2 105, 285 1.3 %8 iterations)
WLINDf 2 120, 300 1.3 %6 iterations)
WIN2g |2 135, 315 1.4 %(7 iterations)
WI1INZ 2 150, 330 6.5% (28 iterations)
WI1NZ 2 165, 345 3.5 %(4 iterations)
W1N4e |4 30, 90, 210, 270 5.1% (20 iterations)
W1N4a |4 45, 105, 225, 285 2.6 %(14iterations)
WIN4b |4 60, 120, 240, 300 2.1 %(10iterations)
W1N4c |4 75, 135, 255, 315 2.2 %(1literations)
WI1N4d | 4 90, 150, 270, 330 3.2 %(16iterations)
W1N4f 4 105, 165, 285, 345 4.9% (13iterations)
WI1N6a |6 45,75, 105, 225, 255, 285 2.6 %(13iterations)
WIN6b | 6 60, 90, 120, 240, 270, 300 2.0 %(8 iterations)
WIN6C | 6 75, 105, 135, 255, 285, 315 1.7 9% 1literations)
WI1IN6d |6 90, 120, 150, 270, 300, 330 1.8 %(9 iterations)

Table 7-2 continues on the next page
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Table 7-2 Continued

WI1N12a | 12 15, 45, 75, 105, 135, 165, 2.3% (6 iterations)
195,225, 255, 285, 315, 345
W1N12b | 12 10, 40, 70, 100, 130, 160, 2.0 % (6 iterations)
190, 220, 250, 280, 310, 340
WI1IN12c | 12 20, 50, 80, 110, 140, 170, 10.3% (30 iterations)
200, 230, 260, 290, 320, 350
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The results of the Wave linitial cases showed thatthe greatest improvement was
reached with 12 snapshots, although some of the2-snapshot casesalso performed
well. The improvements are a comparison of the VAWT average @ to the baseline
VAWT which used NACAQ0018 blades Rezaeiha et al. Vol 107, 20L7Discussion of
these results will first focus on the initial 2-snapshot cases.

Case WI1N2a reacheda 5.8% increase to the average Gu with one upwind (45
degrees) and one downwind (225 degrees) snapshot. This could mean that the
sensitivity data from these specific snapshotlocations is very effective for improving
the averageCw on this turbine . Snce the 4-snapshot case W1Ma (45, 105, 225, 285)
contained both the 45 and 225 degree snapshots while reaching only 2.6 %
improvement, this suggests the 105 and 285 degree snapshots are less beneficial
Case W1IN6445, 75, 105, 225, 255,85) also contained both the 45 and 225 degree
shapshots but also reached only 2.6 % improvement.This also suggests that the
inclusion of additional snapshots did not provide benefit and may even 'dilute’ the
positive effect of the 45 and 225 degree shapslots.

Similarly, case W1N2yeached a6.5%increase to the VAWT averageCw with 150/330
degree snapshots while cases W1Nid and W1N6d produced smaller improvements
despite also including the 150/330 snapshots. This agrees with the argument that
some regions of the cycle provide very beneficial sensitivity data while other regions
do not.

The initial 4, and 6 snapshot casesgenerally had aresulting blade geometry which
was characterised by a slight positive canber and a slight improvement to the

average VAWT . These characteristics are synonymous with the single-snapshot
caseswhere the snapshot position is located in the downwind region (see Figure
6-1). Figure 7-3 shows the resulting geometries from a representative 4 snapshot
case, and a representative 6snapshot case. The resulting geometries from all 4
shapshot casestested are relatively similar, and the same is true for the 6 snapshot
cases The resulting camber is less pronounced than that seen for the single
downwind snapshot cases (see Figure 6-1) due to the presence of the upwind

snapshots which acts as a counterbalance Table 7-2 shows that in these 4 and 6
snapshot cases the number of upwind and downwind snapshots are equal. These
considerations indicate that the downwind snapshots have predominated over the

upwind snapshots to produce this slight positive camber effect.
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Figure 7-3 - (Left) Resulting geometry from Case W1N4 a; (Right) R esulting geometry from
Case W1N6a (contours are of non -dimensional static pressure)

There were many initial casesusing 2-snapshots, most of which gave similar results
to the 4 and 6 snapshot cases that have just been discussedThis again suggests
there are large ranges of snapshot positions that do not provide much benefit to

improving the average VAWT . A Bw 2 snapshot cases however provided a
significant increase to the performance . This means that a smaller range of snapshot
positions tended to be highly effective at contributi ng to the increase of average
VAWTC.

7.1.2.1 Early 2-Snapshot Cases

As shown in Table 7-2, Case W1N2a with 45/225 degree snhapshots, providg an
increase of 5.8% to the average VAWTCw. This is a reasonable improvementupon
the best case that was achieved using singlesnapshot optimisation (namely 3.6%,
see Table 6-5). Interestingly, the geometry produced by this case (W1N2a)exhibits
a slightreflex camber as can beseen inFigure 7-4; this means that a positive camber
is exhibited around the mid-chord and towards the 3/4 chord region, before then
transitioning into a negative camber at the trailing edge.

It is desirable to determine which of the snapshots (45 or 225 degrees) has the most

positive influence on the optimisation for Case W1NZ2a.Therefore, some additional

2-snapshot follow-up cases are madewithin Wave 1 recalling that in Wave 1 the
shapshot positions are varied in 15 degree increments Table 7-3 lists these follow-

up cases, firstly with cases preserving the 45 degree snapsha while varying the

downwind one; and secondly preserving the 225 degree snapshot while varying the
upwind one.
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Figure 7-4 - Resulting geometry from Case W1N2a
(contours are of non -dimensional static pressure)

Table 7-3 - Wave 1 Follow-up Cases (i)

Improvement to VAWT
Case ID ST]Z?S?&SN Snapshot Positions (degrees) average Gu

(Process lterations)
WIN2j |2 45, 210 4.4 % (16iterations)
WI1N2a*| 2 45, 225 5.8% (33 iterations)
WIN2k |2 45, 240 6.8 % (42 iterations)
WIN2I |2 45, 255 7.2 (48 iterations)
WIN2m | 2 225, 30 2.1 %(4 iterations)
WIN2n |2 225, 60 3.5 %(14iterations)
WI1N20 |2 225,75 3.2 %(12iterations)

*Wave 1 case shown previously but the result is repeated here foreference
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The results in Table 7-3 show a few thingsworth noting . Cases 'm', 'n' and 'o’, all vary
the upwind snapshot position away from 45 degrees, and all of these provide less
improvement to average the VAWT Gy compared to Cases ', 'k' and 'lI'which
preserve the 45 degree snapshot This demonstrates that the 45 degree position is
the best choice for the upwind snapshot out of these cases. The best choice for the
downwind snapshot was then shown to be 255 degrees. CasaN1N2| has increased
the average VAWT @ (Cp) by 7.2% by combining 45 255 degree snapshots.This is
closely followed by Case W1N2kwith 6.8% and snapshots at 45240 degrees; both
cases showed a sustained gradual improvement over many process iterations. Mt
cases so far have reachedtheir peak Cwv after around 10 or 15 iterations, but these
casesrequired over 40 iterations. The multi-snapshot approach tends to require
more process iterations (than the single-snapshot approach), and this is because
the upwind and downwind sensitivity data tend to oppose each other to some extent
(see Figure 6-9), thus creating a cancellingout effect so that shape morphing
deformations are smaller in each process iteration . Also, a more greatly improved
blade (i.e., cases W12Nk and W12NRill intrinsically require more process iterations
to reach the maximum value, as only a small increase is madeduring a single
iteration .

Cases W1N2k and W1N2lboth exhibited a reflex camber effect in their resulting
blade geometries (see Figure 7-5), in a similar fashion to CaseW1N2a (seeFigure
7-4). There is a subtle difference between the two blade shapes and this key
difference should be highlighted as it causes different aerodynamic behaviour. Blade
W1N2k has gpredominantly positive camber (0.8% at its greatest), starting from the
leading edgeand reachingall the way up to the position of 90% chord, before a reflex
is seen so that the remaining 10% of the chord length has a slightnegative camber
(-0.2% at its greatest). On the other hand, for blade W1N2 only a small positive
camber (less than 0.1% at its greatest) ispresent between the leading edge up to
the reflex point around 72% chord . The regative camber predominates and occupies
the trailing 28% of the blade, with its maximum (-0.7%) positioned around 91%
chord. The key difference between these cases is whether the reflex camber is
predominantly characterised by positive or negative camber.
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Figure 7-5 - (Left) Resulting geometry from Case W1N 2k. (Right) R esulting geometry from
Case W1N2I(contours are of non -dimensional static pressure)

Previously, Sction 6.4 described the effects that camber has on the shape of the
performance curve of aturbine blade. These effects canagainbe observed in Figure
7-6 and Figure 7-7 which show the Cw as a function of azimuthal angle for blades
W1N2k and W1N2IThe blade with predominating positive camber (W1N2k) shows
increased Cw over the downwind region, and the blade with more predominating
negative camber (W1N2l) shows increased G over the upwind region. While both
of these blades produced a good increase to average VAWT § via a reflex canber
geometry, it is interesting to observe this key difference. Furthermore, this
difference is a product only of changing the downwind snapshot position from 240
degrees to 255degrees.
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Amore detailed aerodynamic discussion of similar aerofoil s to these cases(namely,
Case W4N2dand Case W4N12pis deferred to Section 7.1.6so that all the results of
the multiple snapshot casescan first be discussed.

7.1.2.2 Late 2-Snapshot Cases

As can be seen inTable 7-2, CaseW1N2y with 150/330 degree snapshots, provided
an increase of 6.5% to the average VAWT (& This is a reasonable improvement on
the best case that was achieved using singlesnapshot optimisation (namely 3.6%,
see Table 6-5).The geometry produced by this case (W1N2y)againexhibits a reflex
camber as can be seen inFigure 7-8; in this case a slight positive camber(0.5% at its
greatest) is seen between 0.25c and 0.75c, which then reflexes into a negative
camber (-0.9% at its greatest) over the trailing edge from 75% chord onwards.

It is desirable to determine which of the snapshots (150 or 330 degrees) has the
most positive influence on the optimisation for Case W1N2y. Therefore, some
additional 2-snapshot follow-up cases are made within Wave 1Table 7-4 lists these
follow-up cases, firstly with cases preserving the 150 degree snapshot while varying
the downwind one; and secondly preserving the 330 degree snapshot while varying
the upwind one.

The results in Table 7-4 show that if the upwind snapshot is moved away from 150
degrees, the increase to the average Gy becomes much smaller. Also,it is found that
the improvements can be greater if the downwind snapshot is moved to 300
degrees.

The pairing of 150/300 degree snhapshots was less effectivethan the pairing of
45/225 degree snapshots and was also far more sensitive to slight changes in
snapshot location. These investigations have therefore shown the vale of doing a
Uyt -02{ a{woy~U || «~{ 2} £-« | ¥ 28wy{B
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Figure 7-8 x Resulting geometry from Case W1N2y
(contours are of non -dimensional static pressure)

Table 7-4 x Wave 1 Follow-up Cases (ii)

Improvement to VAWT
Case ID Sﬁ::sizrt:,fN Snapshot Positions (degrees) average Gu
(Process lterations)

WIN2p |2 150, 300 6.9% (31literations)
WI1N2q | 2 150, 315 6.8% (3literations)
WI1N2y* | 2 150, 330 6.5% (28 iterations)
WI1N2r |2 150, 345 6.4% (32 iterations)
WI1N2t | 2 135, 330 1.%% (7 iterations)
WI1N2u |2 165, 330 3.4% (4 iterations)

* Wave 1 case shown previously but the result is repeated here for clarity.
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7.1.2.3 12Snapshot Cases

Regarding the 12snapshot cases, Case W1Nl1l2eached a 103% increase to the
average Gu, whereas the other two 12-snapshot cases (W1N2a and W1N12b)
produced an increase of around just 2%. These three 12snapshot cases are the only
cases that could be run whilst maintaining a constant inter -snapshot spacingof 15
degrees and also avoiding the excluded regions set out in Table 7-1 Figure 7-9 shows
the Cw as a function of azimuthal angle for the W1N12c bladeéA typical behaviour of
a downwind snapshot case is observed here; the downwind performance is
enhanced while the upwind performance deteriorates. The geometry of the blade
resulting from W1N12c is shown inFigure 7-10 and the positive camber seen here
aligns with these trends in the upwind/d ownwind performance from Figure 7-9.

This geometry is interesting because it is unlike any of the blades seen so far from
either the single-snapshot cases, or the 2, 4and 6 snapshot cases. While the
previously discussed blades showed a small thickness change (compared to the
baseline blade), a slight fixing angle change, and a large (positive or negative)
camber, this W1N12c blade is mainly characterised by a significanthickness
reduction. It is 36% thinner than the NACAO0018 baseline blade, and this is
accompanied by a toe-out fixing angle (see Figure 1-8) of 1.7 degrees. A positive
camber is seen reaching its maximumvalue (1.7%) at53% chord. This camber isalso
unusual compared to previous blades where the camber tends to be focussed in the
trailing quarter of the chord length. For the other 12 snapshot cases (W1N12a and
W1N12b) the resulting blades look like typical-downwind -snapshot cases, exhibiting
some positive camber and only a small thickness change, and not yielding a very large
performance increase.

Further consideration of additional 12 snapshot cases is given in Wave 4 (Section
7.1.%, and more detailed aerodynamic discussion of this blade is deferred to Section
7.1.6
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Figure 7-9 - Performance of Case W1N12c¢ with Adjoint -Optimised Geometries . (Left) Cwm vs
Azimuthal Angle of 1 -blade, (Right) VAWT Cp vs Azimuthal angle

Figure 7-10 x Resulting B lade Geometry from W1N12c
(contours are of non -dimensional static pressure)

7.1.3 Wave 2

The Wave lresults showed that a good improvement to the average Gu could be
reached by using snapshots equally distributed across the upwind and downwind
regions. Wave 2has the purpose of testing the effect of focussing optimisation data
in the downwind region. To do this a series of 4-snapshot caseswere used with
either 3 or all 4 of the snapshots located in the downwind region. These results will
also show whether a multi-snapshot approach covering a range of azimuthal
positions in the downwind is more advantageous than just 1 single downwind
shapshot (i.e., a comparison to the results of Cases B5-345 from Section 6.4.).
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Wave 3(see Section 7.1.4 will follow the same kind of investigation as Wave 2 but
for casesfocussed on the upwind region.

The results presented in Table 7-5 show that in comparison to the initial
upwind/downwind 4 -snapshot cases of Wave 1 (W1N4aW1N4d inTable 7-2), no
added benefit was gained by focussing the optimisation on the downwind region.

A small benefit can be observed however compared to the singlesnapshot results
of the downwind cases (in Table 6-5). With 1-snapshot the biggest average G
improvement reached by a downwind case was 1.2%, while the multisnapshot
downwind cases W2N4a and W2N4c produced a 1.8% increase. This shows that
there can be some value in using multiple snapshots to consider sensitivity data from
a range of azimuthal angles.

These Wave 2 cases are not exhaustive, and only a small range of cases were
considered. Nevertheless, downwind focussed cases will no longer be investigated
in this study due to the smallness of the improvements found here.

Table 7-5 - Wave 2 Downwind Focussed Cases

Improvement to VAWT
Case ID Sﬁ:?st:zt:,fN Snapshot Positions (degrees) average Gu
(Process lterations)

W2N4a | 4 60, 210, 255, 300 1.8 %(5 iterations)
W2N4b | 4 90, 210, 255, 300 1.5 %( 3 iterations)
W2N4c | 4 60, 240, 285, 330 1.8 %(5 iterations)
W2N4d | 4 90, 240, 285, 330 1.4 %(4 iterations)
W2N4e |4 195, 240, 285, 330 1.1 %(2 iterations)
W2N4f | 4 210, 255, 300, 345 1.1 %(2 iterations)
7.1.4 Wave 3

The Wave 1 results showed that a good improvement tothe average Gu could be
reached by using snapshots equally distributed across the upwind and downwind
regions. Wave 3 has the purpose of testing the effect of focussing optimisation data
in the upwind region. To do this a series of 4snapshot caseswere used with either
3 or all 4 of the snapshots located in the upwind region. These results will also show
whether a multi -snapshot approach covering a range of azimuthal positions in the
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upwind region is more advantageous than just 1 single upwind snapshot (i.e.
comparison to the results of Cases 15165 from Section 6.4.).

The results in Table 7-6 show that in comparison to the initial upwind/downwind 4 -
shapshot cases of Wave 1 (W1N4aW1N4d inTable 7-2), some benefit was gained by
focussing the optimisation on the upwind region.

Some additional benefit can also be observed compared to the single-snapshot

results of the downwind cases (in Table 6-5). Table 6-5 presented results after 10

process iterations, and Case 90, 105, 120, 135 had not yetweerged to a maximum

value of average VAWT . To make the present comparison fair, these cases were

continued, with the most successful being Case 90 providing a 2.9% increase in
average VAWT @ after 11 iterations.This was the greatest improvement reach ed by

a single upwind snapshot case while the multi-snapshot upwind case W3N4

produced a 5.0% increase. This shows that there can be value in using multiple
shapshots to consider sensitivity data from a range of azimuthal angles the same

conclusion was made in Wave 2

These Wave 3 cases arenot exhaustive, and only a small range of cases could be
considered. Nevertheless, the upwind focussed cases will no longer be investigated
in this study, as they are surpassed by the equally balanced upwind/downwindcases
(from 2 -snapshots and 12snapshots).

Table 7-6 - Wave 3 Upwind Focussed Cases

Improvement to VAWT
Case ID Sﬁ:?sizrtso,fN Snapshot Positions (degrees) average Gu
(Process lterations)

W3N4a | 4 30, 75, 120, 300 2.0 % (6 iterations)
W3N4b | 4 30, 75, 120, 255 2.1 %6 iterations)

W3N4c | 4 60, 105, 150, 300 4.7% (26 iterations)
W3N4d | 4 60, 105, 150, 255 5.0% (23 iterations)
W3N4e |4 15, 60, 105, 150 3.6% (15iterations)
W3N4f | 4 30, 75, 120, 165 2.0 %(3 iterations)
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7.1.5 Wave 4

The Wave 4caseswill use afiner resolution of 5 degrees (instead of 15 degreesin
the previous waves) to explore the permutations of snapshot position in more detail.
2, 4, 6 and 12 snapshot cases will bstudied and a clustering strategy will be
implemented to explore another avenue for defining multi-snapshot cases

7.1.5.1 2-Snapshot Cases (Wave 4)

The first set of Wave 4 cases are presented in Table 7-7 and these use the finer
resolution (5 degrees) to improve upon the results of the best previous 2 -snapshot
case, namely W1N2| which produced an increase o¥.2% to the VAWT average @
using snapshotsat 45 and 255 degees.

Table 7-7 shows that initially the upwind snapshot was held at 45 degrees, while the
downwind snapshot position was varied. Once the best downwind position was
found (260 degrees, case W4N2d), variatiors in the upwind snapshot location were
varied. 45 degrees was found toremain the most successful so W4N2d (45/260
degrees) was the most effective 2-snapshot case resulting in an increase of 7.4% to
the average Gu.

The performance of the optimised Case W4N2d VAWT can be seen irFigure 7-11
The W4N2d blade geometry is presented in Figure 7-16 Compared to the baseline
NACAO0018 bladeW4N2d is 7.1% thinner, has a toeout (negative) 0.6 degree fixing
angle (seeFigure 18), and a reflex camber. This reflex camber consists of a slight
positive camber between 0.25c¢-0.75c which then becomes zero at around 0.8c
before reaching its greatest negative camber (-0.76%), at the 95% chord position.
This geometry is similar to Case WLN2I (45, 255) shown inFigure 7-5 and Figure 7-7
(Section 7.1.6. The finer resolution of 5 degrees for Wave 4 has therefore helped
improve the result slightly (from 7.2% to 7.4%). It is judged unnecessary to further
pursue improvements via examining cases with a 1 degree resolution in sapshot
location. This would cost significant computational time but would not provide a
significant benefit to the VAWT performance.

For case W4AN2dwhen considering the Cyu of 1 blade a larger upwind Cy peak is seen
as well as increased Gu in the latter p art of the downwind region . This blade has
consistently improved the torque of the VAWT over the vast majority of the cycle.
The aerodynamic discussion of this blade important blade is presented in Section
7.1.6
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Table 7-7 - Wave 4, 2-Snapshot Cases

Improvement to VAWT
Case ID SI:::[r:)ns:zrt:fN Snapshot Positions (degrees) average Gu
(Process Iterations)

WINZ2& | 2 45, 225 5.8 % (33 iterations)
W4N2a | 2 45, 235 6.4% (42 iterations)
WIN2K | 2 45, 240 6.8 % (42 iterations)
W4N2b | 2 45, 245 7.26 (44 iterations)
W4N2c | 2 45, 250 7.3% (47 iterations)
WIN2f |2 45, 255 7.2% (48 iterations)
W4N2d | 2 45, 260 74% (49 iterations)
W4N2e |2 40, 250 4.4% (19iterations)
WA4N2f | 2 40, 255 4.2% (19iterations)
W4N2g | 2 40, 260 4.3% (19iterations)
W4N2h | 2 50, 250 4.9% (28 iterations)
WAN2i |2 50, 255 5.P%4 (30 iterations)
WAN2j] |2 50, 260 5.0% (28 iterations)

*Wave 1 ase shown previously butthe result is repeated herefor reference.
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7.1.5.24, 6 and 12-Snapshot Clustered Cases (Wave 4)

In Waves 1, 2 and 3it was found that the 4, 6 and 12 snapshot cases generally provided
only small/moderate improvements to the average Gu (between 1-5%). The
exception being case W1N12c which has been discusseth the present study, some
additional 4, 6 and 12snapshot casesare tested which cluster the snapshots around
the key positions of 45 and 260 degees, these being the most effective locations
found in any 2-snapshot case. Table 7-8 shows the range of clustered cases.
Producing these extra 4, 6 and 12snapshot cases acknowledges tte fact that only a
limited number of cases were tested in Waves 1, 2 and 3

Recalling the conclusionsarising from the 2-snapshot caseresults, it was found that

a small range of azimuthal positions provide favourable sensitivity data, while a large
range of positions provide unfavourable sensitivity data. A clustered-snapshot

approach was therefore chosen to pursue better results (than if equal inter-

shapshot spacing is enforced) because the sensitivity data can be gathered from the

key most favourable regions of the revolution while avoiding the unfavourable

regions.

Table 7-8 - Clustered Cases with 4, 6 and 12 Snap shots

Case ID | Number of | Snapshot Positions | Improvement to VAWT
Snapshots, N| (degrees) average Gu

(Process lterations)

W4N4a | 4 40, 50, 255, 265 75% (51literations)

W4N4b | 4 35, 45, 250, 260 3.8% (15iterations)
W4N4c | 4 45, 55, 260, 270 4.5% (2literations)
W4N6a | 6 40, 45, 55, 250, 260, 270 6.3% (37iterations)
W4N6b | 6 40, 45, 50, 255, 260, 265 74% (48 iterations)
W4N6C | 6 30, 45, 60, 240, 260, 275 3.7 (14iterations)

W4N12a| 12 35, 40, 45, 50, 55, 60 6.9% (42 iterations)

250, 255, 260, 265, 270, 275

W4N12b| 12 30, 35, 40, 45, 50, 55 3.8% (15iterations)
245, 250, 255, 260, 265, 270
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Considering these results alongside those of Waves 12 and 3, it is readily seen that
for 4 and 6-snapshot cases the clustering approach is significantly more effective

than the approach of maintaining a constant inter-snapshot spacing. This is
demonstrated as the clustered cases W4N4a (+7.5% average ) and WA4N6b
(+7.4%) have exceeded cases W1N4e (+5.1%) and W3N4d5.0), which were the

best 4 or 6 snapshot casespreviously seen.

W4N4aproduced a 75% increaseto average Gu with 4 snapshots clustered around
the 45/260 degree positions. The previously highlighted case W4N2d with two
shapshots at these 45 and 260 degee positions produced a 7.4% increase so this
demonstrates that taking additional snapshots can be more effective than just 2
shapshots as long as they are around the beneficialrange of azimuthal positions.
Similarly, the clustered 6-snapshot caseW4NG6b (7.4%) matched the improvement
produced by W4N2d.

The resulting blade from Case W4N4a has a similar shape and performance curve
to that of Case W4N2d. The resulting blade from Case W4NG6b also has a similar
blade shape and performance curve to that of CaseW4N2d x see Section7.1.6.%or
the aerodynamic discussion of the Case W4N2d resulting blade

Case W4N12a (+6.9%) provides a significant improvement to W1N12and W1N12b
(around 2%). This remains lower than W1N12c (+10.3%) howevethe W4N12a blade
is far more typical (than W1N12c)and similar to the rest of the high performing
blades produced . W4N12&has a reflex camber with a positive predominant camber,
and other similar features (fixing angle and thickness) to that of W1N2k which has
been discussed in Section7.1.2Aerodynamic discussion of WAN12ais presented in
Section 7.1.6.3

7.1.6 Aerodynamic Analysis for Multi -Snapshot , ISV Optimisation

Aerodynamic analysis is given here for some key resulting blade geometriesBecause
many of the resulting blades exhibit geometrical similarities, aerodynamic analysis is
not repeated. For several of the key bladeswhich have beenverbally discussed, the
following list redirects the reader to a suitable Section on similar aerodynamic
analysis:

1 WI1N2K, see similar blade W4N12a Section 7.1.6.3

1 WI1N2I, see similar blade W4N4d& Section 7.1.6.2
1 WA4N4a, see similar blade W4N4dx Section 7.1.6.2
1 WA4NG6Db, see similar blade W4N4dx Section 7.1.6.2
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7.1.6.1 Blade from Case W1N12c

Sections 7.1.2 7.1.55howed that the most effective aerofoil produced for increasin g
the average VAWT @ exhibited was W1N12c

As shown inFigure 7-10and mentioned in Section 7.1.2.3the resulting blade from
Case WI1N12c has a teeut (negative) fixing angle of 1.7 degrees Figure 1-8), a
positive camber (maximum of 1.7% chord), and a 36% reduction in thickness. These
geometrical changes produce the performance curves shown in Figure 7-9, the
aerodynamics of which will now be discussed.

Figure 7-12 shows the streamlines and Figure 7-13 shows the surface pressure
coefficients for the Case W1N12aesulting blade, when the blade is at the90 degree
azimuthal position (see Figure 1-4). At this point in the revolution, this upwind blade
produces less torque than the baseline blade (see Figure 7-9, Left).

Despite both blades having similar positive pressures on the pressure-surface, the
negative (suction) pressures are significantly different for the Case W1N12c blade. A
far greater leading edge suction peak is followed by weaker negativepressures along
the mid span. Because the suction remains far lower than the baseline blade for
most of the chord length, this results in a reduced Cw at this upwind position. The
negative fixing angle of the W1N12c blade reduces the magnitude of the AoA this
position, which reduces the curvature demand on the flow, such that less flow
acceleration is required around the suction surface. The positive camber also acts
to reduce the lift coefficient and thereby tangential force coefficient (Barnard &
Philpott, 2004), and so the two effects together are responsible for this reduction
of pressure gradient and loss of torque (Cw). This reduced Cw of the upwind blade
(90 degrees) is counterbalanced somewhat by the benefits taking place at the
downwind blade at the same time (270 degrees), the net result is still a decrease of
Cwm for the VAWT overall at this azimuthal position (see Figure 7-9, Right). It is also
worth noting t hat the small recirculating region at the trailing edge is eliminated with
the Case W1N12c blade, which is due to the thickness reduction as well as the fixing
angle change acting so that as the flow moves further aft, it can stay attached more
easily in the region of adverse pressure gradient.

While the blade at 90 degrees azimuthal angle is in the upwind region, the downwind
blade is simultaneously positioned at 270 degrees. In the downwind region, the real
benefits of the Case W1N12c blade geometry takehold. Figure 7-14 shows the
streamlines and Figure 7-15shows the surface pressure coefficients for the Case
W1N12c blade, when the blade is at the 270 degree azimuthal position. At this point,
the W1N12dlade produces more torque than the baseline blade (see Figure 7-9,
Right).

167



Figure 7-12- VAWT Blade streamlines (coloured by the non  -dimensional static pressure) at
90° azimuthal angle. (Top) Resulting blade from Case W1N12c, (Bottom) Baseline Blade
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Figure 7-13x Surface pressure coefficients at  90° azimuthal angle
for the Case W1N12c resulting blade
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Figure 7-14- VAWT Blade streamlines (coloured by the non  -dimensional static pressure) at
270° azimuthal angle. (Top) Resulting blad e from Case W1N12c, (Bottom) Baseline Blade

Figure 7-15- Surface pressure coefficients at 270° azimuthal angle
for the Case W1N12c resulting blade
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