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Abstract

A Lagrangian multiform enables the multi-dimensional consistency of a set of

PDEs to be captured at the variational level. We offer a new perspective on

the multiform Euler-Lagrange equations in terms of the variational derivative of

the exterior derivative of a Lagrangian multiform and present for the first time

in their full generality the multiform Euler-Lagrange equations for discrete La-

grangian multiforms. Then, by considering the closure property of a Lagrangian

multiform as a conservation law, we use Noether’s theorem to show that every

variational symmetry of a Lagrangian leads to a Lagrangian multiform. In doing

so, we provide a systematic method for constructing Lagrangian multiforms for

which the closure property and the multiform Euler-Lagrange both hold. We

present three examples, including what was at the time the first known example

of a continuous Lagrangian 3-form: a Lagrangian multiform for the Kadomtsev-

Petviashvili equation. We show that the Zakharov-Mikhailov Lagrangian struc-

ture for integrable nonlinear equations derived from a general class of Lax pairs

possesses a Lagrangian multiform structure. We show that, as a consequence of

this multiform structure, we can formulate a variational principle for the Lax pair

itself, a problem that to our knowledge was never previously considered. As an

example, we present an integrable N ×N matrix system that contains the AKNS

hierarchy. Finally, we present, for the first time, a Lagrangian multiform for the

complete Kadomtsev-Petviashvili (KP) hierarchy: a single variational object that

generates the whole hierarchy and encapsulates its integrability. By performing a

reduction on this Lagrangian multiform, we are able to obtain Lagrangian multi-

forms for the Gelfand-Dickey hierarchy of hierarchies comprising, amongst others,

the Korteweg-de Vries and Boussinesq hierarchies.
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Chapter 1

Introduction to continuous

Lagrangian multiforms

1.1 Introduction

Multidimensional consistency is a key feature of integrable systems. This is the

idea that the defining equations of the integrable system are members of com-

patible hierarchies of equations in terms of an, in principle, arbitrary number of

independent variables, which can be simultaneously imposed on the same set of

dependent variables. Alternatively this can be interpreted as the existence of an

infinite hierarchy of symmetries for those equations. From this point of view, the

integrable system is the collection of all these compatible equations, i.e., we con-

sider the integrable system to be the entire multidimensionally consistent system

of equations. The traditional variational approach involves a Lagrangian that is

a volume form, i.e.,

L (x, u(n))dx1 ∧ . . . ∧ dxk, (1.1)

on a k-dimensional base manifold. We use the notation u(n) to represent the

dependent variable u and its derivatives with respect to the independent variables

xi, up to the nth order. This can only give as many equations of motion as

there are components of u. A system of multidimensionally consistent equations

can be represented by a set of Lagrangians, but this captures nothing of the
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1.1 Introduction

integrability of the system. Lagrangian multiforms, first conceived of in [4], allow

a compatible set of Lagrangians to be combined into a single variational object

that not only yields the relevant compatible equations, but also encapsulates the

multidimensional consistency of those equations1. A Lagrangian multiform

L =
∑

1≤i1<...<ik≤N

L(i1...ik)(x, u
(n)) dxi1 ∧ . . . ∧ dxik . (1.2)

is a k-form in an N dimensional base manifold with k < N , subject to the

following variational principle. We require that any u that is a critical point of

the action

S[u;σ] =

∫
σ

L(x, u(n)) (1.3)

must be a critical point for all possible surfaces of integration σ. This is equiv-

alent to the requirement that u must satisfy the multiform Euler-Lagrange

equations given by δdL = 0 (see Section 1.3.1). Furthermore we require that any

interior deformation of the surface σ must leave the critical action S unchanged.

In other words, on the equations defined by δdL = 0, we require that the differ-

ential form L is closed, i.e., that dL = 0.

Section 1.2 gives a brief overview of the early development of Lagrangian

multiforms, and is followed by Section 1.3 which deals with the multiform Euler-

Lagrange equations in greater detail. Chapter 2 is largely based on [1] and ex-

plores the link between variational symmetries and Lagrangian multiforms. In

Chapter 3, based on [2], we present a Lagrangian multiform resulting from the

Zakharov-Mikhailov Lagrangian [5] that reduces to give a Lagrangian multiform

for a general class of Lax pairs. In Chapter 4, based on [3], we present a La-

grangian multiform for the complete KP hierarchy and perform a reduction on

this multiform to obtain Lagrangian multiforms for the Gelfand-Dickey hierarchy.

1Both continuous and discrete Lagrangian multiforms were introduced in [4]. Our main
focus will be continuous Lagrangian multiforms.
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1.2 Early development of continuous Lagrangian multiform theory

1.2 Early development of continuous Lagrangian

multiform theory

In this section, we review what was known about Lagrangian multiforms prior to

the commencement of this project. As already mentioned, Lagrangian multiforms

were first introduced to the world in [4]. This first paper was mainly focused on

discrete Lagrangian multiforms (in particular Lagrangian multiforms relating to

the ABS equations) but continuous multiforms are discussed and two examples

are given: the continuous 2-form

∑
i<j

L(ij)dti ∧ dtj (1.4)

with

L(ij) =
1

ninj

(
1

2
(t2i − t2j)ω2

titj
+ (n2

jω
2
ti
− n2

iω
2
tj

) +
t2i + t2j
t2i − t2j

(njωti − niωtj)2

)
(1.5)

for a non-autonomous system of mutually compatible linear PDEs, and also the

continuous 2-form for the KdV generating PDE [6], with

L(ij) =
1

2
(ti − tj)

U2
titj

UtiUtj
+

1

2(ti − tj)

(
n2
j

Uti
Utj

+ n2
i

Utj
Uti

)
. (1.6)

It was observed that in order for a Lagrangian multiform to represent a multidi-

mensionally consistent system, it must obey a closure relation; in the case of a

2-form this will be of the form

Dti L(jk) + Dtj L(ki) + Dtk L(ij) = 0 (1.7)

which must hold on the equations of motion of the multiform. If this relation

holds then Stokes theorem tells us that the action

S[ω;σ] =

∫
σ

∑
i<j

L(ij)dti ∧ dtj (1.8)
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1.2 Early development of continuous Lagrangian multiform theory

is only dependent on the boundary of the surface of integration σ, so it is in-

variant to deformations of the interior of σ. The requirement for a Lagrangian

multiform to be closed (on the equations of the multiform) is explained through

the perspective of a variational principle in [7] and again in [8], where the action

functional S of a Lagrangian 1-form

L = L(1)dt1 + L(2)dt2 (1.9)

is evaluated over a parameterised curve Γ : s→ (t1, t2). The action

S[u(t1, t2); Γ] =

∫
Γ

L(1)dt1 + L(2)dt2

=

∫ s1

s0

(
L(1)(t1(s), t2(s))

dt1
ds

+ L(2)(t1(s), t2(s))
dt2
ds

)
ds

(1.10)

is now considered a functional of both the dependent variable u and the curve of

integration Γ. Γ can be deformed by letting t1 → t1 + δt1 and t2 → t2 + δt2 with

δt1(s0) = δt1(s1) = 0 and δt2(s0) = δt2(s1) = 0 (1.11)

i.e., the variations leave the end points fixed. Applying the usual variational

formalism leads to

∂L(1)

∂t2
=
∂L(2)

∂t1
(1.12)

i.e. the condition that the 1-form is closed and that the action S is invariant

under such variations of Γ. The multiform Euler-Lagrange equations (referred

to as the generalized Euler-Lagrange equations) are introduced for the first time

in [7] (and corrected in [8]) where they are derived by varying the dependent

variable u(t1, t2) in the multiform, and expressing derivatives of δu in terms of a

component parallel to Γ and a component perpendicular to Γ. The case where L

has no 2nd order of higher derivatives of u is considered: the component parallel

to Γ gives
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1.2 Early development of continuous Lagrangian multiform theory

d

ds

(
1

‖dt/ds‖2

[(dt1
ds

)2∂L(1)

∂ut1
+

dt1
ds

dt2
ds

(∂L(1)

∂ut2
+
∂L(2)

∂ut1

)
+
(dt2
ds

)2∂L(2)

∂ut2

])
−
∂L(1)

∂u

dt1
ds
−
∂L(2)

∂u

dt2
ds

= 0

(1.13)

whilst the component perpendicular to Γ gives

(dt2
ds

)2∂L(2)

∂ut1
+

dt1
ds

dt2
ds

(∂L(1)

∂ut1
−
∂L(2)

∂ut2

)
−
(dt1
ds

)2∂L(1)

∂ut2
= 0. (1.14)

Since these relations hold for any curve Γ it follows that, in addition to the usual

Euler-Lagrange equations for L(1) and L(2),

∂L(2)

∂ut1
=
∂L(1)

∂ut2
= 0 (1.15)

and
∂L(1)

∂ut1
=
∂L(2)

∂ut2
. (1.16)

These relations are generalized in [9] to the case of n component 1-forms depend-

ing n time components t1, . . . , tn. Two examples of Lagrangian 1-forms are given

in [8] where the closure relation and multiform Euler-Lagrange equations are used

to obtain the potential terms of Lagrangians for the full elliptic Calogero-Moser

system and the full elliptic case of the Ruijsenaars-Schneider model.

In [10] a Lagrangian 2-form

L = L(12)dt1 ∧ dt2 + L(23)dt2 ∧ dt3 + L(31)dt3 ∧ dt1 (1.17)

(again with no 2nd order of higher derivatives of u) is considered. The surface of

integration σ is parameterised such that σ : t = t(r, s), (r, s) ∈ Ω ∈ R2, so the

action
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1.2 Early development of continuous Lagrangian multiform theory

S[u, σ] =

∫
σ

L =

∫ ∫
Ω

3∑
1≤i<j

(
L(ij)

∂(ti, tj)

∂(r, s)

)
drds. (1.18)

The closure relation

Dt1 L(23) + Dt2 L(31) + Dt3 L(12) = 0 (1.19)

is obtained by considering variations of the independent variables t1, t2 and t3.

The multiform Euler-Lagrange equations

∑
i<j

[∂(ti, tj)

∂(r, s)

∂L(ij)

∂u
− ∂

∂r

(∂(ti, tj)

∂(r, s)

ts × n

‖tr × ts‖
·
∂L(ij)

∂∇u

)
+

∂

∂s

(∂(ti, tj)

∂(r, s)

tr × n

‖tr × ts‖
·
∂L(ij)

∂∇u

)]
= 0

(1.20)

and

∑
i<j

∂(ti, tj)

∂(r, s)
n ·

∂L(ij)

∂∇u
= 0 (1.21)

are obtained by considering variations of the dependent variable u parallel to σ

and perpendicular to σ respectively. Here n is the unit normal vector to the

surface t given by

n =
tr × ts
‖tr × ts‖

. (1.22)

It follows from (1.20) and (1.21) that, in addition to the usual Euler-Lagrange

equations for each L(ij)

∂L(ij)

∂utk
= 0 (1.23)

when k 6= i, j and
∂L(ij)

∂uti
+
∂L(jk)

∂utk
= 0 (1.24)

for all distinct i, j, k. These relations hold for Lagrangian 2-forms depending only

on the first jet. Suris and Vermeeren [11] generalized these results to Lagrangian
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1.2 Early development of continuous Lagrangian multiform theory

multiforms1 depending on arbitrarily high jets. Their methodology required the

approximation of the smooth surface of integration σ with a stepped surface.

In order to present their results we must introduce the following multi-index

notation. We let I = (i1, . . . , iN) and define

uI = DI u =

( p∏
α=1

(Dxα)iα
)
u. (1.25)

We let Iik = (i1, . . . , ik+1, . . . , iN) and define |I|= i1 + . . . + iN . Then, for La-

grangian 1-forms

L(1) =
N∑
i=1

L(i)dti (1.26)

Suris and Vermeeren derived the relations

δiL(i)

δuI
= 0 ∀I 63 i

δiL(i)

δuIi
=
δjL(j)

δuIj
∀I

(1.27)

where the variational derivative

δiL(i)

δuI
=
∑
α≥0

(−1)αDα
i

∂L(i)

∂uIiα
. (1.28)

In the case of Lagrangian 2-forms

L(2) =
N∑

1≤i<j

L(ij)dti ∧ dtj, (1.29)

they derive that the multiform Euler-Lagrange equations are given by

1Which they refer to a pluri-Lagrangian systems.
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1.3 The multiform Euler-Lagrange equations

δijL(ij)

δuI
= 0 ∀I 63 i, j

δijL(ij)

δuIj
=
δikL(ik)

δuIk
∀I 63 i

δijL(ij)

δuIij
+
δjkL(jk)

δuIjk
+
δkiL(ki)

δuIki
= 0 ∀I

(1.30)

where the variational derivative

δijL(ij)

δuI
=
∑
α,β≥0

(−1)α+βDα
i D

β
j

∂L(ij)

∂uIiαjβ
. (1.31)

In the same paper, they identified that δdL = 0 on critical points u of a La-

grangian multiform L, but did not identify that the equations given by δdL = 0

are equivalent to the multiform Euler-Lagrange equations (i.e., those given in

(1.27) for a 1-form and those given in (1.30) for a 2-form). They also present

a Lagrangian multiform for the entire PKdV hierarchy; the first example of a

Lagrangian multiform for an entire integrable hierarchy.

1.3 The multiform Euler-Lagrange equations

In this section we derive the multiform Euler-Lagrange equations for both con-

tinuous and discrete Lagrangian k-forms. First, we follow the argument given

in [11] to show that the multiform Euler-Lagrange equations for a Lagrangian

multiform L are given by δdL = 0. We then demonstrate how the equations given

by δdL = 0 are equivalent to a set of equations in terms of variational derivatives

(that include the usual Euler-Lagrange equation for each Lagrangian coefficient

in the multiform). In the continuous case, this was first shown in [12]; here we

present our own proof that first appeared in [1], as well as an alternative proof

that makes explicit the link between the multiform Euler-Lagrange equations in

terms of variational derivatives and the coefficients of dL. In the discrete case we

present for the first time how the equations given by δdL = 0 can be expressed

in terms of variational derivatives.
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1.3 The multiform Euler-Lagrange equations

1.3.1 The multiform Euler-Lagrange equations given by

δdL = 0

We let

L =
∑

1≤l1<...<lk≤N

L(l1...lk) dxl1 ∧ . . . ∧ dxlk . (1.32)

be a k-form on a manifold ofN independent coordinates x1, . . . , xN and dependent

variable u. We will show that u is a critical point of L over every surface of

integration if and only if δdL = 0 by following the argument given in [11]. We

assume that L contains terms up to nth order derivatives of u, (i.e. L depends on

uI with |I|≤ n). Let B be an arbitrary k + 1 dimensional ball with surface ∂B.

We consider the action functional S over the closed surface ∂B such that

S[u] =

∮
∂B

L (1.33)

We then apply Stokes’ theorem to write S in terms of an integral over B:

S[u] =

∫
B

dL (1.34)

and we look for solutions of

δS =

∫
B

δdL = 0 (1.35)

Since this must hold for arbitrary variations (i.e. with no boundary constraints)

for every ball B, it follows that u is a critical point of L if and only if the integrand

δdL = 0. If

L =
∑

1≤i1<...<ik≤N

L(i1...ik) dxi1 ∧ . . . ∧ dxik . (1.36)

is a k-form on a manifold of N independent coordinates x1, . . . , xN and dependent

variable u, then

dL =
∑

1≤i1<...<ik+1≤N

Ai1...ik+1dxi1 ∧ . . . ∧ dxik+1
(1.37)

where the Ai1...ik+1 depend on the L(i1...ik) in the usual way, i.e.
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1.3 The multiform Euler-Lagrange equations

Ai1...ik+1 =
k+1∑
α=1

(−1)k(α+1) Dxiα
L(iα+1...ik+1i1...iα−1). (1.38)

The operator δ acts on Ai1...ik+1 to give

δAi1...ik+1 =
∑
I

∂Ai1...ik+1

∂uI
δuI , (1.39)

where I is a multi-index as defined in (1.25), so

δdL =
∑

1≤i1<...<ik+1≤N

δAi1...ik+1dxi1 ∧ . . . ∧ dxik+1

=
∑

1≤i1<...<ik+1≤N

∑
I

∂Ai1...ik+1

∂uI
δuI ∧ dxi1 ∧ . . . ∧ dxik+1

.
(1.40)

Therefore, the equations given by δdL = 0 are precidcely the same as those given

by

∂Ai1...ik+1

∂uI
= 0 (1.41)

for all 1 ≤ i1 < . . . < ik+1 ≤ N and all I.

1.3.2 The multiform Euler-Lagrange equations for a k-

form in terms of variational derivatives

For a fixed i1, . . . , ik+1, we shall write L(ᾱ) to denote L(iα+1...ik+1i1...iα−1). We

define the variational derivative with respect to uI acting on L(ᾱ)

δL(ᾱ)

δuI
=
∑
J

jiα=0

(−D)J
∂L(ᾱ)

∂uIJ
, (1.42)

where I is the same N component multi-index introduced in (1.25) representing

derivatives with respect to x1, . . . , xN , and the multi-index J is such that compo-

nents ji = 0 whenever i 6= i1, . . . , ik+1, i.e. J represents derivatives with respect

to xi1 , . . . , xik+1
. As a result, the operator
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1.3 The multiform Euler-Lagrange equations

(−D)J =
N∏
i=1

(−Dxi)
ji . (1.43)

We define that
δL(̄i)

δuI
= 0 in the case where any component of the multi-index I

is negative. Note that by this definition, the variational derivative of

L(iα+1...ik+1i1...iα−1) with respect to uI only sees derivatives of uI with respect to

the variables xiα+1 , . . . xik+1
, xi1 . . . , xiα−1 , even though derivatives with respect to

other variables may appear in L(iα+1...ik+1i1...iα−1).

Theorem 1. The dependent variable u is a critical point of the k-form L as

defined in (1.36) if and only if for all i1, . . . ik+1 such that 1 ≤ i1 < . . . < ik+1 ≤ N ,

and for all I,

k+1∑
α=1

(−1)αk
δL(ᾱ)

δuI\iα
= 0 (1.44)

In order to prove that these are the multiform EL equations, we will require the

following lemma:

Lemma 2. Let 1 ≤ i1 < . . . < ik+1 ≤ N be fixed. For all multi-indices I,

∂L(ᾱ)

∂uI
=
∑
J

ji≤1
jiα=0

DJ

δL(ᾱ)

δuIJ
(1.45)

where the summation is over all multi-indices J as defined for (1.42), such that

the ithα component of J is zero and the non-zero ji are equal to 1.

Proof. We first notice that the partial derivative on the left hand side of (1.45)

appears only once in the sum on the right hand side. We now need to show

that all other terms that appear on the right hand side of (1.45), which are all

of the form DA

∂L(ᾱ)

∂uIA
for some multi-index A, sum to zero. To show this, we

consider the term DA

∂L(ᾱ)

∂uIA
, and let r be the number of non-zero entries in A.

We notice that this term appears exactly once when |J |= 0 with a factor of

(−1)|A|, exactly
(
r
1

)
times with a factor of (−1)|A|+1 when |J |= 1, exactly

(
r
2

)

11



1.3 The multiform Euler-Lagrange equations

times with a factor of (−1)|A|+2 when |J |= 2 etc... In total, this term appears

with a factor of ±
∑r

i=0(−1)i
(
r
i

)
. It can easily be seen that this sum is zero by

considering the binomial expansion of (1− 1)r.

Proof. (of Theorem 1) We have already shown that u is a critical point of L over

every surface of integration if and only if δdL = 0. Since

δdL =
∑

1≤i1<...<ik+1≤N

∑
I

∂Ai1...ik+1

∂uI
δuI ∧ dxi1 ∧ . . . ∧ dxik+1

, (1.46)

the set of equations given by δdL = 0 are equivalent to those given by

∂Ai1...ik+1

∂uI
= 0 (1.47)

for all 1 ≤ i1 < . . . < ik+1 ≤ N and for all I.

In order to proceed, we must show that, for any choice of 1 ≤ i1 < . . . <

ik+1 ≤ N , (1.47) holds if and only if ∀I,

k+1∑
α=1

(−1)αk
δL(ᾱ)

δuI\iα
= 0. (1.48)

To do this, we first show that (1.48) holds for |I|> n. We then use an inductive

argument to show that if (1.48) holds for |I|> m then it also holds for |I|= m.

The converse (that (1.48) =⇒ (A.5)) is then easily seen from the intermediary

steps of the proof.

We begin by (arbitrarily) fixing 1 ≤ i1 < . . . < ik+1 ≤ N and noticing that for

|I|≥ n + 2, (1.48) holds. In fact all terms are zero since, by definition, there

are no n + 1th order derivatives in our multiform. We now consider the relation
∂Ai1...ik+1

∂uI
= 0 in the case where |I|= n+ 1. In this case we find that

∂Ai1...ik+1

∂uI
=

k+1∑
α=1

(−1)αk+1 ∂L(ᾱ)

∂uI\iα
(1.49)

since there are no n + 1th order derivatives in the L(ᾱ). By setting this equal to

12



1.3 The multiform Euler-Lagrange equations

zero, we see that (1.48) holds in the case where |I|= n+ 1.

Our inductive hypothesis is that (1.48) holds for |I|> m. We now consider the

relation
∂Ai1...ik+1

∂uI
= 0 in the case where |I|= m. We now notice that

∂Ai1...ik+1

∂uI
=

k+1∑
α=1

(−1)αk+1 ∂

∂uI
Dxiα

L(ᾱ)

=
k+1∑
α=1

(−1)αk+1

{
∂L(ᾱ)

∂uI\iα
+ Dxiα

∂L(ᾱ)

∂uI

}

=
k+1∑
α=1

(−1)αk+1

{
∂L(ᾱ)

∂uI\iα
+
∑
J

ji≤1
jiα=0

DJiα

δL(ᾱ)

δuIJ

}

=
k+1∑
α=1

(−1)αk+1

{
∂L(ᾱ)

∂uI\iα
+
∑
J

ji≤1
jiα=1

DJ

δL(ᾱ)

δuIJ\iα

}

=
k+1∑
α=1

(−1)αk+1

{
∂L(ᾱ)

∂uI\iα

}
+
∑
J

ji≤1
|J |>0

∑
α

jiα>0

(−1)αk+1DJ

δL(ᾱ)

δuIJ\iα

(1.50)

where we have made use of (1.45) in the third line, re-labeled J in the fourth line

and changed the order of the summation in the last. We now apply the inductive

hypothesis to get

∂Ai1...ik+1

∂uI
=

k+1∑
α=1

(−1)αk+1

{
∂L(ᾱ)

∂uI\iα

}
+
∑
J

ji≤1
|J |>0

∑
α

jiα=0

(−1)αk DJ

δL(ᾱ)

δuIJ\iα

=
k+1∑
α=1

(−1)αk+1

{
∂L(ᾱ)

∂uI\iα
−
∑
J

ji≤1
jiα=0
|J |>0

DJ

δL(ᾱ)

δuIJ\iα

}
= 0.

(1.51)

Finally, we use (1.45) to express this as

13



1.3 The multiform Euler-Lagrange equations

∂Ai1...ik+1

∂uI
=

k+1∑
α=1

(−1)αk+1 δL(ᾱ)

δuI\iα
= 0 (1.52)

and we have shown that (1.48) holds for |I|= m. By induction, it follows that

(1.48) holds for all I. The converse can easily be seen to hold by following the

steps taken in (1.50), (1.51) and (1.52) in reverse order.

We have shown that the multiform EL equations (1.44) for a given 1 ≤ i1 < . . . <

ik+1 ≤ N are equivalent to δAi1...ik+1 = 0 for the same 1 ≤ i1 < . . . < ik+1 ≤ N . It

follows that the multiform EL equations holding for all 1 ≤ i1 < . . . < ik+1 ≤ N

is equivalent to δdL = 0.

This proof is an extension to k-forms of the proof of the multiform Euler-

Lagrange equations for a Lagrangian 2-form that originally appeared in [2]. We

reproduce the original proof in Appendix A.

1.3.3 Multiform Euler-Lagrange equations in terms of vari-

ational derivatives of dL

In this section, we present an alternative proof of the multiform Euler-Lagrange

equations for a Lagrangian multiform

L =
∑

1≤i1<...<ik≤N

L(i1...ik) dxi1 ∧ . . . ∧ dxik , (1.53)

that also gives explicitly the link between the equations in terms of variational

derivatives of the L(i1...ik) and the Ai1...ik+1 defined by

dL =
∑

1≤i1<...<ik+1≤N

Ai1...ik+1dxi1 ∧ . . . ∧ dxik+1
. (1.54)

In terms of the L(i1...ik),

Ai1...ik+1 =
k+1∑
α=1

(−1)α+1 Dxiα
L(i1...iα−1iα+1...ik+1). (1.55)
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1.3 The multiform Euler-Lagrange equations

We recall that the multiform Euler-Lagrange equations are given by δdL = 0. We

again use I to represent the N component multi-index introduced in Section 1.2,

allowing us to express the multiform Euler-Lagrange equations given by δdL = 0

in the form

∂

∂uI
Ai1...ik+1 = 0 (1.56)

for all 1 ≤ i1 < . . . < ik+1 and all multi-indices I. For a fixed choice of i1 . . . ik+1,

we shall again write L(ᾱ) to denote L(i1...iα−1iα+1...ik+1). Again, we define

δL(ᾱ)

δuI
=
∑
J

jiα=0

(−D)J
∂L(ᾱ)

∂uIJ
, (1.57)

where the multi-index J is such that components jα = 0 whenever α 6= i1, . . . , ik+1,

i.e. J represents derivatives with respect to xi1 , . . . , xik+1
only. We define that

δL(ᾱ)

δuI
= 0 in the case where any component of the multi-index I is negative. The

identity

∂

∂uI
Dxi =

∂

∂uI\i
+ Dxi

∂

∂uI
(1.58)

tells us that

∂

∂uI
Ai1...ik+1 =

k+1∑
α=1

(−1)α+1

(
∂L(ᾱ)

∂uI\iα
+ Dxiα

∂L(ᾱ)

∂uI

)
(1.59)

so

δ

δuI
Ai1...ik+1 =

∑
J

(−D)J
∂

∂uIJ
Ai1...ik+1

=
∑
J

(−D)J

k+1∑
α=1

(−1)α+1

(
∂L(ᾱ)

∂uIJ\iα
+ Dxiα

∂L(ᾱ)

∂uIJ

)
.

(1.60)

Whenever jiα 6= 0 in this sum, so J is of the form Kiα for some multi-index K,

then
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1.3 The multiform Euler-Lagrange equations

±(−D)J
∂L(ᾱ)

∂uIJ\iα
= ∓Dxiα

(−D)K
∂L(ᾱ)

∂uIK
(1.61)

will appear in this sum. When J = K, the term

±(−D)K Dxiα

∂L(ᾱ)

∂uIK
(1.62)

will appear. These two terms cancel, so (1.60) simplifies to

δ

δuI
Ai1...ik+1 =

k+1∑
α=1

∑
J

jiα=0

(−1)α+1(−D)J
∂L(ᾱ)

∂uIJ\iα

=
k+1∑
α=1

(−1)α+1 δL(ᾱ)

δuI\iα
.

(1.63)

It follows that if (1.56) holds, then

δ

δuI
Ai1...ik+1 =

k+1∑
α=1

(−1)α+1 δL(ᾱ)

δuI\iα
= 0. (1.64)

We have shown that

δdL = 0 =⇒ δ

δuI
Ai1...ik+1 =

k+1∑
α=1

(−1)α+1 δL(ᾱ)

δuI\iα
= 0 (1.65)

for all 1 ≤ i1 ≤ . . . ≤ ik+1 ≤ N and I. By the identity is given (1.45)

∂Ai1...ik+1

∂uI
=
∑
J

ji≤1

DJ
δAi1...ik+1

δuIJ
(1.66)

and it follows that the converse to (1.100) also holds. We summarise this result

in the following theorem:

Theorem 3. For a differential k-form L as given in (1.53), and Ai1...ik+1 as

defined in (1.55),
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1.3 The multiform Euler-Lagrange equations

δ

δuI
Ai1...ik+1 =

k+1∑
α=1

(−1)α+1 δL(ᾱ)

δuI\iα
. (1.67)

The set of equations defined by

δ

δuI
Ai1...ik+1 = 0 (1.68)

for all 1 ≤ i1 ≤ . . . ≤ ik+1 ≤ N and I is equivalent to the set of equations defined

by δdL = 0.

Corollary 4. A corollary of Theorem 7 is that

δ

δuxiα
Ai1...ik+1 = (−1)α+1 δL(i1...iα−1iα+1...ik+1)

δu
, (1.69)

so the usual Euler-Lagrange equations of each Lagrangian coefficient in L can be

expressed in terms of variational derivatives of the coefficients of dL.

1.3.4 Discrete Lagrangian k-form EL equations

The discrete multiform Euler-Lagrange equations take a very similar form to their

continuous counterparts. Unsurprisingly, much of this section closely mirrors the

previous one where we considered the continuous case.

On a discrete manifold of N independent coordinates n1, . . . , nN and depen-

dent variable u, we define the shift operator Ti such that

Ti u(n1, . . . , ni, . . . , nN) = u(n1, . . . , ni + 1, . . . , nN) (1.70)

and the discrete derivative Di such that

Di u = Ti u− u (1.71)

We let

L =
∑

1≤i1<...<ik≤N

L(i1...ik) dni1 ∧ . . . ∧ dnik . (1.72)
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1.3 The multiform Euler-Lagrange equations

be a k-form, such that each L(i1...ik) depends on u and shifts of u up to order M

(without loss of generality, we shall assume that there are no backward shifts).

Therefore

dL =
∑

1≤i1<...<ik+1≤N

Ai1...ik+1dni1 ∧ . . . ∧ dnik+1
(1.73)

where the Ai1...ik+1 depend on the L(i1...ik) in the usual way, i.e.

Ai1...ik+1 =
k+1∑
α=1

(−1)k(α+1) Diα L(iα+1...ik+1i1...iα−1). (1.74)

For a fixed i1, . . . , ik+1, we shall write L(ᾱ) to denote L(iα+1...ik+1i1...iα−1). We

define the variational derivative with respect to uI acting on L(ᾱ)

δL(ᾱ)

δuI
=
∑
J

jiα=0

(T−1)J
∂L(ᾱ)

∂uIJ
, (1.75)

where I is an N component multi-index (i1, . . . , iN) representing shifts with re-

spect to n1, . . . , nN such that

uI = TI u = Ti1
1 . . .T

iN
N u. (1.76)

The multi-indices J are such that components ji = 0 whenever i 6= i1, . . . , ik+1,

i.e. J represents shifts with respect to ni1 , . . . , nik+1
. Note that by this definition,

the variational derivative of L(iα+1...ik+1i1...iα−1) only sees shifts of uI with respect

to the variables niα+1 , . . . nik+1
, ni1 . . . , niα−1 , even though shifts on with respect

to other variables may appear in L(iα+1...ik+1i1...iα−1).

Theorem 5. The dependent variable u is a critical point of the k-form L as

defined in (1.72) if and only if for all i1, . . . ik+1 such that 1 ≤ i1 < . . . < ik+1 ≤ N ,

and for all I,

k+1∑
α=1

(−1)αk Tiα

δL(ᾱ)

δuI\iα
= 0 (1.77)

In order to prove that these are the multiform EL equations, we will require the

following lemma:
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1.3 The multiform Euler-Lagrange equations

Lemma 6. Let 1 ≤ i1 < . . . < ik+1 ≤ N be fixed. For all multi-indices I,

∂L(ᾱ)

∂uI
=
∑
J

ji≤1
jiα=0

(−T−1)J
δL(ᾱ)

δuIJ
(1.78)

where the summation is over all multi-indices J as defined for (1.75), such that

the ithα component of J is zero and the non-zero ji are equal to 1.

Proof. We first notice that the partial derivative on the left hand side of (1.78)

appears only once in the sum on the right hand side. We now need to show that

all other terms that appear on the right hand side of (1.78), sum to zero. We

note that all terms on the right hand side of (1.78) are of the form TA

∂L(ᾱ)

∂uIA
for

some multi-index A which is of the same form as the multi-index J as defined in

(1.75). To show that these terms sum to zero, we consider the term TA

∂L(ᾱ)

∂uIA
for

an arbitrary A, and let r be the number of non-zero entries in A. We notice that

this term appears exactly once when |J |= 0, exactly
(
r
1

)
times with a factor of

−1 when |J |= 1, exactly
(
r
2

)
times when |J |= 2 etc... In total, this term appears

with a factor of
∑r

i=0(−1)i
(
r
i

)
. It can easily be seen that this sum is zero by

considering the binomial expansion of (1− 1)r.

Proof. (of Theorem 5)

In order for u to be a critical point of the multiform L, we require that u is a

critical point of the action

S =
∑

Ω

L (1.79)

for any choice of the surface Ω. Following a similar approach to the continuous

case, we now apply the discrete analogue Stokes’ theorem as given in [13] and

[14]. We let H be any k + 1 dimensional hypercube in dimensions ni1 , . . . , nik+1
,

and let ∂H be the surface of H. We define

SH =
∑
∂H

L. (1.80)
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Then u is a critical point of the multiform L if and only if u is a critical point of

every SH , i.e. if δSH = 0 for all H. In order to proceed, first note that

SH = ±TI

k+1∑
α=1

((−1)kα Diα L(ᾱ)) = ±TI A
i1...ik+1 =

∑
H

dL. (1.81)

We note that since any closed surface B can be composed of hypercubes, (1.81)

can be generalised to obtain

SB =
∑
∂B

L =
∑
B

dL, (1.82)

the discrete analogue of Stokes theorem (which, under continuum limit, gives the

continuous Stokes theorem). The requirement that δSH = 0 for all H is equivalent

to the requirement that for all 1 ≤ i1 ≤ . . . ≤ ik+1 ≤ N and for all I,

∂

∂uI
Ai1...ik+1 = 0 (1.83)

We could stop here, and use (1.83) as our multiform EL equations. Indeed,

this is often the most convenient formulation to use. However, as we did in the

continuous case, we will express this in terms of variational derivatives; by do-

ing so we see more clearly the interplay between the constituent L(l1...lk) and, for

example, see that a consequence of (1.83) is that E(L(l1...lk)) = 0 for each L(l1...lk).

For the second part of this proof, we show that, for any choice of 1 ≤ i1 < . . . <

ik+1 ≤ N , (1.83) holds if and only if ∀I,

k+1∑
α=1

(−1)αk Tα

δL(ᾱ)

δuI\iα
= 0. (1.84)

To do this, we first show that (1.84) holds for |I|> M . We then use an inductive

argument to show that if (1.84) holds for |I|> m then it also holds for |I|= m.

The converse (that (1.84) =⇒ (1.83)) is then easily seen from the intermediary

steps of the proof.

We begin by (arbitrarily) fixing 1 ≤ i1 < . . . < ik+1 ≤ N (along with the

corresponding H), and noticing that for |I|≥ M + 2, (1.84) holds. In fact all
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terms are zero since, by definition, there are no M + 1th order shifts in our

multiform.

Our inductive hypothesis is that (1.84) holds for |I|> m. We now consider the

relation
∂SH
∂uI

= 0 in the case where |I|= m.

We now notice that

∂SH
∂uI

=
k+1∑
α=1

(−1)αk
∂

∂uI
Diα L(ᾱ)

=
k+1∑
α=1

(−1)αk
{

Tiα

∂L(ᾱ)

∂uI\iα
−
∂L(ᾱ)

∂uI

}

=
k+1∑
α=1

(−1)αk
{

Tiα

∂L(ᾱ)

∂uI\iα
−
∑
J

ji≤1
jiα=0

(−T−1)J
δL(ᾱ)

δuIJ

}

=
k+1∑
α=1

(−1)αk
{

Tiα

∂L(ᾱ)

∂uI\iα
−
∑
J

ji≤1
jiα=1

(−T−1)J\iα
δL(ᾱ)

δuIJ\iα

}

=
k+1∑
α=1

(−1)αk
{

Tiα

∂L(ᾱ)

∂uI\iα

}
−
∑
J

ji≤1
|J |>0

∑
α

jiα>0

(−1)αk(−T−1)J\iα
δL(ᾱ)

δuIJ\iα

(1.85)

where we have made use of (1.78) in the third line, re-labeled J in the fourth line

and changed the order of the summation in the last. We now apply the inductive

hypothesis to get
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∂SH
∂uI

=
k+1∑
α=1

(−1)αk
{

Tiα

∂L(ᾱ)

∂uI\iα

}
+
∑
J

ji≤1
|J |>0

∑
α

jiα=0

(−1)αk(−T−1)J\iα
δL(ᾱ)

δuIJ\iα

=
k+1∑
α=1

(−1)αk
{

Tiα

∂L(ᾱ)

∂uI\iα
−
∑
J

ji≤1
jiα=0
|J |>0

(−T−1)J
δL(ᾱ)

δuIJ\iα

}
= 0.

(1.86)

Finally, we use (1.78) to express this as

∂SH
∂uI

=
k+1∑
α=1

(−1)αk Tiα

δL(ᾱ)

δuI\iα
= 0 (1.87)

and we have shown that (1.84) holds for |I|= m. By induction, it follows that

(1.84) holds for all I. The converse can easily be seen to hold by following the

steps taken in (1.85), (1.86) and (A.15) in reverse order.

We have shown that the multiform EL equations (1.77) for a given 1 ≤ i1 < . . . <

ik+1 ≤ N are equivalent to δSH = 0 for the same 1 ≤ i1 < . . . < ik+1 ≤ N . It

follows that if the multiform EL equations hold for all 1 ≤ i1 < . . . < ik+1 ≤ N

then u is a critical point of the multiform L.

1.3.5 Discrete multiform Euler-Lagrange equations in terms

of variational derivatives of dL

As we did for the continuous case, we present an alternative proof of the multiform

Euler-Lagrange equations for a discrete Lagrangian multiform

L =
∑

1≤i1<...<ik≤N

L(i1...ik) dni1 ∧ . . . ∧ dnik , (1.88)

that also gives explicitly the link between the equations in terms of variational

derivatives of the L(i1...ik) and the Ai1...ik+1 defined by

22



1.3 The multiform Euler-Lagrange equations

dL =
∑

1≤i1<...<ik+1≤N

Ai1...ik+1dni1 ∧ . . . ∧ dnik+1
. (1.89)

In terms of the L(i1...ik),

Ai1...ik+1 =
k+1∑
α=1

(−1)α+1 Diα L(i1...iα−1iα+1...ik+1). (1.90)

We recall that the multiform Euler-Lagrange equations are given by δdL = 0.

We again use I to represent the N component multi-index introduced in (1.76),

allowing us to express the multiform Euler-Lagrange equations given by δdL = 0

in the form

∂

∂uI
Ai1...ik+1 = 0 (1.91)

for all 1 ≤ i1 < . . . < ik+1 and all multi-indices I. For a fixed choice of i1 . . . ik+1,

we shall again write L(ᾱ) to denote L(i1...iα−1iα+1...ik+1). Again, we define the

variational derivative

δL(ᾱ)

δuI
=
∑
J

jiα=0

(T−1)J
∂L(ᾱ)

∂uIJ
, (1.92)

where the multi-index J is such that components jα = 0 whenever α 6= i1, . . . , ik+1,

i.e. J represents shifts with respect to ni1 , . . . , nik+1
only. We define that

δL(ᾱ)

δuI
=

0 in the case where any component of the multi-index I is negative. The identity

∂

∂uI
Ti = Ti

∂

∂uI\i
(1.93)

tells us that

∂

∂uI
Ai1...ik+1 =

k+1∑
α=1

(−1)α+1

(
Tiα

∂L(ᾱ)

∂uI\iα
−
∂L(ᾱ)

∂uI

)
(1.94)

so
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δ

δuI
Ai1...ik+1 =

∑
J

(T−1)J
∂

∂uIJ
Ai1...ik+1

=
∑
J

(T−1)J

k+1∑
α=1

(−1)α+1

(
Tiα

∂L(ᾱ)

∂uIJ\iα
−
∂L(ᾱ)

∂uIJ

)
.

(1.95)

Whenever jiα 6= 0 in this sum, so J is of the form Kiα for some multi-index K,

then

±(T−1)J Tiα

∂L(ᾱ)

∂uIJ\iα
= ±(T−1)K

∂L(ᾱ)

∂uIK
(1.96)

will appear in this sum. When J = K, the term

∓(T−1)K
∂L(ᾱ)

∂uIK
(1.97)

will appear. These two terms cancel, so (1.95) simplifies to

δ

δuI
Ai1...ik+1 =

k+1∑
α=1

∑
J

jiα=0

(−1)α+1(T−1)J Tiα

∂L(ᾱ)

∂uIJ\iα

=
k+1∑
α=1

(−1)α+1 Tiα

δL(ᾱ)

δuI\iα
.

(1.98)

It follows that if (1.91) holds, then

δ

δuI
Ai1...ik+1 =

k+1∑
α=1

(−1)α+1 Tiα

δL(ᾱ)

δuI\iα
= 0. (1.99)

We have shown that

δdL = 0 =⇒ δ

δuI
Ai1...ik+1 =

k+1∑
α=1

(−1)α+1 Tiα

δL(ᾱ)

δuI\iα
= 0 (1.100)

for all 1 ≤ i1 ≤ . . . ≤ ik+1 ≤ N and I. Lemma 6 tells us that
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1.3 The multiform Euler-Lagrange equations

∂Ai1...ik+1

∂uI
=
∑
J

ji≤1

(−T−1)J
δAi1...ik+1

δuIJ
(1.101)

and it follows that the converse to (1.100) also holds. We summarise this result

in the following theorem:

Theorem 7. For a discrete differential k-form L as given in (1.88), and Ai1...ik+1

as defined in (1.90),

δ

δuI
Ai1...ik+1 =

k+1∑
α=1

(−1)α+1 Tiα

δL(ᾱ)

δuI\iα
. (1.102)

The set of equations defined by

δ

δuI
Ai1...ik+1 = 0 (1.103)

for all 1 ≤ i1 ≤ . . . ≤ ik+1 ≤ N and I is equivalent to the set of equations defined

by δdL = 0.

1.3.6 Semi-discrete multiform Euler-Lagrange equations

For both the continuous and discrete cases, we used Stokes’ theorem to show that

the multiform Euler-Lagrange equations are given by δdL = 0. The semi-discrete

analogue of Stokes’ theorem is obtained by taking a partial continuum limit (i.e.,

in some, but not all of the independent variables) of (1.82). It then follows that

the multiform Euler-Lagrange equations are again given by δdL = 0. Also, by

combining the proofs given above, it also follows that the equations given by

δdL = 0 in the semi-discrete case are equivalent to the equations given by

k+1∑
α=1

(−1)α+1 Tiα

δL(ᾱ)

δuI\iα
= 0, (1.104)

where Tiα is taken to be the shift operator when xiα is a discrete variable and

the identity operator in the case where xiα is a continuous variable and I is a

multi-index representing derivatives in the continuous independent variables and

shifts in the discrete independent variables.
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1.4 L vs. dL

1.4 L vs. dL

Throughout this thesis we take our working definition to be that a Lagrangian

multiform L is a differential form where dL = 0 on the equations defined by

δdL = 0. We generally declare that a Lagrangian multiform L is trivial if the

multiform Euler-Lagrange equations are satisfied by every u or only by the zero

function. If we did not discount such trivial Lagrangian multiforms, then every

differential form with polynomial coefficients in u and derivatives thereof would be

considered a valid Lagrangian multiform. Whilst it may be obvious that such ex-

amples should not be considered true Lagrangian multiforms, there are examples

that lie in a grey area in between; where the multiform Euler-Lagrange equations

place additional constraints on the Euler-Lagrange equations of the Lagrangians

in the multiform, but with a light enough touch to still allow non-trivial solu-

tions. If it were a condition of a Lagrangian multiform that the equations given by

E(L(ij)) = 0 (where E is the Euler operator) must not be in any way constrained,

then the majority of the currently known Lagrangian multiforms would fall foul.

For example, in the AKNS Lagrangian multiform we shall give in Chapter 2, the

equations given by E(L(ij)) = 0 where 1 < i, j are further constrained by the

Euler-Lagrange equations arising from the L(1i) and L(1j) Lagrangians. Some-

times, as is the case for the Lagrangian multiform for the potential KdV hierarchy

given in [11], we find that the most fundamental equations of the multiform arise

from the multiform Euler-Lagrange equations of the form

δL(1i)

δut1
+
δL(ij)

δutj
= 0 (1.105)

rather than E(L(ij)) = 0 which only gives us differentiated versions of these

equations. This all leads to a degree of ambiguity as to what exactly any given

Lagrangian multiform is a Lagrangian multiform for. An interesting example of

such a Lagrangian multiform is the Lagrangian 2-form for the KdV generating

PDE given in [4] where

L(ij) =
1

2
(ti − tj)

U2
titj

UtiUtj
+

1

2(ti − tj)

(
n2
j

Uti
Utj

+ n2
i

Utj
Uti

)
. (1.106)

In this case, the equation given by E(L(ij)) = 0 is equivalent to
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1.4 L vs. dL

Utititjtj =Utititj

(
1

ti − tj
+
Utitj
Uti

+
Utjtj
Utj

)
+ Utitjtj

(
1

tj − ti
+
Utitj
Utj

+
Utiti
Uti

)
+ Utiti

(
n2
i

(ti − tj)2

U2
tj

U2
ti

−
U2
titj

U2
ti

− 1

ti − tj
Utitj
Uti

)
− Utitj

Utitiutjtj
UtiUtj

+ Utjtj

(
n2
j

(ti − tj)2

U2
ti

U2
tj

−
U2
titj

U2
tj

− 1

tj − ti
Utitj
Utj

)
+

n2
i

2(ti − tj)3

Utj
Uti

(Uti + Utj + 2(tj − ti)Utitj)

+
n2
j

2(tj − ti)3

Uti
Utj

(Utj + Uti + 2(ti − tj)Utitj)

+
1

2(ti − tj)
U2
titj

(
1

Uti
− 1

Utj

)
,

(1.107)

the generating PDE of the KdV hierarchy [6]. If we define

Aijk := (ti − tj)
Utitj
UtiUtj

+ (tj − tk)
Utjtk
UtjUtk

+ (tk − ti)
Utkti
UtkUti

(1.108)

and

Bijk :=Utitjtk −
UtitkUtitj

2Uti
−
UtitjUtjtk

2Utj
−
UtitkUtjtk

2Utk

− 1

2
UtiUtjUtk

(
n2
i

U2
ti(tk − ti)(ti − tj)

+
n2
j

U2
tj(ti − tj)(tj − tk)

+
n2
k

U2
tk

(tj − tk)(tk − ti)

) (1.109)

then

dL =
∑
i<j<k

AijkBijkdti ∧ dtj ∧ dtk. (1.110)

As a result, all multiform Euler-Lagrange equations of this multiform are conse-

quences of Aijk = 0 and Bijk = 0 (a surprising consequence is that (1.107), a 1+1
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1.4 L vs. dL

dimensional PDE is given by δAijkBijk

δUtk
, when both Aijk and Bijk are 2 + 1 dimen-

sional). Therefore, it would be more accurate to describe this as a Lagrangian

multiform for Aijk = 0 and Bijk = 0 rather than for the KdV generating PDE

given in (1.107).

One way to avoid such ambiguity is to shift our focus away from the La-

grangian multiform L and instead consider its exterior derivative dL to be the

main object of interest. As we shall see in all of the new examples given in this

thesis, by factorising the coefficients of dL (as we did in terms of Aijk and Bijk

for the KdV generating PDE), the fundamental equations of the Lagrangian mul-

tiform become apparent. This perspective is used in [15] to define Lagrangian

multiforms 1. Since our working definition of a Lagrangian multiform (dL = 0 on

the equations defined by δdL = 0) only places conditions on dL, there is a strong

case to be made that dL should be considered to be the main object of study,

rather than the Lagrangian multiform L.

1We note that Vermeeren and Petrera allow a constant term in their definition, since their
definition does not require that dL=0 on the multiform Euler-Lagrange equations
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Chapter 2

Variational symmetries and

Lagrangian multiforms

2.1 Variational symmetries and Noether’s the-

orem

In this section, we shall make use of a version of Noether’s (first) theorem as

presented in [16], where proofs of all statements in this section can be found. We

consider systems with p independent variables x = (x1, . . . , xp) and q dependent

variables u = (u1, . . . , uq)T . In the rest of this paper, we will often use u to denote

the collection of fields u1, . . . , uq or the vector (u1, . . . , uq)T .

2.1.1 Generalized and evolutionary vector fields

We consider vector fields of the form

v =

p∑
i=1

ξi
∂

∂xi
+

q∑
α=1

φα
∂

∂uα
(2.1)

We say that v is a geometric vector field if the ξi and φα depend only on

x and u. If the ξi and φα depend also on derivatives of u, we say that v is a

generalized vector field. If all of the ξi are zero, i.e.

29



2.1 Variational symmetries and Noether’s theorem

vQ =

q∑
α=1

Qα
∂

∂uα
≡ Q · ∂

∂u
, (2.2)

we call vQ an evolutionary vector field with characteristic Q(x, u(n)) =

(Q1(x, u(n)), . . . , Qq(x, u
(n)))T , where Q(x, u(n)) is taken to mean that Q may de-

pend on x, u and derivatives of u. The prolongation of an evolutionary vector

field vQ takes the form

pr vQ =
∑
α,J

DJ Qα
∂

∂uαJ
(2.3)

where we have used the multi-index notation where J is the ordered set (j1, . . . , jp)

and

DJ :=

p∏
i=1

(Dxi)
ji , Dxi =

∂

∂xi
+
∑
α,J

uαJi
∂

∂uαJ
. (2.4)

We shall write Jir to denote (j1, . . . , ji + r, . . . , jp), J\kr to denote (j1, . . . , jk −
r, . . . , jp) and |J | to denote the sum j1 + . . .+ jp.

Every vector field v in the form of (2.1) has an associated evolutionary represen-

tative vQ where

Qα = φα −
p∑
i=1

ξiu
α
xi

(2.5)

2.1.2 Variational symmetries

The vector field v is a variational symmetry of a Lagrangian L (x, u(n))dx1∧ . . .∧
dxp if and only if

pr v(L ) + L Div ξ = DivB (2.6)

for some B(x, u(n)) = (B1(x, u(n)), . . . , Bp(x, u
(n)))T . For an evolutionary vector

vQ, this simplifies to

pr vQ(L ) = Div B̃ (2.7)
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2.1 Variational symmetries and Noether’s theorem

for some B̃(x, u(n)) = (B̃1(x, u(n)), . . . , B̃p(x, u
(n)))T . A generalized vector field v

is a variational symmetry of L if and only if its evolutionary representative vQ is.

Finding the variational symmetries of a given Lagrangian is a non-trivial exercise.

Methods for doing so are covered in [16], [17], [18] and [19]. In our approach, we

assume that such a variational symmetry is given (by applying one of those meth-

ods for instance) and we use it as our starting point to construct a Lagrangian

multiform.

2.1.3 Noether’s theorem

In order to introduce Noether’s theorem, we will require the Euler operater E.

We define the Euler operator E to be the q-component vector operator whose αth

component is Eα given by

Eα =
∑
J

(−1)|J |DJ
∂

∂uαJ
(2.8)

The sum is over all multi-indices J = (j1, . . . , jp). For a Lagrangian L , E(L ) = 0

gives the standard Euler Lagrange equations for L . For example, in the case

where p = 2, q = 1 and L contains terms up to the 2nd jet,

E(L ) =
∂L

∂u
−Dx1

∂L

∂ux1
−Dx2

∂L

∂ux2
+ D2

x1

∂L

∂ux1x1
+ Dx1 Dx2

∂L

∂ux1x2
+ D2

x2

∂L

∂ux2x2
.

(2.9)

We say that the equations of motion given by E(L ) = 0 are of maximal rank if

the q × (p+ q
(
p+n
n

)
) Jacobian matrix

JE(L ) =

(
∂ Ei(L )

∂xj
,
∂ Ei(L )

∂uαJ

)
(2.10)

is of rank q (i.e. of maximal rank) on the equations of motion given by E(L ) = 0.

Theorem 8. [Noether] Let vQ be an evolutionary vector field with characteristic

Q and L a Lagrangian density, such that E(L ) is of maximal rank. Then,

pr vQ(L ) = DivB for some B ⇐⇒ Q · E(L ) = DivP for some P . (2.11)

31



2.1 Variational symmetries and Noether’s theorem

where Q · E =

q∑
α=1

Qα Eα.

The right hand side of (2.11) is the characteristic form of a conservation law. Since

setting E(L ) = 0 defines the equations of motion, this tells us that DivP = 0

on the equations of motion - the usual form of a conservation law.

2.1.4 Finding the components of a divergence

If we are given that an expression A(x, u(n)) is a divergence (i.e., A = DivB for

some B = (B1, B2, . . . , Bp)
T , it is often easy to find the components Bk by trial

and error. This can also be done algorithmically using the homotopy operator

[16]. First for multi-indices I and J we define(
I

J

)
=

I!

J ! (I\J)!
(2.12)

where I! = i1! i2! . . . ip!, J ! = j1! j2! . . . jp! and (I\J)! = (i1 − j1)! . . . (ip − jp)!. We

now define the higher Euler operators EJ
α such that:

EJ
α(A) =

∑
I⊃J

(
I

J

)
(−D)I\J

∂A

∂uαI
. (2.13)

We note that when |J |= 0, the higher Euler operator coincides with the Euler

operator defined in (2.8). Then the homotopy operator H acts on A as follows:

H(A(x, u(n))) = B̂ = (B̂1, . . . B̂p)
T (2.14)

with each

B̂k =

∫ 1

0

q∑
α=1

∑
I

ik + 1

|I|+1
DI(u

α EIk
α (A)[λu])dλ+

∫ 1

0

xkA(λx, 0)dλ, (2.15)

where ik is the kth component of I and the [λu] denotes replacing every uα in

EIk
α (A) with λuα. So long as A(x, u(n)) is a divergence, the B̂ defined in this

manner is such that A = Div B̂.
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2.1 Variational symmetries and Noether’s theorem

Example 9. We let A = ux1x2ux3. Since E(A) = 0, it follows that A is a

divergence. The only non-zero higher Euler operators are

Ex1(A) = −ux2x3
Ex2(A) = −ux1x3
Ex3(A) = ux1x2

Ex1x2(A) = ux3 .

(2.16)

Then (2.15) tells us that

B̂1 =

∫ 1

0

u(−λux2x3) +
1

2
Dx2(uλux3)dλ

=
1

4
ux2ux3 −

1

4
uux2x3 ,

(2.17a)

B̂2 =

∫ 1

0

u(−λux1x3) +
1

2
Dx1(uλux3)dλ

=
1

4
ux1ux3 −

1

4
uux1x3 ,

(2.17b)

and

B̂3 =

∫ 1

0

uλux1x2dλ

=
1

2
uux1x2 .

(2.17c)

For these B̂1, B̂2 and B̂3,

Dx1 B̂1 + Dx2 B̂2 + Dx3 B̂3 = ux1x2ux3 = A (2.18)

as required.
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2.2 Variational symmetries as Lagrangian multiforms

2.2 Variational symmetries as Lagrangian mul-

tiforms

In this section, we shall take the well known results of the previous section, and

apply them in the context of Lagrangian multiforms. We consider the Lagrangian

density L on a manifold with p independent, and q dependent variables from the

previous section. In order to be able to apply Noether’s theorem, we require that

the corresponding EL equations E(L ) = 0 are of maximal rank. If we introduce

a new independent variable xp+1, independent of x1, . . . , xp, and the vector field

w = uxp+1 ·
∂

∂u
then

pr w(L ) = Dxp+1 L . (2.19)

Also, by reversing the integration by parts that was used to get from L to E(L )

it follows that

uxp+1 · E(L ) = Dxp+1 L + DivA (2.20)

for some A, where the xp+1 component of A is zero. If Q is the characteristic of

a variational symmetry of L then Noether’s theorem tells us that

Q · E(L ) = DivP (2.21)

for some P . Adding (2.20) and (2.21) gives us that

(uxp+1 +Q) · E(L ) = Div P̃ (2.22)

where P̃ = A+P so the xp+1 component of P̃ is L . We use this idea to construct

Lagrangian multiforms as follows.

Theorem 10. Let Q(x, u(n)) be the characteristic of a variational symmetry of

the Lagrangian density L (x, u(n)) such that L and Q have no dependence on

xp+1 or derivatives of u with respect to xp+1. If Q̃ = uxp+1 +Q then

Q̃ · E(L ) = DivP (2.23)
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2.2 Variational symmetries as Lagrangian multiforms

for some P = (P1, . . . Pp, Pp+1)T , and the p-form L such that

L =

p+1∑
i=1

L(̄i)dxi+1 ∧ . . . ∧ dxp+1 ∧ dx1 ∧ . . . ∧ dxi−1 with L(̄i) = (−1)ipPi (2.24)

is a Lagrangian multiform. The p + 1 component of P is equivalent (i.e. equal

modulo total derivatives) to L .

Remark 11. A Lagrangian multiform arising from Theorem 10 requires a La-

grangian and a single variational symmetry. Since, in general, a single symmetry

is not a sufficient condition for integrability, it follows that Theorem 10 can give

us Lagrangian multiforms for non-integrable systems.

Proof. The existence of a P that satisfies (2.23) and has L as its p+ 1 component

follows from the introduction to this section, equations (2.19) to (2.22). Since Q

is a symmetry of E(L ) we know that the equations Q̃ = 0 and E(L ) = 0 are

compatible in the sense that there exists a general common solution. Then

dL = (−1)p DivP dx1 ∧ . . . ∧ dxp+1, (2.25)

and it follows that δdL = 0 is equivalent to the requirement that

∂

∂uI
DivP = 0 ∀I. (2.26)

Using (2.23), this gives us that

∂

∂uI
DivP =

(
∂

∂uI
Q̃

)
· E(L ) + Q̃ ·

(
∂

∂uI
E(L )

)
, (2.27)

and since E(L ) is of maximal rank (a requirement for Noether’s theorem), the

necessary and sufficient condition for δdL = 0 is that both Q̃ = 0 and E(L ) = 0

hold simultaneously. From the form of (2.23), it is clear that dL = 0 on solutions

of either Q̃ = 0 or E(L ) = 0.

Remark 12. If vQ is a variational symmetry of a Lagrangian L dx1∧ . . .∧dxp, it

is tempting to say that vQ̃ is also a variational symmetry of L since pr vQ̃(L ) =

DivB for some B. This is not quite correct since B contains a xp+1 component.
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2.2 Variational symmetries as Lagrangian multiforms

However, vQ̃ is a variational symmetry of L dx1 ∧ . . . ∧ dxp ∧ dxp+1 (i.e., the

same L but now integrated over the coordinates x1, . . . , xp+1 instead of x1, . . . , xp,

giving an alternative perspective for what is happening in Theorem 10.

Remark 13. Theorem 10 allows us to construct a p+ 1 dimensional Lagrangian

multiform from a Lagrangian in p dimensions and a single variational symmetry.

It is natural to consider whether, in the case where we have a set of l commuting

variational symmetries, we can iterate the process to find a p + l dimensional

Lagrangian multiform, as was achieved for a class of 1-forms in [20]. In Section

2.2.3 we use Theorem 10 to obtain a multiform that incorporates the first three

flows of the AKNS hierarchy. We also show why, in the case of a Lagrangian 2-

form, it is always possible to obtain a 2 + l dimensional Lagrangian 2-form from

an autonomous polynomial Lagrangian L(12) and a set of l commuting variational

symmetries with autonomous polynomial characteristics. A similar argument can

be used for autonomous polynomial k-forms for arbitrary k. Whether or not non-

autonomous, non-polynomial systems can be extended through repeated application

of Theorem 10 remains an open problem.

Remark 14. A Lagrangian p+1-form given by the components of P̃ in Theorem

10 gives E(L ) = 0 and Q̃ = 0 and consequences thereof as its multiform Euler-

Lagrange equations. We can also consider the components of P as giving us a

Lagrangian p-form, the multiform Euler-Lagrange equations of which will give us

E(L ) = 0 and Q = 0 and consequences thereof as its multiform Euler-Lagrange

equations. However, unlike the Lagrangian multiform given by Theorem 10, L

will not be one of the Lagrangians of the multiform.

We note that P is not unique. Indeed, any change to P that is equivalent to

adding an exact form to L will also satisfy (2.23). In addition, we can perform

“integration by parts” on the left hand side of (2.23) and the remaining terms

will still be a divergence, e.g.

Q̃·E(L )→ −Dx Q̃·D−1
x E(L ) and DivP → Div P̃ = DivP−Dx(Q·D−1

x E(L )).

(2.28)

Such a transformation amounts to adding a double zero to one of the components

of P so the resultant Lagrangian multiform will be essentially the same in that
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2.2 Variational symmetries as Lagrangian multiforms

δdL = 0 will give the same equations of motion, and dL = 0 will still hold on these

equations of motion. This idea can be generalized further by noticing that the

“integration by parts” can be carried out on any constituent part of Q̃ · E(L ),

e.g.

Q̃i Ei(L )→ −Dx Q̃i D−1
x Ei(L ), (2.29)

whilst leaving the resultant multiform essentially unchanged. The Q̃ in (2.23) is in

evolutionary form with respect to xp+1 i.e. it is in the form uxp+1 +Q(x, u(n)) = 0

where Q(x, u(n)) does not contain xp+1 or derivatives of u with respect to xp+1.

If, by using the above operations we are able to put E(L ) into evolutionary form

with respect to some xj, and neither xj nor derivatives of u with respect to xj

appear in Q̃ then we can reverse the roles of Q̃ and E(L ) whilst essentially leaving

the resultant multiform unchanged. This idea forms the basis of the following

theorem.

Theorem 15. Consider the Lagrangian and variational symmetry as given in

Theorem 10 and let j ∈ {1, . . . , p} be fixed. If there exist constants ak and multi-

indices Jk for k = 1, . . . , q where the p+ 1 and j components of each Jk are zero,

such that

ak D−1
Jk

Ek(L ) = 0 (2.30)

is in evolutionary form with respect to xj, then the q components of E(L(j̄)), up

to re-ordering, are precisely the q expressions

1

ak
DJk Q̃k. (2.31)

Proof. If there exist multi-indices Jk and constants ak as described that put E(L )

into evolutionary form with respect to xj, then applying ak D−1
Jk

to Ek(L ) and
1
ak

DJk to Q̃k in (2.23) amounts to performing integration by parts on the products

Q̃k Ek(L ), i.e.

1

ak
DJk Q̃k.ak D−1

Jk
Ek(L ) = Q̃k Ek(L ) + DivCk (2.32)
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2.2 Variational symmetries as Lagrangian multiforms

for some Ck. We note that the j and p+ 1 components of Ck are zero since the

j and p+ 1 components of each Jk are zero. It follows that

q∑
k=1

1

ak
DJk Q̃k.ak D−1

Jk
Ek(L ) = Div P̂ (2.33)

where P̂ = P +
∑q

k=1Ck. Now that each ak D−1
Jk

Ek(L ) is in evolutionary form, it

follows from Noether’s theorem that the corresponding characteristics represent

variational symmetries of 1
ak

DJk Q̃k, and by Theorem 10, L(j̄) is the Lagrangian

for 1
ak

DJk Q̃k, k = 1, . . . , q.

It follows that the multiforms described by P and P̂ in theorems 10 and 15 both

have L(j̄) and L as their j and p+ 1 components respectively, since the j and

p+ 1 components of each Ck are zero.

2.2.1 The “zero” symmetry

Every Lagrangian multiform we know of that has been considered up to this point

has related to integrable systems. However, it is not the case that Lagrangian

multiforms only exist for integrable systems, since Theorem 10 applies to any La-

grangian with a variational symmetry. In fact, it turns out that every variational

equation has at least one Lagrangian multiform description.

Using our construction, the requirements for a Lagrangian multiform are a La-

grangian density L (x, u(n)) and a variational symmetry v. It is trivially true

that the zero vector (i.e. vQ where Q = 0) is a symmetry of every Lagrangian

since vQ(L ) = 0. Letting Q̃ = uxp+1 +Q = uxp+1 , it follows that

Q̃ · E(L ) = DivP (2.34)

for some P , and it follows from Theorem 10 that P describes a Lagrangian mul-

tiform. Therefore every Lagrangian, regardless of integrability, fits into at least

one Lagrangian multiform description.
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2.2 Variational symmetries as Lagrangian multiforms

This particular multiform could reasonably be described as semi-trivial, in

that one of the equations of motion is simply uxp+1 = 0. However, it does have

a practical application relating to the inverse problem of finding a Lagrangian (if

it exists) for a given equation of motion. Theorem 10 tells us that L is given by

the xp+1 component of P . By applying the homotopy operator to P we find that

L =

∫ 1

0

u · (Exp+1(P )[λu])dλ

=

∫ 1

0

u · (E(L )[λu])dλ,

(2.35)

which is precisely the formula given in [16]. Also, the relation

E(P ·Q) = D∗P (Q) + D∗Q(P ), (2.36)

where DP (Q) is the Fréchet derivative of P acting on Q and D∗P is the adjoint of

DP , can be applied to (2.34) in the case where Q̃ = uxp+1 to derive the condition

(also given in [16]) that an equation has a Lagrangian description if and only if

its Fréchet derivative is self adjoint.

Remark 16. Since we can apply Theorem 10 with any variational symmetry,

many Lagrangians can fit into more that one Lagrangian multiform description.

For example, if a given Lagrangian possesses time/space shift symmetries and ro-

tational symmetries then we can obtain a Lagrangian multiform for each. How-

ever, unless the symmetries themselves describe mutually commuting flows, we

cannot expect it to be possible to connect these multiforms descriptions to each

other in any coherent way (i.e., as we are able to do in the case of the AKNS

multiform in section 2.2.3). The latter point emphasises the distinction between

multiforms as just described, and multiforms carrying information about the in-

tegrability of the equations of motion, which was the original intent of the notion

of Lagrangian multiforms.

Next, we shall give three examples of constructing Lagrangian multiforms from

variational symmetries. All three systems considered come from well known inte-

grable hierarchies - this simplifies the task of finding variational symmetries, since

the required symmetries are other equations taken from the respective hierarchies.
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2.2 Variational symmetries as Lagrangian multiforms

2.2.2 The sine-Gordon equation

The sine-Gordon equation, ux1x2 = sinu with Lagrangian density

L(12) =
1

2
ux1ux2 − cosu (2.37)

and variational symmetry Q = u3x1 + 1
2
u3
x1

is given as an example in [16]. We can

confirm that Q is a variational symmetry of L by checking that pr vQL = DivP

for some P . Indeed, we find that

pr vQL =
1

2
(u4x1 +

3

2
u2
x1
ux1x1)ux2 +

1

2
(u3x1x2 +

3

2
u2
x1
ux1x2)ux1

+ (u3x1 +
1

2
u3
x1

) sinu

= Dx1(
1

2
ux1ux1x1x2 −

1

2
ux1x1ux1x2 +

1

2
ux1x1x1ux2 +

1

4
u3
x1
ux2

+ ux1x1 sinu− 1

2
u2
x1

cosu) + Dx2(
1

8
u4
x1

).

(2.38)

We now let Q̃ = ux3 − Q. In this case, Q̃ = 0 is precisely the modified KdV

equation which is known to be compatible with the sine-Gordon equation. By

Theorem 10, the product

Q̃ · E(L ) = (ux3 − u3x1 −
1

2
u3
x1

)(sinu− ux1x2) = Div P̃, (2.39)

i.e. it is a divergence. If we write this product in terms of the components of P̃

we find that

P̃ =

−1
2
ux2ux3 + ux1x1ux1x2 − ux1x1 sinu+ 1

2
u2
x1

cosu
−1

2
ux1ux3 − 1

2
u2
x1x1

+ 1
8
u4
x1

1
2
ux1ux2 − cosu

 =

L(23)

L(31)

L(12)

 (2.40)

satisfies (2.39), and is precicely the Lagrangian multiform for the sine-Gordon

equation that was given in [21]. In accordance with Remark 14, we also consider

Q · E(L ) = (u3x1 +
1

2
u3
x1

)(sinu− ux1x2) = DivP, (2.41)
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2.2 Variational symmetries as Lagrangian multiforms

where

P =

(
ux1x1 sinu− 1

2
u2
x1

cosu− ux1x1ux1x2
1
2
u2
x1x1
− 1

8
u4
x1

)
=

(
L(2)

−L(1)

)
. (2.42)

The multiform Euler-Lagrange equations for the Lagrangian 1-form

L = L(1)dx1 + L(2)dx2 (2.43)

are given by
δL(1)

δuI\2
−
δL(2)

δuI\1
= 0 (2.44)

for all I. Therefore, the non-zero multiform Euler-Lagrange equations are as

follows:
δL(1)

δu
= 0 =⇒ −Dx1(

1

2
u3
x1

+ u3x1) = 0 (2.45a)

δL(2)

δu
= 0 =⇒ D2

x1
(sinu− ux1x2) +

3

2
u2
x1

(sinu− ux1x2)

−Dx2(u3x1 +
1

2
u3
x1

) = 0

(2.45b)

δL(2)

δux1
= 0 =⇒ Dx2(u3x1 +

1

2
u3
x1

) = 0 (2.45c)

δL(2)

δux1x1
= 0 =⇒ sinu− ux1x2 = 0 (2.45d)

δL(1)

δux1
−
δL(2)

δux2
= 0 =⇒ u3x1 +

1

2
u3
x1

= 0 (2.45e)

δL(1)

δux1x1
−
δL(2)

δux1x2
= 0 =⇒ −ux1x1 + ux1x1 = 0. (2.45f)

As expected, all are consequences of u3x1 + 1
2
u3
x1

= 0 and sinu − ux1x2 = 0. We

can view this Lagrangian 1-form as a reduction of the sine-Gordon Lagrangian

2-form under the constraint that no motion is allowed in the x3 direction. We

shall make further use of this type of reduction in Chapters 3 and 4.
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2.2 Variational symmetries as Lagrangian multiforms

2.2.3 The AKNS multiform

The first two flows of the AKNS hierarchy [22] were shown to possess a Lagrangian

multiform structure in [2]. The L(x1x2) and L(x3x1) AKNS Lagrangians, (see e.g.

[23]) are as follows:

L(12) =
1

2
(rqx2 − qrx2) +

i

2
qx1rx1 +

i

2
q2r2 , (2.46)

and

L(31) =
1

2
(qrx3 − rqx3) +

1

8
(rx1qx1x1 − qx1rx1x1) +

3

8
qr(rqx1 − qrx1) , (2.47)

giving equations of motion

rx2 = − i
2
rx1x1 + ir2q , (2.48)

qx2 =
i

2
qx1x1 − iq2r (2.49)

corresponding to the two components of E(L(12)) = 0, and

rx3 =
3

2
rqrx1 −

1

4
rx1x1x1 , (2.50)

qx3 =
3

2
qrqx1 −

1

4
qx1x1x1 , (2.51)

corresponding to the two components of E(L(31)) = 0. It is straightforward (but

time consuming) to check that

vQ = (
3

2
qrqx1 −

1

4
qx1x1x1)

∂

∂q
+ (

3

2
rqrx1 −

1

4
rx1x1x1)

∂

∂r
(2.52)

is a variational symmetry of L(12). In order to apply Theorem 10 we define

Q̃ =

(
qx3
rx3

)
−Q (2.53)

and it follows that

42



2.2 Variational symmetries as Lagrangian multiforms

Q̃ · E(L(12)) =

qx3 − 3
2
qrqx1 + 1

4
qx1x1x1

rx3 − 3
2
rqrx1 + 1

4
rx1x1x1

 ·
−rx2 − i

2
rx1x1 + ir2q

qx2 − i
2
qx1x1 + iq2r

 = DivP

(2.54)

for some P. We find that

P =

L(23)

L(31)

L(12)

 (2.55)

with

L(23) =
1

4
(qx2rx1x1 − rx2qx1x1)−

i

2
(qx3rx1 + rx3qx1) +

1

8
(qx1rx1x2 − rx1qx1x2)

+
3

8
qr(qrx2 − rqx2)−

i

8
qx1x1rx1x1 +

i

4
qr(qrx1x1 + rqx1x1)

− i

8
(q2r2

x1
+ r2q2

x1
) +

i

4
qrqx1rx1 −

i

2
q3r3.

(2.56)

and L(12) and L(31) as given in (2.46) and (2.47) will satisfy (2.54). This gives

us the Lagrangian multiform

L = L(12) dx1 ∧ dx2 + L(23) dx2 ∧ dx3 + L(31) dx3 ∧ dx1, (2.57)

for which dL = 0 and δdL = 0 as expected. This 3-component multiform was first

derived in [2].

Extending the multiform to include the x4 flow

We now follow a similar procedure to find the L(14), L(24) and L(34) Lagrangians

of the AKNS multiform, illustrating how our construction can be used to go

beyond the first few terms in a Lagrangian multiform to include the higher flows

of an integrable hierarchy. For the AKNS case, this means that we want to include
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2.2 Variational symmetries as Lagrangian multiforms

the flow corresponding to the independent variable x4 to produce the Lagrangian

multiform

L1234 =L(12) dx1 ∧ dx2 + L(13) dx1 ∧ dx3 + L(14) dx1 ∧ dx4

+ L(23) dx2 ∧ dx3 + L(24) dx2 ∧ dx4 + L(34) dx3 ∧ dx4

(2.58)

In order to find the L(14), L(24) and L(34) we require our Q̃ to represent the x4

flow of the hierarchy, i.e.

Q̃4 =

qx4 + i(3
4
q3r2 − 1

4
q2rx1x1 − 1

2
qqx1rx1 − qrqx1x1 − 3

4
rq2
x1

+ 1
8
q4x1)

rx4 − i(3
4
q2r3 − 1

4
r2qx1x1 − 1

2
rqx1rx1 − qrrx1x1 − 3

4
qr2
x1

+ 1
8
r4x1)

 . (2.59)

The components of Q̃4 are obtained by using the recursive procedure given in

[24]. Theorem 10 tells us that

Q̃4 · E(L(12)) = DivP 124 (2.60)

where the components of P 124 (with respect to x1, x2 and x4) are found to be

P 124
4 =

1

2
(rqx2 − qrx2) +

i

2
qx1rx1 +

i

2
q2r2, (2.61a)

P 124
2 =

1

2
(qrx4 − rqx4) +

3i

16
(q2r2

x1
+ r2q2

x1
) +

i

4
qrqx1rx1 +

5i

16
qr(qrx1x1 + rqx1x1)

− i

8
qx1x1rx1x1 −

i

4
q3r3

(2.61b)
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and

P 124
1 =

3

8
q2r2(rqx1 − qrx1)−

i

16
(q2rx1rx2 + r2qx1qx2)−

5i

16
qr(qrx1x2 + rqx1x2)

− 1

8
qr(rq3x1 − qr3x1)−

1

8
(q2rx1rx1x1 − r2qx1qx1x1)−

1

8
qx1rx1(rqx1 − qrx1)

1

4
qr(rx1qx1x1 − qx1rx1x1) +

3i

8
qr(qx1rx2 + rx1qx2)−

i

8
(q3x1rx2 + r3x1qx2)

+
1

16
(q3x1rx1x1 − r3x1qx1x1) +

i

8
(qx1x1rx1x2 + rx1x1qx1x2)−

i

2
(qx1rx4 + rx1qx4).

(2.61c)

We can now recognize P 124
4 = L(12) and we set P 124

2 = L(41) and P 124
1 = L(24),

consistently with Theorem 10. From the construction of the coefficients, it follows

immediately that for the multiform

L124 = L(12) dx1 ∧ dx2 + L(24) dx2 ∧ dx4 + L(41) dx4 ∧ dx1, (2.62)

the multiform EL equations are satisfied when both E(L(12)) = 0 and E(L(41)) =

0, and that dL124 = 0 on these equations of motion.

To produce the rest of the coefficients needed for L1234, we now use the same Q̃4

together with L(13) to define P 134 such that

Q̃4 · E(L(13)) = DivP 134 . (2.63)

Then we find that the components of P 134 (with respect to x1, x3 and x4) are
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such that P 134
4 = L(13) = −L(31) given in (2.47), as expected from Theorem 10,

P 134
1 = L(34) =

i

8
(qx1x1rx1x3 + rx1x1qx1x3)−

i

8
(q3x1rx3 + r3x1qx3)−

i

32
q3x1r3x1

+
i

32
(q2r2

x1x1
+ r2q2

x1x1
) +

i

32
q2
x1
r2
x1

+
3

8
qr(rqx4 − qrx4)

+
9i

32
q4r4 − 3i

16
q2r2(qrx1x1 + rqx1x1)−

i

16
(q2rx1rx3 + r2qx1qx3)

− 5i

16
qr(qrx1x3 + rqx1x3) +

1

4
(qx1x1rx4 − rx1x1qx4)

+
3i

16
qr(qx1r3x1 + rx1q3x1) +

i

16
qrqx1x1rx1x1

− i

16
qx1rx1(qrx1x1 + rqx1x1)−

15i

16
q2r2qx1rx1

+
3i

8
qr(qx1rx3 + rx1qx3)−

1

8
(qx1rx1x4 − rx1qx1x4) ,

(2.64)

and P 134
3 = L(41) - identical to the L(41) previously identified as P 124

2 , given in

(2.61b). Again, from the construction of the coefficients, it follows immediately

that for the multiform

L134 = L(13) dx1 ∧ dx3 + L(34) dx3 ∧ dx4 + L(41) dx4 ∧ dx1, (2.65)

the multiform EL equations are satisfied when both E(L(13)) = 0 and E(L(41)) =

0, and also that dL134 = 0 on these equations of motion. We are now able to

form the 6 component Lagrangian multiform L1234 given in (2.58) and, as we

would hope, the multiform EL equations are all consequences of E(L(1i)) = 0

for i ∈ {2, 3, 4}, and dL1234 = 0 on these equations. Therefore, in this case, we

were able to incorporate two commuting variational symmetries to extend our

multiform, but will this always be possible? Inspired by the AKNS example we

have just carried out, we now examine this problem in the case where the L(12)

Lagrangian and variational symmetry characteristics are autonomous polynomi-

als in the field variables and their derivatives.

Given that each L1ij is determined from dL1ij, we have the freedom to add any

exact 2-form to L1ij without affecting the multiform structure. As a result, the
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L(1i),L(ij) and L(j1) we obtain are not uniquely defined; this fact holds added

significance when extending our multiform to include more than one commuting

symmetry. When forming L123, any choice of L(12),L(23) and L(31) such that

dL123 = Q̃ · E(L(12))dx1 ∧ dx2 ∧ dx3 will give us a valid multiform. When we

then form L124, we now require that the L(12) is exactly the same as the one in

L123. This is not a problem, since we will always be able to make it so by adding

an appropriate exact 2-form to L124. Similarly, when we come to form L134, it

will always be possible to get the same L(13) that was obtained in L123 by adding

an appropriate exact 2-form. However, it is not entirely obvious that the L(14)

obtained at this stage will be exactly the same as the one in L124. If the two L(14)

components were to differ by a total x4 derivative then it would not be possible

to correct this by adding an exact 2-form without also changing L(13), which we

don’t want to do because it is already in the form we require.

In the case of a 2-form where L(12) contains only x1 and x2 derivatives of u, it

follows from the form of dL12i, as given by Theorem 10, that the resulting L(i1)

Lagrangian need only contain first order derivatives of u with respect to xi and

no products of xi derivatives of u. This is because, when applying Theorem 10

to obtain dL12i, the only xi derivatives of u that appear come from

uxi · E(L(12)). (2.66)

When reversing the integration by parts that was used to obtain E(L(12)) from

L(12), this becomes

Dxi L(12) + Dx1 A1 + Dx2 A2 (2.67)

for some A1 and A2, and since all integration by parts was with respect to x1 and

x2, A1 and A2 do not contain 2nd or higher order derivatives with respect to xi,

or products of xi derivatives of u. This, in conjunction with the multiform EL

equations, in particular those of the form

δL(12)

δux2
=
δL(1i)

δuxi
(2.68)
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for i > 1, where
δL(ij)

δuI
=

∞∑
q,r=0

(−1)q+r Dq
xi

Dr
xj

∂L(ij)

∂uIiqjr
(2.69)

tells us that, modulo total x1 derivatives, all L(1i) for i > 2 are of the form

δL(12)

δux2
uxi + Fi (2.70)

where Fi is some function that has no direct dependence on xi derivatives of u.

This guarantees that, for example, the L(14) coming from L134 can be made to

coincide with the one coming from L124.

There is also the question of whether the multiform EL equations and closure

relation that relate to dL234 will be satisfied on the equations of motion relating

to L(12),L(13) and L(14). To show that this is the case, we follow a similar

argument to the one given in [11]. Once all of the L(1i)’s are consistently defined,

we can form L1234 and it follows from

d2(L1234) = 0 (2.71)

and the form of dL123, dL124 and dL134 in terms of the L(ij) that

Dx1(Dx2 L(34) −Dx3 L(24) + Dx4 L(23)) (2.72)

has a double zero on the equations of motion. Then, since each L(ij) is an au-

tonomous polynomial, it follows that dL234 also has a double zero on the equations

of motion, so all of the required relations will be satisfied. This argument can then

be used iteratively to further extend the multiform to include higher flows relating

to additional commuting variational symmetries. It is also possible to extend this

argument to the case of autonomous polynomial systems in higher dimensions,

but it remains an open problem to extend this argument to non-autonomous,

non-polynomial systems.

The entire AKNS Lagrangian multiform using the recursion operator

The equations of the nth flow of the AKNS hierarchy are given by
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(
qxn
rxn

)
= Rn−1

(
qx1
rx1

)
(2.73)

where

R = i

(
−qD−1

x1
r + 1

2
Dx1 −qD−1

x1
q

rD−1
x1
r rD−1

x1
q − 1

2
Dx1

)
(2.74)

is the recursion operator originally found by A. Lenard. Using this formulation

of the AKNS hierarchy in conjunction with Theorem 10, we obtain

DivP 1ij =

((
qxj
rxj

)
−Rj−1

(
qx1
rx1

))T (
0 −1
1 0

)((
qxi
rxi

)
−Ri−1

(
qx1
rx1

))
(2.75)

where

P 1ij =

L(ij)

L(j1)

L(1i)

 . (2.76)

Therefore H(P 1ij) where H is the homotopy operator given in (2.14) gives us an

explicit formula for every Lagrangian in the multiform for the entire AKNS hier-

archy. This formulation pre-dates the one given in [25], so is the first formulation

of a Lagrangian multiform for the entire AKNS hierarchy.

In Appendix B we present some further Lagrangian multiforms relating to the

AKNS hierarchy. The results in this appendix have now largely been superseded

by the results in [25], hence their relegation to the appendix.

2.2.4 The KP multiform

In this section, we shall construct a Lagrangian multiform for the Kadomtsev-

Petviashvili (KP) equation [26]. This is the first example of a Lagrangian mul-

tiform for an integrable PDE in 2 + 1 dimensions. It is therefore a 3-form. A

Lagrangian multiform for the discretised KP equation is given in [27]. Attempts

to perform a continuum limit (see [28] for examples of such a procedure) in or-
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der to obtain a continuous Lagrangian multiform for the KP equation have, so

far, been unsuccessful. In order to proceed, we take as our starting point the

Lagrangians

L(123) =
1

2
vx1x1vx1x3 −

1

2
v2

3x1
− 1

2
v2
x1x2

+ v3
x1x1

(2.77a)

L(412) =
1

2
vx1x1vx1x4 − 2v3x1vx1x1x2 −

2

3
vx1x2vx2x2 + 4v2

x1x1
vx1x2 (2.77b)

where v3x1 = vx1x1x1 . These are based on the KP Hamiltonians given in [29],

which are based on the formulation of [30]. In order to avoid non-local terms,

these Lagrangians are given in terms of v such that vx1x1 = q, where q is the usual

KP field variable. These Lagrangians give equations of motion

v3x1x3 − vx1x1x2x2 + v6x1 + 6v2
3x1

+ 6vx1x1v4x1 = 0, (2.78a)

the first KP equation, and

v3x1x4 + 4v5x1x2 −
4

3
vx13x2 + 8v4x1vx1x2 + 24v3x1vx1x1x2 + 16vx1x1v3x1x2 = 0 (2.78b)

the second KP equation respectively. It is straightforward (although time con-

suming) to check that setting Q equal to

D−3
x1

(−vx1x1x2x2 + v6x1 + 6v2
3x1

+ 6v2x1v4x1) = −D−1
x1

(vx2x2 + 3v2
x1x1

) + v3x1 (2.79)

gives a variational symmetry vQ of the second KP equation (2.78b). This implies

that

(vx1x1x1x4 + 4v5x1x2 −
4

3
vx13x2 + 8v4x1vx1x2 + 24v3x1vx1x1x2 + 16vx1x1v3x1x2)(vx3

−D−1
x1

(vx2x2 + 3v2
x1x1

) + v3x1) = DivP

(2.80)
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We use integration by parts (i.e. integrate the first bracket and differentiate the

second bracket, both with respect to x1) to remove non-local terms and get

(vx1x1x4 + 4v4x1x2 −
4

3
v3x2 + 8v3x1vx1x2 + 16vx1x1vx1x1x2)(vx1x3 − vx2x2

+ 3v2
x1x1

+ v4x1) = Div P̃
(2.81)

As expected, P̃ describes a Lagrangian 3-form

L =L(123)dx1 ∧ dx2 ∧ dx3 + L(234)dx2 ∧ dx3 ∧ dx4 + L(341)dx3 ∧ dx4 ∧ dx1

+ L(412)dx4 ∧ dx1 ∧ dx2

(2.82)

with the 1, 2, 3 and 4 components of P̃ corresponding to −L(234),L(341),−L(412)

and L(123). The L(123) and L(412) Lagrangians are precisely those given in (2.77a)

and (2.77b). We find that the L(234) Lagrangian is given by

L(234) =− 1

2
vx1x3vx1x4 − 4vx1x3v3x1x2 + 2vx1x1x3vx1x1x2 −

2

3
vx2x2vx2x3 + vx2x2vx1x4

+ 4vx2x2v3x1x2 −
8

3
vx1x2x2vx1x1x2 − v3x1vx1x1x4 +

4

3
v3x1v3x2 − 4v2

3x1
vx1x2

+ 8vx1x1v3x1vx1x1x2 + 8vx1x1vx1x2vx2x2 +
4

3
v3
x1x2
− 8vx1x1vx1x2vx1x3

− 8v3
x1x1

vx1x2
(2.83)

and the L(341) Lagrangian is given by

L(341) =
2

3
v2
x2x2

+ 2v2
4x1
− 2v3x1vx1x1x3 −

4

3
vx2x2vx1x3 −

2

3
vx1x2vx2x3 + vx1x2vx1x4

− 4

3
v2
x1x1x2

+
4

3
v3x1vx1x2x2 + 12v2

x1x1
v4x1 + 4v2

3x1
vx1x1 − 4v2

x1x1
vx2x2

+ 4vx1x1v
2
x1x2

+ 4v2
x1x1

vx1x3 + 10v4
x1x1

.

(2.84)
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2.2 Variational symmetries as Lagrangian multiforms

It is clear from (2.81) that dL = 0 when either the first (2.78a) or second (2.78b)

KP equation holds. When both the first and second KP equations hold, the left

hand side of (2.81) gives a double zero, so we also have that δdL = 0. As a con-

sequence, all of the multiform EL equations hold. This is the first ever example

of a continuous Lagrangian 3-form.

2.2.5 Constructing 3-forms with more than 2 flows

In the case of an appropriate 1+1 dimensional integrable hierarchy (e.g. the

AKNS hierarchy), we can use Theorem 10 to construct arbitrarily many terms

of the corresponding Lagrangian 2-form. This is made possible because every

Lagrangian L(ij) appears in at least one dL1ij. In the case of a 2+1 dimensional

integrable hierarchy, Theorem 10 can be used to give each dL12ij, which will give

us expressions for Lagrangians of the form L(12i), L(1ij) and L(2ij), but will not

help us to find the L(ijk) Lagrangians for i, j, k > 2. In the following example,

we present an algorithmic method for finding such Lagrangians and use it to

construct a Lagrangian multiform incorporating three flows in 2+1 dimensions.

A simple Lagrangian 3-form with 3 flows

This example is based on a stripped down version of the linearised KP hierarchy.

We take our three equations to be

qxt3 = qyy

qxt4 = −4qxxxy

qxt5 = −10qxxyy

(2.85)

with Lagrangians
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2.2 Variational symmetries as Lagrangian multiforms

L(123) =
1

2
qxqt3 −

1

2
q2
y

L(124) =
1

2
qxqt4 − 2qxxqxy

L(125) =
1

2
qxqt5 − 5q2

xy

(2.86)

respectively. Our aim is to find the Lagrangian coefficients for the multiform

L12345 = L(123)dx ∧ dy ∧ dt3 + L(124)dx ∧ dy ∧ dt4 + L(125)dx ∧ dy ∧ dt5

+ L(134)dx ∧ dt3 ∧ dt4 + L(135)dx ∧ dt3 ∧ dt5 + L(145)dx ∧ dt4 ∧ dt5

+ L(234)dy ∧ dt3 ∧ dt4 + L(235)dy ∧ dt3 ∧ dt5 + L(245)dy ∧ dt4 ∧ dt5

+ L(345)dt3 ∧ dt4 ∧ dt5
(2.87)

In order to apply Theorem 10, we note that

Q4 = 4qxxy (2.88)

is the characteristic of a variational symmetry of L(123) and L(125), and that

Q5 = 10qxyy (2.89)

is the characteristic of a variational symmetry of L(123) and L(124). Letting

Q̃4 = qt4 + 4qxxy (2.90)

we find that

Q4 E(L(123)) =(qt4 + 4qxxy)(−qxt3 + qyy) = DivP1234 (2.91)

where
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2.2 Variational symmetries as Lagrangian multiforms

P1234 =


−1

2
qt3qt4 − 2qxt3qxy + 4qxyqyy
−2qxt3qxx + qt4qy − 2q2

xy

−1
2
qxqt4 + 2qxxqxy
1
2
qxqt3 − 1

2
q2
y

 . (2.92)

Similarly, letting

Q̃5 = qt5 + 10qxyy (2.93)

we find that

Q5 E(L(123)) = (qt5 + 10qxyy)(−qxt3 + qyy) = DivP1235 (2.94)

where

P1235 =


−1

2
qt3qt5 + 5q2

yy

−10qxt3qxy + qt5qy
−1

2
qxqt5 + 5q2

xy
1
2
qxqt3 − 1

2
q2
y

 (2.95)

and also that

Q5 E(L(124)) = (qt5 + 10qxyy)(−qxt4 + qxxxy) = DivP1245 (2.96)

where

P1245 =


−1

2
qt4qt5 − 4qt5qxxy + 2qxt5qxy − 40qxxyqxyy
−10qxt4qxy + 2qxt5qxx + 20q2

xxy

−1
2
qxqt5 + 5q2

xy
1
2
qxqt4 − 2qxxqxy

 . (2.97)

In addition to the Lagrangians given in (2.86), we now also have
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2.2 Variational symmetries as Lagrangian multiforms

L(134) = −2qxt3qxx + qt4qy − 2q2
xy

L(135) = −10qxt3qxy + qt5qy

L(145) = −10qxt4qxy + 2qxt5qxx + 20q2
xxy

L(234) =
1

2
qt3qt4 + 2qxt3qxy − 4qxyqyy

L(235) =
1

2
qt3qt5 − 5q2

yy

L(245) =
1

2
qt4qt5 + 4qt5qxxy − 2qxt5qxy + 40qxxyqxyy.

(2.98)

As expected, our three applications of Theorem 10 have not given us L(345). We

might hope that we could obtain L(345) by applying the Q̃5 symmetry to the

L(134) or L(234) Lagrangians, or that the Q̃4 symmetry could be applied to the

L(135) or L(235) Lagrangians. However, the presence of alien derivatives (e.g., y

derivarives in L(134), x derivatives in L(234)) prevents Theorem 10 from working.

For this simple example, it is possible to find a L(345) that works through a

process of trial and error; we find that by setting

L(345) = 10qxt3qyt4 − 2qxt5qxt3 − 10qt4qxyt3 − 4qxyqyt5 −
1

5
q2
t5
, (2.99)

the multiform EL equations of L12345 are (2.85) and corollaries thereof, and

dL12345 = 0 on the equations of motion.

When dealing with Lagrangians that are not as simple as these (e.g., those of

the KP hierarchy), it is not realistic to find such Lagrangians through guesswork,

so a more algorithmic method is required. We notice that the L(345) we have

obtained is not unique. If we add or subtract terms that have a double zero on

the equations of the multiform (e.g. (Q̃4)xx E(L(123)), (Q̃4)xQ̃5, Q̃2
5) to L(345),

then dL12345 will still have a double zero on the desired equations. By adding or

subtracting such terms, we can obtain a unique L̃(345) that contains no products

of t3, t4 and t5 derivatives. This L̃(345) can also be obtained from the closure of

L as follows. We know from the closure of L that
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2.2 Variational symmetries as Lagrangian multiforms

Dx L̃(345) −Dt3 L(145) + Dt4 L(135) −Dt5 L(134) (2.100)

has a double zero on the multiform Euler-Lagrange equations. Therefore

Dx L̃(345) = Dt3 L(145) −Dt4 L(135) + Dt5 L(134) + A (2.101)

where A has a double zero on the multiform Euler-Lagrange equations. Since

Dx L̃(345) contains no products of derivatives with respect to t3, t4 and t5, it

is easy to find the unique A that eliminates such products from Dt3 L(145) −
Dt4 L(135) + Dt5 L(134) and hence we obtain Dx L̃(345) which we can integrate to

get L̃(345). In the case of the current example, we find that

Dt3 L(145) −Dt4 L(135) + Dt5 L(134) =− 10qxt4qxyt3 + 2qxt5qxxt3 + 40qxxyqxxyt3

10qxt3qxyt4 − qt5qyt4 − 2qxt3qxxt5 + qt4qyt5

− 4qxyqxyt5 .

(2.102)

It is not a coincidence that there are no mixed time derivatives of q here (e.g.,

qt3t4). This is a concequence of the multiform Euler-Lagrange equations of the

form

δL(ijk)

δqtk
−
δL(ijl)

δqtl
= 0. (2.103)

The A that will remove products of t3, t4 and t5 derivatives is

− 10(E(L(123))y(Q̃4)x + 2(Q̃5)x(E(L(123))x + 10 E(L(123))(Q̃4)xy + Q̃5(Q̃4)y

− 2 E(L(123))(Q̃5)xx − Q̃4(Q̃5)y.

(2.104)

As a result, we find that
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2.2 Variational symmetries as Lagrangian multiforms

Dx L̃(345) =− 10qt4qxyyy + 4qt5qxxyy − 4qxyqxyt5 − 20qxt3qxxxyy − 10qyyyqxt4

+ 2qxt5qxyy − 2qyyqxxt5 + 10qyyqxyt4 + 20qyyqxxxyy + 10qxyyqyt4

− 4qyt5qxxy + 40qxxyqxxyt3 − 40qxxyqxyyy − 20qxxyyqxxt3 + 60qxxyyqxyy

+ 40qxyt3qxxxy − 40qyyyqxxxy
(2.105)

which we integrate with respect to x to obtain

L̃(345) =− 10qt4qyyy + 4qt5qxyy − 2qyyqxt5 − 4qyt5qxy − 20qxt3qxxyy + 10qyyqyt4

+ 40qxxyqxyt3 + 20qyyqxxyy − 40qxxyqyyy + 20q2
xyy.

(2.106)

This L̃(345) differs from L(345) by

10 E(L(123))(Q̃4)y − 2 E(L(123))(Q̃5)x − 10(E(L(123)))yQ̃4 +
1

5
(Q̃5)2, (2.107)

a double zero on the equations of the multiform. It follows from

d2L12345 = 0 (2.108)

that L̃(345) is such that

Dy L̃(345) −Dt3 L(245) + Dt4 L(235) −Dt5 L(234) (2.109)

also has a double zero on the equations of the multiform.

In Appendix C we apply the method outlined above to extend the KP multi-

form to include the t5 flow.
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2.3 Discrete and semi-discrete Lagrangian multiforms from
variational symmetries

2.3 Discrete and semi-discrete Lagrangian mul-

tiforms from variational symmetries

In this section, we look at the discrete and semi-discrete analogue of the results

from the previous sections. As was the case when we considered the multiform

Euler-Lagrange equations, we shall work on a discrete manifold of N independent

coordinates n1, . . . , nN and dependent variable u, with shift operator Ti such that

Ti u(n1, . . . , ni, . . . , nN) = u(n1, . . . , ni + 1, . . . , nN). (2.110)

Letting J be the ordered set (j1, . . . , jN), we define

TJ =
N∏
i=1

(Ti)
ji (2.111)

and

uJ = TJ u. (2.112)

We also define the discrete derivative Di such that

Di u = Ti u− u. (2.113)

In this case, our Lagrangian density L can be a function of discrete coordinates

n1, . . . , nN , our dependent variable u = (u1, . . . , uq) and shifts of u (either positive

or negative) up to some order m. The Euler-Lagrange equations for L are given

by

δL

δu
= 0 (2.114)

where

δ

δu
=
∑
J

(T−1)J
∂

∂uJ
. (2.115)

In sections 2.3.1 and 2.3.2 we present some key results from [31, 32] relating

to variational symmetries of discrete Lagrangians.
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2.3 Discrete and semi-discrete Lagrangian multiforms from
variational symmetries

2.3.1 Variational symmetries of discrete Lagrangians

Analogously to the continuous case, it is natural to consider as a generator of a

variational symmetry, a vector

v =
N∑
i=1

ξi
∂

∂ni
+

q∑
α=1

φα
∂

∂uα
(2.116)

where the ξi and φα depend on our discrete coordinates n1, . . . , nN , our dependent

variable u and shifts thereof. However, the ξi
∂

∂ni
components of v represent a

continuous deformation of the lattice points on our discrete manifold. As a con-

sequence, unlike in the continuous setting, it is not possible to find an associated

evolutionary vector vQ that generates essentially the same variational symmetry.

Although it is possible to find variational symmetries generated by vectors in the

form of v in the discrete setting, they do not yield Lagrangian multiforms so,

from here on, we shall only consider evolutionary vectors of the form

vQ =

q∑
α=1

φα
∂

∂uα
, (2.117)

which behave in almost exactly the same way as their continuous counterparts.

The prolongation of such an evolutionary vector vQ,

pr vQ =

q∑
α=1

∑
J

(φα)J
∂

∂(uα)J
. (2.118)

An evolutionary vector vQ is a variational symmetry of a Lagrangian L if and

only if

pr vQ(L ) = DivB =
N∑
i=1

DiBi (2.119)

where B = (B1, . . . , BN)T and each Bi is a function of the discrete coordinates

n1, . . . , nN , the dependent variable u and shifts thereof. I.e., an evolutionary

vector vQ is a variational symmetry of a Lagrangian L if and only if pr vQ(L )

is a discrete divergence.
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2.3 Discrete and semi-discrete Lagrangian multiforms from
variational symmetries

2.3.2 Noether-type identities and a discrete analogue of

Noether’s theorem

Since, for any Lagrangian L ,

δL = δu · δL
δu

+ DivA1 (2.120)

for some A1, it follows that

pr vQ(L ) = Q · δL
δu

+ DivA2 (2.121)

for some A2. For example, if L depends only on u, T1u = ũ and T2u = û, then

pr vQL = Q · ∂L
∂u

+ Q̃ · ∂L
∂ũ

+ Q̂ · ∂L
∂û

= Q · (∂L
∂u

+
∂

˜
L

∂u
+
∂

ˆ
L

∂u
) + D1

(
Q · ∂ ˜

L

∂u

)
+ D2

(
Q · ∂ ˆ

L

∂u

)
= Q · δL

δu
+ D1

(
Q · ∂ ˜

L

∂u

)
+ D2

(
Q · ∂ ˆ

L

∂u

)
.

(2.122)

Identities such as this one are referred to in [32] as Noether-type identities. If vQ

is a variational symmetry of L , then combining (2.119) and (2.121) we obtain

that

Q · δL
δu

= DivC (2.123)

where C = B − A2, a discrete analogue of Noether’s theorem.

2.3.3 Semi-discrete Lagrangians and symmetries

Once we restrict ourselves to the case of evolutionary symmetries (i.e., in the

form of (2.117)), we find that discrete Lagrangians and symmetries behave in

exactly the same way as their continuous counterparts. As a result, a semi-

discrete Lagrangian, i.e., one that is a function of discrete coordinates n1, . . . , nN ,

continuous coordinates x1, . . . , xM dependent variable u = (u1, . . . , uq) and shifts

and derivatives of u, can be treated in a similar manner. Similarly, a variational
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2.3 Discrete and semi-discrete Lagrangian multiforms from
variational symmetries

symmetry where the φα are semi-discrete can be used. In the following section, we

give an example of a semi-discrete Lagrangian multiform arising from variational

symmetries.

2.3.4 Examples of semi-discrete Lagrangian multiforms

arising from variational symmetries

We will now use the principles outlined above to construct a semi-discrete La-

grangian 1-form and a semi-discrete Lagrangian 2-form. We take our starting

Lagrangian to be

L =
∼
uu− 1

2
u2
t1

(2.124)

This gives Euler-Lagrange equations

E(L ) = ut1t1 +
∼
u+ u

∼
. (2.125)

We define the vector fields X2 = η2∂u and X3 = η3∂u where η2 =
∼
u − u

∼
and

η3 =
∼
∼
u − u∼

∼
. These vector fields are variational symmetries of any quadratic

Lagrangian that is summed in the ∼ direction. In particular, they are both

variational symmetries of L . In the case of X2,

prX2(L ) = D∼(u2 +
∼
uu
∼
− ut1u∼t1). (2.126)

We also have the Noether type identity

prX2(L ) = η2 E(L ) + D∼(η2
∂

˜
L

∂u
) + Dt1(η2

∂L

∂ut1
). (2.127)

Combining (2.126) and (2.127) we obtain

η2 E(L ) = D∼(u2 + u
∼

2 − ut1u∼t1) + Dt1(
∼
uut1 − u∼ut1), (2.128)

a two component Lagrangian 1-form with L(∼) = u
∼
ut1 −

∼
uut1 and L(t1) = u2 +

u
∼

2 − ut1u∼t1 . The full set of multiform Euler-Lagrange equations is as follows:
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δL(∼)

δu
∼

= 0 =⇒ ut1 − u∼
∼
t1= 0

δL(∼)

δu
∼t1

= 0 =⇒ u∼
∼
− u = 0

δL(t1)

δu
∼

= 0 =⇒ 2u
∼

+ ut1t1 = 0

δL(t1)

δu
= 0 =⇒ 2u+ u

∼t1
= 0

δL(∼)

δu
− T∼

δL(t1)

δu
∼t1

=⇒ −u
∼t1

+
∼
ut1 = 0

δL(∼)

δ
∼
u
− T∼

δL(t1)

δut1
=⇒ −ut1 + ut1 = 0.

(2.129)

As expected, all of these are consistent with the equations E(L ) = 0 and η2 = 0.

We now consider the vector field X̄2 = η̄2∂u where η̄2 = ut2 +
∼
u − u

∼
is semi-

discrete. In this case,

pr X̄2(L ) = Dt2 L + D∼(u2 +
∼
uu
∼
− ut1u∼t1), (2.130)

so (in the case where the action associated with L is an integration over t1 and

t2 and a sum over the ∼ variable) X̄2 is a variational symmetry of L . We can

then use the same Noether-type identity to obtain

η̄2 E(L ) = D∼(u2 +u
∼

2−ut1u∼t1−u∼ut2)+Dt1(ut1ut2 +
∼
uut1−u∼ut1)+Dt2 L , (2.131)

giving us a Lagrangian 2-form where L(∼t1) = L , L(t1t2) = u2 +u
∼

2−ut1u∼t1−u∼ut2
and L(t2∼) = ut1ut2 +

∼
uut1 − u∼ut1 . We now consider the vector field X̄3 = η̄3∂u

where η̄3 = ut3 +
∼
∼
u− u∼

∼
. We find that
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2.3 Discrete and semi-discrete Lagrangian multiforms from
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pr X̄3(L ) = Dt3 L + D∼(
∼
uu+ u

∼
u+

∼
∼
uu
∼

+
∼
uu∼
∼
− ∼ut1u∼t1 − ut1u∼∼

t1), (2.132)

so X̄3 is a variational symmetry of L . Again using the same Noether-type iden-

tity, we obtain

η̄3 E(L ) = Dt3 L + D∼(
∼
uu+ u

∼
u+ u∼

∼
u
∼

+
∼
uu∼
∼
− ∼ut1u∼t1 − ut1u∼∼

t1 − u∼ut3)

+ Dt1(ut1ut3 + ut1

∼
∼
u− ut1u∼

∼
),

(2.133)

giving us a Lagrangian 2-form where L(∼t1) = L , L(t1t3) =
∼
uu+ u

∼
u+ u∼

∼
u
∼

+
∼
uu∼
∼
−

∼
ut1u∼t1

− ut1u∼
∼
t1 − u∼ut3 and L(t3∼) = ut1ut3 + ut1

∼
∼
u− ut1u∼

∼
. Finally, we note that for

the L(t2∼) given above,

pr X̄3(L(t2∼)) = Dt3 L(∼t2) + D∼(
∼
ut1u∼t2

+
∼
ut2u∼t1

+ ut1u∼
∼
t2 + ut2u∼

∼
t1 +

∼
∼
uu
∼t1

+
∼
uu∼
∼
t1 + u

∼
ut1 + u

∼
ut1 − uu∼t1 − u∼u∼∼

t1 − u∼
∼

∼
ut1 − u∼

∼
∼

ut1),
(2.134)

so X̄3 is a variational symmetry of L(t2∼). Since L(t2∼) is a function of ut1 , ut2 ,
∼
u and u

∼
, we use the Noether-type identity

pr X̄3(L(t2∼)) =η̄3 E(L(t2∼)) + D∼(η̄3

∂
˜
L (t2∼)

∂u
− η̄
∼

3

∂L(t2∼)

∂u
∼

)

+ Dt1(η̄3

∂L(t2∼)

∂ut1
) + Dt2(η̄3

∂L(t2∼)

∂ut2
).

(2.135)

We note that L(t2∼) contains “alien” t1 derivatives, so η̄3 E(L(t2∼)) is taken to

mean
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(
δL
δu

δL
δut1

)
·

(
η̄3

(η̄3)t1

)
. (2.136)

Combining (2.134) and (2.135) we obtain that

η̄3 E(L(t2∼)) = Dt3(L(t2∼)) + Dt2(−ut1ut3 − ut1
∼
∼
u+ ut1u∼

∼
)

+ D∼(
∼
ut1u∼t2

+
∼
ut2u∼t1

+ ut1u∼
∼
t2 + ut2u∼

∼
t1 +

∼
uu∼
∼
t1 + u

∼
ut1

− ut1
∼
u+ u

∼
ut1 − uu∼t1 − u∼ u∼∼

t1 + u∼
∼
u
∼t1
− u∼
∼

∼
ut1 − ut3u∼t1 − ut1u∼t3).

(2.137)

This gives us a L(∼t3) Lagrangian the same as the one obtained eariler and also

a L(t3t2) Lagrangian. Thus, just like we did for the first three flows of the AKNS

hierarchy, we have obtained a semi-discrete Lagrangian 2-form

L =L(t1∼)dt1 ∧ d∼+ L(t2∼)dt2 ∧ d∼+ L(t3∼)dt3 ∧ d∼

+ L(t1t2)dt1 ∧ dt2 + L(t2t3)dt2 ∧ dt3 + L(t1t3)dt1 ∧ dt3
(2.138)

where

L(∼t1) =
∼
uu− 1

2
u2
t1

L(∼t2) =u
∼
ut1 −

∼
uut1 − ut1ut2

L(∼t3) =ut1u∼
∼
− ut1

∼
∼
u− ut1ut3

L(t1t2) =u2 + u
∼

2 − ut1u∼t1 − u∼ut2

L(t2t3) =− ∼ut1u∼t2 −
∼
ut2u∼t1

− ut1u∼
∼
t2 − ut2u∼

∼
t1 −

∼
uu∼
∼
t1 − u

∼
ut1 + ut1

∼
u

− u
∼
ut1 + uu

∼t1
+ u
∼
u∼
∼
t1 − u∼

∼
u
∼t1

+ u∼
∼

∼
ut1 + ut3u∼t1

+ ut1u∼t3

L(t1t3) =
∼
uu+ u

∼
u+ u∼

∼
u
∼

+
∼
uu∼
∼
− ∼ut1u∼t1 − ut1u∼∼

t1 − u∼ut3

(2.139)

that contains the three flows.
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2.4 Conclusion

Given any Lagrangian and an associated variational symmetry, the method out-

lined in this chapter allows us to construct a Lagrangian multiform. As a con-

sequence, we have shown that the existence of a Lagrangian multiform structure

is not a sufficient condition for integrability. However, by linking Lagrangian

multiforms to variational symmetries, existing results relating symmetries to in-

tegrability can now be applied to Lagrangian multiforms of the type described in

this chapter. Whilst we have shown that every variational symmetry leads to a

Lagrangian multiform, the question of when the converse holds remains an open

problem.
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Chapter 3

The Zakharov-Mikhailov

Lagrangian multiform

3.1 The Zakharov-Mikhailov Lagrangian

Following the method of Zakharov and Mikhailov [5] we start from a N × N

matrix Lax pair U and V and auxiliary problem

Ψξ = U(ξ, η, λ)Ψ, Ψη = V (ξ, η, λ)Ψ. (3.1)

Henceforth, we shall commit an abuse of terminology and refer to the N × N

matrix Ψ as the eigenfunction of the Lax pair. This gives rise to the compatibility

condition

Uη − Vξ + [U, V ] = 0. (3.2)

We assume that U and V are rational functions of λ with a finite number of

distinct simple poles (the case where U and V have higher order poles is dealt

with in [33]), so

U = U0(ξ, η) +

N1∑
i=1

U i(ξ, η)

λ− ai
, V = V 0(ξ, η) +

N2∑
j=1

V j(ξ, η)

λ− bj
. (3.3)

giving the compatibility conditions
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3.1 The Zakharov-Mikhailov Lagrangian

U0
η − V 0

ξ + [U0, V 0] = 0 (3.4)

and

U i
η +

[
U i, V 0 +

N2∑
j=1

V j

ai − bj

]
= 0, V j

ξ +

[
V j, U0 +

N1∑
i=1

U i

bj − ai

]
= 0. (3.5)

Equation (3.4) implies that U0 and V 0 can be written in terms of an invertible

matrix g(ξ, η) such that

U0 = gξg
−1, V0 = gηg

−1. (3.6)

The matrices U i and V j are expressed as

U i = ϕiŪ i(ϕi)−1, V j = ψjV̄ j(ψj)−1 (3.7)

where Ū i and V̄ j are the Jordan normal forms of U i and V j which depend only

on ξ and η respectively. In order to show that Ū i depends only on ξ, we let Y i

be the solution of

Y i
η = V |λ=aiY

i (3.8)

then

∂η((Y
i)−1U iY i) = −(Y i)−1V |λ=aiU

iY i + (Y i)−1[V |λ=ai , U
i]Y i + (Y i)−1U iV |λ=aiY

i

= 0,

(3.9)

so (Y i)−1U iY i is constant with respect to η. Since similarity transformations

preserve eigenvalues, this tells us that the eigenvalues of U i do not depend on

η. Therefore the Jordan normal matrix Ū i which has the same eigenvalues as U i

does not depend on η. Similarly V̄ j does not depend on ξ.

The ZM Lagrangian
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3.1 The Zakharov-Mikhailov Lagrangian

L(ξη) = tr

{ N1∑
i=1

(ϕi)−1(ϕiη − gηg−1ϕi)Ū i −
N2∑
j=1

(ψj)−1(ψjξ − gξg
−1ψj)V̄ j

−
N1∑
i=1

N2∑
j=1

ψjV̄ j(ψj)−1ϕiŪ i(ϕi)−1

ai − bj

} (3.10)

has Euler-Lagrange equations equivalent to the compatibility conditions (3.5).

We find that

δL

δϕi
=− (ϕi)−1

(
ϕiη − (gηg

−1 +

N2∑
j=1

ψjV̄ j(ψj)−1

ai − bj
)ϕi
)
Ū i(ϕi)−1

+ Ū i(ϕi)−1

(
ϕiη − (gηg

−1 +

N2∑
j=1

ψjV̄ j(ψj)−1

ai − bj
)ϕi
)

(ϕi)−1

(3.11a)

and

δL

δψj
=(ψj)−1

(
ψjξ − (gξg

−1 +

N1∑
i=1

ϕiŪ i(ϕi)−1

bj − ai
)ψj
)
V̄ j(ψj)−1

− V̄ j(ψj)−1

(
ψjξ − (gξg

−1 +

N1∑
i=1

ϕiŪ i(ϕi)−1

bj − ai
)ψj
)

(ψj)−1

(3.11b)

which, when we use (3.7) and set equal to zero are equivalent to (3.5).

Remark 17. From the definition of ϕi and ψj in (3.7), it is clear that they are

not-unique. As a result, (3.11a) is equivalent to the statement that

(ϕi)−1(ϕiη − (gηg
−1 +

N2∑
j=1

ψjV̄ j(ψj)−1

ai − bj
)ϕi) (3.12)

can be any matrix that commutes with Ū i. A similar statement relating to V̄ j

follows from (3.11b). However, the non-uniqueness of ϕi and ψj does not lead to

any additional freedom on solutions of the system because, by (3.7), this freedom

does not affect U i and V j.
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3.1 The Zakharov-Mikhailov Lagrangian

We also find that

δL

δg
=

N1∑
i=1

{
Dη(g

−1ϕiŪ i(ϕi)−1) + g−1ϕiŪ i(ϕi)−1g−1gη

}

−
N2∑
j=1

{
Dξ(g

−1ψjV̄ j(ψj)−1) + g−1ψjV̄ j(ψj)−1g−1gξ

}
.

(3.13)

When we use (3.7) and set equal to zero this is equivalent to

N1∑
i=1

{
U i
η + [U i, V 0]

}
=

N2∑
j=1

{
V j
ξ + [V j, U0]

}
(3.14)

which is a consequence of (3.5). Compatibility condition (3.4) follows directly

from the form of U0 and V 0 in terms of g, i.e. it is not a variational equation

of this Lagrangian. Zakharov and Mikhailov made no reference in [5] to varying

the fields Ū i and V̄ j (although, in [33, 34], Dickey does vary the analog of these

fields). We note that, in the ZM formulation, this would amount to varying a

Jordan normal matrix.

Remark 18. By letting Ψ → Φ = g−1Ψ, letting U i → Ũ i = g−1U ig and letting

V j → Ṽ j = g−1V jg we can express the auxiliary problem (3.1) without U0 and V 0

terms. This allows us, without loss of generality, to omit g from all ZM related

Lagrangians from here on.

We shall now change our perspective from the ZM construction, and consider the

ZM Lagrangian

L(ξη) = tr

{ N1∑
i=1

(ϕi)−1ϕiηŪ
i −

N2∑
j=1

(ψj)−1ψjξ V̄
j −

N1∑
i=1

N2∑
j=1

ψjV̄ j(ψj)−1ϕiŪ i(ϕi)−1

ai − bj

}
(3.15)

as our fundamental object. We impose that Ū i and V̄ j depend only on ξ and η

respectively. We no longer impose that Ū i and V̄ j are in Jordan normal form,

and now consider them to be fundamental matrix-valued fields. We now take
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3.1 The Zakharov-Mikhailov Lagrangian

variational derivatives with respect to all field variables, including Ū i and V̄ j.

The variational derivative with respect to Ū i reads

δL(ξη)

δŪ i
= (ϕi)−1ϕiη −

N2∑
j=1

(ϕi)−1ψjV̄ j(ψj)−1ϕi

ai − bj
. (3.16)

We set this equal to zero and define

V j = ψjV̄ j(ψj)−1 (3.17)

and

V =

N2∑
j=1

V j(ξ, η)

λ− bj
(3.18)

to get that

ϕiη = V |λ=aiϕ
i (3.19)

Similarly, by varying with respect to V̄ j and setting

U i = ϕiŪ i(ϕi)−1 (3.20)

and

U =

N1∑
i=1

U i(ξ, η)

λ− ai
, (3.21)

we get that

ψjξ = U |λ=bjψ
j. (3.22)

These relations imply that

U i
η = Dη(ϕ

iŪ i(ϕi)−1) = V |λ=aiϕ
iŪ i(ϕi)−1 − ϕiŪ i(ϕi)−1V |λ=ai

= [V |λ=ai , U
i]

(3.23)

and similarly

V j
ξ = [U |λ=bj , V

j]. (3.24)

We get precisely the relations (3.5). We have already seen in (3.11a) and (3.11b)

that the variational derivatives with respect to ϕi and ψj also give us (3.5) and
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3.1 The Zakharov-Mikhailov Lagrangian

the variational derivative with respect to g gives us (3.14) - a corollary of (3.5).

Therefore all of these variations give compatible equations.

Remark 19. The variational derivative with respect to ϕi gives a weaker rela-

tion than the variational derivative with respect to Ū i. This is due to the non-

uniqueness in the choice of ϕi when putting U i into Jordan normal form. When

we re-write these relations in terms of U i, using (3.17) this non-uniqueness is

removed and we get the same relations in both cases. A similar statement can be

made regarding ψj and V̄ j.

3.1.1 Multidimensional Consistency

One main goal is to incorporate the ZM Lagrangian into a Lagrangian multiform,

each component of which corresponds to two Lax matrices of a Lax multiplet.

We will do so for the first nontrivial case of a Lax triplet (U, V,W ). In order for

this to be possible at all, a necessary property of the triplet is that it produces

a multidimensionally consistent system. Indeed, we will see that a consequence

of our construction is that the multiform Euler-Lagrange equations form such

a consistent system. Therefore, let us introduce a third Lax matrix W and

associated independent variable ν (giving a third part to the auxiliary problem

(3.1) of the form Ψν = WΨ). We require that all of the matrices U , V and W are

functions of three independent variables ξ, η and ν. In addition to the relation

Uη − Vξ + [U, V ] = 0. (3.25)

that arises when we sum and combine equations (3.5), we assume that we have

similar relations

Vν −Wη + [V,W ] = 0 and Wξ − Uν + [W,U ] = 0 (3.26)

relating V and W , and W and U . In order to proceed, we assume that two of

the three relations (e.g. the relations (3.26)) hold simultaneously and show that

the arising compatibility conditions are consistent with the third relation (i.e.

the relation (3.25)). If we view the relations (3.26) as definitions for the η and ξ

derivatives of W then we must check that DηWξ −DξWη = 0 when (3.25) holds:
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3.1 The Zakharov-Mikhailov Lagrangian

DηWξ −DξWη = Dη(Uν + [U,W ])−Dξ(Vν + [V,W ])

= Uην + [Uη,W ] + [U,Wη]− Vξν − [Vξ,W ]− [V,Wξ]

= Uην − Vξν + [Uη − Vξ,W ] + [U,Wη]− [V,Wξ].

(3.27)

We use (3.26) again to write this as

Uην − Vξν + [Uη − Vξ,W ] + [U, Vν + [V,W ]]− [V, Uν − [W,U ]]

=Dν(Uη − Vξ + [U, V ]) + [Uη − Vξ,W ] + [U, [V,W ]] + [V, [W,U ]].
(3.28)

By the Jacobi identity, this is equivalent to

Dν(Uη − Vξ + [U, V ]) + [Uη − Vξ + [U, V ],W ] (3.29)

which is zero whenever (3.25) holds.

3.1.2 A Lagrangian Multiform Structure

We now introduce the Lagrangian multiform

L = L(ξη)dξ ∧ dη + L(ην)dη ∧ dν + L(νξ)dν ∧ dξ (3.30)

where

L(ξη) = tr

{ N1∑
i=1

(ϕi)−1ϕiηŪ
i −

N2∑
j=1

(ψj)−1ψjξ V̄
j −

N1∑
i=1

N2∑
j=1

ψjV̄ j(ψj)−1ϕiŪ i(ϕi)−1

ai − bj

}
,

(3.31a)

L(ην) = tr

{ N2∑
j=1

(ψj)−1ψjνV̄
j −

N3∑
k=1

(χk)−1χkηW̄
k −

N2∑
j=1

N3∑
k=1

χkW̄ k(χk)−1ψjV̄ j(ψi)−1

bj − ck

}
(3.31b)
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3.1 The Zakharov-Mikhailov Lagrangian

and

L(νξ) = tr

{ N3∑
k=1

(χk)−1χkξW̄
k −

N1∑
i=1

(ϕi)−1ϕiνŪ
i −

N3∑
k=1

N1∑
i=1

ϕiŪ i(ϕi)−1χkW̄ k(χk)−1

ck − ai

}
.

(3.31c)

We impose that the Ū i only depend on ξ, the V̄ j only depend on η and the W̄ k

only depend on ν. The multiform Euler-Lagrange equations of L correspond to

the criticality of the action

S =

∫
σ

L (3.32)

simultaneously for every surface σ in the ξ, η, ν plane. Since this Lagrangian 2-

form depends only on 1st order derivatives of the field variables, the multiform

Euler-Lagrange equations reduce to the following:

• The standard Euler-Lagrange equations

δL(ξη)

δϕ
= 0,

δL(ξη)

δψ
= 0,

δL(ξη)

δχ
= 0,

δL(ξη)

δŪ
= 0,

δL(ξη)

δV̄
= 0,

δL(ξη)

δW̄
= 0

(3.33a)

and similarly for L(ην) and L(νξ).

• The first jet one component Euler-Lagrange equations

δL(ξη)

δϕν
= 0,

δL(ξη)

δψν
= 0 (3.33b)

and similar relations for cyclic permutations of ξ, η and ν.

• The first jet two component Euler-Lagrange equations

δL(ξη)

δϕξ
+
δL(ην)

δϕν
= 0,

δL(ην)

δϕη
+
δL(νξ)

δϕξ
= 0,

δL(νξ)

δϕν
+
δL(ξη)

δϕη
= 0 (3.33c)

and similar relations with respect to ψ and χ.
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3.1 The Zakharov-Mikhailov Lagrangian

Remark 20. Since, in this case, the Lagrangian multiform L has no 2nd or higher

jet terms, the variational derivatives with respect to any given first jet term are

just partial derivatives with respect to that term.

Theorem 21. For the Lagrangian multiform

L = L(ξη)dξ ∧ dη + L(ην)dη ∧ dν + L(νξ)dν ∧ dξ, (3.34)

the relevant Euler-Lagrange equations (3.33a), (3.33b) and (3.33c) yield the mul-

tidimensional system of equations given by (3.5) and the corresponding relations

for the matrix W . Furthermore, dL = 0 on solutions of the multiform Euler-

Lagrange equations.

Proof. We begin by confirming that the Multiform Euler-Lagrange equations

(3.33a), (3.33b) and (3.33c) hold. From varying Ū and V̄ in L(ξη) we get

ϕiη = V |λ=aiϕ
i and ψjξ = U |λ=bjψ

j. (3.35a)

From varying V̄ and W̄ in L(ην) we get

ψjν = W |λ=bjψ
j and χkη = V |λ=ckχ

k. (3.35b)

From varying W̄ and Ū in L(νξ) we get

χkξ = U |λ=ckχ
k and ϕiν = W |λ=aiϕ

i. (3.35c)

From varying ϕi and ψj in L(ξη) we get

U i
η +

[
U i,

N2∑
j=1

V j

ai − bj

]
= 0 and V j

ξ +

[
V j,

N1∑
i=1

U i

bj − ai

]
= 0 (3.36a)

which are corollaries of (3.35a). From varying ψj and χk in L(ην) we get

V j
ν +

[
V j,

N3∑
k=1

W k

bj − ck

]
= 0 and W k

η +

[
W k,

N2∑
j=1

V j

ck − bj

]
= 0 (3.36b)

which are corollaries of (3.35b). From varying χk and ϕi in L(νξ) we get
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W k
ξ +

[
W k,

N1∑
i=1

U i

ck − ai

]
= 0 and U i

ν +

[
U i,

N3∑
k=1

W k

ai − ck

]
= 0 (3.36c)

which are corollaries of (3.35c). Equations of the type given in (3.33b) are triv-

ially satisfied since there are no ν derivatives in L(ξη), no ξ derivatives in L(ην)

and no η derivatives in L(ην). Equations of the type given in (3.33c) are also

trivially satisfied, in that they do not require the field variables to be critical

points of the action in order to hold.

The validity of the relation dL = 0 for the Lagrangian (3.34) on the solutions of

the Euler-Lagrange equations is verified by direct computation. The Lagrangian

2-form L(ξη)dξ∧dη+L(ην)dη∧dν+L(νξ)dν∧dξ is closed if and only if DνL(ξη) +

DξL(ην) +DηL(νξ) = 0 on solutions of the system.

DνL(ξη) +DξL(ην) +DηL(νξ)

= tr

{ N1∑
i=1

[(ϕi)−1ϕiη, (ϕ
i)−1ϕiν ]Ū

i +

N2∑
j=1

[(ψj)−1ψjν , (ψ
j)−1ψjξ ]V̄

j

+

N3∑
k=1

[(χk)−1χkξ , (χ
k)−1χkη]W̄

k

} (3.37a)

− tr

{ N1∑
i=1

N2∑
j=1

V j
ν U

i + V jU i
ν

ai − bj
+

N2∑
j=1

N3∑
k=1

W k
ξ V

j +W kV j
ξ

bj − ck
+

N3∑
k=1

N1∑
i=1

U i
ηW

k + U iW k
η

ck − ai

}
.

(3.37b)

The first set of terms (part (3.37a)) are equivalent to

tr

{ N1∑
i=1

ϕiη(ϕ
i)−1U i

ν +

N2∑
j=1

ψjν(ψ
j)−1V j

ξ +

N3∑
k=1

χkξ (χ
k)−1W k

η

}
. (3.38)

We can use (3.36) to re-write this as
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tr

{ N1∑
i=1

N3∑
k=1

U i
ηW

k

ck − ai
+

N2∑
j=1

N1∑
i=1

V j
ν U

i

ai − bj
+

N3∑
k=1

N2∑
j=1

W k
ξ V

j

bj − ck

}
(3.39)

and we see that all of these terms will cancel with terms in part (3.37b). This

gives us that

DνL(ξη) +DξL(ην) +DηL(νξ)

= tr

{ N1∑
i=1

N2∑
j=1

V jU i
ν

bj − ai
+

N2∑
j=1

N3∑
k=1

W kV j
ξ

ck − bj
+

N3∑
k=1

N1∑
i=1

U iW k
η

ai − ck

}
.

(3.40)

We use (3.36) again to re-write this as

tr

{N1,N2,N3∑
i,j,k=1

V j[U i,W k]

(
1

(bj − ai)(ck − ai)
+

1

(ck − bj)(ai − bj)

+
1

(ai − ck)(bj − ck)

)}
,

which is zero, since the sum of the three fractions is zero.

The proof given above is precisely the one that appeared in [2]. In the follow-

ing theorem we show how dL can be expressed as a sum of terms, each of which is

factorised into expressions that are zero on the multiform Euler-Lagrange equa-

tions. It is then a very obvious consequence that dL = 0 on the multiform

Euler-Lagrange equations. In addition, the expression we give for dL shall be

useful later on when reducing the ZM Lagrangian multiform in order to obtain a

Lagrangian multiform for the ZM Lax par.

Theorem 22. The explicit form of dL is as follows:
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dL = tr

{
1

2

N1∑
i=1

(
ϕiη −

N2∑
j=1

V jϕi

ai − bj

)
(ϕi)−1

(
U i
ν +

N3∑
k=1

[U i,W k]

ai − ck

)

−1

2

N1∑
i=1

(
ϕiν −

N3∑
k=1

W kϕi

ai − ck

)
(ϕi)−1

(
U i
η +

N2∑
j=1

[U i, V j]

ai − bj

)

+
1

2

N2∑
j=1

(
ψjν −

N3∑
k=1

W kψj

bj − ck

)
(ψj)−1

(
V j
ξ +

N1∑
i=1

[V j, U i]

bj − ai

)

−1

2

N2∑
j=1

(
ψjξ −

N1∑
i=1

U iψj

bj − ai

)
(ψj)−1

(
V j
ν +

N3∑
k=1

[V j,W k]

bj − ck

)

+
1

2

N3∑
k=1

(
χkξ −

N1∑
i=1

U iχk

ck − ai

)
(χk)−1

(
W k
η +

N2∑
j=1

[W k, V j]

ck − bj

)

−1

2

N3∑
k=1

(
χkη −

N2∑
j=1

V jχk

ck − bj

)
(χk)−1

(
W k
ξ +

N1∑
i=1

[W k, U i]

ck − ai

)}
dξ ∧ dη ∧ dν

(3.41)

or equivalently,

dL = tr

{ N1∑
i=1

(
ϕiη −

N2∑
j=1

V jϕi

ai − bj

)
(ϕi)−1

(
U i
ν +

N3∑
k=1

[U i,W k]

ai − ck

)

+

N2∑
j=1

(
ψjν −

N3∑
k=1

W kψj

bj − ck

)
(ψj)−1

(
V j
ξ +

N1∑
i=1

[V j, U i]

bj − ai

)

+

N3∑
k=1

(
χkξ −

N1∑
i=1

U iχk

ck − ai

)
(χk)−1

(
W k
η +

N2∑
j=1

[W k, V j]

ck − bj

)}
dξ ∧ dη ∧ dν.

(3.42)

Proof. Lines one and two of (3.41) are equal, as are lines three and four, as are

lines five and six; this is readily seen by expanding and comparing terms. The

equivalence of (3.41) and (3.42) follows. In order to show that (3.42) holds, we

begin by expanding the 1st line to get
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N1∑
i=1

tr

{
ϕiη(ϕ

i)−1U i
ν+

N3∑
k=1

ϕiη(ϕ
i)−1 [U i,W k]

ai − ck
−

N2∑
j=1

V jU i
ν

ai − bj
−

N2∑
j=1

N3∑
k=1

V j[U i,W k]

(ai − bj)(ai − ck)

}
(3.43)

The identities

tr{ϕiη(ϕi)−1U i
ν} = tr{Dν((ϕ

i)−1ϕiηŪ
i)−Dη((ϕ

i)−1ϕiνŪ
i)} (3.44)

and

tr{ϕiη(ϕi)−1[U i,W k]} = tr{U i
ηW

k} (3.45)

follow from the definition that U i = ϕiŪ i(ϕi)−1 and allow us to express (3.43) as

N1∑
i=1

tr

{
Dν((ϕ

i)−1ϕiηŪ
i)−Dη((ϕ

i)−1ϕiνŪ
i) +

N3∑
k=1

U i
ηW

k

ai − ck
−

N2∑
j=1

V jU i
ν

ai − bj

−
N2∑
j=1

N3∑
k=1

V j[U i,W k]

(ai − bj)(ai − ck)

}
.

(3.46)

Expanding the whole of (3.42) in a similar manner we get

dL = tr

{ N1∑
i=1

(
Dν((ϕ

i)−1ϕiηŪ
i)−Dη((ϕ

i)−1ϕiνŪ
i) +

N3∑
k=1

U i
ηW

k

ai − ck
−

N2∑
j=1

V jU i
ν

ai − bj

−
N2∑
j=1

N3∑
k=1

V j[U i,W k]

(ai − bj)(ai − ck)

)

+

N2∑
j=1

(
Dξ((ψ

j)−1ψjνV̄
j)−Dν((ψ

j)−1ψjξ V̄
j) +

N1∑
i=1

V j
ν U

i

bj − ai
−

N3∑
k=1

W kV j
ξ

bj − ck

−
N1∑
i=1

N3∑
k=1

W k[V j, U i]

(bj − ck)(bj − ai)

)
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3.1 The Zakharov-Mikhailov Lagrangian

+

N3∑
k=1

(
Dη((χ

k)−1χkξW̄
k)−Dξ((χ

k)−1χkηW̄
k) +

N2∑
j=1

W k
ξ V

j

ck − bj
−

N1∑
i=1

U iW k
η

ck − ai

−
N1∑
i=1

N2∑
j=1

U i[W k, V j]

(ck − ai)(ck − bj)

)}
dξ ∧ dη ∧ dν.

(3.47)

The sum of each term with a triple sum is zero, giving us that

dL = tr

{
Dν

( N1∑
i=1

(ϕi)−1ϕiηŪ
i −

N2∑
j=1

(ψj)−1ψjξ V̄
j −

N1∑
i=1

N2∑
j=1

ψjV̄ j(ψj)−1ϕiŪ i(ϕi)−1

ai − bj

)

+ Dξ

( N2∑
j=1

(ψj)−1ψjνV̄
j −

N3∑
k=1

(χk)−1χkηW̄
k −

N2∑
j=1

N3∑
k=1

χkW̄ k(χk)−1ψjV̄ j(ψi)−1

bj − ck

)

+ Dη

( N3∑
k=1

(χk)−1χkξW̄
k −

N1∑
i=1

(ϕi)−1ϕiνŪ
i −

N3∑
k=1

N1∑
i=1

ϕiŪ i(ϕi)−1χkW̄ k(χk)−1

ck − ai

)
}
dξ ∧ dη ∧ dν

= ( DνL(ξη) + Dξ L(ην) + Dη L(νξ))dξ ∧ dη ∧ dν = dL.

(3.48)

Remark 23. We notice that the N3 pairs of expressions derived from L by varying

W̄ k,

χkξ = U |λ=ckχ
k and χkη = V |λ=ckχ

k (3.49a)

are precisely the auxiliary problem (3.1) with λ = ck. Similarly, we can view the

N1 expressions involving ϕi of the form

ϕiη = V |λ=aiϕ
i and ϕiν = W |λ=aiϕ

i (3.49b)

that come from varying Ū i as an auxiliary problem based on V and W with λ = ai

and the N2 expressions involving ψj of the form

ψjν = W |λ=bjψ
j and ψjξ = U |λ=bjψ

j (3.49c)
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3.1 The Zakharov-Mikhailov Lagrangian

that come from varying V̄ j as an auxiliary problem based on W and U with λ = bj.

3.1.3 Lagrangian for the ZM Lax Pair

Building on remark 23, in the case of the Lax pair (3.1) involving U and V with

spectral parameter λ and associated coordinates ξ and η, we can view the spec-

tral parameter λ as coming from a “ghost” direction ν as one of the poles of the

associated Lax matrix W . In this case, the Lagrangian multiform (3.30) can be

viewed as the Lagrangian for the Lax pair U and V , with the multiform Euler-

Lagrange equations of the Lagrangian multiform including both the equations of

motion of the Lax pair U and V and also the auxiliary problem (3.1). However,

it would be just as valid to focus on V and W and consider ξ as the “ghost”

direction, or to focus on W and U with η as the “ghost” direction, since the three

Lax matrices U , V and W along with their respective associated coordinates ξ,

η and ν all hold equal status within the multiform. Therefore, in the context

of this Lagrangian multiform description, rather that considering a Lax pair as

consisting of matrices U and V with spectral parameter λ, it is more satisfactory

to consider the Lax triplet U , V and W .

In the Lagrangian for the ZM Lax Pair section of [2] we claim that an appro-

priate ZM Lagrangian multiform can be considered to be the Lagrangian for the

ZM Lax Pair involving U and V if we impose that W = 0 on the multiform Euler-

Lagrange equations. Here we shall perform a reduction on the ZM Lagrangian

2-form to obtain a 1-form thereby imposing that W = 0 at the Lagrangian mul-

tiform level. The resulting Lagrangian 1-form is a more elegant candidate for

the Lagrangian for the ZM Lax Pair. We include the original version from [2] in

Appendix D.

If we are only interested in the U , V auxiliary problem

Ψξ = U(ξ, η, λ)Ψ, Ψη = V (ξ, η, λ)Ψ, (3.50)

and want to cast this in the multiform structure of Section 3.1.2 then it is nec-

essary to temporarily introduce a “ghost” variable ν and require that all field
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3.1 The Zakharov-Mikhailov Lagrangian

variables now have a ν dependence. We must also introduce the additional Lax

matrix W relating to the “ghost” direction ν. We then consider Lagrangian

multiform L[ϕ, ψ, χ, Ū, V̄, W̄ ;λ] such that

L =

( N1∑
ı=1

(ϕi)−1ϕiηŪ
i −

N2∑
j=1

(ψj)−1ψjξ V̄
j −

N1∑
ı=1

N2∑
j=1

ψjV̄ j(ψj)−1ϕiŪ i(ϕi)−1

ai − bj

)
dξ ∧ dη

+

( N2∑
j=1

(ψj)−1ψjνV̄
j − χ−1χηW̄ −

N2∑
j=1

χW̄χ−1ψjV̄ j(ψj)−1

bj − λ

)
dη ∧ dν

+

(
χ−1χξW̄ −

N1∑
ı=1

(ϕi)−1ϕiνŪ
i −

N1∑
ı=1

ϕiŪ i(ϕi)−1χW̄χ−1

λ− ai

)
dν ∧ dξ.

(3.51)

This Lagrangian 2-form is special case of the multiform (3.30) where the matrix

W has a single pole at λ. In accordance with Theorem 22 we obtain that dL =

Ωdξ ∧ dη ∧ dν where

Ω = tr

{
−

N1∑
i=1

(
ϕiν −

Wϕi

ai − λ

)
(ϕi)−1

(
U i
η +

N2∑
j=1

[U i, V j]

ai − bj

)

+

N2∑
j=1

(
ψjν −

Wψj

bj − λ

)
(ψj)−1

(
V j
ξ +

N1∑
i=1

[V j, U i]

bj − ai

)

+
1

2

(
χξ −

N1∑
i=1

U iχ

λ− ai

)
χ−1

(
Wη +

N2∑
j=1

[W,V j]

λ− bj

)

−1

2

(
χη −

N2∑
j=1

V jχ

λ− bj

)
χ−1

(
Wξ +

N1∑
i=1

[W,U i]

λ− ai

)}
.

(3.52)

Since we are only interested in the U , V Lax pair in the ξ, η coordinates, we wish

to remove any dependence on ν from our multiform. To do so we set ϕiν = 0 and

ψjν = 0 for all i and j to obtain
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3.1 The Zakharov-Mikhailov Lagrangian

Ω̃ = tr

{ N1∑
i=1

(
Wϕi

ai − λ

)
(ϕi)−1

(
U i
η +

N2∑
j=1

[U i, V j]

ai − bj

)

−
N2∑
j=1

(
Wψj

bj − λ

)
(ψj)−1

(
V j
ξ +

N1∑
i=1

[V j, U i]

bj − ai

)

+
1

2

(
χξ −

N1∑
i=1

U iχ

λ− ai

)
χ−1

(
Wη +

N2∑
j=1

[W,V j]

λ− bj

)

−1

2

(
χη −

N2∑
j=1

V jχ

λ− bj

)
χ−1

(
Wξ +

N1∑
i=1

[W,U i]

λ− ai

)}
.

(3.53)

We find that we can also express Ω̃ as follows:

Ω̃ = tr

{
Dη

(
χ−1χξW̄ −

N1∑
i=1

ϕiŪ i(ϕi)−1χW̄χ−1

λ− ai

)

−Dξ

(
χ−1χηW̄ −

N2∑
j=1

χW̄χ−1ψjV̄ j(ψi)−1

λ− bj

)}
.

(3.54)

It follows that if we define the Lagrangian 2-form

L̃ = L(ξ)dξ + L(η)dη (3.55)

where

L̃(ξ) = tr

{
χ−1χξW̄ −

N1∑
i=1

χW̄χ−1ϕiŪ i(ϕi)−1

λ− ai

}
(3.56)

and

L̃(η) = tr

{
χ−1χηW̄ −

N2∑
j=1

χW̄χ−1ψjV̄ j(ψi)−1

λ− bj

}
(3.57)

then dL̃ = Ω̃ dη ∧ dξ where Ω̃ is as given in (3.53). As a result, the full set of

multiform Euler-Lagrange equations give us
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χξ = Uχ and χη = V χ (3.58)

the auxiliary problem based on U and V ,

U i
η + [U i,

N2∑
j=1

V j

ai − bj
] = 0 and V j

ξ + [V j,

N1∑
i=1

U i

bj − ai
] = 0 (3.59)

the equations of motion for U i and V j and also that W̄ = 0. Therefore, the

Lagrangian multiform (3.55) can be considered the Lagrangian (multiform) for

the Lax pair U and V . We can summarise this result in the following theorem.

Theorem 24. The Lagrangian 1-form L[ϕ, ψ, χ, Ū, V̄, W̄ ;λ] given by (3.55) is

a Lagrangian for the Lax pair U and V . When we take the multiform Euler-

Lagrange equations our equations of motion give us that W̄ = 0, the auxiliary

problem

χξ = Uχ and χη = V χ (3.60)

for U and V and the equations of motion

U i
η + [U i,

N2∑
j=1

V j

ai − bj
] = 0 and V j

ξ + [V j,

N1∑
i=1

U i

bj − ai
] = 0 (3.61)

corresponding to the compatibility conditions of this auxiliary problem.

3.2 Matrix AKNS Hierarchy

As a specific example of the general construction, we present here the case of the

single-pole Lax pair which, with appropriate choice of variables, can be viewed

as a generating model for the generalized, i.e. N × N matrix generalization, of

the famous AKNS hierarchy of [22].
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3.2 Matrix AKNS Hierarchy

3.2.1 An Integrable N×N Hierarchy and its ZM Lagrangian

We begin by introducing co-ordinates xi for i = 0, . . . ,∞ and we define the

derivatives with respect to ξ and η such that

∂ξ =
∞∑
i=0

1

ai+1

∂

∂xi
and ∂η =

∞∑
j=0

1

bj+1

∂

∂xj
(3.62)

and apply this to form a Lax pair and auxiliary problem with a single simple pole

Ψξ =
U(ξ, η)

λ− a
Ψ, Ψη =

V (ξ, η)

λ− b
Ψ, (3.63)

i.e. the ZM auxiliary problem with N1 = 1 and N2 = 1. This gives rise to the

compatibility conditions

Uη = Vξ =
[V, U ]

a− b
. (3.64)

By the ZM method outlined in Section 3.1, this has the Lagrangian

L(ξη) = tr

{
ϕ−1ϕηŪ − ψ−1ψξV̄ −

ψV̄ ψ−1ϕŪϕ−1

a− b

}
(3.65a)

We can now introduce the co-ordinate ν, the associated matrix W̄ (ν) and param-

eter c to form two further Lagrangians

L(ην) = tr

{
ψ−1ψνV̄ − χ−1χηW̄ −

χW̄χ−1ψV̄ ψ−1

b− c

}
(3.65b)

and

L(νξ) = tr

{
χ−1χξW̄ − ϕ−1ϕνŪ −

ϕŪϕ−1χW̄χ−1

c− a

}
(3.65c)

to form the Lagrangian multiform

L(ξη)dξ ∧ dη + L(ην)dη ∧ dν + L(νξ)dν ∧ dξ. (3.65d)

By Theorem 21, this Lagrangian multiform is closed on solutions of this system

and has Multiform Euler-Lagrange equations that include (3.64) when we let

U = ϕŪϕ−1 and V = ψV̄ ψ−1, i.e. we have a Lagrangian multiform structure for
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3.2 Matrix AKNS Hierarchy

this system.

Since, on the equations of motion, Uη = Vξ, there exists a matrix H such that

U = Hξ and V = Hη. Expressing (3.64) in terms of H, we get

Hξη =
[Hη, Hξ]

a− b
. (3.66)

A conventional Lagrangian that gives this expression directly was originally given

in [35] and discussed further in [36]. When we expand the ξ and η derivatives in

terms of the xi co-ordinates this gives us

Hxixj−1
−Hxi−1xj = [Hxj−1

, Hxi−1
], (3.67)

an integrable N × N matrix system [36, 37]. We will show that, in the 2 × 2

case, this contains the AKNS hierarchy; this particular case, and the underlying

Kac-Moody algebra structure were treated in [24], where in particular the corre-

sponding symplectic forms were given.

We define the matrix

Qi := −∂xi−1
H for i ≥ 1 (3.68)

so (3.67) becomes

∂xjQi − ∂xiQj = [Qj, Qi] (3.69)

and since partial derivatives of H with respect to the xi co-ordinates commute,

we also have that

∂xiQj = ∂xj−1
Qi+1. (3.70)

If we define Q0 to be a constant matrix then (3.69) and (3.70) give us the addi-

tional relation

[Q0, Qk+1] + [Q1, Qk] = ∂x1Qk. (3.71)
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The relations (3.69),(3.70) and (3.71)are used recursively to find Qi for all i. In

the case of the AKNS hierarchy, we take the Qi to be 2× 2 matrices and define

Q0 =

(
−i 0
0 i

)
, Q1 =

(
0 q
r 0

)
(3.72)

where q and r are functions of the xi co-ordinates. We are now able to follow the

procedure outlined in [24] and use (3.69),(3.70) and (3.71) recursively to find the

Qi, e.g.

Q2 =
i

2

(
−qr qx1
−rx1 qr

)
, Q3 = −1

4

(
qrx1 − rqx1 qx1x1 − 2q2r
rx1x1 − 2qr2 −qrx1 + rqx1

)
, . . . (3.73)

The equations of the AKNS hierarchy are given by

∂xNQ1 − ∂x1QN = [QN , Q1] (3.74)

i.e. equation (3.69) with i = 1.

3.3 Conclusion

Using the method outlined in this chapter, one is able to construct a Lagrangian

multiform structure for systems with Lax pairs in the appropriate form, and in

so doing, find a Lagrangian for the Lax pair itself. Lagrangians in the case of

Lax pairs with higher-order poles were given by Dickey in [33], and it is to be

expected that those can be extended to a Lagrangian multiform structure. The

generating PDEs introduced in [6, 38] which are associated with non-isospectral

Lax pairs, possess Lagrangians of the required form, cf. also [4]. Furthermore,

we expect that the universal symplectic form of Krichever and Phong, [39, 40]

associated with Lax operators could play a role in the construction of Lagrangians

possessing a multiform structure.
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Chapter 4

Lagrangian multiforms for

Kadomtsev-Petviashvili (KP)

and the Gelfand-Dickey hierarchy

4.1 Pseudodifferential operators

The main results in this chapter require the use of pseudodifferential operators.

Here we give a brief summary based on [33, Chapter 1] and the references therein.

We introduce the differential algebra A with generators u1, u2, u3, . . . and deriva-

tion Dx, the total derivative with respect to x, such that Dx u
(i)
α = (u

(i)
α )x = u

(i+1)
α ,

where u
(0)
α = uα. Also, Dx obeys the Leibnitz rule Dx u

(i)
α u

(j)
β = u

(i+1)
α u

(j)
β +

u
(i)
α u

(j+1)
β . Elements of A are polynomials with real or complex coefficients in the

generators uα and their derivatives of arbitrary order. The operator ∂ is defined

such that for f ∈ A,

∂kf = f∂k +

(
k

1

)
f ′∂k−1 +

(
k

2

)
f ′′∂k−2 + . . . (4.1)

where f ∈ A, f ′ = Dx f and(
k

i

)
=
k(k − 1) . . . (k − i+ 1)

i!
. (4.2)
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4.1 Pseudodifferential operators

When k > 0 this sum naturally truncates, whereas when k < 0 the sum is infinite.

Using these definitions for Dx and ∂, we note that for f ∈ A, Dx f is also in A,

whereas ∂f is not, since ∂f = Dx f + f∂ which is an operator.

The ring of pseudodifferential operators R consists of elements

X =
m∑

i=−∞

Xi∂
i, Xi ∈ A. (4.3)

Elements of R can be added (in the natural way) and multiplied term by term,

moving all ∂s to the right hand side according to the commutation rule given in

(4.1). Using the commutation rule (4.1), elements of R can also be written in the

equivalent “left” form

X =
m∑

i=−∞

∂iX̃i, X̃i ∈ A. (4.4)

If the leading coefficient of X, Xm, is 1, then there exists a unique inverse

X−1 also with leading coefficient 1, such that XX−1 = X−1X = 1. There also

exists a unique mth root of X, X1/m starting with ∂. Then Xp/m = (X1/m)p and

(X1/m)m = X. We define R+ to be the set of all elements

X+ =
m∑
i=0

Xi∂
i (4.5)

and R− to be the set of all elements

X− =
−1∑

i=−∞

Xi∂
i (4.6)

The residue of a pseudodifferential operator, res{X} = X−1, is the coefficient of

∂−1 in X. We shall make use of two important properties relating to residues.

Firstly,

res {X+Y } = res {X+Y−} = res {XY−}. (4.7)

88



4.1 Pseudodifferential operators

The second property we shall use is given on the following lemma.

Lemma 25. The residue of a commutator of two pseudodifferential operators X

and Y ,

res{[X, Y ]} = Dx h (4.8)

for some h ∈ A, so is a total x derivative.

This lemma is given in [33, Chapter 1] but the proof contains errors that are

corrected here.

Proof. We verify this for single term pseudodifferential operators S = s ∂m and

T = t ∂n. We shall use the notation s(k) = Dk
x s and similarly for t. We first note

that res{[S, T ]} is only non-zero if one of m and n is greater than or equal to

zero whilst the other is negative. Without loss of generality, we shall assume that

m ≥ 0 and n < 0. The product

ST =
∞∑
k=0

(
m

k

)
st(k)∂m+n−k. (4.9)

so

res{ST} =

(
m

m+ n+ 1

)
st(m+n+1) (4.10)

when m+n+ 1 ≥ 0. Otherwise res{ST} = 0 since k ≥ 0 in (4.9). It follows that

res{[S, T ]} =

(
m

m+ n+ 1

)
st(m+n+1) −

(
n

m+ n+ 1

)
st(m+n+1). (4.11)

We notice that

(
m

m+ n+ 1

)
=
m(m− 1) . . . (−n)

(m+ n+ 1)!
and

(
n

m+ n+ 1

)
=
n(n− 1) . . . (−m)

(m+ n+ 1)!
(4.12)

so (
n

m+ n+ 1

)
= (−1)m+n+1

(
m

m+ n+ 1

)
. (4.13)
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Then

res{[S, T ]}

=

(
m

m+ n+ 1

)
(st(m+n+1) + (−1)m+nst(m+n+1))

=

(
m

m+ n+ 1

)
(st(m+n+1) + s(1)t(m+n) − s(1)t(m+n) − s(2)t(m+n−1) + s(2)t(m+n−1) + . . .

. . .− (−1)m+nt(1)s(m+n) + (−1)m+nt(1)s(m+n) + (−1)m+nts(m+n+1))

(4.14)

where, to get the expression on the second line we have added and subtracted∑m+n
α=1 s

(α)t(m+n+1−α). We recognise this as a total x derivative, so

res{[S, T ]} =

(
m

m+ n+ 1

)
Dx

m+n∑
α=0

(−1)αs(α)t(m+n−α). (4.15)

It follows that, for general pseudodifferential operators X and Y , their residue,

res{[X, Y ]} can be expressed as the sum of total derivatives of the form given in

(4.15) for pairs Xi and Yj, so is a total x derivative.

4.2 The KP hierarchy and its reduction to Gelfand-

Dickey

4.2.1 The KP hierarchy

Here we give a brief summary of Sato’s scheme [41] for the KP hierarchy [26]. We

let

L = ∂ + u1∂
−1 + u2∂

−2 + . . . = ∂ +
∞∑
α=1

uα∂
−α. (4.16)

Using the notation Li+ to represent (Li)+, for i > 0

Lxi = [Li+, L] (4.17)
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gives us the KP hierarchy. For each i, this produces an infinite set of PDEs

containing derivatives with respect to xi and x. From the case where i = 1, we

see that Lx1 = Dx L, allowing us to identify x1 with x. A consequence of (4.17)

is that

(Ln)xi = [Li+, L
n] (4.18)

for all n ≥ 1. This can be proved by induction on n. It follows that

(Lj+)xi − (Li+)xj = [Li+, L
j]+ − [Lj+, L

i]+

= [Li+ − Li, Lj]+ + [Li, Lj+]+

= [−Li−, Lj]+ + [Li, Lj+]+

= [−Li−, L
j
+]+ + [Li, Lj+]+

= [Li+, L
j
+].

(4.19)

This gives us the “zero-curvature” equations for KP,

(Lj+)xi − (Li+)xj = [Li+, L
j
+]. (4.20)

For each i, j > 0, this produces a finite set of PDEs containing derivatives with

respect to xi, xj and x. In the case where i = 2 and j = 3, (4.20) gives us

3(u1)x2 = 3u
(2)
1 + 6u

(1)
2

3(u
(1)
1 )x2 + 3(u2)x2 − 2(u1)x3 = u

(3)
1 + 3u

(2)
2 − 6u1u

(1)
1 .

(4.21)

Letting 2u1 = u and eliminating u2, this gives us

3ux2x2 = (4ux3 − u(3) − 6uu(1))x, (4.22)

the KP equation that gives its name to the hierarchy.

For a fixed choice of i and j, the PDEs given by (4.17) for i and j are not

equivalent to the PDEs given by (4.20) for the same i and j, since (4.17) gives

an infinite set of PDEs whilst (4.20) gives a finite one. However the set of PDEs
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given by (4.17) for all i > 0 is equivalent to the set of PDEs given by (4.20) for

all i, j > 0. We have already shown that we can obtain (4.20) from (4.17). The

following lemma relates to the converse.

Lemma 26. The set of equations given by

(Lj+)xi − (Li+)xj = [Li+, L
j
+]. (4.23)

for all 1 ≤ i < j is equivalent to the set of equations given by

Lxi = [Li+, L] (4.24)

for all i ≥ 1.

Proof. We have already shown that (4.24) for i and j implies (4.23) for the same i

and j. To show that (4.23) for all 1 ≤ i, j implies (4.24) for all i ≥ 1, we consider

(4.20) in the form

(Lj+)xi − (Li+)xj = [Li+, L
j]+ − [Lj+, L

i]+, (4.25)

and without loss of generality assume that j > i. The first j − i terms of this

(i.e. the coefficients of ∂k for k from i− 1 to j − 2) are identical to the first j − i
terms of

Ljxi = [Li+, L
j]. (4.26)

We now let j = n+ 1 in (4.26) and multiply from the left by L−n, and from this

we subtract (4.26) with j = n, multiplied on the left by L−n, and on the right by

L to obtain

L−n(Ln+1
xi
− LnxiL) = L−n([Li+, L

n+1]− [Li+, L
n]L). (4.27)

The left hand side of this is just Lxi , whilst the right hand side simplifies to

[Li+, L]. Therefore two copies of (4.20) with j = n and j = n+ 1 gives us the first

n− i terms of

Lxi = [Li+, L]. (4.28)

92



4.2 The KP hierarchy and its reduction to Gelfand-Dickey

Since n is arbitrary, we are able to obtain all terms of (4.17).

In [1], a Lagrangian multiform incorporating a re-scaled version of (4.22) and

the corresponding equation arising from (4.20) with i = 2 and j = 4 was presented

with the following Lagrangian coefficients:

L(123) =
1

2
vx1x1vx1x3 −

1

2
v2

3x1
− 1

2
v2
x1x2

+ v3
x1x1

(4.29a)

L(412) =
1

2
vx1x1vx1x4 − 2v3x1vx1x1x2 −

2

3
vx1x2vx2x2 + 4v2

x1x1
vx1x2 (4.29b)

L(234) =− 1

2
vx1x3vx1x4 − 4vx1x3v3x1x2 + 2vx1x1x3vx1x1x2 −

2

3
vx2x2vx2x3 + vx2x2vx1x4

+ 4vx2x2v3x1x2 −
8

3
vx1x2x2vx1x1x2 − v3x1vx1x1x4 +

4

3
v3x1v3x2 − 4v2

3x1
vx1x2

+ 8vx1x1v3x1vx1x1x2 + 8vx1x1vx1x2vx2x2 +
4

3
v3
x1x2
− 8vx1x1vx1x2vx1x3

− 8v3
x1x1

vx1x2
(4.29c)

L(341) =
2

3
v2
x2x2

+ 2v2
4x1
− 2v3x1vx1x1x3 −

4

3
vx2x2vx1x3 −

2

3
vx1x2vx2x3 + vx1x2vx1x4

− 4

3
v2
x1x1x2

+
4

3
v3x1vx1x2x2 + 12v2

x1x1
v4x1 + 4v2

3x1
vx1x1 − 4v2

x1x1
vx2x2

+ 4vx1x1v
2
x1x2

+ 4v2
x1x1

vx1x3 + 10v4
x1x1

.

(4.29d)

where the dependent variable vx1x1 = u has been used to eliminate non-local

terms. These Lagrangians were found using the variational symmetries method

outlined in the same paper. Although it is possible to extend this Lagrangian

multiform to incorporate more flows of the hierarchy, the resultant Lagrangians

become increasingly unwieldy. Also, as we progress up the hierarchy, an ever

increasing number of non-local terms appear in the Lagrangians, and the La-
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grangians grow very large very quickly. Expanding this multiform to include

the x5 flow results in Lagrangians that are many pages long (see Appendix C).

Also, this approach does not yield an explicit formula for all of the constituent

Lagrangians of the multiform for the complete hierarchy, so in order to obtain a

multiform for the entire hierarchy, a different approach is needed.

4.2.2 The Gelfand-Dickey hierarchy as a reduction of KP

The nth Gelfand-Dickey hierarchy [42] can be formulated as follows. We let

LGD = ∂n + vn−2∂
n−2 + vn−3∂

n−3 + . . .+ v0 (4.30)

and let

Pm = (L
m/n
GD )+. (4.31)

We note that whilst LGD is not a pseudodifferential operator, in general a frac-

tional power of LGD will be. The nth Gelfand-Dickey hierarchy is then given

by

(LGD)xm = [Pm, LGD]. (4.32)

In the case where n = 2, this gives the KdV hierarchy, whilst for n = 3 we get

the Boussinesq hierarchy. We now consider the KP equation (4.18)

Lnxm = [Lm+ , L
n]. (4.33)

In order to reduce the KP hierarchy to the nth Gelfand-Dickey hierarchy we

impose the constraint that Ln− = 0. We note that

Ln− = 0 =⇒ Ln = Ln+, (4.34)

an nth order differential operator that we equate with LGD. It follows that L
1/n
GD =

L, so Pm is given by Lm+ , making (4.32) and (4.33) equivalent. We also note that

Ln− = 0 =⇒ Lkn− = 0 for all k ∈ Z+, so (4.33) gives Lnxm = 0 whenever n divides
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4.3 A Lagrangian for the KP hierarchy

m. This is as expected since, by (4.32), (LGD)xm = 0 whenever Pm is an integer

power of LGD, which happens when n divides m.

4.3 A Lagrangian for the KP hierarchy

In this section, we present a Lagrangian for the KP hierarchy that was originally

given in [43]. We define Aϕ to be the differential algebra analogous to A with

generators ϕ0, ϕ1, ϕ2, . . . (i.e. where elements of Aϕ are differential polynomials in

the generators ϕβ), and we define Rϕ to be the ring of pseudodifferential operators

with coefficients in Aϕ. We define Rϕ+ and Rϕ− analogously to R+ and R−. We

make the dressing substitution

L = φ∂φ−1 (4.35)

where

φ = 1 +
∞∑
β=0

ϕβ∂
−β−1, (4.36)

noting that because of the leading 1, a unique φ−1 exists. Expanding (4.35) we

find that

L = ∂−ϕ′0∂−1+(ϕ0ϕ
′
0−ϕ′1)∂−2+(ϕ1ϕ

′
0+ϕ0ϕ

′
1−(ϕ′0)2−ϕ2

0ϕ
′
0−ϕ′2)∂−3+. . . , (4.37)

where ϕ′β denotes the x derivative of ϕβ. Equating coefficients with (4.16), we

see that u1 = −ϕ′0, u2 = ϕ0ϕ
′
0 − ϕ′1, u3 = ϕ1ϕ

′
0 + ϕ0ϕ

′
1 − (ϕ′0)2 − ϕ2

0ϕ
′
0 − ϕ′2 etc.,

giving an injective map from A to Aϕ.

The resulting KP equation in terms of φ is given by

φxi = −Li−φ. (4.38)

In order to show this, we invoke the idea of homogeneity in the sense of all terms

of an expression carying equal weight. Let us consider this in the case of the KP
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equation

3ux2x2 = (4ux3 − u(3) − 6uu(1))x. (4.39)

We begin by assigning a weight of 1 to the derivative with respect to x. On the

left hand side of the equation, we see a ux2x2 term, which we compare to the u(4)

term on the right hand side. In order for these terms to have equal weight, an x2

derivative must have weight 2. Similarly, by comparing the u
(1)
x3 and u(4) terms,

it follows that an x3 derivative has weight 3. Finally by comparing u(3) and uu(1)

we see that u carries weight 2. Whenever it is possible to assign weights in this

manner such that all terms of an expression carry equal weight, we say that the

expression is homogeneous.

Homogeneity can also be introduced directly on the level of the pseudodiffer-

ential operators. Applying this to the KP operator

L = ∂ + u1∂
−1 + u2∂

−2 + . . . , (4.40)

we again assign a weight of 1 to the derivative with respect to x, so the leading

∂ carries weight 1. In order for all terms to carry equal weight, it follows that u1

has weight 2, u2 has weight 3, and in general uα has weight α+ 1. Similarly, the

leading 1 of the operator

φ = 1 + ϕ0∂
−1 + ϕ1∂

−2 + . . . (4.41)

tells us that φ has weight 0, so ϕ0 has weight 1, ϕ1 has weight 2, and ϕβ has

weight β + 1 in order that each term has weight 0. In this chapter we only deal

with homogeneous equations. With this in mind, we have the following lemma.

Lemma 27. We let L = φ∂φ−1 ∈ Rϕ. Then

Lxi = [Li+, L] ⇐⇒ φxi = −Li−φ. (4.42)

Proof. Using that L = φ∂φ−1, the equation

Lxi = [Li+, L] (4.43)
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becomes

[φxiφ
−1 − Li+, L] = 0, (4.44)

This is equivalent to the statement that

φxiφ
−1 − Li+ + fi = 0 (4.45)

for some fi in Rϕ such that [L, fi] = 0. Letting f̃i = φ−1fiφ, the requirement that

[L, fi] = 0 is equivalent to the requirement that [∂, f̃i] = Dx f̃i = 0. Therefore f̃i

is a constant in Rϕ, so

f̃i =
m∑

j=−∞

γj∂
j (4.46)

for some m, where each γj is a constant in Aϕ (i.e. a real or complex number),

and consequently

fi =
m∑

j=−∞

γjL
j (4.47)

for the same constants γj. In (4.45) we see that both φxiφ
−1 and Li+ are of weight

i, so we require that fi is also of weight i. Therefore, γj = 0 whenever j 6= i, so

fi is of the form γiL
i. When fi takes this form, the coefficient of ∂i in (4.45) is

γi − 1, and setting this equal to zero gives us that γi = 1. Then (4.45) becomes

φxiφ
−1 + Li− = 0, (4.48)

so the resulting equation for φxi is

φxi = −Li−φ. (4.49)

I.e.,

Lxi = [Li+, L] =⇒ φxi = −Li−φ. (4.50)
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Conversely, we see that if (4.38) holds then

Lxi = (φ∂φ−1)xi

= φxi∂φ
−1 − φ∂φ−1φxiφ

−1

= −Li−φ∂φ−1 + φ∂φ−1Li−

= [−Li−, L]

= [Li+, L]

(4.51)

so (4.38) implies (4.43).

Corollary 28. Lemmas 26 and 27 together tell us that the set of equations given

by

(Lj+)xi − (Li+)xj = [Li+, L
j
+] (4.52)

in R for all 1 ≤ i, j is equivalent to the set of equations given by

φxiφ
−1 + Li− = 0 (4.53)

in Rϕ for all i ≥ 1.

We now consider a Lagrangian L(1ij)dx1∧dxi∧dxj with L(1ij) ∈ Aϕ. For such

a Lagrangian, we can take variational derivatives
δL(1ij)

δϕβ
(i.e., the Euler operator

with respect to ϕβ acting on L(1ij)) to obtain expressions in Aϕ. However it is

convenient to define the variational derivative with respect to the pseudodiffer-

ential operator φ,

δL(1ij)

δφ
=
∞∑
β=0

∂β
δL(1ij)

δϕβ
. (4.54)

According to this definition,
δL(1ij)

δφ
is a pseudodifferential operator in Rϕ+ that

can be put in the usual form with all ∂s on the right using (4.1). The motivation

for this definition is made clear by the following lemma.

Lemma 29. If there exist h1, h2 and h3 such that

δL(1ij) = res{X δφ}+ Dx h1 + Dxi h2 + Dxj h3 (4.55)
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for some X ∈ Rϕ, then the variational derivative of L(1ij) with respect to φ,

δL(1ij)

δφ
= X+ (4.56)

Proof. Since δφ = δϕ0∂
−1 + δϕ1∂

−2 + . . . has only negative powers of ∂, (4.55) is

equivalent to

δL(1ij) = res{X+ δφ}+ Dx h1 + Dxi h2 + Dxj h3. (4.57)

We write X+ in the “left” form described in equation (4.4), so

X+ =
m∑
k=0

∂kX̃k, X̃k ∈ Aϕ, (4.58)

and consider the product of an arbitrary term in X+ with an arbitrary term in

δφ. This will be of the form

∂nX̃n δϕm∂
−m−1 = X̃n δϕm∂

n−m−1 +
n∑
i=1

(
n

i

)
Di
x(X̃n δϕm)∂n−m−i−1 (4.59)

and the only term on the right hand side that is not a total derivative is X̃n δϕm∂
n−m−1.

Therefore,

δL(1ij) = res{X+ δφ}+Dx h1+Dxi h2+Dxj h3 =
m∑
k=0

X̃k δϕk+Dx h̃1+Dxi h2+Dxj h3

(4.60)

for some h̃1, so the variational derivative

δL(1ij)

δϕk
= X̃k (4.61)

for 0 ≤ k ≤ m and is zero for k > m. It follows that

δL(1ij)

δφ
=
∞∑
k=0

∂k
δL(1ij)

δϕk
=

m∑
k=0

∂kX̃k = X+ (4.62)
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Following the formulation in [43], we introduce

φp = 1 + p
∞∑
β=0

ϕβ∂
−β−1. (4.63)

where p ∈ R.

Proposition 30. The Lagrangian density

L(1ij) = res

{
−
∫ 1

0

p−1[(φp∂
iφ−1
p )+, (φp∂

jφ−1
p )+]φ−1

p dp+ ∂jφ−1φxi − ∂iφ−1φxj

}
(4.64)

gives Euler-Lagrange equations that are equivalent to the KP equation

(Li+)xj − (Lj+)xi + [Li+, L
j
+] = 0. (4.65)

It is important to note that where ∂ appears in this Lagrangian, it signifies

an operator that acts on everything to its right, rather than the x derivative of

whatever is immediately to its right. Also, even though φ consists of an infinite

number of components, because this Lagrangian is a residue, only a finite number

of these components actually feature. A proof that (4.64) gives the KP equation

as its Euler-Lagrange equations is given in [43] and repeated here. We shall

require the following lemma:

Lemma 31. The following formula holds:

δ res

{∫ p

0

p̃−1[(φp̃∂
iφ−1
p̃ )+, (φp̃∂

jφ−1
p̃ )+]φ−1

p̃ dp̃

}
= − res {[(φp∂iφ−1

p )+, (φp∂
jφ−1

p )+]δφp φ
−1
p }+ Dx h1

(4.66)

with

h1 =

∫ ∫ p

0

p̃−1 res {[T [V, S], U ] + [[T, U ]+S, V ] + [U [V, S]+, T ]

+ [UT, [V, S]+] + [T [S, U ], V ] + [U, [T, V ]+S] + [V [S, U ]+, T ]

+ [V T, [S, U ]+] + [[U, V ], TS] + [T, [U, V ]S]}dp̃ dx.

(4.67)
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where S = φ−1
p̃ , T = δφp̃ φ

−1
p̃ , U = (φp̃∂

iφ−1
p̃ )+ and V = (φp̃∂

jφ−1
p̃ )+. This h1 is

local.

The first part of this result is essentially the same as the one given by Dickey

in [43]. However, Dickey does not give an explicit expression for h1, since when

considering a single Lagrangian, it is only necessary to show that it is a total x

derivative. In the Lagrangian multiform case, we will require an expression for

h1, so it is included here.

Proof of Lemma 31. We proceed by taking the p derivative of

δ res

{∫ p

0

p̃−1[(φp̃∂
iφ−1
p̃ )+, (φp̃∂

jφ−1
p̃ )+]φ−1

p̃ dp̃

}
+ res {[(φp∂iφ−1

p )+, (φp∂
jφ−1

p )+]δφp φ
−1
p },

(4.68)

multiplying by p, and using that p
∂φp
∂p

= φp − 1. This gives us

δ res {[(φp∂iφ−1
p )+, (φp∂

jφ−1
p )+]φ−1

p }+ res {[(φp∂iφ−1
p )+, (φp∂

jφ−1
p )+]δφp φ

−2
p }

+ res {(p ∂
∂p

[(φp∂
iφ−1
p )+, (φp∂

jφ−1
p )+])δφp φ

−1
p }.

(4.69)

Again using p
∂φp
∂p

= φp − 1 we find that

p
∂

∂p
(φp∂

iφ−1
p )+ = −[φ−1

p , (φp∂
iφ−1
p )+]+. (4.70)

We shall also use that

δ(φp∂
iφ−1
p )+ = [δφp φ

−1
p , (φp∂

iφ−1
p )+]+. (4.71)

Letting S = φ−1
p , T = δφp φ

−1
p , U = (φp∂

iφ−1
p )+ and V = (φp∂

jφ−1
p )+, (4.69) is

equivalent to

res {[[T, U ]+, V ]S + [U, [T, V ]+]S + [U, V ]TS − [U, V ]ST − [[S, U ]+, V ]T

− [U, [S, V ]+]T}
(4.72)
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In order to show that this is a total x derivative, we make use of (4.8), the

property that the residue of a commutator is a total x derivative. We consider

(4.72) two terms at a time. Firstly,

res{[[T, U ]+, V ]S − [U, [S, V ]+]T}
= res{[T, U ]+[V, S] + [[T, U ]+S, V ] + [T, U ][V, S]+ + [U [V, S]+, T ] + [UT, [V, S]+]}
= res{[T, U ][V, S] + [[T, U ]+S, V ] + [U [V, S]+, T ] + [UT, [V, S]+]}
= res{T [U, [V, S]] + [T [V, S], U ] + [[T, U ]+S, V ] + [U [V, S]+, T ] + [UT, [V, S]+]}.

(4.73)

Then

res{[U, [T, V ]+]S − [[S, U ]+, V ]T}
= res{[T, V ]+[S, U ] + [U, [T, V ]+S] + [T, V ][S, U ]+ + [V [S, U ]+, T ] + [V T, [S, U ]+]}
= res{[T, V ][S, U ] + [U, [T, V ]+S] + [V [S, U ]+, T ] + [V T, [S, U ]+]}
= res{T [V, [S, U ]] + [T [S, U ], V ] + [U, [T, V ]+S] + [V [S, U ]+, T ] + [V T, [S, U ]+]}.

(4.74)

Finally,

res{[U, V ]TS − [U, V ]ST}
= res{[U, V ][T, S]}
= res{T [S, [U, V ]] + [[U, V ], TS] + [T, [U, V ]S]}.

(4.75)

Adding (4.73), (4.74) and (4.75) together, we notice that

res{T ([U, [V, S]] + [V, [S, U ]] + [S, [U, V ]])} = 0 (4.76)

by the Jacobi identity, so (4.72) is equal to
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res{[T [V, S], U ] + [[T, U ]+S, V ] + [U [V, S]+, T ] + [UT, [V, S]+] + [T [S, U ], V ]

+ [U, [T, V ]+S] + [V [S, U ]+, T ] + [V T, [S, U ]+] + [[U, V ], TS] + [T, [U, V ]S]}.
(4.77)

Since every term is the residue of a commutator, this is a total x derivative. We

set h1 equal to the local expression obtained by letting p→ p̃ in (4.77), integrating

with respect to p̃ from 0 to p, integrating with respect to x and setting the constant

of integration equal to zero (i.e., the expression given in (4.67)). It follows that,

for this choice of h1, (4.66) holds.

Proof of Proposition 30. We use Lemma 31 with p = 1 to obtain

δ res

{∫ 1

0

p−1[(φp∂
iφ−1
p )+, (φp∂

jφ−1
p )+]φ−1

p dp

}
= − res {[(φ∂iφ−1)+, (φ∂

jφ−1)+]δφ φ−1}+ Dx(h1|p=1).

(4.78)

Variation of the rest of the Lagrangian (4.64) gives us

δ res{∂jφ−1φxi − ∂iφ−1φxj}
= Dxi res{∂jφ−1δφ} −Dxj res{∂iφ−1δφ}

+ res{φ∂jφ−1φxiφ
−1δφ φ−1} − res{φ∂iφ−1φxjφ

−1δφ φ−1}
− res{φxi∂jφ−1δφ φ−1}+ res{φxj∂iφ−1δφ φ−1}+ ∂h2

= Dxi res{∂jφ−1δφ} −Dxj res{∂iφ−1δφ}
+ res{((Li+)xj − (Lj+)xi)δφ φ

−1}+ Dx h2,

(4.79)

where we have made use of (4.7) and the fact that δφ φ−1 ∈ R− to obtain the the

final expression. Combining (4.78) and (4.79) we get

δL(1ij) = res{((Li+)xj − (Lj+)xi + [Li+, L
j
+])δφ φ−1}

= res{φ−1((Li+)xj − (Lj+)xi + [Li+, L
j
+])δφ}+ Dx h3,

(4.80)
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so

δL(1ij)

δφ
= {φ−1((Li+)xj − (Lj+)xi + [Li+, L

j
+])}+, (4.81)

and when set equal to zero, this is equivalent to (4.20).

Example 32. The explicit form of L(123) given by (4.64) is

L(123) =− Uxxx3 +Xx2 − V Uxx2 −WUx2 − V Vx2 − U2Ux3 + V Ux3 + UUxx3

+ U2Uxx2 + UVx3 + U2Vx2 − UUxxx2 − U3Ux2 − UWx2 − 2UVxx2 − 3VxUx2

− 3UxxUx2 + 2UxUx3 − 3UxVx2 − 3UxUxx2 −Wx3 + Uxxxx2 −
3

2
UVxxx

− 3

2
UxxxV − 3VxxV −

3

2
Ux

2U2 + 2UxxxU
2 + 2VxxU

2 + 2Ux
2V − 1

2
UUxxxx

− 3

2
UxUxxx − 3UxVxx −

3

2
UxxU

3 + 2Ux
3 + 3Wxx2 − 2Vxx3 + 3Vxxx2

+ 5UUxUx2 + 2UV Ux2 + 3UxxUxU + 2UxxV U,

(4.82)

where U = ϕ0, V = ϕ1, W = ϕ2 and X = ϕ3. This was calculated using Maple

and PSEUDO [44]. Note that although X and Y appear in this Lagrangian, their

presence is trivial in that they do not contribute to or feature in the resulting

Euler-Lagrange equations. We can simplify L(123) considerably by subtracting

total derivatives to obtain the equivalent Lagrangian

L̃(123) = 3U2
xU

2− 3

2
Uxx2U

2 +3VxxU
2 +

5

2
U3
x+UxUx3 +U2

xx−3UxVx2−3UxVxx+3V 2
x

(4.83)

that gives identical Euler-Lagrange equations. The variational derivatives with

respect to U and V are

δL(123)

δU
=− 6U2Uxx − 6UU2

x − 6UUxx2 + 6UVxx − 3UxU2 − 15UxUxx

− 2Uxx3 + 2Uxxxx + 3Vxx2 + 3Vxxx,

δL(123)

δV
= 6UUxx + 6U2

x − 3Uxxx + 3Uxx2 − 6Vxx,

(4.84)

104



4.4 Lagrangian multiforms for the KP hierarchy

giving us that

δL(123)

δφ
=∂

δL(123)

δV
+
δL(123)

δU

=
δL(123)

δV
∂ + Dx

δL(123)

δV
+
δL(123)

δU

=(6UUxx + 6U2
x − 3Uxxx + 3Uxx2 − 6Vxx)∂ − Uxxxx + 6UUxxx + 3Uxxx2

− 3Vxxx +−6U2Uxx + 3UxUxx − 6UU2
x − 6UUxx2 + 6UVxx − 3Ux2Ux

− 2Uxx3 + 3Vxx2

(4.85)

Since the Euler Lagrange equations (4.81) have a pre-factor of φ−1, we calcu-

late

(
φ
δL(123)

δφ

)
+

= (6UUxx + 6U2
x − 3Uxxx + 3Uxx2 − 6Vxx)∂ − 3Ux2Ux − 3UUxx2

+ 3Uxxx2 + 3Vxx2 − 2Uxx3 + 3UUxxx + 3UxUxx − Uxxxx − 3Vxxx.

(4.86)

Making the substitution u1 = −Ux, u2 = UUx − Vx (based on the expansion

(4.37)), this becomes

(3u
(2)
1 −3(u1)x2+6u

(1)
2 )∂+2(u1)x3−3(u

(1)
1 )x2−3(u2)x2−6u1u

(1)
1 +u

(3)
1 +3u

(2)
2 . (4.87)

Setting this equal to zero gives us equations that are equivalent to (4.21).

4.4 Lagrangian multiforms for the KP hierarchy

In this section we present two closely related Lagrangian multiform structures for

the KP hierarchy. Let

M =
∑

1≤i<j<k

L(ijk)dxi ∧ dxj ∧ dxk (4.88)
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be a differential 3-form. We shall define the coefficients L(ijk) such that the PDEs

defined by δdM = 0 are the full set of equations of the KP hierarchy, and we shall

show that on these equations dM = 0. We define P(ijkl) such that

dM =
∑

1≤i<j<k<l

P(ijkl)dxi ∧ dxj ∧ dxk ∧ dxl (4.89)

and will show that each P(1ijk) has a double zero on the equations of the KP

hierarchy, so the coefficients P(1ijk) will be of the form

n∑
γ=1

AγBγ (4.90)

where each Aγ and Bγ is zero on the equations of the KP hierarchy. More

specifically, the Aγ will be of the form

(Li+)xj − (Lj+)xi + [Li+, L
j
+] (4.91)

whilst the Bγ will be of the form

φxiφ
−1 + Li−, (4.92)

giving us the required double zero. Then

δP(1ijk) =
n∑
γ=1

δAγBγ + AγδBγ (4.93)

so the equations given by δP(1ijk) = 0 will be a subset of the equations of the KP

hierarchy. In order for the equations given by δP(1ijk) = 0 for all 1 < i, j, k to

be the full set of equations of the KP hierarchy, we require that the factors Aγ

and Bγ span the set of equations of the KP hierarchy, and also that the Aγ and

Bγ are non-degenerate. Rather than show this directly, we will instead show the

equivalent result that the full set of equations of the KP hierarchy arise from the

Euler-Lagrange equations of the L(1ij) Lagrangians. Then, for the P(ijkl) where

1 < i, j, k, l we will show that δP(ijkl) = 0 on the equations of the KP hierarchy.

Together, these results will show that the multiform Euler-Lagrange equations

given by δdM = 0 are a subset of the equations of the KP hierarchy, and include
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the entire KP hierarchy. It follows that the multiform Euler-Lagrange equations

are precisely the equations of the KP hierarchy.

The factorised form of P(1ijk) in terms of the Aγ and Bγ would suggest that

as well as giving us equations in the form

(Li+)xj − (Lj+)xi + [Li+, L
j
+] = 0, (4.94)

the multiform Euler-Lagrange equations should also include KP equations of the

type

φxiφ
−1 + Li− = 0. (4.95)

However, Corollary 28 tells us that the set of equations of the form of (4.94) for

all i, j > 0 is equivalent to the set of equations of the form of (4.95) for all i > 0,

so we are free to view either of these equivalent sets of equations as the complete

set of multiform Euler-Lagrange equations for M.

4.4.1 A Lagrangian multiform for KP based on Dickey’s

Lagrangian

We define

Γijk :=
1

2
([φ∂kφ−1φxiφ

−1φxj , φ
−1] + [φ∂jφ−1φxkφ

−1φxi , φ
−1] + [φ∂iφ−1φxjφ

−1φxk , φ
−1]

− [φ∂kφ−1φxjφ
−1φxi , φ

−1]− [φ∂jφ−1φxiφ
−1φxk , φ

−1]− [φ∂iφ−1φxkφ
−1φxj , φ

−1]

+ [φxj , ∂
kφ−1φxiφ

−1] + [φxi , ∂
jφ−1φxkφ

−1] + [φxk , ∂
iφ−1φxjφ

−1]

− [φxi , ∂
kφ−1φxjφ

−1]− [φxk , ∂
jφ−1φxiφ

−1]− [φxj , ∂
iφ−1φxkφ

−1]),

(4.96)

∆ij,k := −
∫ 1

0

p−1([T [V, S], U ] + [[T, U ]+S, V ] + [U [V, S]+, T ] + [UT, [V, S]+]

+ [T [S, U ], V ] + [U, [T, V ]+S] + [V [S, U ]+, T ]

+ [V T, [S, U ]+] + [[U, V ], TS] + [T, [U, V ]S])dp

(4.97)
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where S = φ−1
p , T = (φp)xkφ

−1
p , U = (φp∂

iφ−1
p )+ and V = (φp∂

jφ−1
p )+,

Θij,k :=
1

2
([φxkφ

−1, Li+L
j
−] + [Lj−, L

i
+φxkφ

−1] + [Lj+φxkφ
−1, Li−] + [Lj+L

i
−, φxkφ

−1])

(4.98)

and

Λijk :=

1

2
([Li+L

j
− − L

j
+L

i
−, L

k] + [Lk+L
i
−, L

j
+] + [Li+, L

k
+L

j
−] + [Li−, L

j+k] + [Li+k, Lj−]).

(4.99)

In these definitions, L is used as an abbreviation of φ∂φ−1, so all of the above

are pseudodifferential operators whose coefficients are in terms of ϕβ and their

derivatives.

Theorem 33. The 3-form

M =
∑

1≤i<j<k

L(ijk)dxi ∧ dxj ∧ dxk (4.100)

with coefficients

L(1jk) = res

{
−
∫ 1

0

p−1[(φp∂
jφ−1

p )+, (φp∂
kφ−1

p )+]φ−1
p dp+ ∂kφ−1φxj − ∂jφ−1φxk

}
(4.101)

and

L(ijk) =

∫
res {Γijk+∆ij,k+∆jk,i+∆ki,j +Θij,k+Θjk,i+Θki,j +Λijk}dx (4.102)

(with the constant of integration set to zero) when i > 1 is a Lagrangian multiform

for the KP hierarchy. Each L(ijk) is a local expression in the fields ϕβ and

their derivatives. The multiform Euler-Lagrange equations given by δdM = 0 are

the full set of equations of the KP hierarchy and consequences thereof. On the

equations of the KP hierarchy, dM = 0.

We have constructed L(ijk) in this way so that

108



4.4 Lagrangian multiforms for the KP hierarchy

dM =
∑

1≤i<j<k<l

P(ijkl)dxi ∧ dxj ∧ dxk ∧ dxl. (4.103)

has a double zero on the equations of the KP hierarchy. In particular, this L(ijk)

is such that

P(1ijk) =−Dxk L(1ij) −Dxi L(1jk) + Dxj L(1ik) + Dx1 L(ijk)

=− res {1

2
((Li+)xj − (Lj+)xi + [Li+, L

j
+])(φxkφ

−1 + Lk−)

+
1

2
((Lj+)xk − (Lk+)xj + [Lj+, L

k
+])(φxiφ

−1 + Li−)

+
1

2
((Lk+)xi − (Li+)xk + [Lk+, L

i
+])(φxjφ

−1 + Lj−)}.

(4.104)

Before we can show this to be the case, we shall require a number of lemmas.

Lemmas 34 and 35 are closely related to Dickey’s computations to obtain the

Euler-Lagrange equations of his KP Lagrangian that we reproduced in Section

4.3. Lemma 36 then re-arranges some of the resulting terms to get us closer to

(4.104), whilst Lemma 37 gives us the terms in (4.104) that do not contain any

xi, xj or xk derivatives. Also, it is important to note that each of Γijk, ∆ij,k, Θij,k

and Λijk are expressed in terms of the residue of commutators. Therefore they

are all total x derivatives so can be integrated with respect to x to obtain a local

expression for L(ijk).

Lemma 34. The Γijk defined in (4.96) is such that

Dxi(∂
kφ−1φxj − ∂jφ−1φxk) + Dxj(∂

iφ−1φxk − ∂kφ−1φxi) + Dxk(∂
jφ−1φxi − ∂iφ−1φxj)

=
1

2
(−(Lk)xjφxi + (Lj)xkφxi − (Li)xkφxj + (Lk)xiφxj − (Lj)xiφxk + (Li)xjφxk)φ

−1

+ Γijk.

(4.105)
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Proof of Lemma 34.

Dxi(∂
kφ−1φxj − ∂jφ−1φxk) + Dxj(∂

iφ−1φxk − ∂kφ−1φxi) + Dxk(∂
jφ−1φxi − ∂iφ−1φxj)

= ∂kφ−1φxjφ
−1φxi + ∂iφ−1φxkφ

−1φxj + ∂jφ−1φxiφ
−1φxk

− ∂kφ−1φxiφ
−1φxj − ∂iφ−1φxjφ

−1φxk − ∂jφ−1φxkφ
−1φxi .

(4.106)

We now use commutators to get this in the form (Li)xjφxkφ
−1:

=
1

2
(−φ∂kφ−1φxiφ

−1φxjφ
−1 + φ∂jφ−1φxiφ

−1φxkφ
−1 − φ∂iφ−1φxjφ

−1φxkφ
−1

+ φ∂kφ−1φxjφ
−1φxiφ

−1 − φ∂jφ−1φxkφ
−1φxiφ

−1 + φ∂iφ−1φxkφ
−1φxjφ

−1)

+
1

2
(−φxj∂kφ−1φxiφ

−1 + φxk∂
jφ−1φxiφ

−1 − φxk∂iφ−1φxjφ
−1

+ φxi∂
kφ−1φxjφ

−1 − φxi∂jφ−1φxkφ
−1 + φxj∂

iφ−1φxkφ
−1)

+
1

2
([φ∂kφ−1φxiφ

−1φxj , φ
−1] + [φ∂jφ−1φxkφ

−1φxi , φ
−1] + [φ∂iφ−1φxjφ

−1φxk , φ
−1]

− [φ∂kφ−1φxjφ
−1φxi , φ

−1]− [φ∂jφ−1φxiφ
−1φxk , φ

−1]− [φ∂iφ−1φxkφ
−1φxj , φ

−1]

+ [φxj , ∂
kφ−1φxiφ

−1] + [φxi , ∂
jφ−1φxkφ

−1] + [φxk , ∂
iφ−1φxjφ

−1]

− [φxi , ∂
kφ−1φxjφ

−1]− [φxk , ∂
jφ−1φxiφ

−1]− [φxj , ∂
iφ−1φxkφ

−1])

=
1

2
(−(Lk)xjφxi + (Lj)xkφxi − (Li)xkφxj + (Lk)xiφxj − (Lj)xiφxk + (Li)xjφxk)φ

−1

+ Γijk.

(4.107)

Lemma 35. The ∆ij,k defined in (4.97) is such that

Dxk res

{
−
∫ 1

0

p−1[(φp∂
iφ−1
p )+, (φp∂

jφ−1
p )+]φ−1

p dp

}
= res {[(φ∂iφ−1)+, (φ∂

jφ−1)+]φxk φ
−1}+ res{∆ij,k}

(4.108)

Proof of Lemma 35. Since each L(1ij) is autonomous, we notice that Dxk L(1ij) =

δL(1ij)|δφ=φxk
. It follows from Lemma 31 that the left hand side of (4.108) is equal

to
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res {[(φ∂iφ−1)+, (φ∂
jφ−1)+]φxk φ

−1} −Dx h1|δφp̃=(φp̃)xk
(4.109)

evaluated at p = 1. We note that res{∆ij,k} as defined in (4.97) is precisely

−Dx h1|δφp̃=(φp̃)xk
evaluated at p = 1. That is,

∆ij,k := −
∫ 1

0

p−1([T [V, S], U ] + [[T, U ]+S, V ] + [U [V, S]+, T ] + [UT, [V, S]+]

+ [T [S, U ], V ] + [U, [T, V ]+S] + [V [S, U ]+, T ] + [V T, [S, U ]+]

+ [[U, V ], TS] + [T, [U, V ]S])dp

(4.110)

with S = φ−1
p , T = (φp)xkφ

−1
p , U = (φp∂

iφ−1
p )+ and V = (φp∂

jφ−1
p )+.

Lemma 36. The Θij,k defined in (4.98) is such that

res{[Li+, L
j
+]φxkφ

−1} =
1

2
res{[Li+, L

j
+]φxk φ

−1 + (Lj+)xkL
i
− − (Li+)xkL

j
−}+ res{Θij,k}.

(4.111)

Proof of Lemma 36. Using the identity

0 = [Li, Lj]+ = [Li+, L
j
+] + [Li+, L

j
−]+ + [Li−, L

j
+]+, (4.112)

we see that
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res{[Li+, L
j
+]φxkφ

−1}

=
1

2
res{[Li+, L

j
+]φxkφ

−1} − 1

2
res{[Li+, L

j
−]φxkφ

−1 + [Li−, L
j
+]φxkφ

−1}

=
1

2
res{[Li+, L

j
+]φxkφ

−1}+
1

2
res{Li+φxkφ−1Lj− − φxkφ−1Li+L

j
−

+ φxkφ
−1Lj+L

i
− − L

j
+φxkφ

−1Li− + [φxkφ
−1, Li+L

j
−] + [Lj−, L

i
+φxkφ

−1]

+ [Lj+φxkφ
−1, Li−] + [Lj+L

i
−, φxkφ

−1]}

=
1

2
res{[Li+, L

j
+]φxk φ

−1 + (Lj+)xkL
i
− − (Li+)xkL

j
−}

+
1

2
res{[φxkφ−1, Li+L

j
−] + [Lj−, L

i
+φxkφ

−1] + [Lj+φxkφ
−1, Li−]

+ [Lj+L
i
−, φxkφ

−1]}

=
1

2
res{[Li+, L

j
+]φxk φ

−1 + (Lj+)xkL
i
− − (Li+)xkL

j
−}+ res{Θij,k},

(4.113)

where

Θij,k :=
1

2
([φxkφ

−1, Li+L
j
−] + [Lj−, L

i
+φxkφ

−1] + [Lj+φxkφ
−1, Li−] + [Lj+L

i
−, φxkφ

−1]).

(4.114)

Lemma 37. The identity

res{[Li+, L
j
+]Lk− + [Lj+, L

k
+]Li− + [Lk+, L

i
+]Lj−} = −2 res{Λijk}, (4.115)

holds.

Proof of Lemma 37. We consider res{[Li, Lj]Lk}, (which is clearly zero) and ex-

press this in terms of the positive and negative parts of the powers of L:

0 = res{[Li, Lj]Lk} = res {[Li+, L
j
+]Lk− + [Li−, L

j
+]Lk+ + [Li+, L

j
−]Lk+

+[Li−, L
j
−]Lk+ + [Li+, L

j
−]Lk− + [Li−, L

j
+]Lk−}

(4.116)

The first three terms on the right hand side of (4.116) can be written as
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res {[Li+, L
j
+]Lk− + [Lj+, L

k
+]Li− + [Lk+, L

i
+]Lj−

+[Li−, L
j
+L

k
+] + [Lk+, L

j
+L

i
−] + [Li+L

j
−, L

k
+] + [Li+L

k
+, L

j
−]}

(4.117)

whilst the final three terms on the right hand side of (4.116) can be written as

res {1

2
([Lj−, L

k
+] + [Lj+, L

k
−])Li− +

1

2
([Lk−, L

i
+] + [Lk+, L

i
−])Lj− +

1

2
([Li−, L

j
+]

+[Li+, L
j
−])Lk− +

1

2
([Li−, L

j
−L

k
+] + [Lk+, L

j
−L

i
−] + [Li−L

j
−, L

k
+] + [Li−L

k
+, L

j
−]

+[Li+L
j
−, L

k
−] + [Li+L

k
−, L

j
−] + [Li−, L

j
+L

k
−] + [Lk−, L

j
+L

i
−]}.

(4.118)

By (4.112), this is equal to

1

2
res { − [Lj+, L

k
+]Li− − [Lk+, L

i
+]Lj− − [Li+, L

j
+]Lk− + [Li−, L

j
−L

k
+]

+ [Lk+, L
j
−L

i
−] + [Li−L

j
−, L

k
+] + [Li−L

k
+, L

j
−] + [Li+L

j
−, L

k
−]

+ [Li+L
k
−, L

j
−] + [Li−, L

j
+L

k
−] + [Lk−, L

j
+L

i
−]}.

(4.119)

Since (4.117) and (4.119) sum to zero, it follows that

res{[Li+, L
j
+]Lk− + [Lj+, L

k
+]Li− + [Lk+, L

i
+]Lj−}

=− res {2[Li−, L
j
+L

k
+] + 2[Lk+, L

j
+L

i
−] + 2[Li+L

j
−, L

k
+] + 2[Li+L

k
+, L

j
−]

+ [Li−, L
j
−L

k
+] + [Lk+, L

j
−L

i
−] + [Li−L

j
−, L

k
+] + [Li−L

k
+, L

j
−]

+ [Li+L
j
−, L

k
−] + [Li+L

k
−, L

j
−] + [Li−, L

j
+L

k
−] + [Lk−, L

j
+L

i
−]}

(4.120)

which simplifies to

− res {[Li+L
j
− − L

j
+L

i
−, L

k] + [Lk+L
i
−, L

j
+] + [Li+, L

k
+L

j
−] + [Li−, L

j+k] + [Li+k, Lj−]}
= −2 res{Λijk}

(4.121)
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where

Λijk :=
1

2
([Li+L

j
− − L

j
+L

i
−, L

k] + [Lk+L
i
−, L

j
+] + [Li+, L

k
+L

j
−] + [Li−, L

j+k]

+ [Li+k, Lj−]).
(4.122)

Proof of Theorem 33. Since Γijk, ∆ij,k, Θij,k and Λijk are composed entirely of

commutators, it follows from Lemma 25 that

L(ijk) =

∫
res {Γijk+∆ij,k+∆jk,i+∆ki,j +Θij,k+Θjk,i+Θki,j +Λijk}dx (4.123)

is local. Since the multiform Euler-Lagrange equations arising from δdM = 0 in-

clude the Euler-Lagrange equations of the L1ij, we know that the set of equations

given by δdM = 0 includes all KP equations of the form

(Li+)xj − (Lj+)xi + [Li+, L
j
+] = 0. (4.124)

By Corollary 28, δdM = 0 also gives us KP equations of the form

φxi + Li−φ = 0. (4.125)

In order to proceed, we again use the notation P(ijkl) such that

dM =
∑

1≤i<j<k<l

P(ijkl)dxi ∧ dxj ∧ dxk ∧ dxl. (4.126)

Combining the results of Lemmas 34 to 37, we see that

P(1ijk) =−Dxk L(1ij) −Dxi L(1jk) + Dxj L(1ik) + Dx1 L(ijk)

=− res {1

2
((Li+)xj − (Lj+)xi + [Li+, L

j
+])(φxkφ

−1 + Lk−)

+
1

2
((Lj+)xk − (Lk+)xj + [Lj+, L

k
+])(φxiφ

−1 + Li−)

+
1

2
((Lk+)xi − (Li+)xk + [Lk+, L

i
+])(φxjφ

−1 + Lj−)},

(4.127)

114



4.4 Lagrangian multiforms for the KP hierarchy

and since equations of the form (Li+)xj−(Lj+)xi+[Li+, L
j
+] = 0 and φxiφ

−1+Li− = 0

are both equations of the KP hierarchy, P1ijk has a double zero on the hierarchy.

In order to complete the proof, we must show that for

P(ijkl) = Dxi L(jkl) −Dxj L(ikl) + Dxk L(ijl) −Dxl L(ijk), (4.128)

δP(ijkl) = 0 and P(ijkl) = 0 on the equations of the KP hierarchy. We require

that δP(ijkl) = 0 on the equations of the KP hierarchy in order to confirm that

δP(ijkl) = 0 does not define any equations that are not part of the KP hierarchy,

and we require that P(ijkl) = 0 in order that dM = 0 on the equations of the

hierarchy. To show this, we first note that from its definition in terms of the

L(ijk), P(ijkl) is a polynomial with no constant term, in (ϕ
(n)
β )I where n gives the

order of derivative with respect to x and I is a multi-index representing derivatives

with respect to xi for i > 1. Also, since d2M is identically zero,

DxP(ijkl) = Dxi P(1jkl) −Dxj P(1ikl) + Dxk P(1ijl) −Dxl P(1ijk). (4.129)

This is an identity, so we do not require the ϕβ to satisfy the equations of the

KP hierarchy for this to hold. Since each of P(1ijk), P(1ikl), P(1ijl), and P(1jkl) has

a double zero on the equations of the KP hierarchy, it follows that Dx P(ijkl) also

has a double zero on the equations of the KP hierarchy, and therefore that

∂

∂(ϕ
(n)
β )I

Dx P(ijkl) = 0 (4.130)

for all I and n. Using the identity

∂

∂(ϕ
(n+1)
β )I

Dx P(ijkl) = Dx
∂

∂(ϕ
(n+1)
β )I

P(ijkl) +
∂

∂(ϕ
(n)
β )I

P(ijkl) (4.131)

we see that for a fixed choice of I, if n is the largest such that (ϕ
(n)
β )I appears in

P(ijkl), then
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∂

∂(ϕ
(n)
β )I

P(ijkl) = 0 (4.132)

on the equations of the KP hierarchy. It also follows from (4.131) that, on the

equations of the KP hierarchy, if

∂

∂(ϕ
(n)
β )I

P(ijkl) = 0 then
∂

∂(ϕ
(n−1)
β )I

P(ijkl) = 0. (4.133)

Therefore, on the equations of the KP hierarchy,

∂

∂(ϕ
(n)
β )I

P(ijkl) = 0 (4.134)

for all I and n, so δP(ijkl) = 0. Since P(ijkl) is autonomous, (4.134) tells us that

Dxi P(ijkl) = 0 ∀i > 0 (4.135)

so P(ijkl) is constant, and since the KP hierarchy admits the zero solution, we

conclude that this constant is zero, and P(ijkl) = 0 on the equations of the KP

hierarchy.

Thus, the set of equations defined by δdM = 0 is precisely the full set of equa-

tions of the KP hierarchy, and on these equations, dM = 0, so M is a Lagrangian

multiform for the KP hierarchy.

4.4.2 An alternative KP Lagrangian multiform

In the KP Lagrangian multiform of Theorem 33, we used Dickey’s KP Lagrangian

for the L(1ij) , and the Lagrangian defined in (4.102) for the L(ijk) when 1 < i, j, k.

Here we present an alternative version of the KP Lagrangian multiform in which

every Lagrangian is of the same type.

Theorem 38. The differential 3-form

M̃ =
∑

1≤i<j<k

L̃(ijk) dxi ∧ dxj ∧ dxk (4.136)
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4.4 Lagrangian multiforms for the KP hierarchy

where

L̃(ijk) =

∫
res {Γijk+∆ij,k+∆jk,i+∆ki,j +Θij,k+Θjk,i+Θki,j +Λijk}dx (4.137)

(i.e., the Lagrangian defined in (4.102)), is a Lagrangian multiform for the KP

hierarchy.

Proof. We recall that in Section 4.2 we identified x1 with x. For now we choose

not to do so and treat them as separate co-ordinates. This allows us to consider a

3-form M1 such that the coefficient of dx∧dxi∧dxj with 1 ≤ i < j is Dickey’s KP

Lagrangian L(xij), whilst the coefficient of dxi∧dxj∧dxk with 1 ≤ i < j < k is the

Lagrangian L(ijk) defined in (4.102). It then follows from the proof of Theorem

33 that this is also a Lagrangian multiform for the KP hierarchy. The multiform

Euler-Lagrange equations for M1 will be the multiform Euler-Lagrange equations

of M plus an additional set of equations that tell us to equate derivatives with

respect to x1 with derivatives with respect to x, arising from equations of the

form

(L+)xj − (Lj+)x1 + [L+, L
j
+] = 0, (4.138)

and dM1 will have a double zero on these equations. We now define M2 to be

the restriction of M1 to a submanifold with co-ordinates x1, x2, x3, . . ., obtained

by fixing x = c, a constant. It follows that dM2 still has a double zero on this

same set of equations. If we then equate x1 with x in M2, we get M̃ and it follows

that dM̃ has a double zero on the equations of the KP hierarchy. Therefore, the

equations defined by δdM̃ = 0 are a subset of the equations of the KP hierarchy.

To complete the proof that M̃ is a Lagrangian multiform for the KP hierarchy,

we must show that the equations defined by δdM̃ = 0 are precisely the full set

of equations of the KP hierarchy. We shall do this by showing that the Euler-

Lagrange equations of the L(1jk) Lagrangians give us these equations.

We first consider the coefficient P(xijk) from dM1.
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4.4 Lagrangian multiforms for the KP hierarchy

P(xijk) =−Dxk L(xij) −Dxi L(xjk) + Dxj L(xik) + Dx L(ijk)

=− res {1

2
((Li+)xj − (Lj+)xi + [Li+, L

j
+])(φxkφ

−1 + Lk−)

+
1

2
((Lj+)xk − (Lk+)xj + [Lj+, L

k
+])(φxiφ

−1 + Li−)

+
1

2
((Lk+)xi − (Li+)xk + [Lk+, L

i
+])(φxjφ

−1 + Lj−)},

(4.139)

so in the case where i = 1 this becomes

P(x1jk) =−Dxk L(x1j) −Dx1 L(xjk) + Dxj L(x1k) + Dx L(1jk)

=− res {1

2
(−(Lj+)x1 + (Lj+)x)(φxkφ

−1 + Lk−)

+
1

2
((Lj+)xk − (Lk+)xj + [Lj+, L

k
+])(φx1φ

−1 + L−)

+
1

2
((Lk+)x1 − (Lk+)x)(φxjφ

−1 + Lj−)}

(4.140)

since L+ = ∂. If we equate x1 and x in this expression then this becomes zero.

This is obvious in the first and third line; for the second line, we note that

L− = (φ∂φ−1)− = (∂ − φxφ−1)− = −φxφ−1. We now define

L̄(xij) = L(xij)|x→x1 (4.141)

and consider the 2-form

L = L̄(x1j)dx1 ∧ dxj + L̄(x1k)dx1 ∧ dxk + (L̄(xjk) − L̄(1jk))dxj ∧ dxk. (4.142)

By construction, dL = −P(x1jk)|x→x1= 0. Then, by Corollary 4, the variational

derivative of each of the Lagrangian coefficients in L is zero. Therefore,

δ

δφ
(L̄(xjk) − L̄(1jk)) = 0 (4.143)

so
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4.5 Reduction to multiforms for the Gelfand-Dickey hierarchy

δL̄(1jk)

δφ
=
δL̄(xjk)

δφ
= {φ−1((Li+)xj − (Lj+)xi + [Li+, L

j
+])}+. (4.144)

Since L̄(1jk) = L̃(1jk), all equations of the KP hierarchy are consequences of

δdM̃ = 0, so M̃ is a Lagrangian multiform for the KP hierarchy.

4.5 Reduction to multiforms for the Gelfand-

Dickey hierarchy

In order to reduce KP to the nth Gelfand-Dickey hierarchy, we imposed the con-

straint that Ln− = 0. Since, by (4.38), φxn = −Ln−φ, we can achieve this in the

Lagrangian multiform by setting φxn = 0. A simple way to obtain a Lagrangian

multiform for the nth Gelfand-Dickey hierarchy is to leave the KP multiform ob-

tained in Section 4.4 unchanged and impose this constraint on the Euler-Lagrange

equations. A more satisfactory approach involves setting φxn = 0 in (4.127) to

obtain

Dxn L̂(1ij) + Dxi L̂(1jn) −Dxj L̂(1in) −Dx1 L̂(ijn)

= res {1

2
((Li+)xj − (Lj+)xi + [Li+, L

j
+])Lk−

+
1

2
(−(Ln+)xj + [Lj+, L

n
+])(φxiφ

−1 + Li−)

+
1

2
((Ln+)xi + [Ln+, L

i
+])(φxjφ

−1 + Lj−)}.

(4.145)

If we can find Lagrangians L̂(ijk) such that (4.145) holds, then the constraint Ln− =

0 will be naturally incorporated into the multiform Euler-Lagrange equations,

giving us the nth Gelfand-Dickey hierarchy. The L̂ are not uniquely defined by

this expression, but a natural choice would be

L̂(1ij) = 0, (4.146a)

119



4.5 Reduction to multiforms for the Gelfand-Dickey hierarchy

L̂(1in) = res

{
−
∫ 1

0

p−1[(φp∂
iφ−1
p )+, (φp∂

nφ−1
p )+]φ−1

p dp+ ∂nφ−1φxi

}
, (4.146b)

L̂(1jn) = res

{
−
∫ 1

0

p−1[(φp∂
jφ−1

p )+, (φp∂
nφ−1

p )+]φ−1
p dp+ ∂nφ−1φxj

}
, (4.146c)

and

L̂(ijn) =

∫
{Γ̂ijn + ∆jn,i + ∆ni,j + Θjn,i + Θni,j + Λijn}dx (4.146d)

with the constant of integration set to zero, where

Γ̂ijn =
1

2
res {[φ∂nφ−1φxiφ

−1φxj , φ
−1]− [φ∂nφ−1φxjφ

−1φxi , φ
−1]

+[φxj , ∂
nφ−1φxiφ

−1]− [φxi , ∂
nφ−1φxjφ

−1]}
(4.147)

is equal to Γijn with φxn = 0. The KP multiform (4.88) reduces to

M(n) =
∑

1≤i<j

L̂(ijn)dxi ∧ dxj ∧ dxn. (4.148)

This multiform does not contain any derivatives with respect to xn, so does not

allow any motion in the xn direction, and is equivalent (i.e., produces identical

multiform Euler-Lagrange equations) to

M̂(n) =
∑

1≤i<j

L̂(ijn)dxi ∧ dxj, (4.149)

a Lagrangian 2-form for the nth Gelfand-Dickey hierarchy. As was the case for

the KP Lagrangian multiform, a Lagrangian multiform with all coefficients in

the form of (4.146d) is also a Lagrangian multiform for the nth Gelfand-Dickey

hierarchy.
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4.6 Conclusion

4.6 Conclusion

The Lagrangian multiforms we have presented constitute, in our view, the first

instance of establishing the integrability of the KP hierarchy at the Lagrangian

level. In contrast to the Lagrangian multiform for KP hierarchy (up to the x4

flow) that was presented in [1], we now have explicit formulae for the constituent

Lagrangians of the Lagrangian multiform for the complete hierarchy, and the

constituent Lagrangians are fully local. In addition, whilst for the Lagrangian

multiform in [1] the x1 and x2 co-ordinates held a special status (i.e., were treated

differently to the other co-ordinates), for the Lagrangian multiform presented

here, only x1 holds a special status. Aspirations for future work include obtaining

a Lagrangian multiform for KP that treats every co-ordinate (including x) on an

equal footing, and also to connect the continuous KP Lagrangian multiform from

this chapter with the discrete KP Lagrangian multiform given in [27].
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Chapter 5

Conclusion

5.1 Summary

The past four years have seen a considerable number of advances related to La-

grangian multiforms, both in terms of new examples of Lagrangian multiforms,

and also a deepening of understanding of the mathematics that underpins them.

The main new results in this thesis are as follows.

In Chapter 1 we give new proofs for the multiform Euler Lagrange equations

for both continuous and discrete k-forms. In the continuous case, the multiform

Euler-Lagrange equations for a Lagrangian k-form were first found in [12]. How-

ever this new proof establishes for the first time the equivalence between the

multiform Euler-Lagrange equations in terms of the Lagrangian coefficients, and

variational derivatives of the coefficients of dL. In the discrete and semi-discrete

cases, the multiform Euler-Lagrange equations that we present are a new result.

In Chapter 2 we demonstrate the link between Lagrangian multiforms and

variational symmetries that arises from Noether’s theorem. The connection be-

tween Lagrangian multiforms from variational symmetries was first explored in

the context of 1 and 2-forms in [20] and [21]. The approach presented in this

chapter is more general in that it applies to Lagrangian forms of any order, and

also applies in the discrete and semi-discrete context. By applying this approach

to the KP hierarchy, we were able to obtain the first example of a continuous

Lagrangian 3-form.
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5.2 Outlook

In Chapter 3 we show that the Lagrangian density proposed in [5] can be

extended naturally to a Lagrangian 2-form structure. This makes the multidi-

mensional consistency of the corresponding Zakharov-Mikhailov system manifest

at the Lagrangian level. We also show that, our Lagrangian multiform leads to

a variational formulation of the underlying Lax pair itself. In fact, the 2-form

structure leads naturally to the Lagrangian description for a Lax triplet (or more

generally a Lax multiplet), and thus we can recover the Lax pair from the La-

grangian multiforms associated with the Zakharov-Mikhailov Lagrangians.

In Chapter 4 we obtain a Lagrangian multiform for the complete KP hierarchy.

This is the first ever example of a continuous Lagrangian 3-form for a complete

integrable hierarchy. Then, based on the reduction of KP to the Gelfand-Dickey

hierarchy, we perform a reduction on the KP Lagrangian multiform to obtain

Lagrangian multiforms for each of the integrable hierarchies that comprise the

Gelfand-Dickey hierarchy.

5.2 Outlook

The theory of Lagrangian multiforms is still in its infancy, with many aspects yet

to be studied in any significant detail. New examples of Lagrangian multiforms

for integrable systems are being found on a regular basis, and there is no reason

to think that this will not continue. At the same time, the understanding of

the theory behind Lagrangian multiforms continues to advance. In Chapter 2

we showed how Noether’s theorem links variational symmetries and Lagrangian

multiforms. There remains some scope to extend the main result of this chapter;

for example, the Lagrangian multiform of Chapter 3 cannot be obtained using a

variational symmetries approach, but can be obtained using a similar approach

where the vector pr vQiL(jk) is not a divergence, but pr vQiL(jk) + pr vQjL(ki) +

pr vQkL(ij) is. This type of extension to the ideas in Chapter 2 may lead naturally

to the concept of a variational symmetry of a Lagrangian multiform, and thereby

an extension of Noether’s theorem to the Lagrangian multiform case.

The Lagrangian multiform obtained in Chapter 3 appears to be a rather self-

contained result with little scope for further work. However the Zakharov–Mikhailov
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5.2 Outlook

Lagrangian was recently linked to Chern–Simons theory [45], opening the pos-

sibility of extending this result. Also, obtaining a discrete analogue of the Za-

kharov–Mikhailov Lagrangian multiform remains an open problem.

It is tempting to claim that, as a result of the Lagrangian multiform found

in Chapter 4, the KP Lagrangian multiform is done. However, the Lagrangian

multiform we obtained is rather cumbersome and also gives a special status to

the x co-ordinate (in that derivatives with respect to x appear in all Lagrangian

coefficients). As a result, there remains the scope to find an improved Lagrangian

multiform for the KP hierarchy.

Looking more generally at Lagrangian multiforms, there are many avenues left

to explore. For example, it has been proposed that the existence of a Lagrangian

multiform with certain properties could be used as a definition of integrability.

This might be done by linking existing results (e.g., those that relate the existence

of sufficient symmetries to integrability) to Lagrangian multiforms, or perhaps

it may be possible to show that any non-trivial Lagrangian multiform that is

sufficiently large (i.e., that has enough non-zero Lagrangian coefficients) leads

to an integrable system. Also, so far only tentative steps have been made to

link Lagrangian multiforms to quantum setting via Feynman path integrals [46].

Much work remains to develop this idea more fully.
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Appendix A

Proof of multiform

Euler-Lagrange equations for a

Lagrangian 2-form

The following is the proof of the multiform Euler-Lagrange equations for a La-

grangian 2-form as originally presented in [2].

We consider the Lagrangian 2-form

L = L(ij)dξi ∧ dξj + L(jk)dξj ∧ dξk + L(ki)dξk ∧ dξi (A.1)

which contains terms up to N th order derivatives of ϕ, (i.e. such that |I|≤ N).

Let B be an arbitrary three dimensional ball with surface ∂B. We consider the

action functional S over the closed surface ∂B such that

S[ϕ] =

∮
∂B

L (A.2)

We then apply Stokes’ theorem to write S in terms of an integral over B:

S[ϕ] =

∫
B

dL (A.3)

and we look for solutions of
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δS =

∫
B

δdL = 0 (A.4)

Since this must hold for arbitrary variations (i.e. with no boundary constraints)

for every arbitrary ball B, it follows that on solutions ϕ of our system, δdL = 0.

Up to this point, we have used the same argument as the one given in the proof of

Proposition 2.2 in [11]. The statement that δdL = 0 is equivalent to the statement

that

∂dL

∂ϕI

= 0 ∀ I (A.5)

The scheme of this proof from here is to first use (A.5) to show that

δL(ij)

δϕI\k
+
δL(jk)

δϕI\i
+
δL(ki)

δϕI\j
= 0 (A.6)

holds for |I|> N . We then use an inductive argument to show that it holds in all

cases by showing that if it holds for |I|> M then it also holds for |I|= M .

We begin by noticing that for |I|≥ N + 2, (A.6) holds. In fact all terms are zero

since, by definition, there are no N + 1th order derivatives in our multiform. We

now consider the relation
∂dL

∂ϕI

= 0 in the case where |I|= N + 1. In this case we

find that

∂dL

∂ϕI

=
∂L(ij)

∂ϕI\k
+
∂L(jk)

∂ϕI\i
+
∂L(ki)

∂ϕI\j
(A.7)

since there are no N + 1th order derivatives in L(ij), L(jk) and L(ki). By setting

this equal to zero, we see that (A.6) holds in the case where |I|= N + 1.

Our inductive hypothesis is that (A.6) holds for |I|> M . We now consider the

relation
∂dL

∂ϕI

= 0 in the case where |I|= M . We first make use of the easily

verified relation

∂(Di L(jk))

∂ϕI

= Di

∂L(jk)

∂ϕI

+
∂L(jk)

∂ϕI\i
(A.8)
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along with similar relations for L(ki) and L(ij) to get that

∂dL

∂ϕI

=
∂L(jk)

∂ϕI\i
+ Di

∂L(jk)

∂ϕI

+
∂L(ki)

∂ϕI\j
+ Dj

∂L(ki)

∂ϕI

+
∂L(ij)

∂ϕI\k
+ Dk

∂L(ij)

∂ϕI

(A.9)

when expressed in terms of L(ij), L(jk) and L(ki). We now make use of the

relation

δL(ij)

δϕI

=
∂L(ij)

∂ϕI

−Di

δL(ij)

δϕIi

−Dj

δL(ij)

δϕIj

−Di Dj

δL(ij)

δϕIij

(A.10)

along with similar relations for L(jk) and L(ki) to expand (A.9) to get that

∂dL

∂ϕI

=
∂L(jk)

∂ϕI\i
+ Di

(
δL(jk)

δϕI

+ Dj

δL(jk)

δϕIj

+ Dk

δL(jk)

δϕIk

+ Dj Dk

δL(jk)

δϕIjk

)
+
∂L(ki)

∂ϕI\j
+ Dj

(
δL(ki)

δϕI

+ Dk

δL(ki)

δϕIk

+ Di

δL(ki)

δϕIi

+ Dk Di

δL(ki)

δϕIki

)
+
∂L(ij)

∂ϕI\k
+ Dk

(
δL(ij)

δϕI

+ Di

δL(ij)

δϕIi

+ Dj

δL(ij)

δϕIj

+ Di Dj

δL(ij)

δϕIij

)
.

(A.11)

Since, by our inductive hypothesis,

Di Dj Dk

(
δL(jk)

δϕIjk

+
δL(ki)

δϕIki

+
δL(ij)

δϕIij

)
= 0 (A.12)

the triple derivative terms in (A.11) can be removed. We then use our inductive

hypothesis to rewrite (A.11) as

∂dL

∂ϕI

=
∂L(jk)

∂ϕI\i
−Di

{
δL(ki)

δϕIi\j
+
δL(ij)

δϕIi\k
+ Dj

(
δL(ki)

δϕIi

+
δL(ij)

δϕIij\k

)
+ Dk

(
δL(ki)

δϕIki\j
+
δL(ij)

δϕIi

)}
+
∂L(ki)

∂ϕI\j
−Dj

{
δL(ij)

δϕIj\k
+
δL(jk)

δϕIj\i
+ Dk

(
δL(ij)

δϕIj

+
δL(jk)

δϕIjk\i

)
+ Di

(
δL(ij)

δϕIij\k
+
δL(jk)

δϕIj

)}
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+
∂L(ij)

∂ϕI\k
−Dk

{
δL(jk)

δϕIk\i
+
δL(ki)

δϕIk\j
+ Di

(
δL(jk)

δϕIk

+
δL(ki)

δϕIki\j

)
+ Dj

(
δL(jk)

δϕIjk\i
+
δL(ki)

δϕIk

)}
.

(A.13)

We use our inductive hypothesis again to simplify, and get that

∂dL

∂ϕI

=
∂L(jk)

∂ϕI\i
−Di

{
δL(ki)

δϕIi\j
+
δL(ij)

δϕIi\k
+ Dk

(
δL(ki)

δϕIki\j

)}
+
∂L(ki)

∂ϕI\j
−Dj

{
δL(ij)

δϕIj\k
+
δL(jk)

δϕIj\i
+ Di

(
δL(ij)

δϕIij\k

)}
+
∂L(ij)

∂ϕI\k
−Dk

{
δL(jk)

δϕIk\i
+
δL(ki)

δϕIk\j
+ Dj

(
δL(jk)

δϕIjk\i

)}
.

(A.14)

Finally, we use (A.10) to write this as

∂dL

∂ϕI

=
δL(jk)

δϕI\i
+
δL(ki)

δϕI\j
+
δL(ij)

δϕI\k
. (A.15)

Since
∂dL

∂ϕI

= 0 , we now have that (A.6) holds for |I|= M .

In this proof, we have shown that the multiform Euler-Lagrange equations are a

consequence of δdL = 0. It is clear from (A.15) that the converse is also true, i.e. if

all of the multiform Euler-Lagrange equations are satisfied then δdL = 0. Whilst

this proof applies only to a Lagrangian 2-form, it is relatively straightforward

to generalize this argument to get the multiform Euler-Lagrange equations for a

Lagrangian k-form.
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Appendix B

A fully native Lagrangian

multiform for the AKNS

hierarchy

B.1 Introduction

In [28] the concept of alien derivatives is discussed, and a Lagrangian compo-

nent Lij is described as i, j-native if it only contains derivatives with respect to

xi, xj and also x1 (where x1 is given special status as the spatial co-ordinate).

If it contains derivatives with respect to any other co-ordinates, then these are

described as alien derivatives. We will use the term fully native to describe La-

grangian components Lij that only contain derivatives with respect to xi and xj.

For the Lagrangian multiform we have already obtained for the AKNS hierarchy,

we notice that, whilst the L1i components only contain derivatives with respect

to x1 and xi (i.e. corresponding to the labelling of L1i), the Lij components for

i, j > 1 contain derivatives with respect to xi, xj and also x1. Therefore, each

component is already i, j-native, but only the L1i components are fully native.

In this section we show how the Flaschka–Newell–Ratiu (FNR) construction of

the AKNS hierarchy [24] can be used to construct a fully native Lagrangian mul-

tiform for the AKNS hierarchy. The results in this section have now largely been

superseded by those in [25].
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B.2 The FNR construction of the AKNS hierarchy

B.2 The FNR construction of the AKNS hier-

archy

We begin by defining

L = L0 +
1

λ
L1 +

1

λ2
L2 + · · · (B.1)

and

L(k) =
k∑
i=0

λiLk−i. (B.2)

We let L0 =

(
−i 0
0 i

)
and the subsequent Li are obtained recursively using the

relation

Lx1 = [L(1), L] (B.3)

and the assumption that all integration constants are zero. The next few Li are

as follows:

L1 =

(
0 q
r 0

)
, L2 =

(
− i

2
qr i

2
qx1

− i
2
rx1

i
2
qr

)
,

L3 =

(
1
4
(rqx1 − qrx1) −1

4
qx1x1 + 1

2
q2r

−1
4
rx1x1 + 1

2
qr2 −1

4
(rqx1 − qrx1)

)
, L4 =(

−3i
8
q2r2 + i

8
(rx1x1q − qx1rx1 + qx1x1r)

i
8
(6qrqx1 − qx1x1x1)

− i
8
(6qrrx1 − rx1x1x1) 3i

8
q2r2 − i

8
(rx1x1q − qx1rx1 + qx1x1r)

)
.

(B.4)

Where q and r are the field variables of the system. The equations of motion for

the kth flow of the hierarchy are then obtained from the off diagonal entries in

L(1)
xk
− L(k)

x1
+ [L(1), L(k)] = 0. (B.5)

It is apparent from this construction that every equation of motion will contain x1

derivatives and this is why we end up with a native but not fully native Lagrangian

130



B.3 The Kaup–Newell hierarchy

multiform. The source of these x1 derivatives is (B.3) which guarantees that each

Li will contain more x1 derivatives than Li−1.

B.3 The Kaup–Newell hierarchy

Instead of using (B.3) to generate the matrices Li, we can use

Lx2 = [L(2), L]. (B.6)

The first few Li we obtain are:

L1 =

(
0 q
r 0

)
, L2 =

(
− i

2
qr s
t i

2
qr

)
, L3 =

(
− i

2
(sr + tq) i

2
qx2

− i
2
rx2

i
2
(sr + tq)

)
L4 =

(
i
8
q2r2 + 1

4
(rqx2 − qrx2)− i

2
st i

2
sx2 + 1

2
(q2t+ qrs)

− i
2
xx2 + 1

2
(r2s+ qrt) − i

8
q2r2 − 1

4
(rqx2 − qrx2) + i

2
st

)
.

(B.7)

We now have four field variables, q, r, s and t. The off diagonal entries in

L(2)
xk
− L(k)

x2
+ [L(2), L(k)] = 0. (B.8)

gives us the Kaup–Newell hierarchy [47]. For example, the x1 flow is given by

Q
(2)
∆1 = 0, R

(2)
∆1 = 0, S

(2)
∆1 = 0 and T

(2)
∆1 = 0 where

Q
(2)
∆1 := qx1 + 2is

R
(2)
∆1 := rx1 − 2it

S
(2)
∆1 := sx1 − qx2 − iq2r

T
(2)
∆1 := xx1 − rx2 + iqr2.

(B.9)

By inspection, we find that these equations of motion are variational, coming

from the Lagrangian

L(12) :=
i

2
q2r2−2 ist− 1

2
qrx2 +

1

2
qtx1−

1

2
tqx1 +

1

2
rqx2−

1

2
rsx1 +

1

2
srx1 . (B.10)
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B.3 The Kaup–Newell hierarchy

We can now use the variational symmetries approach given in Chapter 2 to find

the Lagrangian coefficients of the multiform. We do this by using

dL12i = E(L12) ·


Q

(2)
∆i

R
(2)
∆i

S
(2)
∆i

T
(2)
∆i

 (B.11)

where

L12i = L(12)dx1 ∧ dx2 + L(2i)dx2 ∧ dxi + L(1i)dx1 ∧ dxi (B.12)

to obtain all L(1i) and L(2i). The remaining L(ij) can then be obtained from

dL1ij = E(L2i) ·


Q

(2)
∆j

R
(2)
∆j

S
(2)
∆j

T
(2)
∆j

 (B.13)

using the L(2i) obtained from (B.11). The first few Lagrangian coefficients are as

follows:

L(12) :=
i

2
q2r2−2 ist− 1

2
qrx2 +

1

2
qtx1−

1

2
tqx1 +

1

2
rqx2−

1

2
rsx1 +

1

2
srx1 (B.14)

L(13) := irtq2 + ir2sq − 1

8
rx1q

2r +
1

8
qx1qr

2 − i

4
qrx1x2 +

i

4
rx2qx1 +

i

4
qx2rx1

− i

4
rqx1x2 −

1

2
qrx3 + qx2t +

1

2
qx3r − rx2s +

1

2
stx1 −

1

2
tsx1

(B.15)
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B.3 The Kaup–Newell hierarchy

L(14) := − i

4
q3r3 − i

4
qtx1x2 +

i

4
tx2qx1 +

1

2
q2rx2r −

1

8
rq2tx1 +

3

8
trx1q

2 − 1

4
rqx1qt

− 1

2
r2qx2q +

1

8
qr2sx1 +

1

4
qrx1rs −

3

8
sqx1r

2 − i

4
srx1x2 −

i

4
tqx1x2

− i

2
r2s2 +

i

4
qx2tx1 −

i

2
rx2qx2 −

i

2
q2t2 +

i

4
rx2sx1 +

i

4
sx2rx1 −

i

4
rsx1x2

− 1

2
qrx4 +

1

2
qx4r − tx2s + sx2t

(B.16)

L(23) :=
i

2
q2t2 + irqst +

i

2
r2s2 − 1

8
q2rx2r +

1

8
r2qx2q −

i

4
qrx2x2 −

i

4
rqx2x2

− 1

2
qtx3 +

1

2
qx3t +

1

2
rsx3 −

1

2
rx3s +

1

2
tx2s −

1

2
sx2t

(B.17)

L(24) := − i

4
rsx2x2 −

i

4
tq3r2 − i

4
qtx2x2 −

i

4
sq2r3 − 1

8
rtx2q

2 +
3

8
tq2rx2 −

1

4
rqqx2t

+
1

8
qsx2r

2 +
1

4
qrrx2s −

3

8
sr2qx2 + iqst2 − i

4
tqx2x2 −

i

4
srx2x2 + itrs2

− 1

2
qtx4 +

1

2
qx4t +

1

2
rsx4 −

1

2
rx4s

(B.18)

L(34) := − 1

2
tx2tq

2 +
1

2
sx2sr

2 − 1

8
rx2q

3r2 +
1

8
qx2q

2r3 +
3

8
trx3q

2 − 3

8
sqx3r

2

− 1

8
rq2tx3 −

1

8
qx4qr

2 +
1

8
qr2sx3 +

1

8
rx4q

2r − i

8
q2rx2

2 − i

4
qtx2x3

− i

4
rx2qx4 −

i

4
qx2rx4 −

i

4
tqx2x3 −

i

4
rsx2x3 −

i

4
srx2x3 −

i

2
tx2sx2 −

1

2
tx2rsq

+
i

4
qrx2x4 +

i

4
rx2sx3 +

i

2
s2t2 +

i

32
q4r4 +

i

4
rqx2x4 +

i

4
sx2rx3 +

i

4
qx2tx3

+
i

4
tx2qx3 −

1

2
stx4 +

1

2
tsx4 −

i

8
qx2

2r2 − 1

4
rqx3qt +

1

4
qrx3rs +

1

2
sx2qtr

+
1

2
rx2qst −

1

2
qx2rst −

i

2
q3rt2 − i

2
qr3s2 +

i

4
rx2qqx2r −

5

4
itq2r2s.

(B.19)
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B.4 Beyond Kaup–Newell

We notice that in this multiform, all L(2i) coefficients are now fully native. How-

ever, with the exception of L(12), the L(1i)s are no longer fully native. In fact,

it appears that we are no closer to a fully native multiform that we were for the

original AKNS multiform.

B.4 Beyond Kaup–Newell

We will now consider the hierarchy that comes from a x3 based construction, i.e.

where our Lis are found using

Lx3 = [L(3), L]. (B.20)

The first few Li we obtain are:

L1 =

(
0 q
r 0

)
, L2 =

(
− i

2
qr s
t i

2
qr

)
, L3 =

(
− i

2
(sr + tq) u
v i

2
(sr + tq)

)
L4 =

(
i
8
(q2r2 − 4qv − 4ru− 4st) i

2
qx3

− i
2
rx3 − i

8
(q2r2 − 4qv − 4ru− 4st)

)
.

(B.21)

We now have six field variables, q, r, s, t, u and v and the off diagonal entries in

L(3)
xk
− L(k)

x3
+ [L(3), L(k)] = 0. (B.22)

give us our equations of motion. In this case the x1 flow is given by

Q
(3)
∆1 := qx1 + 2is

R
(3)
∆1 := rx1 − 2it

S
(3)
∆1 := sx1 − iq2r + 2iu

T
(3)
∆1 := xx1 + iqr2 − 2iv

U
(3)
∆1 := ux1 − qx3 − iq2t− isqr

V
(3)

∆1 := vx1 − rx3 + ir2s+ iqrt,

(B.23)
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B.4 Beyond Kaup–Newell

but these equations of motion (in the form given above) are not variational, so we

cannot proceed as we did for the x1 and x2 based constructions of the hierarchy.

However, it was shown in [23] that all systems of this type (i.e. the xi version of

this construction for ant xi) are Hamiltonian, with equations of motion expressible

in the form qjrj
...

 = DxjQ
(i) = J (i)

δH
(i)
j

δQ(i)
(B.24)

for some Hamiltonian H
(i)
j , where J (i) is the matrix of Poisson brackets of the

field variables. In the case of the x3 construction,

J (3) =


{q, q} {q, r} {q, s} {q, t} {q, u} {q, v}
{r, q} {r, r} {r, s} {r, t} {r, u} {r, v}
{s, q} {s, r} {s, s} {s, t} {s, u} {s, v}
{t, q} {t, r} {t, s} {t, t} {t, u} {t, v}
{u, q} {u, r} {u, s} {u, t} {u, u} {u, v}
{v, q} {v, r} {v, s} {v, t} {v, u} {v, v}

 . (B.25)

These Poisson brackets can be evaluated in terms of the entries in the Li matrices

using the R-matrix approach given in [48]. If we denote the (1, 1) entry of Li as

ai then

J (3) =


0 0 0 0 0 a0

0 0 0 0 −a0 0
0 0 0 a0 0 a1

0 0 −a0 0 −a1 0
0 a0 0 a1 0 a2

−a0 0 −a1 0 −a2 0

 . (B.26)

In general, each J (i) has a0s with alternating signs along the antidiagonal, a1s with

alternating signs along the −2-antidiagonal and generally, ais with alternating

signs along the −2i-antidiagonal, such that all ais in the far right column have

a positive sign. All other entries in J (i) are zero. We shall require the inverse of

J (i); in the case of J (3),
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B.4 Beyond Kaup–Newell

J (3)−1
=


0 j2 0 j1 0 j0

−j2 0 −j1 0 −j0 0
0 j1 0 j0 0 0
−j1 0 −j0 0 0 0

0 j0 0 0 0 0
−j0 0 0 0 0 0

 . (B.27)

where j0 = − 1

a0

and subsequent jK are given by

jK+1 = − 1

a0

K∑
i=0

jK−iai+1 (B.28)

In general, each J (i)−1
has j0s with alternating signs along the antidiagonal, j1s

with alternating signs along the 2-antidiagonal and generally, jis with alternating

signs along the 2i-antidiagonal, such that all jis in the top row have a positive

sign. All other entries in J (i)−1
are zero.

Remark 39. If we multiply (B.24) from the left by J (i)−1
then it is clear that

the right hand side is variational. For the resulting equations of motion to be

variational, we also require the left hand side to be variational. The results in

[25] show that this is the case.

In the case where i = 3, these same equations of motion can be obtained by

evaluating J (3)−1
Q(3)

∆i
= 0 where

Q(3)

∆i
=



Q
(3)
∆i

R
(3)
∆i

S
(3)
∆i

T
(3)
∆i

U
(3)
∆i

V
(3)

∆i


. (B.29)

and J (3)−1
Q(3)

∆i
= E(L(i3)) for some Lagrangian L(i3). We are now able to find

the Lagrangian coefficients of our multiform since

dL3ij = E(L3i) ·Q(3)

∆j
= J (3)−1

Q(3)

∆i
·Q(3)

∆j
. (B.30)
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B.4 Beyond Kaup–Newell

Remark 40. J (i)−1
is a Hermitian matrix so

dL3ij = J (3)−1
Q(3)

∆i
·Q(3)

∆j
= −J (3)−1

Q(3)

∆j
·Q(3)

∆i
= −dL3ji (B.31)

and, more generally

dLijk = J (i)−1
Q(i)

∆j
·Q(i)

∆k
= −J (i)−1

Q(i)

∆k
·Q(i)

∆j
= dLikj. (B.32)

The first six coefficients of the multiform obtained in this way are as follows:

L(12) :=
i

2
q2r2−2 ist− 1

2
qrx2 +

1

2
qtx1−

1

2
qx1t+

1

2
rqx2−

1

2
rsx1 +

1

2
rx1s (B.33)

L(13) := iq2rt + iqr2s − 1

8
q2rrx1 +

1

8
qr2qx1 − 2 isv − 2 iut − 1

2
qrx3 +

1

2
qvx1

− 1

2
qx1v +

1

2
rqx3 −

1

2
rux1 +

1

2
rx1u +

1

2
stx1 −

1

2
sx1t

(B.34)

L(14) := 2 iqrst +
i

4
qx3rx1 +

i

4
rx3qx1 +

i

2
q2t2 +

i

2
r2s2 + qx3t − rx3s −

i

4
qr1,3

− i

4
q3r3 − i

4
rq1,3 + irq2v + iuqr2 +

1

4
tqrqx1 −

1

4
sqrrx1 +

1

8
sx1qr

2

− 1

8
rx1q

2t +
1

8
qx1r

2s − 1

8
tx1q

2r − 2 iuv +
1

2
tx1u −

1

2
tux1 +

1

2
svx1

− 1

2
sx1v +

1

2
rqx4 −

1

2
qrx4

(B.35)

L(23) :=
i

2
r2s2 − 2 iuv +

i

2
q2t2 − 1

8
q2rrx2 +

1

8
qr2qx2 + irqst − 1

2
qtx3

+
1

2
qvx2 −

1

2
qx2v +

1

2
qx3t +

1

2
rsx3 −

1

2
rux2 +

1

2
rx2u −

1

2
rx3s

+
1

2
stx2 −

1

2
sx2t

(B.36)
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L(24) := isr2u + itq2v + itrs2 +
i

4
qx3rx2 +

i

4
rx3qx2 −

i

4
tq3r2 − i

4
sq2r3 + iqst2

+
1

4
tqrqx2 −

1

4
sqrrx2 −

1

8
q2rtx2 −

i

4
rqx2x3 +

1

8
r2sqx2 + isqrv + ituqr

− 1

8
q2trx2 +

1

8
qr2sx2 +

1

2
tx2u +

1

2
svx2 −

1

2
sx2v + qx3v −

1

2
tux2 − rx3u

+
1

2
rsx4 −

1

2
rx4s −

1

2
qtx4 +

1

2
qx4t −

i

4
qrx2x3

(B.37)

L(34) := − i

4
tsq2r2 − 1

2
tux3 +

1

2
svx3 −

1

2
vsx3 +

1

2
utx3 +

1

2
sx4t −

1

2
stx4

+
1

2
rux4 −

1

2
qvx4 +

1

2
qx4v −

1

2
rx4u +

i

2
s2t2 +

i

32
q4r4 +

i

2
r2u2

+
i

2
q2v2 − i

4
vq3r2 − i

4
uq2r3 − 1

8
qr2qx4 + ivuqr + ivqst + iurst

− 1

8
q2rx3t −

1

8
q2rtx3 −

i

4
rqx3x3 −

i

4
qrx3x3 +

1

8
qr2sx3 +

1

8
q2rrx4

+
1

8
qx3r

2s +
1

4
tqrqx3 −

1

4
sqrrx3 .

(B.38)

On this occasion, not only are all of the L(3i)s fully native, but so is L(12).

We now consider the x4 construction, with the Li matrices obtained from

Lx4 = [L(4), L], (B.39)

and the first four given by:

L1 =

(
0 q
r 0

)
, L2 =

(
− i

2
qr s
t i

2
qr

)
, L3 =

(
− i

2
(sr + tq) u
v i

2
(sr + tq)

)
L4 =

(
i
8
(q2r2 − 4qv − 4ru− 4st) w

x − i
8
(q2r2 − 4qv − 4ru− 4st)

)
(B.40)

where w and x are two additional variables. We obtain our equations of motion
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B.4 Beyond Kaup–Newell

from

L(4)
xk
− L(k)

x4
+ [L(4), L(k)] = 0, (B.41)

and find the multiform coefficients by reconstructing L4ij from

dL4ij = J (4)−1
Q(4)

∆i
·Q(4)

∆j
. (B.42)

The first six multiform coefficients are as follows:

L(12) :=
i

2
q2r2−2 ist− 1

2
qrx2 +

1

2
qtx1−

1

2
qx1t+

1

2
qx2r−

1

2
rsx1 +

1

2
rx1s (B.43)

L(13) := − irq2t − iqr2s +
1

8
q2rrx1 −

1

8
qqx1r

2 + 2 isv + 2 itu +
1

2
qrx3 −

1

2
qvx1

+
1

2
qx1v −

1

2
rqx3 +

1

2
rux1 −

1

2
rx1u −

1

2
stx1 +

1

2
sx1t

(B.44)

L(14) :=
i

2
q2t2 +

i

2
r2s2 + irq2v + iqr2u +

1

4
tqqx1r −

1

4
sqrrx1 − 2 isx − i

4
q3r3

− 2 itw − 1

8
q2rtx1 + 2 itqrs +

1

2
rx1w −

1

2
sx1v +

1

2
tx1u −

1

2
tux1

+
1

2
svx1 +

1

2
rqx4 −

1

2
rwx1 −

1

2
qrx4 +

1

2
qxx1 −

1

2
qx1x +

1

8
qr2sx1

+
1

8
qx1r

2s − 1

8
q2rx1t − 2 iuv

(B.45)

L(23) := − i

2
r2s2 − i

2
q2t2 + 2 iuv +

1

8
q2rrx2 −

1

8
qqx2r

2 − iqstr +
1

2
qtx3

− 1

2
qvx2 +

1

2
vqx2 −

1

2
tqx3 −

1

2
rsx3 +

1

2
rux2 −

1

2
urx2 +

1

2
srx3

− 1

2
stx2 +

1

2
tsx2

(B.46)
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L(24) := − i

4
sq2r3 − 2 ivw − 2 iux − 1

8
q2rtx2 −

1

8
q2rx2t +

1

8
qr2sx2 + itqru

+ isqrv +
1

2
rx2w −

1

2
sx2v +

1

2
tx2u +

1

2
svx2 +

1

2
rsx4 −

1

2
rwx2

− 1

2
qtx4 +

1

2
qxx2 −

1

2
qx2x +

1

2
tqx4 −

1

2
tux2 −

1

2
srx4 +

1

8
qx2r

2s

− i

4
tq3r2 + itrs2 + itq2v + iqst2 + isr2u +

1

4
tqqx2r −

1

4
sqrrx2

(B.47)

L(34) := − i

32
q4r4 − 1

4
tqx3qr +

1

4
sqrx3r − ivqru − ivqst − iurst −

i

2
q2v2

− i

2
r2u2 +

1

2
qx3x −

1

2
rx3w +

1

2
rwx3 +

1

2
qvx4 −

1

2
qxx3 +

1

2
tux3

+
1

2
stx4 −

1

2
svx3 −

1

2
rux4 +

1

2
vsx3 −

1

2
vqx4 −

1

2
utx3 +

1

2
urx4

− 1

2
tsx4 +

i

4
tsq2r2 − 1

8
qx3sr

2 − 1

8
sx3qr

2 +
1

8
rx3tq

2 − 1

8
q2rrx4

+
1

8
qqx4r

2 +
1

8
tx3q

2r + 2 iwx − i

2
s2t2 +

i

4
vq3r2 +

i

4
uq2r3

(B.48)

In this case, all Lagrangian coefficients are fully native. In addition we notice

that for i, j ≤ 3, the Lagrangian coefficients are identical to those from the x3

construction. This leads to the following two theorems:

Theorem 41. The Lagrangian multiform based on a xk FNR construction has

fully native Lagrangian coefficients L(ij) whenever i, j ≤ k.

Theorem 42. Given two Lagrangian multiforms based on xk and xl FNR con-

structions respectively, if k < l then both multiforms have the same Lagrangian

coefficients L(ij) whenever i, j ≤ k.

In order to prove these theorems, we will introduce the following notations. We

shall label the 2k field variables that arise in the xk construction as q(k)1, . . . , q(k)k,

r(k)1, . . . , r(k)k (so in the x2 (Kaup–Newell) construction, we now label the field

variables q(2)1, q(2)2, r(2)1, r(2)2 instead of q, r, s, t). Similarly, we shall denote the
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B.4 Beyond Kaup–Newell

equations of motion for the xi flow, as they arise from the xk FNR construction

as Q
(k)j
∆i = 0, R

(k)j
∆i = 0 for j = 1, . . . , k. We will require the following lemma:

Lemma 43. For j < i, Q
(i)l
∆j has no xi derivatives if l + j − i < 1. If l + j − i ≥

1 then the only xi derivative in Q
(i)l
∆j appears as −q(i)l+j−i

xi with no additional

coefficient. Similarly, for j < i, R
(i)l
∆j has no xi derivatives if l + j − i < 1. If

l + j − i ≥ 1 then the only xi derivative in R
(i)l
∆j appears as −r(i)l+j−i

xi with no

additional coefficient.

Proof. This follows from the FNR construction that is used to derive the Q
(k)j
∆i

and R
(k)j
∆i .

Proof. (of Theorem 41.) We now consider

dLijk = J (i)−1
Q(i)

∆j
·Q(i)

∆k
= Dxi L(jk) + Dxj L(ki) + Dtk L(ij) (B.49)

in the case where i > j, k and notice that since the components of Q(i)

∆j
and Q(i)

∆k

only contain first order derivatives of any of the field variables with respect to xj

and tk, and contain no products of derivatives of the field variables with respect

to xj and xk, it is not possible for L(ki) to contain any xj derivatives, or for L(ij)

to contain any xk derivatives, so these two Lagrangian coefficients are both fully

native. In order to show that L(jk) is also fully native when j, k < i, we will

show that dLijk does not contain any products of derivatives of any of the field

variables with respect to xi (e.g. there is no q
(i)j
xi q

(i)k
xi , q

(i)j
xi r

(i)k
xi , r

(i)j
xi r

(i)k
xi term in

dLijk). We can express dLijk in terms of components as follows:

dLijk = J (i)−1
Q(i)

∆j
·Q(i)

∆k
=

i−1∑
m=0

jm

i−m−1∑
n=0

(Q
(i)n+1
∆j R

(i)i−m−n
∆k −R(i)n+1

∆j Q
(i)i−m−n
∆k )

(B.50)

We are interested in when a product of xi derivatives may appear in (B.50) – by

combining (B.50) with lemma 43, we see that the products of xi derivatives are

given by

i−1∑
m=0

jm

i−m−1∑
n=0

(q(i)n+j+1−i
xi

r(i)k−m−n
xi

− r(i)n+j+1−i
xi

q(i)k−m−n
xi

) (B.51)
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B.4 Beyond Kaup–Newell

where q
(i)j
xi and r

(i)j
xi are taken to be zero when j < 1. We can adjust the summa-

tion limits to exclude these zeros so the products of xi derivatives are given by

i−1∑
m=0

jm

k−m−1∑
n=i−j

(q(i)n+j+1−i
xi

r(i)k−m−n
xi

− r(i)n+j+1−i
xi

q(i)k−m−n
xi

). (B.52)

Now for the right hand side of this sum, we re-label and reverse the order of

summation by letting n→ k + i−m− j − 1− n and the sum becomes

i−1∑
m=0

jm

k−m−1∑
n=i−j

(q(i)n+j+1−i
xi

r(i)k−m−n
xi

− r(i)k−m−n
xi

q(i)n+j+1−i
xi

). (B.53)

Therefore, there are no products of xi derivatives in dLijk for j, k < i so each

L(jk) for j, k < i is fully native.
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Appendix C

The three flow KP multiform

using Theorem 10

In Section 2.2.4 we used variational symmetries to obtain a Lagrangian multiform

for the first two flows (t3 and t4) of the KP hierarchy. Here we extend this

multiform to include the t5 flow. We begin by introducing the dependent variable

r such that rx1x1x1 = q where q is the usual KP variable (so rx1 = v, the variable

we used in 2.2.4). In terms of r, the Lagrangians already obtained become

(C.1)L(123) =
1

2
r3x1rx1x1x3 −

1

2
r2

4x1
− 1

2
r2
x1x1x2

+ r3
3x1
,

(C.2)L(124) =
1

2
r3x1rx1x1x4 − 2r4x1r3x1x2 −

2

3
rx1x1x2rx1x2x2 + 4r2

3x1
rx1x1x2 ,

L(134) =
2

3
r2
x1x2x2

+ 2r2
5x1
− 4

3
rx1x2x2rx1x1x3 −

2

3
rx1x2x3rx1x1x2 + rx1x1x2rx1x1x4

− 4

3
r2

3x1x2
+

4

3
r4x1rx1x1x2x2 + 12r2

3x1
r5x1 + 4r2

4x1
r3x1 − 4r2

3x1
rx1x2x2

+ 4r3x1r
2
x1x1x2

+ 4r2
3x1
rx1x1x3 + 10r4

3x1
+ 2r5x1rx1x1x3 ,

(C.3)

and

143



L(234) = 2r3x1x3r3x1x2 + 2r5x1r4x1x2 + 6r2
3x1
tx1x2 + 4r3

3x1
rx1x1x2

− 4r2
4x1
rx1x1x2 − 2r2

3x1
rx2x2x2 −

8

3
rx1x1x2x2r3x1x2 −

2

3
rx2x2x2r5x1

+ 4r3x1rx1x1x2r5x1 + 2r5x1tx1x2 + 2rx1x1x3tx1x2 − 2rx1x2x2tx1x2
+ 6r2

3x1
r4x1x2 + 2r4x1rx1x1x2x3 + 2rx1x2x2r4x1x2 − r4x1r3x1x4

+
1

2
rx1x1x4r5x1 +

3

2
r2

3x1
rx1x1x4 + 4r3x1rx1x1x2rx1x2x2 −

2

3
rx1x2x2rx1x2x3

− 2

3
rx1x1x3rx2x2x2 +

2

3
rx1x2x2rx2x2x2 +

4

3
r4x1rx1x2x2x2 +

4

3
r3
x1x1x2

+ 8r3x1r4x1r3x1x2 − 4r3x1rx1x1x2rx1x1x3 +
1

2
rx1x2x2rx1x1x4 .

(C.4)

The L(125), based on a Hamiltonian given in [29] is given by

(C.5)
L(125) =

1

2
r3x1rx1x1x5 −

3

2
r2

5x1
− 5

6
r2
x1x2x2

− 5r2
3x1x2

+ 15r2
4x1
r3x1 −

15

2
r4

3x1
+ 5r2

3x1
rx1x2x2 + 5r3x1r

2
x1x1x2

.

With the Lagrangians in this form we obtain the Euler Lagrange equations

E(L(123)) = −6r3x1r6x1 − 18r4x1r5x1 − r5x1x3 + r4x1x2x2 − r8x1 (C.6)

(C.7)
E(L(124)) = −16r3x1r5x1x2 − 8rx1x1x2r6x1 − 40r4x1x2r4x1

− 32r5x1r3x1x2 − r5x1x4 +
4

3
r3x13x2 − 4r7x1x2

E(L(125)) = 540r3x1r4x1r5x1 +180r3
4x1
−60r4x1r3x1x2x2−80r4x1x2r3x1x2−40r5x1rx1x1x2x2

+ 210r6x1r5x1 + 90r2
3x1
r6x1 − 10rx1x2x2r6x1 − 20rx1x1x2r5x1x2 − r5x1x5

− 30r3x1r4x1x2x2 + 120r4x1r7x1 +
5

3
rx1x14x2 + 30r3x1r8x1 − 10r6x1x2x2

+ 3r10x1 .
(C.8)

In order to apply Theorem 10, we shall require the four times integrated with

respect to x1 versions of these. Defining ei such that (ei)4x1 = E(L(12i)) we find

that
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e3 = −3r2
3x1
− rx1x1x3 + rx1x2x2 − r5x1 , (C.9)

e4 = −rx1x1x4 − 4r4x1x2 − 8r3x1rx1x1x2 +
4

3
r3x2 − 4tx1x2 , (C.10)

and

(C.11)e5 = −rx1x1x5 + 3r7x1 +
5

3
s4x2 − 10r3x1x2x2 + 15r2

4x1
+ 30r3x1r5x1

+ 30r3
3x1
− 10r3x1rx1x2x2 − 5r2

x1x1x2
− 5tx2x2 − 10ux2 .

These integrated versions of the Euler-Lagrange equations contain a number of

non-localities, labelled s, t and u, such that sx1 = r, tx1x1 = r2
3x1

and ux1 =

r3x1rx1x1x2 . These non-localities shall feature in the Lagrangians we obtain for

the KP multiform. We usually insist that all Lagrangian coefficients in a La-

grangian multiform are local expressions, so it is debatable whether or not the

multiform we present here is a true Lagrangian multiform. However, the only

non-localities that appear in the Lagrangians are the ones that appear in the ei.

Using the above expressions for e3, e4 and e5, Theorem 10 tells us that

e3(e5)x1 = Dx5 L(123) −Dx3 L(125) + Dx2 L(135) −Dx1 L(235), (C.12)

which allows us to find that

L(135) =− 5

3
rx1x2x2rx1x2x3 −

5

3
rx1x1x3rx2x2x2 − 10r3x1x3r3x1x2 + rx1x1x2rx1x1x5

+
5

3
rx1x2x2rx2x2x2 +

5

3
r4x1rx1x2x2x2 +

5

3
rx1x1x2x2r3x1x2 + 7r5x1r4x1x2

+ 15r2
3x1
tx1x2 + 20r3

3x1
rx1x1x2 − 10r3x1rx1x1x2r5x1 − 70r3x1r4x1r3x1x2

− 20r2
4x1
rx1x1x2 + 10r3x1rx1x1x2rx1x1x3 + 5rx1x2x3r

2
3x1
− 10rx1x3r3x1r3x1x2

− 5r2
3x1
rx2x2x2 + 10r3x1r3x1x2rx2x2 +

10

3
r3
x1x1x2

(C.13)
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and

L(235) =
5

3
rx1x2x2x2r3x1x2 −

5

3
rx2x2x2rx1x2x3 +

5

3
rx2x2x2x2r4x1 −

1

2
rx1x1x3rx1x1x5

+ 30r3x1rx1x1x3r5x1 − 30rx1x2x2r3x1r5x1 − 30r4x1r3x1r3x1x3 − 18r3x1r4x1r6x1

− 10r4x1x2r3x1rx1x1x2 − 30rx1x1x2r3x1x2r4x1 − 10rx1x1x3r3x1rx1x2x2

+
15

2
t2x1x2 + rx1x2x2rx1x1x5 + 3r6x1rx1x1x2x2 − 3r7x1rx1x2x2

− 20r2
4x1
rx1x2x2 − 30r2

3x1x2
r3x1 − 30r2

3x1
r3x1x2x2 + 18r2

4x1
r5x1 + 9r2

3x1
r7x1

− 5r4x1tx1x2x2 + 24r3x1r
2
5x1
− 5rx1x3tx1x2x2 − 3r6x1r3x1x3 + 3r7x1rx1x1x3

− r4x1r3x1x5 − 5r2
x1x1x2

rx1x1x3 + 10r2
x1x1x2

rx1x2x2 + 10r2
x1x2x2

r3x1

− 10rx1x1x3r3x1x2x2 + 3r5x1r4x1x3 − 3r3x1x2x2r5x1 + 10rx1x2x2r3x1x2x2

− 40r3
3x1
rx1x2x2 + 30rx1x1x3r

3
3x1

+ 90r3
3x1
r5x1 + 3r5x1r7x1 + 5rx2x2tx1x2x2

+ 15r2
4x1
rx1x1x3 +

7

2
r2

4x1x2
− 25

6
r2
x1x1x2x2

+
5

6
r2
x2x2x2

− 3

2
r2

6x1
+ 54r5

3x1
.

(C.14)

We use Theorem 10 again to get that

e4(e5)x1 = Dx5 L(124) −Dx4 L(125) + Dx2 L(145) −Dx1 L(245), (C.15)

allowing us to find

L(145) =
40

9
rx2rx1x2x2r4x1x2 −

20

9
rrx1x1x2r3x13x2 −

410

3
rr5x1r8x1 −

140

27
rr3x1x2rx1x13x2

− 10

3
r2
x1x1x2x2

+
10

9
r2

3x2
+

20

9
rx1x1rx1x1x2rx13x2 +

20

27
rx1x1r3x2r3x1x2 +

38

3
rx1r3x1r9x1

− 20

3
r3x2tx1x2−

5

3
r3x2rx1x1x4−

40

27
rr4x1rx14x2 +40tx1x2rx1x1x2r3x1 +80r4x1x2r3x1rx1x1x2

− 40rx1x2x2r3x1r5x1 + 16r3x1r4x1r6x1 + 40rx2x2r4x1r5x1 − 34rx1x1r4x1r7x1

− 56rx1x1r5x1r6x1 + 10r3x1rx1x1x2rx1x1x4 − 10rx1x4r3x1r3x1x2 + 90rx1r5x1r7x1

+ 120rx2x2r
2
3x1
r4x1 + 10t2x1x2 + 84r5

3x1
+ 18r2

4x1x2
− 6r2

6x1
− 40

3
rrx1x1x2x2r3x1x2x2

− 5

3
rx1x2x2rx1x2x4 +

20

3
rx13x2r3x1x2 +

4

3
rx1x2x2rx1x1x5 +

2

3
rx1x2x5rx1x1x2

− 38

3
rr3x1r10x1 −

40

9
rrx1x2x2r4x1x2x2 −

178

3
rr4x1r9x1 −

40

27
rr3x1rx1x14x2

− 20

9
rrx13x2r4x1x2 +

20

27
rr3x2r5x1x2 −

40

9
rx2x2rx1x1x2r3x1x2 −

40

9
rx2x2rx1x2x2r4x1
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−100

9
r3x2rx1x1x2r3x1 −

40

9
rx1r3x1x2rx13x2 −

40

9
rx2x2r3x1rx1x1x2x2 +

80

27
rx2rx13x2r4x1

+
80

27
rx2r3x1rx1x13x2 +

140

3
rx1r4x1r8x1 +

80

9
rx2r3x1x2rx1x1x2x2 −

20

9
rx1rx1x1x2rx1x13x2

+
40

9
rx2rx1x1x2r3x1x2x2 −

38

3
rx1x1r3x1r8x1 −

40

27
rx1r3x1rx14x2 −

20

27
rx1r3x2r4x1x2

+
80

27
rx1x2r3x1rx13x2 − 202rr6x1r7x1 − 4rx1x1x5r

2
3x1
− 420r2

4x1
r2

3x1

+ 5rx1x2x4r
2
3x1

+ 60r2
x1x1x2

r2
3x1

+ 20r4x1x2tx1x2 + 16r3x1r
2
5x1
− 16r2

4x1
r5x1

+ 10r2
3x1
r7x1 − 4r3x1x2x2r5x1 + 56rx1r

2
6x1
− 2r5x1rx1x1x5 − 10r3x1x2r3x1x4

(C.16)

and

L(245) = −38

3
rx2r3x1r9x1 −

140

3
rx2r4x1r8x1 −

38

3
rr3x1r9x1x2 −

5

3
r3x2rx1x2x4

+
2

3
rx1x2x2rx1x2x5 −

20

3
rx13x2rx1x1x2x2 +

40

3
r3x2r3x1x2x2 +

4

3
r3x2rx1x1x5

+
80

9
r3x1rx1x2x2r3x2 +

40

9
rx2r3x1x2rx13x2 +

20

27
rr4x2r4x1x2 −

1

2
rx1x1x4rx1x1x5

− 40

27
rx1r3x1x2r4x2 −

40

27
rx2x2r3x1rx13x2 −

40

27
rr3x1rx15x2 − 4tx1x2rx1x1x5

− 2r4x1rx1x1x2x5 − 12r5x1x2r6x1 + 12r4x1x2r7x1 − 10rx1x1x4r3x1x2x2 − 2r3x1x2r3x1x5

+ 3rx1x1x4r7x1 − 3r3x1x4r6x1 + 3r4x1x4r5x1 + 15r2
4x1
rx1x1x4 + 12r7x1tx1x2

+48r2
3x1
r6x1x2−56rx2r

2
6x1
−40rx1x1x2r

2
5x1
−4r3x1x2x2r4x1x2−4r3x2r7x1 +4rx13x2r6x1

− 4rx1x13x2r5x1 + 60tx1x2r
2
4x1
− 5rx1x4tx1x2x2 − 20tx1x2r3x1x2x2 − 5rx1x1x4r

2
x1x1x2

− 2r4x1x2rx1x1x5 + 30r3
3x1
rx1x1x4 + 120r3

3x1
tx1x2 + 180r4

3x1
rx1x1x2 − 20r2

x1x1x2
tx1x2

+
76

3
rx1x2r3x1r8x1 +

20

27
rx2r3x2r4x1x2 +

76

3
rx1r3x1x2r8x1 −

20

9
rrx1x1x2rx1x14x2

+
20

9
rx1x1r3x2rx1x1x2x2 +

76

3
rx1r3x1r8x1x2 +

40

9
rx1rx13x2rx1x1x2x2 −

40

9
rr3x1x2rx14x2

− 140

3
rr4x1x2r8x1 +

20

27
rr3x2r4x1x2x2 −

38

3
rr3x1x2r9x1 −

40

9
rrx1x2x2r3x13x2

+
40

9
rx1rx1x2x2rx1x13x2 + 68rx1r4x1x2r7x1 + 120rx2x2r

2
3x1
r3x1x2 − 40tx1x2rx1x2x2r3x1

− 480r2
3x1
r3x1x2r4x1 + 112rx1r6x1r5x1x2 + 120tx1x2r3x1r5x1 + 40rx1x1x2x2r3x1r3x1x2

+ 40rx2x2r4x1r4x1x2 − 64rx1x1r4x1r6x1x2 − 14r3x1rx1x1x2r7x1 + 48r3x1r3x1x2r6x1

− 16r3x1r4x1r5x1x2 − 88rx1x1x2r4x1r6x1 + 112rx1x2r5x1r6x1 +
20

9
rx1x1rx1x1x2r4x2

− 40

9
rx1x1rx13x2rx1x2x2 −

40

9
rx1x2rx1x1x2rx13x2 +

40

27
rx2r3x1rx14x2
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−200

27
rrx13x2r3x1x2x2 −

100

9
rrx1x1x2x2rx1x13x2 −

40

27
rx1r3x2r3x1x2x2 −

140

3
rr4x1r8x1x2

− 40

27
rx1x2r3x2r3x1x2 +

20

9
rx2rx1x1x2rx1x13x2 − 90rr5x1x2r7x1 − 64rx1x1r4x1x2r6x1

−40rx1x2x2r
2
3x1
rx1x1x2 +240r2

3x1
rx1x1x2r5x1−104rx1x1r5x1r5x1x2−10rx1x1x4r3x1rx1x2x2

+ 68rx1x2r4x1r7x1 + 56r4x1r3x1x2r5x1 − 38rx1x1r3x1r7x1x2 − 38rx1x1r3x1x2r7x1

− 30r3x1x4r3x1r4x1 − 90rx2r5x1r7x1 + 112rx1r5x1r6x1x2 + 30rx1x1x4r3x1r5x1

+ 68rx1r4x1r7x1x2 − 40r3x2r3x1r5x1 − 40rx1x2x2r3x1x2r4x1 + 152r3x1r5x1r4x1x2

−40rx1x2x2r3x1r4x1x2−112rr6x1r6x1x2−90rr5x1r7x1x2 +
20

3
r4x2r3x1x2 +

20

3
r3x2r

2
x1x1x2

(C.17)

In order to find L(345) we follow the method outlined in Section 2.2.5. We calcu-

late

Dx3 L(145) −Dx4 L(135) + Dx5 L(134) (C.18)

and remove all products of x3, x4 and x5 derivatives by adding terms that are

double zeros on the KP equations. We then integrate the resulting expression

with respect to x1 to obtain

L(345) =
76

3
r8x1r3x1x3rx1 +

10

3
r4x2r6x1 −

200

3
r3x1rx1x1x2rx1x13x2

− 40

9
rx1x2x2rx1x2rx1x1x2x3 −

40

3
s4x2ux2 + 5r3x2x4tx1 + 10ux2rx1x2x4 + 48r2

3x1
r6x1x3

− 56rx3r
2
6x1

+ 80r2
5x1
rx1x1x3 + 480r3

3x1
r2

4x1
+ 1020r4

3x1
r5x1 + 5r2

4x1
rx1x2x4

+ 30rx14x2r
2
3x1
− 36r5x1r

2
3x1x2

− 4rx1x1x2x2x3r5x1 + 4rx1x2x2x3r6x1 + 40ux2tx2x2
+ 7r5x1x2r3x1x4 + 3r6x1x2rx1x1x4 + 4r2

x1x1x2
rx1x1x5 − 4r2

4x1
rx1x1x5 + 2r4x1x5rx1x2x2

+ 2r5x1r4x1x5 − 10r6x1tx1x2x2 − 7r4x1x2r4x1x4 + 16r4x1x2x2rx1x1x2x2 + 40ux2r3x1x2x2

−132r2
5x1
rx1x2x2−4r6x1x2x2rx2x2 + 24r5x1x2x2rx1x2x2 + 18r2

3x1
r9x1−5r2

x1x1x2
rx1x2x4

− 6r3x1x3r8x1 + 12r4x1x3r7x1 + 12r6x1x2x2tx1 − 72r2
3x1
r5x1x2x2 + 4r6x1x2x2r4x1

+ 36r4x1x2r3x1x2x3 + 8r6x1x2r4x1x2 + 10rx14x2rx1x1x3 − 120r4
3x1
rx1x2x2

− 20rx1x14x2tx1 +
56

3
r2

3x1x2x2
− 80

27
rx3rx13x2r3x1x2 +

20

27
rx3r3x2r4x1x2

+
20

3
rx1x2x3rx1x13x2 −

40

9
rx1x2x2x3r3x1rx2x2 −

40

9
r3x1rx1x2x2rx2x2x3

− 112rr6x1r6x1x3 −
40

9
rx1x2x2x3rx1x2rx1x1x2 + 80r3x1r5x1x2u− 90rr5x1r7x1x3

+ 480r2
3x1
r3x1x2u− 80r4x1r4x1x2u− 90rr5x1x3r7x1 + 80rx1x1x2rx1x1x2x2u

+ 80r3x1x2r5x1u− 56r5x1rx1x1x2r4x1x2 + 40r3x1r5x1x2tx2 + 10r3x1rx1x4r5x1x2
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−96r3x1r4x1r4x1x2x2 + 68r4x1rx1r7x1x3 + 120r2
3x1
r3x1x3rx2x2 − 64r4x1rx1x1r6x1x3

+ 10rx1x1x2rx1x1x2x2rx1x4 + 68r4x1rx1x3r7x1 − 40r3x1x2r4x1x2rx2x2
− 40r3x1x3rx1x1x2r3x1x2 − 38r3x1rx1x1r7x1x3 − 90rx3r5x1r7x1 − 80r2

x1x1x2
rx1x2x2r3x1

− 120r2
3x1
tx1rx1x1x2x2 − 204r3x1r5x1r3x1x2x2 + 40r2

3x1
rx2x2rx1x1x2x2 − 16r4x1r5x1x3r3x1

+ 92r4x1rx1x1x3r6x1 + 46r3x1rx1x1x3r7x1 + 48r4x1r3x1x2r4x1x2 + 112rx1r5x1x3r6x1

− 40rx1x1x2rx13x2tx1 + 8r3x1rx1x1x5r5x1 + 240r2
3x1
r3x1x2tx2 + 112rx1x3r5x1r6x1

+ 112rx1r5x1r6x1x3 − 40r4x1x3rx1x2x2r3x1 + 10r5x1r3x1x2rx1x4 + 176r3x1r3x1x2r5x1x2

− 60rx1x1x3r4x1rx1x1x2x2 − 10r4x1r4x1x2rx1x4 + 40r2
3x1
rx1x2x3rx1x1x2

− 20rx1x1x3rx1x2x2r5x1 + 40r4x1r3x1x2x2rx1x3 + 156r3x1r5x1r7x1 + 52r4x1r5x1rx1x1x2x2
− 10rx1x1x2rx1x2x2rx1x1x4 + 10r3x1r4x1x2rx1x1x4 − 40r3x1x2r4x1rx1x2x3
−40r2

3x1
rx1x1x2x2rx1x3−64rx1x1x2r3x1x2r6x1 +60r2

3x1
rx1x4r3x1x2 +80r2

x1x1x2
r3x1rx1x1x3

+ 40r4x1x3rx2x2r4x1 + 44r3x1r6x1rx1x1x2x2 + 30r4x1r3x1x2rx1x1x4 − 36r3x1r4x1r8x1

− 4r3x1r4x1r3x1x5 − 80r2
3x1
r3x1x2s3x2 + 360rx1x1x3r3x1r

2
4x1
− 480r3x1r

2
4x1
rx1x2x2

− 12r3x1x3r3x1r6x1 − 60tx1x2x2r3x1r4x1 + 80rx1x1x2r3x1r3x1x2x3 + 240r3x1r
2
4x1
r5x1

− 40rx1x1x2r5x1tx1x2 + 40rx1x1x2rx1x1x2x2tx2 − 38r3x1x3rx1x1r7x1 + 20r3x1r4x1r4x2

− 10r3x1r5x1rx1x2x4 − 40r4x1r4x1x2tx2 + 120r3x1x2x2r4x1tx1 − 100r3x1rx1x1x3r3x1x2x2

− 40rx1x2x2rx1x1x2x2tx1 − 160r2
3x1
r4x1rx1x1x2x2 + 30r4x1rx1x1x2r3x1x4

+ 420r2
3x1
rx1x1x3r5x1 − 400r2

3x1
rx1x2x2r5x1 − 40r2

3x1
rx1x1x3rx1x2x2 − 660r3x1x3r

2
3x1
r4x1

+ 24r3x1rx1x1x2r6x1x2 − 176r4x1r6x1rx1x2x2 − 104rx1x1r5x1r5x1x3 − 40r4x1r3x1x2x2rx2x2
+ 152r4x1x3r3x1r5x1 − 64r4x1r3x1x3r5x1 + 40r3x1x2r5x1tx2 + 40r3x1r4x1x2tx1x2
+ 10r3x1rx1x1x2r4x1x4 + 60r3x1r3x1x2r3x1x4 − 64r4x1x3rx1x1r6x1 + 120r3x1x2r4x1x2tx1
+ 80r2

3x1
rx1x1x2r4x1x2 − 10r5x1rx1x1x2rx1x1x4 + 60r4x1r5x1r6x1 − 84r3x1rx1x2x2r7x1

+ 56r4x1rx1x1x2r5x1x2 + 40rx1x1x2x2r4x1rx1x2x2 + 40r3x1x2r4x1x2rx1x3
− 20rx1x2x2r4x1r3x1x3 + 40rx1x1x2x3r3x1x2r3x1 − 30r2

3x1
rx1x1x2rx1x1x4

− 40r3x1r
2
x1x1x2

r5x1 + 68r4x1x3rx1r7x1 −
20

3
s4x2r3x1x2x2 +

40

9
rx1x1x2x2rx2rx1x1x2x3

− 5

3
rx1x2x2x4r3x1x2 −

20

3
rx1x14x2rx1x3 −

20

9
rx3rx1x1x2rx1x13x2 −

40

27
r3x2x3r3x1x2rx1

− 40

9
r3
x1x2x2

+
76

3
r8x1rx1x3r3x1 −

5

3
r3x2x4rx2x2 +

40

3
rx1x1x2rx13x2rx2x2

− 140

3
r8x1rr4x1x3 −

20

3
tx1x2x3s3x2 +

25

3
rx1x1x2x2rx1x1x2x4 +

80

27
rx13x2x3r3x1rx2

+
40

9
rx1x2x2x3rx2r3x1x2 −

40

9
rx2x2rx1x1x2rx1x1x2x3 −

4

3
rx1x2x2x5rx1x3

− 40

9
r3x1x3rx1x2x2rx2x2 −

40

9
rrx1x2x2r3x1x2x2x3 −

80

27
rx13x2x3rr3x1x2

− 140

3
r8x1x3rr4x1 +

20

27
rr3x2r4x1x2x3 −

80

9
rx1x1x2x2rx1x1x2x2x3r −

8

3
r3x1x2rx1x1x2x5

+
40

9
rx1x1x2x2x3rx2rx1x1x2 +

80

9
rx1x1x2rx1x2x2rx1x2x3 −

80

27
rrx13x2r3x1x2x3
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−40

9
rx1x2x2x3rr3x1x2x2 +

40

9
r2
x1x2x2

rx1x1x3 −
20

9
rx1x1x2rx1x13x2x3r + 210r4

4x1

+ 10r4
x1x1x2

+ 10t2x2x2 + 6r2
7x1

+ 120r3
5x1

+ 16r2
5x1x2

+ 120r6
3x1

+ 40u2
x2

− 38

3
r9x1rx3r3x1 +

380

3
r3x1x2x2r3x1rx1x2x2 +

40

9
rx1x13x2r3x2 −

20

3
rx1x2x2x3rx1x1x2x2

+
40

3
rx1x2x2rx1x1x2x2rx2x2 + 20tx2x2r3x1x2x2 + 10rx14x2r5x1 − 5rx2x2x4tx1x2

− 2r6x1r3x1x5 + 20r2
x1x2x2

r5x1 − 6rx1x2x2r9x1 − 10ux2x2rx1x4 + 180rx1x1x3r
4
3x1

− 24r5x1x2x2rx1x1x3 − 6r8x1r6x1 − 12r5x1x3r6x1 + 4r6x1x2x2rx1x3 − 16r4x1x2x2r6x1

− 60r3x1r
2
6x1

+ 72r2
4x1
r7x1 + 40rx2x2x3r

3
3x1
− 100r2

3x1x2
rx1x1x3 − 4r6x1x2rx1x2x3

+ 4r5x1x2rx1x1x2x3 + 5tx2x2rx1x2x4 + 40r2
3x1
r2
x1x2x2

− 24r5x1x2x2r5x1 + 60r2
4x1
r2
x1x1x2

− 20r3
3x1
rx1x2x4 − 24r2

4x1
r3x1x2x2 + 300r2

3x1
r2

3x1x2
+ 252r3

3x1
r7x1 − 4r3x1x2x2r4x1x3

+ 16r3
3x1
rx1x1x5 + 20tx1x2x3tx2 + 20r3x1x2tx1x2x3 − 3r6x1rx1x1x2x4 − 380r3

3x1
r3x1x2x2

+ 900r2
3x1
r2

5x1
+ 20rx2x2x3r

2
4x1
− 15tx1tx1x2x4 − 40r3x1x2ux2x2 + 20r3x1x2x3tx1x2

− 16r4x1x2x2r3x1x3 − 2r4x1x3rx1x1x5 + 72r3x1r
2
4x1x2

+ 6rx1x1x3r9x1 + 10tx1x2x2rx1x1x2x2
−40ux2x2tx2 +6r2

3x1
r4x1x5−4rx1x2x2x5tx1 +6r9x1r5x1−10r3x1x3tx1x2x2 +6rx1x1x2x2r8x1

−12r3x1x2x2r7x1−7r5x1r3x1x2x4−10rx14x2rx1x2x2−
2

3
r3x1x5rx1x1x2x2−

80

3
rx1x13x2r4x1x2

+
40

9
r2
x13x2

− 40

3
rx1x3rx1x1x2rx13x2 +

40

9
rx1x1x2rx1x1x2x2rx2x3 +

20

9
r3x2x3rx1x1x2rx1x1

+
20

9
rx1x1x2x3r3x2rx1x1 −

80

9
rx1x1x2x2rx1x3rx1x2x2 +

40

3
rx1x1x2r3x2r5x1

+
80

27
r3x1x3rx2rx13x2 +

40

9
rx1x2x2r3x1x2x3rx2 −

80

3
rx1x1x2rx13x2r4x1 +

2

3
rx1x2x3rx1x2x5

− 40

3
r3x1r3x2r4x1x2 −

40

3
r3x1x2r5x1s3x2 +

20

3
rx2x2rx1x14x2 −

38

3
r9x1r3x1x3r

− 20

3
rx1x1x2x3rx13x2 +

40

9
rx1x2x2rx2x3r3x1x2 +

5

3
r3x2x4rx1x3 +

260

3
r2

3x1x2
rx1x2x2

+
280

3
rx1x1x2r3x1x2rx1x1x2x2 +

40

3
r4x1r4x1x2s3x2 −

40

3
rx1x1x2rx1x1x2x2s3x2

− 40

27
r3x1x3rrx14x2 + 80rx1x1x2r3x1x2rx2x2r3x1 − 80r3x1rx1x1x2r3x1x2rx1x3

− 240r3x1rx1x1x2r3x1x2tx1 − 80r3x1r4x1rx1x1x2r3x1x2 +
40

9
rx1x1x2x2x3rx1x2x2rx1

− 80uux2x2 + 40utx1x2x3 +
40

3
ux2x2s3x2 −

40

9
rx3rx1x2x2r3x1x2x2

− 25

3
rx1x13x2rx1x1x4 −

5

3
rx13x2r3x1x4 −

40

27
rx1x3r3x2r3x1x2 +

40

9
rx1x1x2x2rx1x2x2x3rx1

− 20

9
rx2x2x3r

2
x1x1x2

− 200

3
r3x1rx13x2r3x1x2 −

140

3
r8x1rx3r4x1 −

40

27
rx3r3x1rx14x2

− 40

3
r3x1r5x1x2s3x2 −

40

9
r2
x1x1x2x2

rx3 −
20

3
rx1x14x2r4x1 +

80

3
r3x1r

2
x1x1x2x2
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+
5

3
r3x1x2x2rx1x2x4 +

4

3
rx1x2x2x5rx2x2 −

5

3
s4x2rx1x2x4 +

76

3
r8x1x3rx1r3x1

+
20

27
r3x2x3rr4x1x2 −

40

27
rx14x2x3rr3x1 +

80

27
r3x1rx13x2rx2x3 −

40

27
r3x2r3x1x2x3rx1

+
10

3
r4x2r3x1x3 −

40

9
rx1x2x2x3rx1x2x2rx1x1 −

40

3
rx13x2r5x1x2 −

10

3
r4x2rx1x1x2x2

− 38

3
rr3x1r9x1x3 −

40

3
rx1x13x2tx1x2 +

20

9
rx1x1x3r3x2rx1x1x2 −

20

9
rx1x13x2rx1x1x2x3r

+
8

3
rx1x1x5r3x1x2x2 +

20

3
r3x2x3r3x1x2 −

20

3
tx2x2s4x2 +

10

9
s2

4x2
+

40

3
r2
x1x1x2

r3x1x2x2 ,

(C.19)

giving us a Lagrangian multiform up to the x5 flow of the KP hierarchy.
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Appendix D

Lagrangian for the ZM Lax Pair -

version from [2]

If we are only interested in the U , V auxiliary problem

Ψξ = U(ξ, η, λ)Ψ, Ψη = V (ξ, η, λ)Ψ, (D.1)

and want to cast this in the multiform structure of Section 3.1.2 then it is neces-

sary to introduce a “ghost” variable ν and require that all field variables now have

a ν dependence. We must also introduce the additional Lax matrix W relating to

the “ghost” direction ν. These are required in the Lagrangian in order to have a

closed 2-form. The multiform Euler-Lagrange equations from such a Lagrangian

2-form will have a ν dependence. We will go on to show that any set of ν de-

pendent solutions can be reduced to a set of ν independent solutions, thereby

obtaining precisely the auxiliary problem (D.1) and the associated compatibility

conditions depending only on ξ and η from our Lagrangian 2-form.

We take our Lagrangian L[ϕ, ψ, χ, Ū, V̄, W̄ ;λ] to be
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L =(

N1∑
ı=1

(ϕi)−1ϕiηŪ
i −

N2∑
j=1

(ψj)−1ψjξ V̄
j −

N1∑
ı=1

N2∑
j=1

ψjV̄ j(ψj)−1ϕiŪ i(ϕi)−1

ai − bj
)dξ ∧ dη

+ (

N2∑
j=1

(ψj)−1ψjνV̄
j − χ−1χηW̄ −

N2∑
j=1

χW̄χ−1ψjV̄ j(ψj)−1

bj − λ
)dη ∧ dν

+ (χ−1χξW̄ −
N1∑
ı=1

(ϕi)−1ϕiνŪ
i −

N1∑
ı=1

ϕiŪ i(ϕi)−1χW̄χ−1

λ− ai
)dν ∧ dξ.

(D.2)

This Lagrangian 2-form is special case of the multiform (3.30) where the matrix

W has a single pole at λ. In accordance with Theorem 21 the multiform equations

of motion given by this multiform are

χξ = Uχ and χη = V χ (D.3a)

ϕiη = V |λ=aiϕ
i and ϕiν = W |λ=aiϕ

i (D.3b)

ψjν = W |λ=bjψ
j and ψjξ = U |λ=bjψ

j (D.3c)

and corollaries thereof, including

U i
η +

[
U i,

N2∑
j=1

V j

ai − bj

]
= 0 and V j

ξ +

[
V j,

N1∑
i=1

U i

bj − ai

]
= 0 (D.4a)

V j
ν +

[
V j,

W 1

bj − λ

]
= 0 and W 1

η +

[
W 1,

N2∑
j=1

V j

λ− bj

]
= 0 (D.4b)

W 1
ξ +

[
W 1,

N1∑
i=1

U i

λ− ai

]
= 0 and U i

ν +

[
U i,

W 1

ai − λ

]
= 0. (D.4c)

At this stage, our equations of motion contain ν which does not feature in the

U , V Lax pair. However, if the matrices Ū , V̄ , W̄ , ϕi, ψj and χ satisfy these

equations, then there is also a solution with the same Ū and V̄ but with W̄ = 0.
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In this case the second equation of (D.3b) and the first equation of (D.3c) tell us

that ϕi and ψj no longer depend on ν, i.e. we can think of these as the ϕi and ψj

of the original solution, with ν = ν0, a constant. The first equation of (D.3b) and

the second equation of (D.3c) are simply the definitions of ϕi and ψj which hold

for ν = ν0. Then (D.3a) is precisely the auxiliary problem for U and V , which no

longer depends upon ν. Thus, the only remaining relations that are non-zero are

χξ = Uχ and χη = V χ (D.5)

the auxiliary problem based on U and V ,

ϕiη = V |λ=aiϕ
i and ψjξ = U |λ=bjψ

j (D.6)

the defining relations for ϕi and ψj and

U i
η + [U i,

N2∑
j=1

V j

ai − bj
] = 0 and V j

ξ + [V j,

N1∑
i=1

U i

bj − ai
] = 0 (D.7)

the equations of motion for U i and V j. All of these relations now only depend

upon ξ and η. Therefore, the Lagrangian multiform (D.2) can be considered

the Lagrangian for the Lax pair U and V . We can summarise this result in the

following theorem.

Theorem 44. The Lagrangian 2-form L(ϕ, ψ, χ, Ū, V̄, W̄, g;λ) given by (D.2) is

a Lagrangian for the Lax pair U and V . When we take the multiform Euler-

Lagrange equations and set W̄ = 0 our equations of motion are the auxiliary

problem

χξ = Uχ and χη = V χ (D.8)

for U and V and the equations of motion

U i
η + [U i,

N2∑
j=1

V j

ai − bj
] = 0 and V j

ξ + [V j,

N1∑
i=1

U i

bj − ai
] = 0 (D.9)

corresponding to the compatibility conditions of this auxiliary problem.
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Appendix E

The equations for φ directly from

the KP multiform

In Section 4.4 of Chapter 4 we concluded that, since the KP Lagrangian multiform

M contains Dickey’s KP Lagrangian L(1ij) for all i and j, the multiform Euler

Lagrange equations given by δdM = 0 include the KP equations of the type

(Li+)xj − (Lj+)xi + [Li+, L
j
+] = 0. (E.1)

We then used Corollary 28 to say that these equations are equivalent to the

equations of the form

φxiφ
−1 + Li− = 0 (E.2)

that also appear in the factorised form of P(1ijk). Here we show directly that the

multiform Euler Lagrange equations given by given by δdM = 0 also give us these

φ equations.

Firstly we note that φxiφ
−1+Li− appears in the factorised form of P(1ijk) as the

residue of its product with (Lj+)xk − (Lk+)xj + [Lj+, L
k
+]. Since the highest power

of ∂ to appear in (Lj+)xk − (Lk+)xj + [Lj+, L
k
+] is max(j, k)− 2, we can only hope

to get equations in the form of (E.2) truncated after the ∂1−max(j,k) term from

δP(1ijk) = 0. In the following paragraphs, we shall demonstrate that the equa-

tions arising from δP(1ijk) = 0 will, as a minimum, give us equations in the form

of (E.2) up to the ∂i−k term. It follows that the full multiform Euler-Lagrange
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equations given by δdM = 0 give us all equations in the form of (E.2).

To confirm that the multiform Euler-Lagrange equations δdM = 0 do give us

equations of the type (E.2), we consider δP(1ijk) where i < j < k. The factorised

form of P(1ijk) given in (4.127) can be written as

1

2
res{A(ij)B(k) + A(jk)B(i) + A(ki)B(j)} (E.3)

where, A(ij) = (Li+)xj − (Lj+)xi + [Li+, L
j
+], B(k) = φxkφ

−1 + Lk− etc. Then

δP(1ijk) =

1

2
res{δA(ij)B(k) + A(ij)δB(k) + δA(jk)B(i) + A(jk)δB

(i) + δA(ki)B(j) + A(ki)δB(j)}.
(E.4)

We already have A(ij) = 0, A(jk) = 0 and A(ki) = 0 from the Euler-Lagrange equa-

tions of L(1ij), L(1jk) and L(1ki) respectively, so working modulo these equations,

(E.4) becomes

δP(1ijk) =
1

2
res{δA(ij)B(k) + δA(jk)B(i) + δA(ki)B(j)}. (E.5)

In order to proceed, we shall use the notation A
(ij)
n and B

(k)
n to represent the

coefficient of ∂n in A(ij) and B(k) respectively. We note that for all i, j and k,

A(ij) ∈ Rϕ+ and B(k) ∈ Rϕ−. Therefore,

res{δA(ij)B(k)} = res{(δA(ij)
j−2∂

j−2 + . . .+ δA
(ij)
1 ∂ + δA

(ij)
0 )(B

(k)
−1 +B

(k)
−2 + . . .)}

=δA
(ij)
j−2(∂j−2B

(k)
−1 + . . .+ ∂B

(k)
−(j−2) +B

(k)
−(j−3))

+ δA
(ij)
j−3(∂j−3B

(k)
−1 + . . .+ ∂B

(k)
−(j−3) +B

(k)
−(j−4)) + . . .

+ δA
(ij)
1 (∂B

(k)
−1 +B

(k)
−2 ) + δA

(ij)
0 B

(k)
−1 .

(E.6)

This means that, if each of the δA
(ij)
l , δA

(jk)
m and δA

(ki)
n are linearly independent,

the multiform Euler-Lagrange equations arising from δP(1ijk) will give us the trun-
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cated forms of B(i), B(j) and B(k). However, it turns out that not all of the δA
(ij)
l ,

δA
(jk)
m and δA

(ki)
n are linearly independent. For example 4δA

(23)
1 + 3δA

(42)
2 = 0.

We shall proceed by showing that sufficient of the δA
(ij)
n are linearly independent

that the multiform Euler-Lagrange equations for the entire multiform, given by

δdM = 0, give us the full (i.e., not truncated) equations B(k).

We consider the terms in A(ij) in which (ϕ1)xνxj features. In A
(ij)
0 , a linear

term that is a multiple of (ϕ1)xi−1xj appears. Also we see non linear terms featur-

ing (ϕ1)xνxj for ν = 1, . . . , i−2. Similarly, we find (ϕ1)xi−2xj appearing linearly in

A
(ij)
1 as well as all lower order derivatives of the form (ϕ1)xνxj that appear in non-

linear terms. This pattern continues down to to (ϕ1)xxj appearing in A
(ij)
i−2. The

other instances of (ϕ1)xνxj appearing linearly in P(1ijk) will be (ϕ1)xk−1xj appear-

ing in A
(jk)
0 , (ϕ1)xk−2xj appearing in A

(jk)
1 and so on, up to (ϕ1)xxj appearing in

A
(jk)
k−2. The same pattern continues, that if (ϕ1)xηxj appears linearly in A

(jk)
ξ , then

(ϕ1)xνxj for ν = 1, . . . , η − 1 will feature in non-linear terms in A
(jk)
ξ . Therefore,

(ϕ1)xk−1xj , (ϕ1)xk−2xj , . . . , (ϕ1)xixj appear only once as linear terms in P(1ijk), so

(δϕ1)xk−1xj , (δϕ1)xk−2xj , . . . , (δϕ1)xixj appear only once as linear terms in δP(1ijk).

Then, the multiform Euler-Lagrange equation that arises from setting the coeffi-

cient of (δϕ1)xk−1xj equal to zero will giveB
(i)
−1 = 0. The multiform Euler-Lagrange

equation that arises from setting the coefficient of (δϕ1)xk−2xj equal to zero will

give B
(i)
−2+F1B

(i)
−1 = 0 where F1 is some polynomial of the ϕα and their derivatives,

arising from the non-linear term featuring (δϕ1)xk−2xj in A
(jk)
1 . The multiform

Euler-Lagrange equation that arises from setting the coefficient of (δϕ1)xk−3xj

equal to zero will give B
(i)
−3 +F2B

(i)
−2 +F3B

(i)
−1 = 0 where F2 and F3 are again poly-

nomials in the ϕα and their derivatives, and so on. The set of equations given

by setting all of the coefficients of (δϕ1)xk−1xj , (δϕ1)xk−2xj , . . . , (δϕ1)xixj equal to

zero will therefore give us equations equivalent to B
(i)
−n = 0 for n = 1, . . . , k − i.

It follows that the equation B
(i)
−n = 0 is a consequence of the multiform Euler-

Lagrange equations given by δP(1ijk) = 0 whenever k ≥ n − i, and therefore

the full set of multiform Euler-Lagrange equations given by δdM = 0 gives us

precisely A(ij) = 0, B(k) = 0 and consequences thereof for all i, j and k.

157



Appendix F

Explicit form of the KP

Lagrangian multiform from

Chapter 4

Here we present the first four Lagrangians of the KP Lagrangian multiform M

and M̃ as defined in Chapter 4, expressed in terms of the ϕβ that constitute φ.

In order to avoid notational confusion over the use of subscripts, we let U = ϕ0,

V = ϕ1, W = ϕ2 and X = ϕ3. The following Lagrangians were found using

Maple and PSEUDO [44]. In order to obtain L(234), a Maple procedure based on

(4.15) was used.

L(123) =−Uxxx3 +Xx2−V Uxx2−WUx2−V Vx2−U2Ux3 +V Ux3 +UUxx3 +U2Uxx2
+UVx3 +U2Vx2−UUxxx2−U3Ux2−UWx2−2UVxx2−3VxUx2−3UxxUx2

+2UxUx3−3UxVx2−3UxUxx2−Wx3 +Uxxxx2−
3

2
UVxxx−

3

2
UxxxV −3VxxV

− 3

2
Ux

2U2 + 2UxxxU
2 + 2VxxU

2 + 2Ux
2V − 1

2
UUxxxx−

3

2
UxUxxx−3UxVxx

− 3

2
UxxU

3+2Ux
3+3Wxx2−2Vxx3 +3Vxxx2 +5UUxUx2 +2UV Ux2 +3UxxUxU

+ 2UxxV U,
(F.1)
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L̃(123) = 2U2Uxxx+3UUxUxx+2U3
x+

1

2
Ux2Vx−

1

2
UxVx2−2U2Uxx2 +

3

2
V Uxx2 +

3

2
UUxxx2

+2UxUxx2−
3

2
V Uxxx−

3

2
UVxxx−

3

2
U3Uxx−3UxVxx−

3

2
UxUxxx−

1

2
Ux2Uxx

− 1

2
UUxxxx−UUxUx2−UUxx3 +2V U2

x+2U2Vxx−3V Vxx−
3

2
U2U2

x+
3

2
UVxx2

+ 2UUxxV,
(F.2)

L(134) =−6UxxVxxx−
3

2
UxUxxxxx−5UxVxxxx−6UxWxxx−4VxUxxxx+Uxxxxx2 +40VxUxUxx

−6WVxxx−12VxVxxx−4UxWx2 +Yx2 +UWx3−4Vx2Vx−6Vx2Uxx+8Ux2Ux
2

−4Ux2Wx−6Ux2Vxx−4Ux2Uxxx+
14

3
U2Vxxxx+2U2Uxxxxx−2U5Uxx+

96

5
U2Ux

3

+
12

5
U4Vxx+

24

5
U4Uxxx−4U4Ux

2− 21

2
U2Uxx

2−6U3Vxxx−Uxxxx3−3U3Wxx

−6WxxW−6UxxWxx−2UxxUxxxx−
3

2
UVxxxxx−

9

2
U3Uxxxx+UUxxx3 +2UVxx3

+ Vx3V + Uxx3V +WUx3 − Uxx3U2 − Vx3U2 − 3UWxx2 + Ux3U
3 − UXx2

−V Uxxx2−Uxx2W +U2Uxxx2−8UxVxx2−4Uxx2Vx−6Uxx2Uxx−4UxUxxx2
+ 3Ux3Vx + 3Ux3Uxx + 3Vx3Ux + 3Uxx3Ux − 3UVxxx2 − UUxxxx2 + U2Wx2

− VWx2 − Vx2U3− Vx2W +Ux2U
4 +Ux2V

2−Ux2X + 2U2Vxx2 − 2V Vxx2

−Uxx2U3+
24

5
U3UxVx+24U3UxUxx−5Ux3UxU−2Ux3UV −12VxWxx+20UxUxx

2

+16UxVx
2+

34

3
Ux

2Uxxx+8Ux
2Vxx−2UWxxxx−3Ux

4+2Uxx2UV +7Uxx2UxU

+ 9Ux2UUxx + 7Ux2UVx + 2Ux2WU + 6Ux2UxV − 9Ux2UxU
2 − 3Ux2U

2V

−Xx3 +16UUxWxx+
46

3
UxxxUxV +7Vx2UxU+2Vx2UV +

70

3
UUxVxxx+8UxV Vxx

+
41

3
UUxUxxxx+4UxxWV +12UxUxxW−12UV UxVx−42UV UxUxx−6VWxxx

−2UxxxxW+12Uxx
2V +6UUxxVxx+12UUxxxUxx−60UUx

2Uxx+8UxWVx

+16UxxV Vx+4UVxVxx+
28

3
UUxxxVx−33UUx

2Vx+12UV Vxxx−
1

2
UUxxxxxx

+4UVxxW +
22

3
UV Uxxxx+8UVWxx+4UUxxxW −6UV 2Uxx−6UUx

2W

−27U2UxxxUx+
36

5
U3V Uxx+

48

5
U2V Ux

2+6Wxxx2 +4Vxxxx2−3Wxx3−3Vxxx3

+ 4Xxx2− 9U2VxUxx− 6U2VxxV − 3U2WUxx− 15U2VxxUx− 12U2UxxxV

+ 4U2Wxxx − 3Ux
3V + 4UxxxV

2 − 5V Vxxxx −
3

2
V Uxxxxx,

(F.3)
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L̃(134) =−3U3
xV −4U2

xU
4 +16UxxVxV −5V Vxxxx+2UUxxxx3 +8UVWxx−6VWxxx

−6UxWxxx−6U2
xUW−

9

2
U3Uxxxx−6U3Vxxx+2Uxx3W+24UxxUxU

3−2Vx3Uxx

+
24

5
UxxxU

4 +
28

3
UVxUxxx− 6UxxVxxx + 8U2

xVxx + 16UxUWxx− 3U3Wxx

− 2UxxUxxxx− 3U2WUxx−
3

2
V Uxxxxx + 20UxU

2
xx− 6UxxWxx− 2UWxxxx

−UxWx3 + 2U2Uxxxxx +
24

5
UxVxU

3 − 42UxxUxUV − 2UxUxx4 + 3U3Uxx3

+3UVxxx3 +3V Uxxx3 +4Uxxx3Ux+4U2Wxxx−4U2Uxxx3 +2Vxx3Ux+2V Vxx3

− 3

2
UxUxxxxx − UxxUUx3 − 2WUxxxx + 2U2Uxx4 − 12UxUV Vx + 6Uxx3Vx

−2U5Uxx + 16V 2
x Ux + 2UWxx3 + 2Uxx3Uxx + 4UxxxV

2 + 12U2
xxV +Ux3Wx

− 12VxWxx− 4UxxxxVx−
1

2
VxUx4 + 8UxV Vxx− 27U2UxUxxx + 12VxxxUV

+
14

3
U2Vxxxx+

96

5
U2U3

x +4UWVxx+
46

3
UxxxUxV −Ux3Uxxx+12UxxUxW

−5UxVxxxx−33UVxU
2
x +

22

3
UxxxxUV −6WVxxx−

21

2
U2U2

xx−60U2
xUUxx

+UUxUx4 +3U2UxUx3 +8UxVxW+
34

3
U2
xUxxx−

3

2
UVxx4−

3

2
UUxxx4 +4UxxxUW

− 7

3
UUx3Vx− 12VxxxVx + 4UVxVxx−

16

3
UUxx3V −

3

2
V Uxx4 +

70

3
UxVxxxU

− 4

3
V UxUx3−12UxxxV U

2−3U4
x−6U2V Vxx−15U2UxVxx+

48

5
U2
xV U

2− 35

3
UUxUxx3

− 1

3
UUxVx3 − 6UV 2Uxx −

4

3
U2
xUx3 − 9UxxVxU

2 − 8

3
U2Vxx3 +

36

5
U3V Uxx

+40UxUxxVx−6WWxx+4VWUxx+12UUxxxUxx+6UxxUVxx+
41

3
UUxUxxxx

+
12

5
U4Vxx +

1

2
UxxUx4 −

1

2
UUxxxxxx +

1

2
UxVx4 −

3

2
UVxxxxx,

(F.4)
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L(142) = 6U3Uxxx+4U3Vxx−
24

5
U3Ux

2− 16

5
U4Uxx+2UxxUxxx−Uxxxxx2 +4UxxVxx

−16V UxxUx−
20

3
UUxxVx−

16

3
V VxUx−16UUxxxUx−

44

3
UVxxUx+4UxWx2

+Uxxx3 +U2Ux3 −V Ux3 −UUxx3 −UVx3 − 2UxUx3 +Wx3 −Yx2 + 4Vx2Vx
+ 6Vx2Uxx− 8Ux2Ux

2 + 4Ux2Wx + 6Ux2Vxx + 4Ux2Uxxx + 2Vxx3 + 3V Uxxxx

+ 8V Vxxx + 4VWxx−
8

3
WUx

2 + 12UUx
3− 6UUxx

2 + 4VxxW − 4U2Uxxxx

− 20

3
U2Vxxx−

8

3
U2Wxx+2UxxxW−

8

3
V 2Uxx−

8

3
UUxxW−

28

3
UUxxxV −8UVxxV

+ 8UV Ux
2 + 4U2VxUx + 3UWxx2 + UXx2 + V Uxxx2 + Uxx2W − U2Uxxx2

+8UxVxx2 +4Uxx2Vx+6Uxx2Uxx+4UxUxxx2 +3UVxxx2 +UUxxxx2−U2Wx2

+ VWx2 + Vx2U
3 + Vx2W −Ux2U4 −Ux2V 2 +Ux2X − 2U2Vxx2 + 2V Vxx2

+Uxx2U
3 +3UxUxxxx+4UxWxx+8UxVxxx+4UxxxVx+8VxxVx−

32

3
VxUx

2

− 16Ux
2Uxx− 2Uxx2UV − 7Uxx2UxU − 9Ux2UUxx− 7Ux2UVx− 2Ux2WU

−6Ux2UxV +9Ux2UxU
2+3Ux2U

2V −7Vx2UxU−2Vx2UV +UUxxxxx+3UVxxxx
− 6Wxxx2 − 4Vxxxx2 − 4Xxx2 + 2UWxxx + 22U2UxxUx + 8U2V Uxx,

(F.5)

L̃(142) = 6U3Uxxx +
1

3
UUxVx2 +

7

3
UUx2Vx −

16

3
UxVxV −

20

3
UxxUVx − 2UUxxxx2

− 8

3
V 2Uxx + 8U2V Uxx − 2Uxx2W + 2Vx2Uxx − 16U2

xUxx +
8

3
U2Vxx2

+ 3VxxxxU + 2WxxxU +
4

3
V UxUx2 −

8

3
U2
xW + 4U3Vxx + 12UU3

x

+ UxWx2 +
4

3
U2
xUx2 + 4WVxx + 3V Uxxxx + 8V Vxxx + 4VWxx − 3U3Uxx2

− 3UVxxx2 − 3V Uxxx2 − 4Uxxx2Ux + 4U2Uxxx2 − 2Vxx2Ux − 2V Vxx2
+ UxxUUx2 − 6Uxx2Vx − 2UWxx2 − 2Uxx2Uxx + 2UxxUxxx − Ux2Wx

+ 8UxVxxx − 4U2Uxxxx + 2WUxxx + 4UxxVxx + 4UxxxVx + Ux2Uxxx

+ 3UxUxxxx + 8VxVxx − 8UV Vxx − 16UxxUxV − 3U2UxUx2 −
32

3
U2
xVx

− 8

3
UWUxx +

35

3
UUxUxx2−

28

3
UxxxUV −16UxxxUUx +UUxx4 + 4UxWxx

+
16

3
UUxx2V −

44

3
UUxVxx −

24

5
U3U2

x + 22U2UxUxx + 4UxVxU
2

− 16

5
U4Uxx + UUxxxxx −

8

3
U2Wxx − 6U2

xxU −
20

3
U2Vxxx + 8UU2

xV,

(F.6)
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L(234) =−12Ux2UV Uxx−9U2Uxx2Vx+14UxVxVxx+4UUxWxxx+UxV Vxxx+2UU2
xxV

+3UUxVxxxx+UUxUxxxxx+12UxVxWx+4UxUxxUxxx+6UxVWxx+UUxx2Ux3

+Ux2Vx3U −Ux2Uxx3U −UVx2Ux3 −Uxxxx2Uxx +
14

3
U2Vxxxx2 − 3Uxx2Xx

+8UxWxx2U+
18

5
Ux2U

3Vx+6VxVxx3−5UVxxUxxx−
8

3
UUxx3W +

2

3
U2
xVx3

+2Uxxx3Uxx−6U2
xUxx3−3UVx2U

2
x +8UU2

xUx3 +6U2Ux3Uxx−8Uxx3UUxx

+4Ux3VxU
2−2UxxxUx3U+6Ux2VxUxx+

23

3
Uxxx2U

2
x−2Wx2UUxx+3Wx2U

2Ux

− 1

2
UxxUxxxxx−V UxxUxxx−

1

2
Uxx4Uxx+

6

5
U3Vx2Ux−

8

3
UxWUx3−

1

2
Ux2Uxx4

− 3

2
V Uxxx4 +11Uxx2V Vx+Ux2Uxxx3−2Vx3Uxx2 +2Uxx3Vx2 +Wx2Ux3−Uxxx2Ux3

−Ux2Wx3 + 8UVWxx2 −
7

2
UxVxxxx2 − 2UUxxWxx− 6WWxx2 −

4

3
Ux3WxU

+ 6UUxxUxW + UUxxxUxV + 6UVxxUxV − 29UUxVxUxx + 16U2UxUxx3

−12UUxUxxx3−8UVxx3V +8U2Uxx3V −6UxV
2Uxx+

25

3
Uxxx2UUxx−6UVx2UxV

−33UUxx2UxV −6Ux2V UVx−4Ux2U
4Ux−

3

2
Vxx4Ux+6U3

xW+11Uxx2UxW

+2Vx2V Uxx−
3

2
UVxxx4−6Vxx2U

2Ux+5Vxx2UxV +Vxx2UVx+13Uxx2V Uxx

+ Vxx2UUxx + 8UUxx2Wx−
8

3
Uxx3V

2 + 2Ux2VWx−
9

2
U3Uxxxx2 − 3V Vxx4

+4Vxx3W+4Wxx3V +8Vxxx3V +2U2Vxx4 +3Uxxxx3V −Uxxx4Ux+2U2Uxxx4

+Ux4U
2
x−

22

3
UxUx3Vx−

1

2
Vxx2Uxxx−

5

2
UxxVxxx2−4Uxxx2Wx−3Ux2U

2Wx

− 8

3
U2Wxx3 − 2Vxx2Vxx + 3Vxx2U

2
x + UUxxUxxxx − 3U3

xUx2 − 4UxUxxUx3

− 3

2
VxUxx4−2U5Uxx2−6U3Vxxx2 +3V 2

x Uxx−7U2
xVxxx−2U2

xUxxxx+8U3
xUxx

− Vx4UxU − 27UUxx2U
2
x + 2Ux4V Ux + Ux4VxU + 2Uxx4UxU + 2Uxx4UV

− 1

2
Uxxxx4U+10UUxx2Vxx+Ux4UxxU+14Uxxx2UxV +8Uxxx2UVx+2Ux2UWxx

+6Ux2V Vxx−2Wx2UxV −2Wx2UVx−6Ux2U
2
xV +Ux2UUxxxx+12U2

xU
2Vx

− 6UUxV
2
x − 2Wxxxx2U − 6U2

xVxV + 6V UxxWx − 18UUxU
2
xx + VxV Uxxx

−2UxxxU
2Vx+

2

3
U2
xxUx2 +

20

3
UxxxUUxx2−6U2Ux2Vxx+4UxxU

2Vxx−6VxV Vxx

+ 3UVxUxxxx− 4UxWxxx2 + 4U3
xx− 2V 3

x + 4U3Vxx3 + 2Uxxx3W − 3Vxx2Wx

− 28

3
Uxx3UVx+

2

3
Vx3UUxx−

24

5
U3Ux3Ux−2WUxxxx2 +2U2Uxxxxx2−4UU2

xUxxx

−5VxxxU
2Ux−

16

5
U4Uxx3 +5Ux2UxWx−

3

2
U3Uxx4 +6Ux2UxVxx+8UxUxxVxx
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+11UxVxUxxx + 9UxUxxWx + 4Ux2VxW −
3

2
UVxxxxx2 − 2Wxx2Uxx −

9

2
UxxxU

2Ux2

+ 8Ux3UUxV +
36

5
U3Uxx2V + 3UVxxxx3 + 2UWxxx3 − 12Uxxx2U

2V + 4U2Wxxx2

+
24

5
Uxxx2U

4 − 1

2
Uxxxxxx2U −

4

3
UxV Vx3 + 2UVx2Wx + 14UUxVxxx2 − 6WxxU

2Ux

+5UVxVxxx+6UVxWxx+4UVxx2W+5Ux2V
2
x −Uxxx2Uxxx−

3

2
Ux4UxU

2+
29

3
UUxUxxxx2

+4UxVx2W−U2
xV Uxx+4Uxx2VW+4UxxUx2W+UUxxxxx3−4U2Uxxxx3 +

31

3
Uxx2UxUxx

−2Wx2U
2
x−7VxVxxx2 +4Uxxx2UW −2V UxxVxx−6WVxxx2−5Uxx2Wxx+6U3Uxxx3

+5Uxxx3Vx+2Vx2UxVx+
84

5
U3Uxx2Ux+4WxUxx3 +2UxUxxxx3 +2UxWxx3 +4VxxUxx3

+Uxx3Uxxx+2Vxx3Uxx+5Vxxx3Ux−6UUxx2V
2− 5

2
Uxx2Vxxx−

7

2
Uxxx2Vxx+

1

3
UVx2Uxxx

−3UxxxxU
2Ux + 15Uxx2UxVx−6UU2

xVxx +
48

5
Ux2U

2UxV −3UxWUxxx−6UxWVxx

−15UxxUUxUx2−15Ux2UUxVx−5V Vxxxx2−6VWxxx2−8U2
xWxx−WxVxxx+2VxxWxx

+2VxxVxxx+3WxxUxxx−
5

2
Uxxxx2Vx−

16

3
Ux3V Uxx−

20

3
U2Vxxx3−3U3Wxx2 +4Uxxx2V

2

+
1

2
Ux2Vx4 + 12Vxxx2UV − 2UWxUxxx − 6UUxxXx + 2UxxxUxU

3 + 3UxxxU
2Uxx

+
12

5
U4Vxx2 −

39

2
Uxxx2U

2Ux − 6Wxx2Vx − Uxxxxx2Ux −
38

3
UxUxx3V +

66

5
U2U2

xUx2

+
36

5
UxxU

3Ux2−6U2Vxx2V −2UxxWxxx+10VxU
2
xx+6XxVxx+3XxUxxx−4VxWxxx

−3VxVxxxx−VxUxxxxx−6WxWxx−6U2
xXx+2VxxxUxxx−2UU2

xxx−2UV 2
xx+18UxxU

2
xU

2

−4U3
xU

3−2U2
xxU

3−3U2Uxx2W−6UU2
xWx+

4

3
UxWx3U+

7

3
Ux2UVxxx+

1

2
UxxxUxxxx

− 28

3
Uxxx3UV − 4Ux3V Vx −

3

2
V Uxxxxx2 −

1

2
Vx2Ux4 − 6Ux2UxUW −

10

3
Ux3UVxx

+
22

3
Uxxxx2UV −

22

3
UUxVxx3−

3

2
UxxVxxxx−

27

2
U2Uxx2Uxx+

5

3
Ux2UxUxxx−

1

2
Uxx2Uxxxx

+
10

3
Ux2V Uxxx +

1

2
VxxUxxxx +

1

2
Uxx2Ux4 .

(F.7)

The Lagrangian L̃(234) is identical to L(234). From the Lagrangians given

here, it appears that L̃(1ij) gives a shorter Lagrangian than L(1ij). In general,

the difference between L̃(1ij) and L(1ij) can be expressed as the sum of a total xi

derivative and a total xj derivative.
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editors, Discrete Geometry for Computer Imagery, pages 229–239, Berlin,

Heidelberg, 2009. Springer Berlin Heidelberg. 19

[15] M. Petrera and M. Vermeeren. Variational symmetries and pluri-Lagrangian

structures for integrable hierarchies of PDEs. European Journal of Mathe-

matics, Nov 2020. 28

[16] P.J. Olver. Applications of Lie groups to differential equations. Springer-

Verlag New York, 2nd edition, 1993. 29, 31, 32, 39, 40

[17] H. Stephani. Differential equations: Their solution using symmetries. Cam-

bridge University Press, 1990. 31

165



REFERENCES

[18] P.E. Hydon. Symmetry methods for differential equations: A beginner’s

guide. Cambridge Texts in Applied Mathematics. Cambridge University

Press, 2000. 31

[19] G.W. Bluman and S.C. Anco. Symmetry and integration methods for differ-

ential equations. Applied Mathematical Sciences. Springer-Verlag New York,

2002. 31

[20] M. Petrera and Y.B. Suris. Variational symmetries and pluri-Lagrangian

systems in classical mechanics. Journal of Nonlinear Mathematical Physics,

24(sup1):121–145, 2017. 36, 122

[21] Y.B. Suris. Variational symmetries and pluri-Lagrangian systems. In Dynam-

ical Systems, Number Theory and Applications, chapter 13, pages 255–266.

World Scientific, 2016. 40, 122

[22] M.J. Ablowitz, D.J. Kaup, A.C. Newell, and H. Segur. The inverse scat-

tering transform-Fourier analysis for nonlinear problems. Studies in Applied

Mathematics, 53(4):249–315. 42, 83

[23] J. Avan, V. Caudrelier, A. Doikou, and A. Kundu. Lagrangian and Hamil-

tonian structures in an integrable hierarchy and space–time duality. Nuclear

Physics B, 902:415–439, 2016. 42, 135

[24] H. Flaschka, A.C. Newell, and T. Ratiu. Kac-Moody Lie algebras and soliton

equations: II. Lax equations associated with A1(1). Physica D: Nonlinear

Phenomena, 9(3):300–323, 1983. 44, 85, 86, 129

[25] V. Caudrelier and M. Stoppato. Multiform description of the AKNS hi-

erarchy and classical r-matrix. Journal of Physics A: Mathematical and

Theoretical, 54(23):235204, May 2021. 49, 129, 136

[26] B.B. Kadomtsev and V.I. Petviashvili. On the stability of solitary waves in

weakly dispersing media. Soviet Physics Doklady, 15:539, Dec 1970. 49, 90

[27] S.B. Lobb, F.W. Nijhoff, and G.R.W. Quispel. Lagrangian multiform struc-

ture for the lattice KP system. Journal of Physics A: Mathematical and

Theoretical, 42(47):472002, Nov 2009. 49, 121

166



REFERENCES

[28] M. Vermeeren. Continuum limits of pluri-Lagrangian systems. Journal of

Integrable Systems, 4(1), 02 2019. 49, 129

[29] K.M. Case. Symmetries of the higher order KP equations. Journal of Math-

ematical Physics, 26(6):1158–1159, 1985. 50, 144

[30] J.E. Lin and H.H. Chen. Constraints and conserved quantities of the

Kadomtsev-Petviashvili equations. Physics Letters A, 89(4):163 – 167, 1982.

50

[31] V. Dorodnitsyn. Noether-type theorems for difference equations. Applied

Numerical Mathematics, 39(3):307 – 321, 2001. Themes in Geometric Inte-

gration. 58

[32] V. Dorodnitsyn. Applications of Lie groups to difference equations. Differ-

ential and integral equations and their applications. CRC, Boca Raton, Fla,

2010. 58, 60

[33] L.A. Dickey. Soliton Equations and Hamiltonian Systems. World Scientific,

2nd edition, 2003. 66, 69, 86, 87, 89

[34] L.A. Dickey. General Zakharov-Shabat equations, multi-time Hamiltonian

formalism, and constants of motion. Comm. Math. Phys., 132(3):485–497,

1990. 69

[35] V.E. Zakharov and A.V. Mikhailov. Relativistically invariant two-

dimensional models of field theory which are integrable by means of the

inverse scattering problem method. Journal of Experimental and Theoretical

Physics, 47(6):1017, Jun 1978. 85

[36] F.W. Nijhoff. Integrable hierarchies Lagrangian structures and non-

commuting flows, pages 150–181. World Scientific, Singapore, 1987. 85

[37] F.W. Nijhoff. Linear integral transformations and hierarchies of integrable

nonlinear evolution equations. Physica D: Nonlinear Phenomena, 31(3):339–

388, 1988. 85

167



REFERENCES

[38] A. Tongas and F.W. Nijhoff. Generalized hyperbolic Ernst equations for

an Einstein-Maxwell-Weyl field. Journal of Physics A: Mathematical and

General, 38(4):895–906, 2005. 86

[39] I.M. Krichever and D.H. Phong. On the integrable geometry of soliton equa-

tions and n = 2 supersymmetric gauge theories. J. Differential Geom.,

45(2):349–389, 1997. 86

[40] I.M. Krichever and D.H. Phong. Symplectic forms in the theory of solitons.

In Surveys in Differential Geometry IV, pages 239–313. International Press,

1998. 86

[41] M. Sato. Soliton equations as dynamical systems on infinite dimensional

Grassmann manifolds. RIMS Kokyuroku, 439:30–46, 1981. 90

[42] I. M. Gel’fand and L. A. Dikii. Fractional powers of operators and Hamilto-

nian systems. Functional Analysis and Its Applications, 10(4):259–273, Oct

1976. 94

[43] L.A. Dickey. On Hamiltonian and Lagrangian formalisms for the KP-

hierarchy of integrable equations. Annals of the New York Academy of Sci-

ences, 491(1):131–148, 1987. 95, 100, 101

[44] J.C Brunelli. PSEUDO: applications of streams and lazy evaluation to in-

tegrable models. Computer Physics Communications, 163(1):22–40, 2004.

104, 158

[45] V. Caudrelier, M. Stoppato, and B. Vicedo. On the Zakharov–Mikhailov

action: 4d Chern–Simons origin and covariant Poisson algebra of the Lax

connection. Letters in Mathematical Physics, 111(3):82, Jun 2021. 124

[46] S.D. King and F.W. Nijhoff. Quantum variational principle and quantum

multiform structure: The case of quadratic Lagrangians. Nuclear Physics B,

947:114686, 2019. 124

[47] D. J. Kaup and A. C. Newell. An exact solution for a derivative nonlinear

Schrödinger equation. Journal of Mathematical Physics, 19(4):798–801, 1978.

131

168



REFERENCES

[48] E.K. Sklyanin. The method of the inverse scattering problem and the quan-

tum nonlinear Schrödinger equation. Dokl. Akad. Nauk SSSR, 244(6):1337–

1341, 1979. 135

169


	1 Introduction to continuous Lagrangian multiforms
	1.1 Introduction
	1.2 Early development of continuous Lagrangian multiform theory
	1.3 The multiform Euler-Lagrange equations
	1.3.1 The multiform Euler-Lagrange equations given by dL=0
	1.3.2 The multiform Euler-Lagrange equations for a k-form in terms of variational derivatives
	1.3.3 Multiform Euler-Lagrange equations in terms of variational derivatives of dL
	1.3.4 Discrete Lagrangian k-form EL equations
	1.3.5 Discrete multiform Euler-Lagrange equations in terms of variational derivatives of dL
	1.3.6 Semi-discrete multiform Euler-Lagrange equations

	1.4 L vs. dL

	2 Variational symmetries and Lagrangian multiforms
	2.1 Variational symmetries and Noether's theorem
	2.1.1 Generalized and evolutionary vector fields
	2.1.2 Variational symmetries
	2.1.3 Noether's theorem
	2.1.4 Finding the components of a divergence

	2.2 Variational symmetries as Lagrangian multiforms
	2.2.1 The ``zero'' symmetry
	2.2.2 The sine-Gordon equation
	2.2.3 The AKNS multiform
	2.2.4 The KP multiform
	2.2.5 Constructing 3-forms with more than 2 flows

	2.3 Discrete and semi-discrete Lagrangian multiforms from variational symmetries
	2.3.1 Variational symmetries of discrete Lagrangians
	2.3.2 Noether-type identities and a discrete analogue of Noether's theorem
	2.3.3 Semi-discrete Lagrangians and symmetries
	2.3.4 Examples of semi-discrete Lagrangian multiforms arising from variational symmetries

	2.4 Conclusion

	3 The Zakharov-Mikhailov Lagrangian multiform
	3.1 The Zakharov-Mikhailov Lagrangian
	3.1.1 Multidimensional Consistency
	3.1.2 A Lagrangian Multiform Structure
	3.1.3 Lagrangian for the ZM Lax Pair

	3.2 Matrix AKNS Hierarchy
	3.2.1 An Integrable N N Hierarchy and its ZM Lagrangian

	3.3 Conclusion

	4 Lagrangian multiforms for Kadomtsev-Petviashvili (KP) and the Gelfand-Dickey hierarchy
	4.1 Pseudodifferential operators
	4.2 The KP hierarchy and its reduction to Gelfand-Dickey
	4.2.1 The KP hierarchy
	4.2.2 The Gelfand-Dickey hierarchy as a reduction of KP

	4.3 A Lagrangian for the KP hierarchy
	4.4 Lagrangian multiforms for the KP hierarchy
	4.4.1 A Lagrangian multiform for KP based on Dickey's Lagrangian
	4.4.2 An alternative KP Lagrangian multiform

	4.5 Reduction to multiforms for the Gelfand-Dickey hierarchy
	4.6 Conclusion

	5 Conclusion
	5.1 Summary
	5.2 Outlook

	A Proof of multiform Euler-Lagrange equations for a Lagrangian 2-form
	B A fully native Lagrangian multiform for the AKNS hierarchy
	B.1 Introduction
	B.2 The FNR construction of the AKNS hierarchy
	B.3 The Kaup–Newell hierarchy
	B.4 Beyond Kaup–Newell

	C The three flow KP multiform using Theorem 10
	D Lagrangian for the ZM Lax Pair - version from Sleigh2019
	E The equations for  directly from the KP multiform
	F Explicit form of the KP Lagrangian multiform from Chapter 4
	References

