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Abstract 

Nematic Liquid Crystals (NLCs) are used widely as adaptive optical materials in devices such as lenses, 

beam steerers and displays. Usually in NLC Diffractive Optical Elements (DOEs), limitations exist in 

one or more essential parameters, such as diffraction angle, diffraction intensity, aperture size or 

adaptive behaviour.  

This thesis will investigate an unusual method to create NLC DOEs, through inducing hydrodynamic 

flow within the materials. Here, several techniques are used to induce periodic flow patterns within the 

materials, which result in periodic changes to the device’s optical properties. These periodic structures 

are evaluated for potential as adaptive optical components.  

Fraunhofer diffraction theory is introduced as a means to evaluate the potential of various DOEs 

theoretically. Details of a computer programme developed during the project is presented, which allows 

calculation of Fraunhofer diffraction patterns. This programme is used to provide quantified analysis of 

losses in diffraction efficiency caused by imperfect or non-optimized DOEs. The application of these 

results may be used in aiding DOE device design, which will be discussed.    

The first method used to create hydrodynamic domains uses a low frequency electric field applied across 

the NLC. This induces periodic ion flow within the material, leading to the NLCs adopting a state of 

electrohydrodynamic instability (EHDI). Of several EHDI modes identified, the 1D Normal Roll (NR) 

mode was most promising as a DOE. The periods of these gratings are strongly dependent upon device 

spacing (d). In all calamitic materials, the grating period continuously varied from d to 
ௗ

ଶ
 as electric field 

frequency was increased. This lead to a simultaneous decrease in diffraction efficiency. Elastic constant 

dependency on EHDI is also investigated, where a material of low k33 is created using a bent dimeric 

mixture. This displays a desirable property of lower grating period by a factor of around 1.5.  

The second method of creating hydrodynamic patterns in NLCs uses bulk and surface acoustic waves. 

Acoustic wave transmission in bulk NLCs is discussed. Techniques of measuring the speed of sound 

(vs) in fluids are given, which are used to obtain a value for vs in the NLC mixture E7 of 1720±70ms-1 

at ambient temperatures. NLC structural changes under acoustic fields are examined. These 

investigations are used to create a novel device where the surface acoustic wavelength was varied using 

a chirped electrode structure. This created a hydrodynamic grating of continuously variable pitch from 

100 μm to 450 μm using frequency modulation 

The findings and performance of the hydrodynamic gratings investigated are evaluated in the context 

of currently available DOE technologies. Possible further device improvements and theoretical limits 

using the results from Fraunhofer diffraction modelling are discussed.  
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Chapter 1 Motivation and Road Map 
 

Historically, liquid crystal materials have been successfully used in a plethora of optoelectronic devices 

[1–8]. More recently, there has been an increased interest in using LCs to create new materials [9–13] 

and applications in medicine [14,15], as well as better understanding of the formation of biological 

structures [16,17] and a playground for testing theories of fundamental physics [18,19].  

This thesis focusses on investigating hydrodynamics in Nematic Liquid Crystals (NLCs) as Diffractive 

Optical Elements (DOEs). The methods used to induce hydrodynamic flow were electronic and acoustic 

fields. The majority of key studies on these phenomena were conducted in the 60s and 70s  [20–27]. 

This leads to few systematic investigations of the effects having been completed, where the 

dependencies of the phenomena on both geometry and material parameters are not established. The aim 

of this thesis is firstly to address this gap, by investigating the key device parameters that determine the 

observed behaviours of electrohydrodynamic and acoustohydrodynamic effects. Once identified, tuning 

these key parameters will allow optimization of the DOEs, and an evaluation of their potential as a 

competitive technology.  

To guide the reader through the order of the thesis, Figure 1.1 shows a roadmap of the thesis. Chapters 

2 and 3 aim to introduce the fundamental physics of NLCs required to understand their function as 

hydrodynamic DOEs. This includes their ordering, viscoelastic properties, dielectric properties and their 

application as adaptive optical components. They summarise the experimental techniques used 

throughout the project, including liquid crystal device fabrication and analysis.  

Chapter 4 then introduces the equations of diffractive optics required to examine the performance of 

DOEs theoretically. Here, a computer programme is introduced which is capable of predicting 

diffraction efficiencies. Quantified analysis of losses in diffraction efficiency caused by imperfect 

DOEs is made using this programme. The potential use of the results from this analysis in device design 

is discussed.  

Chapters 5 and 6 present results investigating hydrodynamic phenomena due to ions in NLCs. This 

ionic flow causes the materials to adopt a state of electrohydrodynamic instability (EHDI), which can 

operate as a DOE. The dependencies of the patterns formed on device spacing, elastic constants, sample 

temperature and material conductivity are investigated, with an aim to optimize performance.  

Chapters 7 and 8 investigate acoustic phenomena in NLCs. Chapter 7 discusses the properties of 

acoustic wave transmission in fluids, and presents the results of measuring the speed of sound in a NLC. 

Chapter 8 then looks at the formation of periodic hydrodynamic structures in NLCs, formed by applying 

either bulk or surface acoustic waves. Methods to control these domains for DOEs are investigated.   
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Chapter 9 then brings together the findings from Chapters 4 to 8, to conclude the work and give an 

assessment of the prospects of hydrodynamics in NLCs for DOEs. This includes comparison with more 

established technologies[28,29] and discusses the possible future directions of the research.    

 

Figure 1.1. Roadmap of the thesis broken into five main parts, each containing chapters.   
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Chapter 2 Fundamentals of Nematic 
Liquid Crystals  
 

The central theme of this thesis is to induce and understand hydrodynamic phenomena in Nematic 

Liquid Crystals (NLCs) and investigate their potential applications to optical devices. This chapter 

introduces several important aspects of the required underlying physics of NLCs. The chapter starts by 

defining NLCs and discuss the origins and manifestations of their important viscoelastic and electronic 

properties. The final section provides a brief overview of the use of NLCs in optical devices. 

2.1 Order in Nematic Liquid Crystals  

 Nematic Mesogens  

Thermotropic Liquid Crystals (LCs) are a state of matter that is spontaneously formed by mesogenic 

molecules under certain thermodynamic conditions. These liquid crystal phases exist at temperatures 

between the solid (crystalline or glassy) and isotropic liquid states of the material [30]. Generally, these 

phases are fluidic, with individual molecules being allowed to freely move and rotate, however they 

can also possess orientational and positional order.  

The materials used most in this work form NLC phases only. The nematic phase is arguably the simplest 

of the LC phases, displaying orientational order only. NLCs are of great importance technologically as 

they exhibit many anisotropic properties due to their directional ordering, and can be manipulated with 

relatively small fields due to large response functions[31]. Of particular note is their dielectric and 

optical anisotropy, which leads to the phases being uniaxially anisotropic and switchable with an 

electrical field[1,2,32–35].   

The reason specific mesogens form LC phases can be understood from their molecular chemistry. For 

example, Figure 2.1 shows two molecules that form NLC phases. Here (a) shows a calamitic (rod-like) 

mesogen while (b) shows a discotic (disc-like) material. In this work, the majority of materials will be 

comprised of calamitic molecules. Both calamitic and discotic mesogens possess properties which 

promote the likelihood of them forming LC phases, such as approximate cylindrical symmetry, large 

aspect ratio, strong anisotropic intramolecular bonds and fluid enhancing fatty tails[31]. More 

quantitative procedures of determining whether specific molecules (or a mixture of them) form a LC 

phase are also available. Here, a simulation of a box of molecules are performed to predict their 

molecular ordering [36,37]. These simulations allow more accurate prediction of the LC phases 

(nematic, smectic, cholesteric etc.) a material will form; however, experimental examination is the only 

certain way to assessing a sample’s phase behaviour.  
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Figure 2.1.Examples of molecular structures that form nematic phases. a) One of the most common 
calamitic mesogens, 4-Cyano-4'-pentylbiphenyl or 5CB[38]. b) An example of a discotic mesogen 
hexakis(phenylethynyl)benzenes[39]. 

 The Order Parameter 

To simplify the molecular picture of NLCs, a pseudo-vector, n, known as the director is considered. 

Here, n, is the average orientation of molecules at a point in space (r) at time (t),  

𝒏 = 𝑛(𝒓, 𝑡). (2-1) 

As most calamitic mesogens possess approximate cylindrical symmetry,  

𝒏 = −𝒏. (2-2) 

The orientational order parameter for the nematic phase (S) can be defined relative to n, where the 

distribution of angles (ρ) is written as a sum of Legendre polynomials of order l (Pl)[40], 

𝜌 =  ෍ ቈ
2𝑙 + 1

2
〈𝑃𝑙(𝑐𝑜𝑠𝜃〉𝑃𝑙(𝑐𝑜𝑠𝜃)቉

𝑙=∞

𝑙=0

, 
(2-3) 

where θ is the difference in the angle of a molecule to n.  

For standard calamitic NLCs, a reasonable approximation that describes the distribution is to consider 

the shape of the P2 term only [40], giving the expression for S as [30] 

𝑆 ≈  𝑃2 =<
3𝑐𝑜𝑠2𝜃

2
−

1

2
> =

3 < 𝑐𝑜𝑠2𝜃 >

2
−

1

2
 . 

(2-4) 

This equation has the properties of,  

𝑆𝑁𝐿𝐶൫< 𝑐𝑜𝑠2𝜃 >= 0൯ = 1  

and  

𝑆𝑁𝐿𝐶 ቆ< 𝑐𝑜𝑠2𝜃 >=
1

3
ቇ = 0. 
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In a liquid crystal material that only forms the nematic LC phase, on cooling from the isotropic phase 

two phase transitions  will occur (Isotropic NLC and NLCCrystal, Figure 2.2a). The temperatures 

where these phase transitions occur are named TNI and TXN, respectively.  

 

Figure 2.2. The behaviour of the nematic orientational order parameter (S) as the temperature is varied. 
a) A cartoon of mesogens, which on heating go from a crystal to NLC to isotropic. b) The behaviour of 
S as a function of temperature (T). Below TXN S=1, above TNI  S=0. At TXN<T<TNI, 0<S<1 and can be 
described approximately by Haller’s equation.  

Typical behaviour of S as a function of temperature (T) is shown in Figure 2.2b. The transitions at TNI 

and TXN are first-order in S, where values very close to zero or unity are not observed (the range for 

typical NLC 5CB is ≈0.35-0.65[41]).  Within the nematic range, S can be modelled using Haller’s 

equation (see Figure 2.2b) [42],  

𝑆 = ቆ1 −
𝑇

𝑇𝑁𝐼
∗ቇ

௡೓ೌ೗

. 
(2-5) 

Here T is taken in Kelvin, TNI* is the temperature typically a couple of degrees above the measured 

TNI[42] and nhal is a material-dependent exponent.  
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2.2 Elastic Properties of Nematic Liquid Crystals  

 Elasticity in NLCs 

This section will consider the elastic properties of NLCs. This elasticity is caused by an energetic cost 

associated with the deformation of the nematic field by n changing orientation in space. This is known 

as the elasticity of the nematic field. A theoretical treatment of the elasticity of the nematic field was 

provided in 1958 by Sir Charles Frank, who developed the previous work of  Carl Wilhelm Oseen 

[43,44]. This treatment quantified the elastic free energy of the nematic director field with three elastic 

constants (kii). The constants are associated with the splay (k11), twist (k22) and bend (k33) deformations 

of the nematic phase (Figure 2.3a). This elastic free energy is written as,   

𝐹ா௟ =
1

2
න[𝑘ଵଵ (∇. 𝒏)ଶ + 𝑘ଶଶ(𝒏. ∇ × 𝒏) + 𝑘ଷଷ(𝒏 × ∇ × 𝒏)]𝑑𝑉.  

(2-6) 

The influence of defects can be added to this expression with an additional surface integral,  

𝐹஽௘௙௘௖௧௦ = − න 𝑘ଶସ𝒔ത[(𝒏ഥ∇. 𝒏ഥ) + 𝒏ഥ × ∇ × 𝒏ഥ]𝑑𝑆. 

 

(2-7) 

Here k24 is the saddle-splay elastic constant. As this work does not include defect formation, (2-6) is 

sufficient for understanding all further discussion.  

For a typical (calamitic) NLC forming mesogen, the elastic constants tend to obey, 

𝑘ଷଷ > 𝑘ଵଵ > 𝑘ଶଶ.  (2-8) 

Elastic constants for a typical NLC are shown in Figure 2.3b as a function of temperature (from 

reference [45]). In recent years, many novel materials have been synthesised, including dimers and 

bent-core liquid crystals, which do not follow the (2-8) [12,46–53]. More discussion on using such to 

tune the diffractive properties of hydrodynamic gratings is given in Chapter 6.  
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Figure 2.3. (a) Cartoons illustrating splay, twist and bend deformation of a nematic field.(b) 
Quantitative measurements of kii in typical nematic liquid crystal (5CB), taken from reference[45].  

 Alignment of NLCs  

Usually, in order to use NLCs in devices, a well-controlled initial state is required. This device 

alignment, dictates the homogenousness of the director field in the absence of external stimuli. Specific 

alignments can be achieved by manipulating the surfaces enclosing the NLC. As the elastic forces 

within a NLC will seek to align the director homogenously to minimize elastic distortion (equation 

(2-6)), such alignment allows n to be dictated in the bulk of the device.  

The study of LC alignment is important for device fabrication. Many techniques have been developed 

to induce alignment including mechanically rubbed thin films[54–57], directed evaporation of thin 

films[58], topographical structures[59–62], Slippery films[63],  optically patterned films [64–70] and 

stacked alignment layers[71,72]. Figure 2.4a shows schematics of planar (PL), homeotropic (HT), 

planar homogenous (PH) and rubbed homeotropic (RHT) devices. Here, planar and homeotropic 

alignments are closer to being within the x,y plane and parallel to z, respectively. Both planar and 

homeotropic alignments usually deviate from these perfect behaviours by a small amount, known as the 

alignment pretilt (θp).  
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Figure 2.4. a) Schematics of director configurations in devices with PL, HT, PH and RHT alignments. 
All alignments have been given some pretilt (usually being less than 10°[73]). b) A cartoon explaining 
the roles of θAL and ϕAL in alignment layers. The director (green) with angular position (ϕ, θ) 
experiences an elastic force towards the position   (ϕAL, θAL).  

Similar to the elasticity in NLCs, the effects of alignment layers can be quantified by a contribution to 

the system free energy. The director at a point on a surface is defined by two angles; θ and ϕ, which 

describe the azimuthal and radial angles respectively, to the x,y plane (Figure 2.4b). The preferred 

alignment of the director at the surface is written as,    

𝒏𝑨𝑳 = 𝒏(𝜃஺௅, 𝜙஺௅) (2-9) 

where θAL and 𝜙஺௅ are the values of θ and 𝜙 induced on the director by the alignment. At these surfaces, 

any deviation of θ and 𝜙 from θAL and 𝜙஺௅ increases system’s free energy. To first approximation, the 

free energy term of alignment (FAL) can be written as a linear combination of θ and ϕ[74,75],  

𝐹஺௅(𝜃, 𝜙) = 𝐹஺௅,ఏ (𝜃) + 𝐹஺௅,థ(𝜙) (2-10) 

where,  

𝐹஺௅,ఏ(𝜃) =
1

2
න 𝑊ఏ𝑠𝑖𝑛ଶ(𝜃 − 𝜃஺௅)𝑑𝛴

ఀ

 
(2-11) 

and  

𝐹஺௅,థ(𝜙) =
1

2
න 𝑊థ𝑠𝑖𝑛ଶ(𝜙 − 𝜙஺௅)𝑑𝛴

ఀ

. 
(2-12) 

Here, Wθ and Wϕ are anchoring energies, which are usually very large compared to material’s elasticity 

or the effect of external fields, meaning n is pinned in place at the surfaces. This means even when an 

external force acts to reorient n in the majority of the bulk NLC, very close to the surfaces, n will still 
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be dictated by alignment (See section 2.4.4). In the absence of external fields, the director field shape 

can be calculated by minimizing Fstatic, where,  

𝐹௦௧௔௧௜௖ = 𝐹ே௅஼ + 𝐹஺௅ . (2-13) 

 

2.3 Viscosity in Nematic Liquid Crystals  

 Viscoelasticity in Isotropic Soft Matter Systems   

NLCs display viscoelastic behaviour similar to many soft matter systems. In NLCs, this behaviour is 

complex mainly due to the anisotropy of the liquid crystalline phase. This section will therefore 

introduce viscoelasticity in isotropic systems, which are simpler to describe.   

If an isotropic material is viscoelastic, this means that a material does not always act as a perfectly 

elastic solid, described by[76],  

𝜎௘௟ = 𝜅௘௟ ∙ 𝜀௘௟ ,  

 

(2-14) 

or a Newtonian fluid, where,  

𝜎௩௜௦ = 𝜂 ∙
∂𝜀௩௜௦

∂t
.  

 

(2-15) 

Here σel is the elastic stress, σvis is the viscous stress, εel the elastic strain tensor, εvis the viscous strain 

tensor, κel the system elasticity and η is the viscosity. A simple model for viscoelastic materials is to 

assume they act as a spring and piston in series (Maxwell material) with an additional spring in parallel 

(discussed further in Chapter 7). Here, the stress (σT) in both the viscous and elastic response is the 

same,  

𝜎் = 𝜎௘௟ = 𝜎௩௜௦ (2-16) 

and the total strain (εT)  is the combination from elastic and viscous responses,   

𝜀் = 𝜀௘௟ + 𝜀௩௜௦. (2-17) 

This gives,  

𝜀் =
𝜎்

𝜅
+ න

𝜎்

𝜂
𝑑𝑡

௧

଴

 
(2-18) 

Intuitively (2-18) simply states that the strain a material undergoes is a sum of the instantaneous elastic 

response and a viscous response which takes some time. Often, the differential form of (2-18) is instead 

used[76],  
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𝛿𝜀்

𝛿𝑡
=

1

𝜅

𝛿𝜎்

𝛿𝑡
+

𝜎்

𝜂
          or        𝜀்̇ =

𝜎்̇

𝜅
+

𝜎்

𝜂
. 

(2-19) 

Where the “∙” indicates the time derivative.  

The time dependency of the viscoelastic response is of great importance, as different material properties 

are observed as mechanical impulses are applied on different timescales. Usually, a critical time scale 

(τ0) is used to describe these responses, where short impulses (τ<<τ0) experience an elastic medium, 

while long (τ>>τ0) a viscous one. This will be particularly important in Chapter 7 where propagation of 

acoustic waves in NLCs is discussed.   

 Viscosity in Nematic Liquid Crystals   

A common method to measure the viscoelasticity of a material is shear rheology[76]. Here, a layer of 

material is sandwiched between two plates, which are put into relative motion. Here, if one of the plates 

is accelerated with a force moving in the x direction (Fx, see Figure 2.5a), the shear stress which will be 

placed upon a plate (σxy) which is at rest can be written,  

𝜎௫௬ =
𝐹௫

𝐴
, 

(2-20) 

where A is the plate area. This stress causes a shear strain (εx),  

𝜀௫ =
𝛥𝑥

𝑑
. 

(2-21) 

Here the viscosity of the material links the shear stress and strain by 

𝜂 =
𝜎௫௭

𝜀௫̇
. (2-22) 

In the case of NLCs, due to the anisotropic properties of the phase, the effective viscosity depends on 

the relative orientation between n and the plate surfaces. Figure 2.5b illustrates this, where the NLC 

anisotropy leads to 4 principle viscosities (ηn). Figure 2.5c shows work competed by Orr and Pethrick 

measuring ηn on a typical NLC (5CB) [77]. It was found across the temperature range studied, 

𝜂ଵ > 𝜂ସହ > 𝜂ଷ > 𝜂ଶ (2-23) 

and all ηn were within approximately 20% of their mean value.  

  



 
 

 11 
 

 

Figure 2.5. (a) An illustration of shear stress and strain due to a force being applied in the x direction. 
(b) The four principle viscosities of nematic liquid crystal. The four slabs of different colour represent 
different director orientations (shown by internal green cylinders). The unit vectors of the directors are 
also given in red for clarity. (c) Values of ηn measured by Orr and Penthrick in 5CB and (d) The 
corresponding Leslie coefficients (αn) and rotational and torsional viscosities (γn)[77]. These are 
explained in section 2.3.3.  

 

 Ericksen Leslie Theory 

One of the complexities in describing the viscoelasticity of NLCs is that, when stressed n will reorient. 

This results in non-linear interactions, where flow is determined by viscosity, which is determined by 

flow direction and flow rate. To account for this, equations (2-20), (2-21) and (2-22) need to be solved 

in small elements, so are altered to their differential forms, 

𝜎௫௭ =
𝛿𝐹௫

𝛿𝐴
= 𝜂𝜀௫̇ = 𝜂

𝛿ଶ𝑥

𝛿𝑧𝛿𝑡
= 𝜂

𝛿𝑣௫

𝛿𝑧
. 

(2-24) 

Or for more general geometries, 
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𝜎ఈఉ = 𝜂∇ఉ𝑣ఈ . (2-25) 

 

Ericksen-Leslie theory solves this equation[78–80], to give an expression for 𝜎ఈఉ [81] as,  

𝜎ఈఉ = 𝛼ଵ൫𝑛ఈ𝑛ఉ𝑛ఓ𝑛ொ𝐴ఓொ൯ + 𝛼ଶ൫𝑛ఈ𝑁ఉ൯ + 𝛼ଷ൫𝑛ఉ𝑁ఈ൯ + 𝛼ସ൫𝐴ఈఉ൯ + 𝛼ହ൫𝑛ఈ𝑛ఓ𝐴ఓఉ൯

+ 𝛼଺൫𝑛ఉ𝑛ఓ𝐴ఓఈ൯. 

(2-26) 

Here  

𝐴ఈఉ =
1

2
ቆ

𝜕𝑣ఉ

𝜕𝛼
+

𝜕𝑣ఈ

𝜕𝛽
ቇ, 

(2-27) 

 

𝑁ఈ =
𝜕𝑛ఈ

𝜕𝑡
− ൤

∇ × 𝑣ఈ

2
× 𝑛ఈ൨, 

(2-28) 

and αn are the Leslie viscosity coefficients. Equation (2-26) is complex, and considering the nature of 

this project full understanding of it is not required. Instead we relate the αn terms to their corresponding 

ηn values[45,77,79],  

𝜂ଵ =
−𝛼ଶ + 𝛼ସ + 𝛼ହ

2
, 

(2-29) 

𝜂ଶ =
𝛼ଷ + 𝛼ସ + 𝛼଺

2
, 

(2-30) 

𝜂ଷ =
𝛼ସ

2
 (2-31) 

and 

𝜂ସହ =
𝜂ଵ + 𝜂ଶ

2
+

𝛼ଵ

2
. 

(2-32) 

Although there are six αn terms work by Parodi mathematically proved that there is in fact five 

independent ones, due to [82],  

𝛼ଶ + 𝛼ଷ = 𝛼଺ + 𝛼ହ. (2-33) 

 

Two other coefficients which are often used are the rotational viscosity (γ1) and torsion coefficient(γ2), 

defined as[79,83], 

𝛾ଵ = 𝛼ଷ − 𝛼ଶ. (2-34) 

and  

𝛾ଶ = 𝛼଺ − 𝛼ହ,  (2-35) 

respectively. These can be understood qualitatively as the viscosities when moving in a circle with the 

director in the plane or out of the plane [84].   
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In the work by Orr and Pethrick[77] the values αn and γn were found from ηn as shown in Figure 2.5d. 

These viscosities are of high importance in describing how hydrodynamic vortices within NLCs can 

cause director reorientation, which will be used to create DOEs in Chapters 5, 6 and 8.  

 

2.4 Dielectric Properties of Static Nematic Liquid 

Crystals  

The dielectric properties of NLCs are a key part of their widespread application to optoelectronic 

devices[1,5,6,33]. In this thesis, a thorough introduction to electric field interactions with a wide variety 

of materials (liquid crystals, ions, piezoelectrics) is useful to understanding measurements obtained and 

device function. This will be the focus of this section.  

 Dielectric Materials in Electric Field  

By definition, a dielectric material is one that can become polarized, when an electric field is applied 

across it. This can be written in terms of applied electric field (Eapp), material polarization (Pmat) and 

electric field inside the material (Emat) as,  

𝐸௔௣௣ = 𝜀଴𝐸௠௔௧ + 𝑃௠௔௧. (2-36) 

Here ε0 is the permittivity of free space. Pmat can be rewritten in terms of electric susceptibility (how 

polarised a material will become when Emat is applied to it, χ), 

𝑃௠௔௧ = 𝜀଴𝜒𝐸௠௔௧ , (2-37) 

and a relative permittivity (ε), can be defined from χ,  

𝜀 = 𝜀଴(1 + 𝜒). (2-38) 

Combining (2-36), (2-37) and (2-38) gives,  

𝐸௔௣௣ = 𝜀଴𝐸௠௔௧ + 𝑃௠௔௧ = 𝜀଴𝐸௠௔௧(1 + 𝜒) = 𝜀଴𝜀𝐸௠௔௧. (2-39) 

 

In general, the total amount a material becomes polarized is the summation of several (N) contributing 

mechanisms (Pn) which are frequency (ω) dependent[85,86],  

𝑃௠௔௧(𝜔) = ෍ 𝑃௡(𝜔)

௡ୀே

௡ୀଵ

. 
(2-40) 

Where the functions Pn(ω) tend to have properties 

𝑃௡(𝜔 ≪ 𝜔଴,௡) = 𝑃௡,஽஼ . (2-41) 



 
 

 14 
 

and  

𝑃௡(𝜔 ≫ 𝜔଴,௡) = 0. (2-42) 

Here, ω0,n is a characteristic frequency of process Pn and Pn,DC is the maximum polarisation a process 

can contribute. As ω is increased (2-41) and (2-42) describe the reduction in polarisation a specific Pn 

will contribute from Pn,DC to zero, this is known as a relaxation process. These relations naturally lead 

to relations for Pmat(ω),  

𝑃௠௔௧൫𝜔 ≪ 𝑎𝑙𝑙 𝜔଴,௡൯ = 𝑃௠௔௧,஽஼ = ෍ 𝑃௡,஽஼

௡ୀே

௡ୀଵ

. 
(2-43) 

and  

𝑃௠௔௧൫𝜔 ≫ 𝑎𝑙𝑙 𝜔଴,௡൯ = 0. (2-44) 

When studying dielectrics it is usual to measure the dimensionless ε instead of Pmat. Due to its frequency 

dependent nature, it is useful to treat ε as a complex quantity, (ε*),  

𝜀∗ = 𝜀ᇱ + 𝑖𝜀ᇱᇱ, (2-45) 

where 𝜀ᇱ is the so far discussed real part (𝜀ᇱ = 𝜀) and 𝜀ᇱ′ is the imaginary component, which captures 

out of phase behaviour. 

Rearranging equations (2-37) and (2-38), the following expression can be obtained,  

𝑃௠௔௧ = 𝜀଴(𝜀 − 1) 𝐸௠௔௧ (2-46) 

This means when Pmat undergoes a single relaxation process the value of ε will reduce by an amount δεn 

where,  

𝛿𝜀௡ = 𝜀൫𝜔 ≪ 𝜔଴,௡൯ − 𝜀൫𝜔 ≫ 𝜔଴,௡൯ =
𝑃௠௔௧൫𝜔 ≪ 𝜔଴,௡൯ − 𝑃௠௔௧൫𝜔 ≫ 𝜔଴,௡൯

𝜀଴𝐸௠௔௧
=

𝑃௡,஽஼

𝜀଴𝐸௠௔௧
. 

(2-47) 

A simple model of the behaviour ε* during a relaxation process is the Debye Model [86],  

𝜀∗(𝜔) = 𝜀ஶ +
𝜀ௌ − 𝜀ஶ

1 + 𝑖 ቀ
𝜔
𝜔଴

ቁ
.  (2-48) 

Where εS and ε∞ are the values ε at ω much above and below the relaxation frequency, respectively. 

This is often further generalized with the Havriliak-Negami expressions, where additional exponents α 

and β are added[86–88],  

𝜀∗(𝜔) = 𝜀ஶ +
𝜀ௌ − 𝜀ஶ

൬1 + 𝑖 ቀ
𝜔
𝜔଴

ቁ
ଵିఈ

൰
ఉ

.  (2-49) 

Here, the terms α and β manipulate the function to account for the loss peaks asymmetric and symmetric 

broadening respectively.  
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An alternative form relaxation processes can take is of a resonance-type, where close to ω0 the value of 

ε will increase before dramatically decreasing. Here polarisation may be modelled as a simple harmonic 

oscillator allowing ε* to be written[89],  

𝜀∗(𝜔) = 𝜀ஶ +
𝜀ௌ − 𝜀ஶ

1 − ቀ
𝜔

𝜔௥௘௦
ቁ

ଶ
+ 𝑖 ቀ

𝜔
𝜔଴

ቁ
, (2-50) 

where ωres is the natural frequency of the oscillator.  

 

 Dielectric Response of Molecular Isotropic Liquids  

Before moving to the more complex case of NLCs, this section will discuss dielectrics of a molecular 

isotropic liquid. Within these materials, the major components contributing to the polarisation are the 

molecule electron clouds (Pe), atomic nuclei reorientations (Pa), permanent molecular dipoles (Pdip) and 

free ions (Pions) [85,86]. This means (2-40) becomes,  

𝑃௠௔௧(𝜔) = 𝑃௘(𝜔) + 𝑃௔(𝜔) + 𝑃ௗ௜௣(𝜔) + 𝑃௜௢௡௦(𝜔). (2-51) 

The corresponding ε* is,  

𝜀∗(𝜔) = 1 + 𝛿𝜀௘
∗(𝜔) + 𝛿𝜀௔

∗(𝜔) + 𝛿𝜀ௗ௜௣
∗ (𝜔) + 𝛿𝜀௜௢௡௦

∗ (𝜔),  (2-52) 

where 𝛿𝜀௡
∗  represents the change in permittivity when a process n undergoes a relaxation process.  

Figure 2.6 shows cartoons illustrating the different processes n and typical behaviour of ε as ω is varied. 

Here Pdip and Pions appear to undergo standard Debye-like relaxation processes, while Pe and Pa display 

resonance behaviour.  
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Figure 2.6. The typical behaviour of permittivity as a function of frequency in liquid consisting of 
dipolar molecules. Typical relaxation frequencies of each process are shown with a cartoon illustrating 
them. The approximate location of the frequency range of visible light is shown as the rainbow pattern.  

Both Pe and Pa are caused by inducing dipolar character within the material using an electric field (from 

the electron cloud and atomic nucleus respectively). The polarisation of these processes can be 

quantified by the number of molecules (N) and the polarizability of the electrons (𝛼ത௘),  

𝑃௘,஽஼ =
𝑁𝛼ത௘𝐸௠௔௧

𝑉
. 

(2-53) 

 and atoms (𝛼ത௔) 

𝑃௔,஽஼ =
𝑁𝛼ത௔𝐸௠௔௧

𝑉
 

(2-54) 

respectively[89,90]. 

The polarization from permanent dipoles meanwhile can be written as[86], 

𝑃ௗ௜௣,஽஼ =  
𝑁

𝑉
〈𝜇〉𝐸௠௔௧ =

𝑁

𝑉

𝜇ଶ

3𝑘஻𝑇
𝐸௠௔௧. 

(2-55) 

Here N is the number of dipoles, V the volume of material, μ the dipole moment, <μ> the mean dipole 

moment and kB is Boltzmann’s constant. Values Pn given in (2-53), (2-54), and (2-55) can then be put 

into equation (2-47) to find corresponding δεn values.  

The behaviour of Pions(ω) is complex to describe, and highly relevant to Chapters 5 and 6 which utilize 

ions to create hydrodynamic flow. Within isotropic dielectric liquids, ions (usually caused by slight 

material contamination or degradation) move to electrodes of opposite polarity due to a coulomb 
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interaction. Typically low frequencies (<100Hz) are required for these interactions to contribute to ε, 

as the ions require time to transit the material. This is similar to other processes of Pn in the fact that it 

increases ε. However it is more complex as: (i) ions can aggregate in such quantities at electrodes that 

they firstly depolarise the electrodes, then start to form Debye double layer structures. These layered 

dielectric structures have very high permitivities, which can cause a dramatic reduction in Emat [91].  (ii) 

Applying voltage at such low frequencies can cause further injection of ions into the material at 

electrode surfaces (Schottky charge injection)[92]  and (iii) applying these close to DC voltages can 

cause material degradation, which in turn can increase ion numbers[93,94]. Due to these complexities, 

studying very low frequency (<1Hz) ionic processes is a highly specialised field.  

An important frequency regime for optical materials is the visible light range (480-750THz). The 

permittivity is related to the refractive index (nref), through relation[90],   

𝑛௥௘௙ = ඥ𝜇௠௔௚𝜀 ≈ √𝜀,  (2-56) 

Where μmag is the relative magnetic susceptibility of the material. At such frequencies all contributions 

to ε, but Pe relax, and the corresponding ε and nref are[90],   

𝜀 = 1 +
𝑃௘,஽஼

𝜀଴𝐸௠௔௧
= 1 +

𝑁𝛼ത௘

𝑉𝜀଴
. 

(2-57) 

and  

𝑛௥௘௙ = ඨ1 +
𝑁𝛼ത௘

𝑉𝜀଴
 

(2-58) 

respectively.  

 Dielectric Response of NLCs  

For NLCs the expressions discussed in section 2.4.2 need to be adjusted for the anisotropy of the 

materials. Two permitivities ε⏊ and ε|| (measured perpendicular or parallel to n respectively) are used. 

These can be written in the same form as ε as in equation (2-52), with all the components Pn having a 

dependency on the orientation of n and the order parameter (S).  

To describe this anisotropy, Onsager developed a mean field theory[95], for the interaction between a 

single molecule and a dielectric spherical cavity (radius a) which it was placed within. He derived 

expressions for the effective reduction of a dipole within the cavity (h), 

ℎ =
3𝜀

2𝜀 + 1
 

(2-59) 

and an expression for the increased localised field due to the dipole[95],   
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𝐹 =
1

1 − 𝛼 ൬
2(𝜀 − 1)

𝜀଴(2𝜀 + 1)
1

4𝜋𝑎ଷ൰
  .  

(2-60) 

Maier and Meier then applied this theory to NLCs[96]. The resulting expressions for the electron and 

atomic components are[95],  

𝛿𝜀⏊,୬ =
𝑁ℎ𝐹

𝑉𝜀଴
൜𝛼ത𝑛 −

𝛥𝛼௡𝑆

3
ൠ 

(2-61) 

and [95]  

𝛿𝜀||,n =
𝑁ℎ𝐹

𝑉𝜀0
ቊ𝛼ഥ௡ +

2𝛥𝛼𝑛𝑆

3
ቋ 

(2-62) 

where 𝛼ഥ௡ is the average electron or atomic polarizability for  n=e or a respectively. Here,  

𝛼ഥ௡ =
𝛼||,𝑛 + 2α⏊,n

3
 

(2-63) 

and 𝛥𝛼௡ is the polarizability anisotropy,  

𝛥𝛼௡ = 𝛼||,୬ − 𝛼⏊,௡. (2-64) 

The dipole components are[95],  

𝛿𝜀⏊,ୢ୧୮ =
𝑁ℎ𝐹ଶ

3𝑉𝑘஻𝑇𝜀଴
ቆ𝜇||

ଶ(1 − 𝑆) + 𝜇⏊
ଶ ൬1 +

𝑆

2
൰ቇ 

(2-65) 

and [95] 

𝛿𝜀||,dip =
𝑁ℎ𝐹2

3𝑉𝑘𝐵𝑇𝜀0
൬𝜇||

2 (1 + 2𝑆) + 𝜇⏊
2 (1 − 𝑆)൰.  

(2-66) 

 

Often of more importance than the absolute value of ε to the function of NLCs is the permittivity 

anisotropy (Δε),   

𝛥𝜀 = 𝜀|| − 𝜀ୄ.  (2-67) 

In the kHz range (where ions are relaxed) this may be written as,  

𝛥𝜀 = 𝛿𝜀||,e + 𝛿𝜀||,a+𝛿𝜀||,dip − 𝛿𝜀⏊,e − 𝛿𝜀⏊,dip − 𝛿𝜀⏊,a.  (2-68) 

Whereas in the optical range (where dipoles and atomic processes are relaxed),  

𝛥𝜀 = 𝛿𝜀||,e − 𝛿𝜀⏊,e.  (2-69) 

This allows expression for sample birefringence (Δn) to be written,  

𝛥𝑛 = ඥ𝜀|| − ඥ𝜀ୄ = ට1 + 𝛿𝜀||,e + ට1 + 𝛿𝜀⏊,e. 
(2-70) 

Combining these relations gives Vuks’ equation, which links the molecular polarizability anisotropy to 

the birefringence by order parameter[97],  
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𝑛||
2 + 𝑛𝑒

2

𝑛ഥ2 − 1
=

𝛥𝛼

𝛼ഥ
𝑆. 

(2-71) 

 

 The Fréedericksz Transition  

In section 2.4.3, the origin of both Δε and Δn in NLCs are discussed. These two parameters are critical 

to all NLC optical devices, as Δn allows switchable optical properties depending on the orientation of 

the plane of polarisation of light relative orientation n, while Δε allows a mechanism to control n.  

The way Δε allows n to be reoriented is through a process known as a Fréedericksz transition[32]. Here, 

when a large electric field (Eapp) is applied across a NLC, the system seeks to reduce the internal field 

within the material (Emat) maximally. To do this, n reorients so that the maximum value ε is oriented in 

the direction of the electric field lines.  

This interaction is written in terms of the total free energy of the system, where (see equation (2-13)),  

𝐹் = 𝐹ௌ௧௔௧௜௖ + 𝐹ி௥௘ௗ . (2-72) 

 

FFred is the free energy component associated with the Fréedericksz transition[98],  

𝐹ி௥௘ௗ = න 𝛥𝜀𝜀଴(𝑬𝒂𝒑𝒑 ∙ 𝒏)ଶ 𝑑𝑉. 

 

(2-73) 

It can be seen that FFred adopts a minimum value when Eapp is parallel or perpendicular to n if Δε is 

positive or negative, respectively (Figure 2.7a).  

Figure 2.7b shows a device with PH alignment filled with a positive Δε material. Here, as Eapp is 

increased (via a voltage, V) the reorientation of n starts to occur above a threshold voltage (Vth). This 

reorientation does not occur uniformly throughout the material as the anchoring at surfaces is strong. n 

first reorients in the middle of the device and spreads out as V is increased[98]. Interestingly, this voltage 

is not a function of device spacing (d). This is due to the fact that although voltage reduces proportional 

to 1/d so does the anchoring strength [99], meaning the two effects cancel one another.  

The value of Vth depends on the elastic deformation the nematic field, and the value of Δε driving the 

transition. This can be written as[99],  

𝑉௧௛ = 𝜋ඨ
𝑘௘௙௙

𝜀଴𝛥𝜀
 

 

(2-74) 



 
 

 20 
 

where keff is a combination of the elastic constants of the material corresponding to the deformations 

occurring. In certain configurations, keff equals to one of the principal elastic constants (k11, k22or k33). 

In the example shown in Figure 2.7b, the primary deformation is splay; therefore keff would equal k11. 

If it is for a negative Δε nematic in a HT aligned sample, then the first deformation will be bend, 

therefore, keff = k33.   
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Figure 2.7. a) A Fréedericksz transition in a material with postive and negative dielectric anisotropy. 
In both cases the material reorients with the larger permtivity oriented along the electric field.  (b) a 
schematic of a Fréedericksz transition, where  the material is planar homogenously aligned and has a 
positive Δε. (c) Shows the plots of θ as a function of z, where more and more of the LC is reoriented to 
θ=90° as voltage is increased[100]. (d) The average θ value (𝜃̅) as V is increased. 
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When V increases above Vth, other deformations begin to occur. Figure 2.7b shows that in a PH device 

splay and bend both exist at V equal to several Vth. This combined with the effects of pretilt makes a 

full description of n for arbitrary voltage and alignment reasonably complex. Assuming the case shown 

in Figure 2.7b where there is zero pretilt, the deviation angle θm can be found through solving[99,100], 

𝑉

𝑉௧௛
=

2

𝜋
ඨ

𝛥𝜀

𝜀⏊
𝑠𝑖𝑛ଶ𝜃௠ + 1 න ඩ

1 + 𝜅𝑠𝑖𝑛ଶ𝜃

൬
𝛥𝜀
𝜀⏊

𝑠𝑖𝑛ଶ𝜃௠ + 1൰ (𝑠𝑖𝑛ଶ𝜃௠ − 𝑠𝑖𝑛ଶ𝜃)

ఏ೘

଴

𝑑𝜃 

(2-75) 

where  

𝜅 =
𝑘ଷଷ − 𝑘ଵଵ

𝑘ଵଵ
 

 

 and [99,100] 

𝑠𝑖𝑛𝜃௠ = ඨ൬
4

𝜅 + 1
൰ ൬

𝑉

𝑉௧௛
− 1൰. 

 

Given the complexity of even this most straightforward case, solutions to these equations are usually 

found computationally. The Fréedericksz transition will be used in this work to measure material elastic 

constants. Here, the values k11 and k33 are obtained by fitting ε(V) curves using techniques described in 

references [100,101]. Conversely to the case shown in Figure 2.7, a Fréedericksz transition will also 

occur in a HT device filled with a Δε<0 material. Similar fitting methods can be utilized however; the 

primary deformation is k33 instead of k11.  
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2.5 Nematic Liquid Crystals for Beamsteering 

Applications  

 NLCs in Optical Devices  

NLC materials are used widely in switchable optical devices, where electric fields are used to vary 

director orientation, allowing shutters[4,102], filters[103,104], lenses[105–108], beam steerers 

[103,109–112] and diffractive optical elements (DOEs)[21,113,114] to be created. In this section, a 

brief overview of diffractive beam steering devices and DOEs relevant to the work carried out in this 

project is provided. A more comprehensive review on the topic was also published in the course of the 

project in reference [115].  LC optical devices may operate utilizing both refractive and diffractive 

properties of light, which will be discussed in 2.5.2 and 2.5.3, respectively.  

 Refractive Optical Devices   

Refractive NLC devices are widely used in technology. Here, we split refractive devices into geometric 

switchable index (GSI) and Gradient Index (GRIN) devices.  

GSI devices are shaped in a wedged or lensing shape, where focussing or beam deflection is dictated 

by the contrasting refractive indices between container and LC. Here, by reorienting n the value neff can 

be switched from n⏊ to n|| or vice-versa. This allows switching of the angle of emergent ray (Figure 

2.8a). This method has been used to create switchable lenses and beam steering 

components[107,110,116–118]. At the interfaces the angles are described by Snell’s Law (Figure 2.8b),  

𝑛ଵ

𝑛ଶ
=

𝑠𝑖𝑛𝜃ଶ

𝑠𝑖𝑛𝜃ଵ
, 

(2-76) 

where n1 and n2 are the refractive indices of the first and second medium, while θ1 and θ2 are the input 

and emergent angles.  
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Figure 2.8. GSI device operation. (a) A geometric wedge filled with liquid crystal. When the director is 
reoriented the effective refractive index changes, leading to a change in angle (ΔθSW). Here, ng and nair 

are the refractive index of glass and air respectively. The green arrow indicates director orientation. 
(b) Snell’s law diagram.  

GRIN devices smoothly vary neff within a device, where the difference in light’s transmission speed 

causes its direction to deviate (Figure 2.9a) [119–122]. This deviation is described by the differential 

form of Snell’s law [119,120,123],  

𝜕ଶ𝑥

𝜕𝑧ଶ
=

1

𝑛
∙

𝜕𝑛௘௙௙

𝜕𝑥
. 

(2-77) 

Equivalent structures can be achieved for polarized light using liquid crystals, where the director 

smoothly reorients so that neff varies from n⏊ to n|| (Figure 2.9b). Practically, this structure can be 

achieved using a number of methods including pixelated electrode addressing[4,28,130–139,29,140–

143,103,124–129], fringing electric fields[108,144,153–158,145–152], optical addressing[159–161] or 

alignment coatings[65,70,169,71,162–168] (for reviews see [28,29,33,115]).   

Usually for both GSI and GRIN type devices, the angle which an emerging beam can be switched 

(ΔθSW) is modest (<1°). This is usually due to the beneficial properties of NLCs being reliant on 

relatively thin layers of material, which limits large steering angles. One method of increasing these 

angles is using a Fresnel structure, which allows a thicker lens to be approximates by a flattened thinner 

structure[170–172]. However, using Fresnel structures usually increases fabrication complexity and 

often reduces optical quality.   
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Figure 2.9. (a) A GRIN beam deflector. The optical beam moves towards the greater refractive index 
(n2) due to relatively lower speed. (b) The structure made of a NLC. The director’s reorientation in 
space causes deflection of the beam. This can be overridden by a large electric field, allowing switching.  

 Diffractive Optical Devices   

Diffractive effects are also used to create switchable optical components using NLCs. The most relevant 

type to this project are Raman-Nath (RN) gratings, which are optically thin obeying[173],  

𝜋ଶ𝑑ଶ

𝛬௚௥
ଶ

𝛥𝑛௘௙௙

𝑛ത௘௙௙𝑐𝑜𝑠ଶ𝜃
< 1, 

(2-78) 

where Δneff is the effective birefringence,  𝑛ത௘௙௙ the average birefringence, d the device spacing, θ is the 

refraction angle and Λgr the grating period. For typical NLC parameters this reduces to,  

𝑑 < 𝛬௚௥𝑐𝑜𝑠ଶ𝜃. (2-79) 

When light passes through a RN diffraction grating, it will be divided into m orders the position of 

which obey the grating equation,  

𝑚𝜆 = 𝛬௚௥𝑠𝑖𝑛𝜃௠,  (2-80) 

where λ is the wavelength of light. The intensities of the various orders (Im) are usually described by 

absolute efficiencies (ηm), where[174,175],  

𝜂௠ =
𝐼௠

∑ 𝐼௠௠
. 

(2-81) 

Prediction of the values ηm are possible using scalar diffraction theory[174,175], and will be discussed 

in more detail in Chapter 4.  Blazed-phase grating structures (Figure 2.10a) where the maximum optical 

phase difference (ϕmax) equals 2π can create 100% efficient beamsteering to θm=1. The optical phase 

difference (ϕ) may be calculated using,  

𝜙 =
2π

𝜆
න (𝑛ୣ୤୤(𝑧) − 𝑛⟘)𝑑𝑧

𝑑

0

,  
(2-82) 

and can be achieved either by rotating the director azimuthally or radially (Figure 2.10b-c). 
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Figure 2.10. Diffraction from blazed grating structures. (a) Illustration of why blazed gratings can 
achieve high efficiency. If ϕmax=2π each wave front connects perfectly with the next and previous in the 
x-direction. This leads to all wavefronts deviating by an angle described by the grating equation. This 
ϕ structure can be achieved using NLCs by varying azimuthal (b) angle or  radial (c) angles (note 
different axis in (b) and (c).  

 The high efficiency, potentially wide-angle steering characteristics of blazed gratings, makes their 

fabrication of with NLCs a large field of research. They can be created using a number of methods: 

Dielectric Inclusions. Here, a physical blazed grating is placed within the NLC device [112,176], where 

usually, the refractive index of the grating will match either n⏊ to n||. When a large electric field is 

applied to these devices, the diffraction will switch from a high η0 to η1 or vice versa. This allows 

efficient beam steering but is digital, as the diffraction angle is set by fixed Λgr. Also, the thick grating 

between electrodes and the LC usually increases the required applied voltage for the Fréedericksz 

transition dramatically.  

Pixelated Electrode Addressing. Some of the most successful LC optical devices are liquid crystal on 

silicon (LCOS) diffractive gratings[4,130,131,136,177]. Here, pixelated electrodes are individually 

addressed to reorient the director allowing programmable phase profiles to be induced on light with sub 

10μm precision. The main drawback of such devices are that to create a blazed profile, many pixels are 
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necessary to approximate a linear phase ramp, meaning an inverse relation between efficiency and 

steering angle[28,178].  

Specialised Alignment Layers. Some alignment layers present opportunities to engineer alignment to 

the microscale. This creates a director pattern, with an outgoing phase profile which resembles a blazed 

phase grating. This can be achieved a number of ways. Stacked alignment layers (SALs) change the 

azimuthal angle of the director alignment through layering a homeotropic and planar alignment layer 

and selectively removing the upper layer[65,71,162,179]. Alternatively photoalignment can be used to 

create an alignment layer which smoothly reorients the director[64,69,70], usually radially. Relatively 

recently, such methods have been used to create Pancharatnum-Berry devices which display close to 

100% efficiency through inducing a near perfect blazed grating structure on circular polarized 

light[180–182]. Similarly to devices based on dielectric inclusions, these device are limited in the fact 

their response is digital.  

From reviewing various methods of creating diffractive optical devices[115], it is found that trade-offs 

exist in creating an ideal device having: high efficiency, wide steering angle, wide range of steering 

angles and continuously variable behaviour. Improving these factors holistically is a technological 

challenge with applications in a variety of industries[183–186], making it a wide and active area of 

research.   

2.6 Summary 

This project seeks to assess the viability of NLC hydrodynamics as a method of creating diffractive 

optical elements (DOEs). These hydrodynamic DOEs have been known to exist for many decades, 

however testing their application and limits in devices has been fairly limited. The two main kinds of 

hydrodynamic DOE investigated in this work are based on ion[22,23,187,188] and acoustic[24–27,189] 

induced flow within the materials. The background literature for these specific interactions will be 

described in their appropriate chapters. This chapter has introduced the important NLC characteristics, 

which are necessary to describe these processes, namely their order, viscoelastic, dielectric and optical 

properties. The following chapter will discuss the general methods throughout this work, where more 

specific methods will be given in the relevant chapters.  
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Chapter 3 Experimental Methods 
 

The experimental techniques used throughout this project will be introduced in this chapter. This 

predominantly consists of fabrication (section 3.1) and characterization (section 3.2) methods for LC 

devices. A practical guide to these methods is included in addition to scientific background. Several 

techniques, including lift-off photolithography and bulk cell fabrication, were not established within the 

Soft Matter Group at start of the project, and I contributed significantly to establish these processes 

during this thesis. The bulk cell fabrication was developed along with major contributions from other 

members of the group mainly from Dr P Wyatt, Dr J Bailey and Mr H Litt.  

3.1 Fabrication of Liquid Crystal Sandwich Devices  

 Standard Liquid Crystal Sandwich Devices  

The main geometry of the liquid crystal devices investigated in this project were LC sandwich devices 

(Figure 3.1). This geometry is transparent to the majority of light, while allowing voltages to be applied 

across the LC material, making it ideal for studying electro-optic effects. The devices were sealed such 

that the LC could not flow out, and had alignment layers allowing the unperturbed director orientation 

to be set.  

In this project, LC sandwich devices were either purchased from the Military University of Technology 

Warsaw (AWAT), or made in the facilities available to the Soft Matter Physics Group of the University 

of Leeds (SMP). This section will describe the fabrication of the latter, which allowed more customised 

designs.   
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Figure 3.1. A liquid crystal sandwich device. (a) Side view and (b) top view. .   

 

 Custom Electrode Fabrication  

 Overview of the Process   

Electrodes in LC devices can be patterned in different designs including unpatterned, square/rectangular 

(SR), interdigitated (IDE) and guard ring (GR) (Figure 3.2). Generally, only unpatterned and SR type 

electrodes are commercially available, therefore establishing techniques to create arbitrary electrode 

patterns with sub 10μm feature sizes is highly useful.  
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Figure 3.2. The four kinds of electrode configuration used in this thesis. a-d) Show: Unpatterned, 
square, guard ring and interdigitated respectively.    

In this project, the electrode fabrication was done using photolithography with an acid etch (using 

techniques previously developed within SMP by Dr P Wyatt and Dr J Bailey [190]). The substrates 

used for this project were unpatterned 0.7-1.1mm thick pieces of glass coated with a thin layer of 

conductive Indium Tin Oxide (ITO, purchased Folium or Display Data). The process is illustrated in 

Figure 3.3, where the key steps involved are: cleaning, photoresist deposition, exposure, development, 

etching and cleaning. Further details of these will be discussed in the following sections.  
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Figure 3.3. The key steps involved in positive tone photolithography with acid etch. 1) A substrate with 
ITO placed upon it. 2) The deposition of positive tone photoresist (red). 3a and b) Exposure methods 
using masked and unmasked photolithography, respectively. 4-6) The removal of exposed photoresist 
(development), acid etch and removal of residual photoresist, respectively.  

 Cleaning  

Cleanliness was of great importance throughout the cell fabrication process particularly when sub 10μm 

resolution electrode patterns were desired. To achieve this the ITO coated glass substrates were cleaned 

thoroughly before the photolithography steps. To clean, the substrates went through a series of 

subsequent sonication steps each lasting 30 minutes (deionised water with 10% Decon 90, deionised 

water, methanol, propon-2-ol). The substrates were then exposed to UV light in an ozone environment, 

which has been shown to remove further contaminants[191].   
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 Photoresist Deposition 

The photoresist used for photolithography was S1813 (Shipley). This is a positive tone photoresist, 

meaning it has enhanced solubility with some solvents (the developer) when exposed to light of a certain 

wavelength[192] (for details of reaction see references [193–195]).   

S1813 was deposited onto the substrates using a filtered syringe. After this, the substrates were spun to 

a high speed (typically 4000rpm) using a WS-650-MZ spin coater from Laurell Corp (Figure 3.4a), in 

a method illustrated in Figure 3.4b. Spin coating is a well-established method to achieve uniform thin 

films[196]. The final film thickness depends on the viscosity(η) and solids concentration (C) of the 

materials and the spin speed (ω)[197] 

ℎ௙௜௟௠𝛼
𝐶ఉ𝜂ఊ

𝜔ఈ
, 

(3-1) 

where α, 𝛽 and γ are fluid and substrate determined constants. Thus, controlling spin speed while 

temperature and material composition remains constant, presents a simple way of controlling film 

thickness.  

During the spin-coating process, the majority of solvent evaporates, leaving an approximately solid film 

of resin. However, this is confirmed through a of 1 minute ‘soft bake’ at a temperature of 110°C, which 

has the added benefit of reducing any stresses within the film[192].  

 

Figure 3.4 a) The spin coater used .b) A diagram of spin coating process: (i) the cleaned substrate, (ii) 
The droplet initially put onto the substrate. (iii) The droplet mechanically spread over substrate, (iv) 
The uniform layer after spin coating.  

 Exposure  

Once the photoresist was deposited onto the substrate, it was selectively exposed to UV light. This was 

done using either Direct Write Lithography (DWL) or Aligned Masked Lithography (AML).  

DWL works through the relative movement between a laser focus and a substrate, allowing exposure 

of the photoresist to light with micron-scale precision. The machine used for this was a MicroWriter 
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ML2 DWL (Durham Magneto Optics Ltd. Figure 3.5a), which has several inbuilt lasers which can be 

used to expose substrates to a variety of wavelengths with different spot sizes. During the exposure, 

these lasers raster across the substrate, exposing the material selectively to draw the desired pattern 

(Figure 3.5b). The wavelength used throughout this work is 405nm, which can be produced with laser 

spots of 0.6, 1 and 5μm diameter. The choice of which spot size to use was determined by the desired 

feature size and the time allowed for the experiment, as smaller spots allow greater precision, while 

larger sizes reduce writing time. Here the quantity of light shone onto the material was controlled by 

setting the dosage, and typically was within region 100-400mJcm-2. Table 3-1 shows the approximate 

laser diameters, and exposure modes found best fulfil these criteria throughout this project. These also 

apply to the steps used in Lift-off photolithography, which will be discussed in section 8.3.1.  

 

Figure 3.5 a) Picture of the DWL[190]. b) Diagram of exposure method.  

Table 3-1. The list of spot diameters (L) used to write features of different sizes (w).  

Feature range (w) Spot diameter (L) Exposure mode 

w< 20μm 0.6μm x-raster 

20 μm <w<50 μm 1μm x-raster 

100μm>w>50 μm 5μm x-raster 

100μm>w 5μm Turbo  

 

 

For AML an “OAI Model 200: Mask Aligner and UV Exposure System” was used. This technique 

works by exposing the entire substrate area, with a physical mask placed between the light source (A 

high power Mercury bulb, of wavelength 365nm) and the substrate shielding the desired areas (Figure 

3.6). Typically these masks consist of glass covered with a reflective metal (here chrome). These masks 

were commercially purchased (JD Photonics). Typically, the exposure takes less than 10s, 

demonstrating the advantage of this technique over DWL for repeated structures.  
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Figure 3.6. Diagram of the aligned masked lithography exposure method. The UV light is reflected by 
chrome and transmitted by the glass. Note, in actual exposure the mask is in direct contact with the 
wafer, rather than being spaced apart. This is not shown here for clarity.  

 Development and Hard Baking  

After exposure, the structures are developed using Shipley developer MF319 (water with 2% 

Tetramethylammonium hydroxide and other trace elements). This was found to be most effectively 

done by: placing the substrate on a spin coater, doming MF319 on top, waiting 20s, spinning at 500rpm 

for 30s to remove developer and developed S1813, repeating this process, then rinsing with copious 

deionized water and blown dry.  

Once dried, samples were etched; however, when there was a significant delay between development 

and acid etching, it was advised to hard bake the samples[190]. To hard bake, they were placed on a hot 

plate at 110°C for 30 minutes, which removed any residual solvent.  

 Etching 

After the substrates were developed, they were etched using a combination of nitric and hydrochloric 

acids which remove the ITO in exposed areas (see Wyatt’s thesis for further details[190]). Once etched, 

the substrates were rinsed with acetone, which removed residual S1813 leaving only the desired 

electrode pattern. These substrates were cleaned before cell fabrication, to remove contaminants.   

 



 
 

 36 
 

 Alignment Layers  

To achieve the desired alignment in liquid crystal devices, thin (50-150nm) films of polyimide (PI, 

Figure 3.7a) were used. Here, PI was filtered and deposited in solvent onto cleaned substrates using 

spin coating (3000rpm for 60s, WS-650-MZ, Laurell Corp). These materials are capable of aligning 

LCs due to the Van der Waals and steric forces between the polymer chains and the liquid crystal’s 

elongated stiff cores[43,44,55,96]. Various polyimides and solvent concentrations were used 

throughout the project (Table 3-2). These were designed to achieve different alignments (homeotropic, 

HT or planar, PL) and pretilt (θp) [73]. After spin coating, residual solvent was evaporated and the PI 

was bonded to the glass by placing on a hotplate at 180°C for 120 minutes.  

 

Figure 3.7a) Chemical structure of a polyimide b) Effects of rubbing homeotropic and planar cells. 
Purple and red arrows, respectively show the rubbing direction and director orientation. By rubbing 
therefore the director can be forced to have a single direction throughout the device which is 
approximately parallel to z or x (for HT or PL), but with a small difference due to pretilt.  
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Table 3-2. The various solutions of PI used in this project with details regarding their alignment and 
pretilt according to Nissan Chemicals[73]. 

Alignment layer  Alignment type Solvent 

used 

ΦPI θp Final 

solids (C) 

SE2170  PL DMF 66% ~2° 5.3% 

SE3510 PL DMF 66% ~7-8° 4.0% 

SE1211 HT DMF 20% ~0°  1.2% 

 

After baking, the PI layers could be given directionality by subjecting them to mechanical 

rubbing[54,55,60,198]. This change in direction is generally thought to be caused by a combination of 

either polymer chain reorientation[54,57] or scratching microgrooves in the material[56,199]. 

References[60,200] which compare effects conclude the reorientation of chains is likely dominant. This 

rubbing changes PL alignment to PH and HT to HTR. The pressure at which the polyimide is rubbed is 

a crucial parameter in the resulting rubbing strength (L), which can be quantified as [99,201], 

𝐿 = 𝑁𝑙 ൬1 +
2𝜋𝑟𝜔

60𝜈
൰, 

(3-2) 

where N is the number of passes, l a length scale associated with the brushes and distance between roller 

and substrate,  ω is the revolutions per minute, r is the radius of the roller, and ν is the substrate speed. 

Practically rubbing was achieved using a rubbing machine (Figure 3.8, designed by Dr J Bailey). This 

allowed repeatable fixed values of N, r, ω and ν; allowing l to be varied by raising and lowering the 

roller with two grub screws. This allowed planar homogenous (PH) and rubbed homeotropic (RHT) 

alignments (Figure 3.7b). 

 

Figure 3.8. The method of rubbing samples using a cylindrical roller. A sample is held rigidly by 
applying a vacuum through small holes in the vacuum sample holder. This holder is placed at a height 
so that the roller just touches the substrate. The roller is actively rotated while the sample holder is 
linearly translated at relatively low speed compared to that of the roller’s rotation.  
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 Spacing and Gluing  

Once the alignment layers were deposited sandwich cells were constructed, where the two substrates 

were glued together with a uniform spacing (d) between them. Bonding was achieved using either UV 

(UVS93, Norland) or thermal glue (Struct bond XN-21-F). These could be deposited mechanically 

using a cocktail stick or using a glue deposition robot (Figure 3.9, designed by Dr J Bailey).  

 

Figure 3.9. A diagram of the glue deposition technique. The vacuum holder moves similarly to when a 
sample is being rubbed, however now as 2-dimensional relative movement is required, the syringe 
holder also moves in an orthogonal direction. The glue was deposited by applying air pressure, pushing 
the material through the needle. The speed of relative movement and pressure applied were both tuned 
to deposit glue seals of desired thickness.   

The value of d was controlled by placing either spacer film or beads of known size between the two 

substrates. These space the device to the same thickness when pressure is applied. For spacer films, 

they were cut to the desired device size and placed on the edges of the device (Figure 3.10a). Meanwhile, 

spacer beads were deposited using a spacer bead deposition chamber (Figure 3.10b). This involved 

placing a calibrated amount of spacer beads into a small reservoir, which was then blown through with 

air to disperse the beads into the chamber. The number of beads was calibrated to achieve uniform d 

(Jones[99] recommends roughly 50-100mm-2).  

If the mass of some number of spherical beads (mbeads) is written as,  

𝑚௕௘௔ௗ௦ = 𝑁𝜌𝑉 =
4𝜋

3
𝑁𝜌𝑟ଷ 

(3-3) 

 

and the desired number of beads per unit area at the bottom of the chamber (nbeads) as,  

𝑛 =
𝑁

𝐴
 

(3-4) 
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Where N, ρ, V, r are the total number, density, volume and radius of beads respectively. A is the area of 

the bottom of the chamber. Combining (3-3)and(3-4), we can write the total mass required to be placed 

into the chamber assuming 100% efficiency as, 

𝑚௕௘௔ௗ௦ =
4𝜋

3
𝐴𝑛𝜌𝑟ଷ. 

(3-5) 

If the values for 10μm glass beads and the area of the spacer deposition chamber are put into equation 

(3-5), we find the theoretical mbeads amount for n =50-100mm-2 is 6-12mg. This calculation was used as 

a starting point for finding the mass of beads which should be placed in the reservoir, where the best 

results for uniform well-spaced cells was found to be 10-15mg.  

 

Figure 3.10a) Placement of spacer films on a substrate. b) The method of spacer bead deposition where 
beads are placed in a reservoir then blown through and slowly land on substrates due to gravity.  
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Once spaced, the devices had pressure applied to them while the glue was cured. The method of 

applying pressure depended on glue type (UV glue was exposed to UV light for 30 minutes, and thermal 

glue was heated to 160°C for 120 minutes) and size of the substrate (more homogenous pressure is 

required for larger substrates). The different methods of applying pressure (clips, weights, magnets and 

vacuum) are detailed in Figure 3.11. In general, clips or magnets were used for single-cell fabrication 

with UV glue, while weights and vacuum bags were used for thermal glue.  

 

Figure 3.11. Illustrations of different methods of applying pressure to a cell while glue cures. Different 
methods are compatible with different glue types based on the environment requirements for curing.  
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 Adjustments for Bulk Fabrication of Guard Rings 

In this project, a significant amount of time was spent adjusting existing techniques for single cells, 

such that sandwich devices could be fabricated in bulk. Here, 8x8cm patterned electrodes were 

processed simultaneously, which were then singulated into 12 individual devices, usually, guard rings. 

The advantage of such processing is manifold compared to single-cell fabrication, with some 

advantages offered being: decreased time per unit, decreased materials required, increased cross device 

uniformity and increased cleanliness. In performing bulk cell fabrication, the method varies from single 

cells in several ways (illustrated in Figure 3.12). Here, the main differences were the point at which 

glass is cut and the fact spacer beads and the glue robot needed to be used.   

 Filling, Sealing and Electrodes 

AWAT or fabricated cells were then filled with liquid crystal material. Here, a small quantity of material 

was placed on the edge of the device near an opening, which would be drawn in by the capillary forces. 

Once filled the LC devices were sealed by placing a small quantity of Norland UVS93 on to plug gaps 

used to fill it. The entire device was then exposed to UV to cure the glue, here foil was used to minimize 

LC exposure to UV. Wires were also attached to the electrodes using indium solder, where a iron 

temperature of 190°C was used.  
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Figure 3.12. An overview of the cell fabrication procedures for single and bulk fabrication. Steps 1-9 
are as follows 1) Laminate singulation. 2) Cleaning. 3) PI deposition. 4) Rubbing 5) Spacing 6) Glue 
deposition 7) Assembly glue curing 8) Singulation and 9) Finished devices. Due to changes in order 
not all these steps occur at the same point in bulk and single-cell fabrication; thus, an arrow indicates 
this process is not required.  
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3.2 Characterization of Liquid Crystal Devices   

 Polarized Optical Microscopy  

 Setup 

Polarizing optical microscopy (POM) was used extensively to characterise LC devices. The basic 

premise is that when light is passed through a birefringent sample (such as an LC device) placed 

between two crossed polarizers (Figure 3.13), the light of certain wavelengths can be transmitted giving 

information about the sample. This setup may be combined with additional apparatus for example: 

function generators/amplifiers for applying electric fields, hot stages for controlling temperature and 

cameras for taking photographs.  

 

 

Figure 3.13. Diagram of a polarizing optical microscope.  
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 Optics of POM 

The operating principle of POM, relies on the interaction of orthogonal components of light in 

birefringent media. In order to analyse this often Jones matrices are used[202], here, the unpolarized 

incident electric field (Ei) of light is written as  

𝐸௜(𝒛) = ൬
𝐸௫,௜

𝐸௬,௜
൰. 

 

(3-6) 

The transmitted electric field (Et), from Ei passing through two linear polarizers oriented at arbitrary 

angles θ1  and θ2 is written as,  

𝐸௧(𝒛) =  𝒑ෝ(𝜽𝟏) ∙ 𝒑ෝ(𝜽𝟐) ∙ 𝐸௜(𝒛),  
 

(3-7) 

where 𝒑ෝ is the Jones matrix corresponding to linear polarizer,  defined as,   

𝒑ෝ(𝜃) = ቀ 𝑐𝑜𝑠ଶ𝜃 𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃
𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃 𝑠𝑖𝑛ଶ𝜃

ቁ. (3-8) 

In POM, the polarizers are typically crossed, meaning θ2= θ1+90°. This allows no transmittance of light 

in the absence of an additional element,  

𝐸௧ = ൬
𝐸௫

𝐸௬
൰ = 𝒑ෝ(𝜃ଵ) ∙ 𝒑ෝ(𝜃ଶ) ∙ 𝐸௜ ≡ ቀ

0
0

ቁ. 
(3-9) 

Physically this represents the first polarizer removing all the light of one polarization, while the second 

removes all components transmitted by the first.  

Aligned NLC materials are birefringent uniaxial materials. The Jones matrix for a uniaxial birefringent 

slab (𝑴෡ ) with optic axis aligned an angle θ from x is written,  

𝑴෡  = ቀ
cosθ −𝑠𝑖𝑛θ
𝑠𝑖𝑛θ cosθ

ቁ ൭𝑒ି௜
థ
ଶ 0

0 𝑒௜
థ
ଶ

൱ ቀ
cosθ 𝑠𝑖𝑛θ

−𝑠𝑖𝑛θ cosθ
ቁ. 

 

(3-10) 

where ϕ is the difference in optical phase difference between orthogonal components, equal to[203], 

𝜙 =
2π൫𝑛|| − 𝑛⟘൯𝑑

𝜆
. 

(3-11) 

To investigate a birefringent slab that is placed in a POM setup, 𝑴෡  is added between the two crossed 

polarizers (Figure 3.14), 

𝐸(𝒛) =  𝒑ෝ(𝜃ଵ = 0°) ∙ 𝑴෡ ∙ 𝒑ෝ𝟐(𝜃ଶ = 90°) ∙ 𝐸௜(𝑧) (3-12) 
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= ቀ
1 0
0 0

ቁ ቀ
𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

ቁ ൭𝑒ି௜
௱థ
ଶ 0

0 𝑒௜
௱థ
ଶ

൱ ቀ
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃

−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃
ቁ ቀ

0 0
0 1

ቁ ൬
𝐸௫,௜

𝐸௬,௜
൰

= ൭𝐸௬𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃 ൬𝑒ି௜
థ
ଶ − 𝑒ା௜

థ
ଶ ൰

0

൱ = ൭−2𝑖𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃𝑠𝑖𝑛 ൬
𝜙

2
൰ 𝐸௬,௜

0

൱

= ൭𝑠𝑖𝑛2𝜃𝑠𝑖𝑛 ൬
𝜙

2
൰ 𝐸௬,௜

0

൱ 

In POM the observable quantity is the transmitted intensity (It) found by taking moduli squared of Et,  

𝐼𝑡 = |𝐸𝑥|2 + |𝐸𝑦|2 =  𝑠𝑖𝑛22𝜃𝑠𝑖𝑛
2

ቆ
𝜙

2
ቇ 𝐸𝑦,𝑖 

(3-13) 

Meaning It is at a maximum when θ=45° irrespective of λ. This is known as the law of Malus. The value 

ϕ also determines It. Combining equations (3-11) and (3-13), maximum values It will be achieved when,  

𝜙 = ൬𝑚 +
1

2
൰ 𝜋 =

2𝜋൫𝑛|| − 𝑛⟘൯𝑑

𝜆
 

(3-14) 

and minimum when,  

𝜙 = 𝑚𝜋 =
2𝜋൫𝑛|| − 𝑛⟘൯𝑑

𝜆
 

(3-15) 

where m is an integer. If a white light source is used, different colours will be observed as different λ 

go through minima and maxima.   

 

Figure 3.14. Diagram demonstrating the operating principle of POM. Here polarized light is passed 
through a Birefringent slab(𝑴෡ ), placed between two polarizers oriented at 90° to one another. The 
birefringent slab is oriented with optic axis at θ=45°, allowing maximum transmission.  
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 The Effect of Director Reorientation 

To this point, a birefringent plate with a single unvarying optic axis in the x, y plane has been described. 

For a calamitic liquid crystal, this is representative of perfect PH alignment in a sample with zero pretilt. 

Here we briefly mention the effect of director reorientation within the x,y plane and into the z direction. 

Firstly, the changes due to the variation in the x,y plane can be quantified using the Law of Malus, here 

deviation from θ=45° simply reduces intensity until eventually black at 0° or 90°, while the colour 

remains constant. Meanwhile, if the optic axis tilts into the z-direction it lowers the birefringence 

experienced by transiting light. This effective birefringence (Δneff) at a tilt (ψ)  can be written as [204], 

𝛥𝑛௘௙௙ (𝜓) = 𝑛௘௙௙(𝜓) − 𝑛⟘ =
𝑛||𝑛⟘

ට𝑛||
ଶ sinଶ(𝜓) + 𝑛⟘

ଶ sinଶ(𝜓)

− 𝑛⟘, (3-16) 

This changes the colour observed as different wavelengths go through minima and maxima.   

 Thickness Measurements  

LC device spacing was measured prior to filling using a reflection microscope connected to UV-VIS 

spectrometer. Here, a white light source is used, and the light reflected from the cell normalized to a 

black background and a mirror .With the cell in place, some light reflects off the interface where light 

passes from the top substrate into air, then again when it passes from air into the bottom substrate. For 

specific, λ, this light will constructively interfere if,  

𝑛𝜆 = 2𝑑  

 

(3-17) 

and destructively interfere if, 

ቆ𝑛 +
1

2
ቇ 𝜆 = 2𝑑  

 

(3-18) 

where n is an integer. The reflected intensity as a function of λ was viewed using the spectrometer, 

where a series of peaks and troughs are seen as these subsequent constructive and destructive processes 

occur. The distance between the peaks was then used to find the device spacing (d), as for two 

neighbouring peaks (located at λ1 and λ2) are related to d by ,   

𝑑 =
𝜆ଵ𝜆ଶ

2(𝜆ଵ−𝜆ଶ)
. 

(3-19) 

To increase accuracy, peaks across the entire wavelength range of the spectrometer can be used. Here 

if m peaks are used, (3-19) is modified as,  
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𝑑 =
𝜆ଵ𝜆௠𝑚

2(𝜆ଵ−𝜆௠)
. 

(3-20) 

In this work, the cells were measured in five locations (in the middle and four corners), where the d 

value was their average, while the uncertainty (Δd) was their range.  

 Dielectric Spectroscopy 

 Fundamentals of Dielectric Spectroscopy  

Dielectric spectroscopy is a tool widely used in the analysis of liquid crystals and soft matter systems 

more generally[85,86]. Fundamentally, when undertaking a dielectric measurement, a sinusoidal 

voltage (𝑉෨ ) with angular frequency (ω) is applied across a test cell and a measurement of current (𝐼ሚ) 

made. Here if 𝑉෨  is written,  

𝑉෨ (𝜔) = |𝑉|𝑒௜ఠ௧ (3-21) 

𝐼ሚ lags behind by a impedance phase angle (φ), 

𝐼ሚ(𝜔) = |𝐼|𝑒௜ఠ௧ିఝ. (3-22) 

In an impedance analyser or dielectric bridge, some  𝑉෨  is applied between electrodes and the magnitude 

and phase of 𝐼ሚ measured. From these values, a number of parameters can be calculated. Firstly, the total 

complex impedance (Z*) of the system,  

𝑍∗ =
𝑉෨

𝐼ሚ
=

|𝑉|

|𝐼|
𝑒௜ఝ = |𝑍|𝑒௜ఝ = 𝑅 + 𝑖𝑋. 

(3-23) 

φ may be written in terms of the real and imaginary parts of impedance (resistance, R, and reactance, 

X, respectively), 

𝑡𝑎𝑛𝜑 =
𝑋

𝑅
. 

 

(3-24) 

In LC science, it is usual to use dielectric spectroscopy to measure device capacitance (C*), conductance 

(G) and capacitance phase angle (δ). Here [205],  

𝐶∗ =
1

𝑖𝜔𝑍∗
. 

(3-25) 

 

where,  

𝐶∗ = 𝐶ᇱ + 𝑖𝐶ᇱᇱ = |𝐶|𝑒௜ఋ , (3-26) 

Thus,  

𝑡𝑎𝑛𝛿 =
𝐶ᇱᇱ

𝐶ᇱ
=

1

𝑡𝑎𝑛𝜑
. 

(3-27) 
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Meanwhile,  

𝐺 =
1

𝑅
. 

(3-28) 

 

 Practical Dielectric Spectroscopy of Liquid Crystal Devices 

In this project dielectric measurements were undertaken to characterize both electronic and viscoelastic 

properties of materials. Here, LC sandwich devices (of either GR or square electrode type) were 

connected to a dielectric bridge (Agilent E4980A LCR meter), which allowed the applied frequency to 

be varied from 20Hz to 2MHz and voltage from 0-20V. The device temperature was controlled with a 

hotstage (Linkam TMS 93/95). This set up was mounted onto a microscope allowing the sample to be 

viewed while dielectric measurement was completed.   

The values C’ and G were converted into permittivity (ε’ or ε) and conductivity (σ) using standard 

equations for a parallel plate device,  

ε =
𝐶′

𝐶଴
 

(3-29) 

and  

𝜎 =
𝐺𝑑

𝐴
, 

(3-30) 

respectively. Here C0, d and A are the empty cell capacitance, device spacing and electrode area 

respectively.  

The discussion below demonstrates the data analysis procedure done for a typical NLC (5CB) in a 

square AWAT device. ε and σ of 5CB as functions of frequency for selected temperature are shown in 

Figure 3.15a-b. Values corresponding to the plateau values (εp and σp) were taken, where for this 

example any frequency in the region 500Hz-2MHz would be appropriate for ε, while 20Hz-10kHz 

would be appropriate for σ.  

As discussed in Chapter 2, the LC director undergoes a Freedericz transition when sufficient voltage is 

applied across it[32]. Example plots of the real part of ε* (ε) are shown in Figure 3.15c, where the 

frequency is chosen such that it is far from any relaxation processes. The intercept of ε(1/V) gives a 

value for ε(V∞), which for 5CB in a planar cell is ε||. The values ε⏊ and ε|| are compared to ε(V=0.05V) 

and ε(V=20V) in Figure 3.15e. 
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Figure 3.15. Dielectric spectoscopy results from 5CB contained in a planar aligned cell. (a) and (b), 
show frequency sweeps of  ε’ and σ. At frequencies lower than 100Hz an increase in  ε’ is seen which 
is associated with electrode polarization. At frequencies higher than 10KHz σ starts to increase due to 
the imperfect ITO electrodes. An arrow indicating increasing temperature is included. (c) The 5CB 
undergoing a Freedericksz transition. As voltage is increased the director reorients to maximally resist 
the field. (d) ε as a function of 1/V where the intercept approximately equals ε||. (e) The values of ε at 
V=0.05V and V=20V, in addition to the fitted values of ε⊥ and ε|| (c). (f) Shows the values of the splay 
(k11) and bend (k33) elastic constants obtained by fitting (c).  
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The curves of ε(V) shown in Figure 3.15c were fitted to obtain elastic constants (kii). This was done 

using a programme written in Matlab by Brimicombe[206]  to fit the equations given in section 2.4.4. 

for 𝛥𝜀>0 materials in planar cells[100,101]. For a certain ε(V) curve the programme aims to put values 

ε||, ε⟘, k11, k33 and θp were outputted. Here, as approximate values of  ε|| and ε⟘ are already determined 

from Figure 3.15c-d, the ranges these values can adopt in fitting are set to these values ±5%, while 

pretilt is permitted to be  in the range given by the manufacturer data sheet [73]  ±2°. Fittings from this 

programme are shown in Figure 3.15c, while the outputted elastic constant values k11 and k33 are shown 

in Figure 3.15f. Comparing with literature, these values are in reasonable agreement with the error in 

kii taken to be around 20% [207], which is likely caused by the square electrodes. Slight modifications 

were made to the programme for  homeotropic cells filled with Δε<0, where the values of k11 and k33 

are switched, as are ε|| and ε⟘[208].  

 Diffraction Analysis  

Diffraction analysis was used to investigate the performance of hydrodynamic Diffractive Optical 

Elements (DOEs) . The quantities of interest were efficiencies (ηm) and steering angles (θm). A diagram 

of the experimental set up used is shown in Figure 3.16. A polarized laser beam is passed through the 

device normal to the enclosing glass surfaces, which is then diffracted onto a screen at distance (D). 

Here D should be as large as practically possible to ensure conditions of Fraunhofer diffraction are valid 

[175].   

For the set up shown in Figure 3.16 diffraction angles were measured using trigonometry,  

tan𝜃௠ =
𝑥௠

𝐷
.  

(3-31) 

By standard error propagation, the error in θm (Δθm) is calculated to be,  

𝛥𝜃 =
𝛿𝜃

𝛿𝑥௠
𝛥𝑥௠ =

𝛿 ൬𝑡𝑎𝑛ିଵ ቀ
𝑥௠
𝐷

ቁ൰

𝛿𝑋
𝛥𝑥௠ =

𝐷

𝐷ଶ + 𝑥௠
ଶ

𝛥𝑥௠. 

 

(3-32) 

 

Meaning for a diffraction spot at D=50cm and 𝑥௠=5cm, θm=5.7° and Δθm=0.1° when measured to mm 

precision.  

Measurements of intensity were made either using a single pixel photodiode from Thorlabs (PDA8A/M) 

or a beam profiler (Thorlabs, BC106N-VIS). Further details will be given section 5.2.6.  
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Figure 3.16. Schematic of diffraction experiment. Here the laser passes from the source through a 
polarizer to ensure desired polarization and through the device. The diffraction pattern is then viewable 
at a distance D.  

 

3.3 Summary  

This chapter introduced some of the general experimental techniques including cell fabrication, optical 

microscopy, photolithography and dielectric spectroscopy utilized throughout this work. More 

specialized experimental techniques will be presented where appropriate in subsequent chapters.  
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Chapter 4 Modelling Diffractive 
Optical Elements 
 

4.1 Introduction 

 Chapter Overview and Motivation  

As discussed in section 3.2.1, the birefringence, Δn of NLCs means the optical phase difference (ϕ) 

experienced by transmitted light is dependent upon the relative orientation of the director (n) and the 

light’s electric field polarization vector (E)[209]. For light of a certain optical polarization, passing 

through a NLC slab of thickness, d in the z direction, the ϕ(x,y) experienced by light can be written as 

[203,210],  

𝜙(𝑥, 𝑦) =
2π

𝜆
න (𝑛ୣ୤୤(𝑥, 𝑦, 𝑧) − 𝑛⟘)𝑑𝑧

𝑑

0

. 
(4-1) 

Here λ is the wavelength of light, n⟘ is the refractive index perpendicular to the director and neff is the 

effective refractive index. If n is varying zenithally (Figure 4.1a) the value neff can be written as[5],  

𝑛ୣ୤୤(𝑧) =
𝑛||𝑛⟘

ට𝑛||
ଶ𝑠𝑖𝑛ଶ𝜓(𝑧) + 𝑛⟘

ଶ 𝑐𝑜𝑠ଶ𝜓(𝑧)

. (4-2) 

while for radial variations (Figure 4.1b), 

𝑛ୣ୤୤(𝑧) = 𝑛||
ଶ𝑠𝑖𝑛ଶ𝛺(𝑧) + 𝑛⟘

ଶ 𝑐𝑜𝑠ଶ𝛺(𝑧). (4-3) 

Here, n|| is the refractive index parallel to n, while ψ and Ω are angles shown in Figure 4.1. These optical 

properties, coupled with n being controllable with a variety of stimuli allows NLCs to be used to create 

wide variety switchable diffractive optical elements (DOEs) using both zenithal and radial director 

control [28,29,33,111,115,136,180,211].  
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Figure 4.1. Example of director (purple) and light (red, crossbar indicates polarization) geometries. 
(a) Azimuthal rotation (x-polarized light with the director in the x,z plane). (b) Radial rotation (x-
polarised light with the director in the x,y plane).  

When creating NLC DOEs, controlling the ϕ(x,y) profile arbitrarily across the entire device is a 

challenging goal, which has been worked towards with a variety of methodologies for many 

decades[28,29,33,111,115,136,180,211]. Often, different methods employed result in different ϕ(x,y) 

profiles, which are not of a standard type (sinusoidal, square, blazed etc). This means that in order to 

compare promising avenues, the ability to predict the resultant diffraction efficiencies of any ϕ(x,y) 

structure is highly desirable. This is due to it enabling theoretical limits of imperfect DOE to be 

estimated before fabrication. This is highly relevant to any industries interested in creating DOEs, 

including:  space[185], virtual/augmented reality [212,213] and smart window[214]. This calculation 

of theoretical efficiencies of imperfect DOEs will be the central focus of this chapter.  

The chapter is structured as follows. Firstly, the background concepts and equations for scalar 

diffraction theory are introduced. Here, Fraunhofer (far-field) diffraction is assumed as it allows the use 

of Fourier transforms to calculate resulting diffraction patterns. This is followed by an overview of the 

modelling programme and the way it operates. To validate the methods and programme, the diffraction 

spectra of several standard gratings are modelled, where excellent agreement with analytical solutions 

is obtained. Finally, the techniques are applied to three optical systems relevant to current research in 

NLC DOEs. Of these more novel systems, the first system “Stepwise Phase Structures in Nematic 

Liquid Crystals” had previously been investigated by Niv et al [215], however the latter two are not 

readily available in literature.   
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 Scalar Diffraction Theory  

 Diffraction Angles  

This section starts by introducing the necessary optics of scalar diffraction theory, where the standard 

text by Goodman has been followed [174,175].  The gratings being considered in this work are optically 

thin and so of the Raman-Nath (RN) type [173] (see section 2.5.3), meaning the diffraction angles are 

described using the grating equation    

𝑚𝜆 = 𝛬௚௥𝑠𝑖𝑛𝜃௠ =
2𝜋

𝑞௚௥
𝑠𝑖𝑛𝜃௠, 

 (4-4) 

 

where m is the order number, Λgr is the grating period, qgr is the wavenumber,  and θm is the diffraction 

angle.  

 Diffraction Order Intensities 

The intensities of diffractive orders (Im), depend both upon the shape of ϕ (fgr) and its maximum value 

(ϕmax). For calculation Im, scalar diffraction theory may be used. Here, the goal is to form an optical 

field (Ut) on a surface Σ’(x’,y’), and predict the resulting optical field (Udiff) on another parallel surface 

Σ(x,y) (separated by distance z,  see Figure 4.2). These optical fields (U) are related to the measurable 

optical intensity (I), by  

𝐼 = |𝑈|ଶ.  (4-5) 

From an experimental perspective, Ut represents the wave fronts of light having passed through a RN 

grating. Here, if the optical field before the grating is Ui, Ut may be written [174]   

𝑈௧(𝑥ᇱ, 𝑦ᇱ) = 𝑡௚௥(𝑥ᇱ, 𝑦ᇱ) ∙ 𝑈௜(𝑥ᇱ, 𝑦ᇱ), (4-6) 

where tgr is the optical transmittance function of the grating that manipulates Ui in some way.  

For a specific Ut, Udiff  may be calculated (assuming Fraunhofer diffraction) using[174,175]  

𝑈ௗ௜௙௙(𝑥, 𝑦) =
𝑒௜௞௭𝑒

௜௞
ଶ௭൫௫మା௬మ൯

𝑖𝜆𝑧
න 𝑈௧(𝑥ᇱ, 𝑦ᇱ)𝑒

ቂି௜
ଶగ
ఒ௭

൫௫௫ᇲା௬௬ᇲ൯ቃ

ஶ

ିஶ

𝑑𝑥ᇱ𝑑𝑦ᇱ

=
𝑒௜௞௭𝑒

௜௞
ଶ௭൫௫మା௬మ൯

𝑖𝜆𝑧
ℱ{𝑈௧(𝑥ᇱ, 𝑦ᇱ)}, 

  

(4-7) 

 

where ℱ represents the Fourier transform operator. A full derivation of (4-7) can be found in 

Goodman[174,175].  
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Figure 4.2. Image illustrating Raman-Nath diffraction where parameters Ui, tgr, Ut, θm, Udiff, Σ and Σ’ 
are shown.  

The diffraction pattern from any RN grating in the Fraunhofer regime may be predicted for some Ut by 

solving equation (4-7). In equation (4-6), Ut  is written as a combination of two components, where the 

input optical field (Ui) will usually be simple (being a laser beam with either a Gaussian or unit 

amplitude), while the grating’s manipulation (tgr) is complicated, but periodic. To calculate Udiff, tgr may 

be written [175]  

𝑡௚௥ = |t|𝑒௜థ, (4-8) 

where values of |t| smaller than unity indicate losses in absolute transmitted optical intensity (amplitude 

modulation), while changes in ϕ indicate changes of relative optical phase (phase modulation). Thus, 

the tgr for amplitude-only gratings (tA) may be written   

𝑡஺(𝑥ᇱ, 𝑦ᇱ) = ቀ1 − 𝛼௠௔௫ ∙ 𝑓௚௥(𝑥ᇱ, 𝑦ᇱ)ቁ,  (4-9) 

while for phase-only modulation (tϕ),  

𝑡థ(𝑥ᇱ, 𝑦ᇱ) = 𝑒௜
థ೘ೌೣ

ଶ
∙௙೒ೝ൫௫ᇲ,௬ᇲ൯. 

 (4-10) 

Here, fgr(x’,y’) is a function describing the ‘shape’ of the grating (e.g. sine, square, sawtooth etc) and is 

a  normalised function (between zero and unity) with period Λgr. Meanwhile, αmax and ϕmax are the 
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maximum amplitude and phase modulation of the gratings, respectively. Plots of some examples of fgr 

for several periodic 1-D diffraction gratings are shown in Figure 4.3. In this work, due to the nature of 

optical modulation in NLCs, the focus will be on phase gratings.  

 

Figure 4.3. Several periods of grating functions fgr which are put into equations  (4-9) and (4-10) to 
create transmittance functions of the amplitude and phase type respectively. (a-c) Sinusoidal, square 
and blazed gratings, respectively.  

For simple tgr gratings (sinusoidal, square etc) equation (4-7) may be solved analytically to obtain 

expressions for Udiff. However, for more complex tgr, the expressions become very complicated. In these 

cases, equation (4-7) must be solved computationally, which is the approach taken in this work.  

Whether solved analytically or computationally, for any periodic tgr, the solution to equation (4-7) will 

have m regions of strong constructive interference. These are diffraction orders, and their locations are 

described by the grating equation (equation (4-4)). Their intensities (Im) can be found by integrating the 

area under the intensity peaks located at these orders   

𝐼௠ = ඵ 𝐼ௗ௜௙௙𝑑𝑥𝑑𝑦
௣௘௔௞

. 
 (4-11) 

where, 

𝐼ௗ௜௙௙ = |𝑈ௗ௜௙௙|ଶ.  (4-12) 

The values Im can then be used to measure the absolute (ηm) and relative (ξm) efficiencies of the 

diffraction gratings[174,175],  

𝜂௠ =
𝐼௠

∑ 𝐼௠௠
. 

 

(4-13) 

 

and  
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𝜉௠ =
𝐼௠

𝐼଴
=

𝜂௠

𝜂଴
. 

 

(4-14) 

4.2 Methods  

To perform numerical calculations, a script was written in Python, which allowed the calculation of Udiff 

for any Ut. The steps involved are illustrated in a flow chart in Figure 4.4. Here, the surface Σ’ was 

defined as a 2-dimensional grid of NxN points from –L/2 to L/2 with the points evenly distributed. This 

leads to a number density of points (ρN), where 

𝜌ே =
𝑁

𝐿
. 

(4-15) 

Generally, the value ρN must be high enough relative to Λgr to describe the desired fgr. For this purpose, 

a number of points within a single period (NΛ) is useful to record, where 

𝑁௸ = 𝜌ே𝛬௚௥. (4-16) 

For analysis of gratings, Ui was always chosen to be a unit amplitude Gaussian illumination centred on 

zero:  

𝑈௜(𝑥′, 𝑦′) = 𝑒
ିቆ

௫ᇲమ

ଶఙమ ା
௬ᇲమ

ଶఙమ ቇ 
, 

(4-17) 

where 𝜎 was chosen to be 0.1mm. The choice of Gaussian illumination was made as it significantly 

simplifies the results (because the Fourier transform of a Gaussian is also Gaussian).  

The functions tgrat of the phase gratings were defined using equation (4-10), where fgr was varied to 

examine gratings of different shape. This allowed Ut to be calculated by multiplying Ui elementwise by 

the chosen tgr. Once Ut was defined, equation (4-7) was solved for Udiff. The Fourier transform was 

performed using the python function “scipy.fftpack.fft2”, and then shifted to the desired grid using 

“numpy.fft.fftshift” (Documentation of these specific functions can be found in [216], while general 

usage of NumPy operation can be found in [217]). Idiff was then calculated using equation (4-5). 

The individual diffraction orders in Idiff were then fitted with 1-D Gaussians 

𝐼ௗ௜௙௙ = |𝑈ௗ௜௙௙|ଶ = 𝐻୫𝑒
ି

(௫ି௫ౣ)మ

ଶఙ೘
మ

, 
(4-18) 

where the fitting parameters Hm, xm and 𝜎m give the peak height, position and width of the peaks, 

respectively. The values θm and Im could then be calculated using 
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𝜃௠ = 𝑡𝑎𝑛ିଵ
𝑥୫

𝑧
, (4-19) 

and  

𝐼௠ = √2𝜋𝐻଴𝜎௠,  (4-20) 

respectively. Once Im values were obtained, equation (4-13) was used to find values ηm.  

The process outlined gives the general process for a single grating with a certain fgr and ϕmax, therefore 

in order to obtain trends, the process was repeated varying these parameters. This is shown in Figure 

4.4, where the pink arrow indicates repeating the process many times.   

 

Figure 4.4. Flow chart showing the general operation of the programme designed to use for the analysis 
of the grating structures in this thesis. The routine can be used to analyse gratings of any standard 
shape.   



 
 

 60 
 

4.3 Model Validation with Simple Gratings 

 Analysis of the Sine Phase Grating 

Before applying the programme to more complex diffractive systems and then to liquid crystal device 

gratings, correct operation was checked by analysing standard gratings, which are well characterised in 

literature. Here, values of θm and ηm were compared to the known analytical solutions.  

The first grating discussed is a sinusoidal phase grating. For this, the following system parameters were 

chosen: N=2000, L=1mm, σ=0.1mm, λ=589nm and z=100mm. The tgr used for this grating (𝑡థ,௦௜௡௘) was 

defined as,  

𝑡థ,௦௜௡௘ =  𝑒௜
థ೘ೌೣ

ଶ
∙௙೒ೝ(௫ᇲ) = 𝑒 ௜

థ೘ೌೣ
ଶ

ୱ୧୬ (௤೒ೝ௫ᇱା
గ
ଶ

). 
(4-21) 

Λgr was chosen to be 20μm giving NΛ=40.  

Figure 4.5a shows an example of the resulting Ut where ϕmax=0.5. Here, the real component, imaginary 

component and modulus are included. Using equation (4-7), Udiff for the sine phase grating is written 

𝑈ௗ௜௙௙(𝑥, 𝑦) =
𝑒

௜௤೒ೝ

௭ ൫௫మା௬మ൯

𝑖𝜆𝑧
ℱ ቐ𝑒

ିቆ
௫ᇱమ

ଶఙమ ା
௬ᇱమ

ଶఙమ ቇ
× e ௜

థ೘ೌೣ
ଶ

ୱ୧୬ (௤೒ೝ௫ᇱା
గ
ଶ

)
ቑ, 

 

(4-22) 

which is solved using Python’s FFT package.  

The Udiff and Idiff results are plotted against θx in Figure 4.5b-c respectively. Here, the m=±1 orders can 

be seen on either side of the m=0. These peaks were fitted using equation (4-18) and compared to 

analytical solutions. Firstly, the period of the grating was varied and the order positions (θm) compared 

to those given by equation (4-4). Results of this are shown in Figure 4.5d, where excellent agreement 

(within 0.1% error) with the grating equation was found.  

The same method was applied for values ηm, where the analytical solution has been be shown to be[175] 

𝜂௠ = 𝐽௠
ଶ ൬

𝜙௠௔௫

2
൰, 

 (4-23) 

where Jm is a Bessel function of the first kind of order m. Figure 4.5e-f show results of ηm and ξm 

compared to equation (4-23). Here, the calculated ηm was found to have less than 1% error in the m=0 

and m=1 peaks and less than 10% error in m=2-3. These errors are reasonably small for the first two 

diffractive orders, which are of most interest to this work. They are likely to arise from the finite NΛ. 

However, increasing this value rapidly increases the calculation time. In Figure 4.5f, it should be noted 

that ξm may be greater than 100%, this is correct, and simply means that ηm > η0 which is common for 

phase only DOEs.  
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Figure 4.5. Plots related to the calculation of diffraction efficiency for a sinusoidal phase grating. 
Regions of interest indicated by the dashed green boxes are magnified and plotted in solid green boxes 
inset top left. (a) Shows the real, imaginary and modulus of Ut. (b) and (c) show Udiff and Idiff as functions 
of θ, respectively. Once fitted, (d), (e) and (f) show resulting θm, ηm and ξm, respectively, where each is 
compared to the analytical solution (lines).  
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 Other Standard Gratings  

The method employed for the sinusoidal grating was extended to other standard grating structures such 

as square and blazed, using the same system parameters as for the sinusoidal phase grating. Figure 4.6a 

shows the plot of ηm for a square phase grating, where it is compared to the theoretical [218], 

𝜂଴ = 𝑐𝑜𝑠ଶ ൬
𝜙௠௔௫

2
൰ 

  (4-24) 

and  

𝜂௠ =
4

𝜋ଶ𝑚ଶ
𝑠𝑖𝑛ଶ ቀ

𝜋𝑚

2
ቁ 𝑠𝑖𝑛ଶ ൬

𝜙௠௔௫

2
൰. 

 (4-25) 

Here, excellent agreement is observed, where it should be noted equation (4-25) implies all even m have 

ηm=0, which was also seen in results.  

Similarly, Figure 4.6b shows ηm for a blazed phase grating. Here, due to the asymmetry of the blazed 

structure, the values ηm for ±m orders are not equal; this is shown for m=±1. At ϕmax=2π, ηm=1=100%; 

this is a key to many NLC diffractive beam steering devices where practically creating switchable, 

ϕmax=2π blazed phase profiles are desirable for efficient wide-angle beam steering 

[28,29,33,115,136,180,211]. No analytical solution for ηm(ϕmax) in blazed gratings was found in 

literature to compare to results in Figure 4.6, however, the results appear to agree with calculations 

recently made by Harvey and Pfisterer in their review of the topic[219].  

 

Figure 4.6. Plots of ηm as a function of ϕ in a square (a) and blazed (b) grating. Here in (a), lines are 
included that plot the analytical solutions for a square phase grating given in equations (4-24) and 
(4-25).   
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4.4 Applications of Diffraction Calculations to 

Liquid Crystal Beam Steering Devices  

 Introduction 

In examining the diffraction from a blazed phase grating in section 4.3.2, their ability to create 100% 

efficient wide angle beam steering structures has been demonstrated. This leads to them being widely 

used as beam steering components[219–222], where incorporating LCs to allow for switchable 

behaviour is a broad field of research[28,29,33,111,115,136,180,211]. Here, although NLCs have 

excellent switchable behaviour, it is challenging to force them to adopt a perfect blazed grating structure 

while maintaining the ability to switch. Any imperfections in the blazed structure lead to losses in 

efficiency, however as the methods of controlling n will usually not lead to a standard ϕ structure, 

predictions of diffraction efficiencies are often not quoted in the literature. This leads to numerical 

calculations such as demonstrated in section 4.3 being highly useful in predicting the quantity and nature 

of these losses, to inform research direction. This will be the focus of the remainder of this chapter, 

where we will investigate various imperfections which occur in NLC DOEs, explain why they occur 

and predict losses due to them.   

 Stepwise Phase Structures in Nematic Liquid Crystals  

The first example of an imperfect blazed grating structure is one where ϕ is made up of several digital 

steps instead of a continuous linear phase ramp. Practically, this optical structure often occurs due to 

limitations in the practical fabrication of uniform phase ramps. Two examples of where the linear phase 

ramp becomes digitized in NLC devices are, (1) using digital physical inclusions of different refractive 

index to encase the NLCs [223]  (Figure 4.7a),  and (2) using photoalignment to reorient successive 

patches of NLC alignment to create digital Pancharatnam-Berry structures [180–182,215] (Figure 4.7b).  
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Figure 4.7. How stepwise ϕ profiles can be induced on transient light from several optical components. 
(a) The effect of digital dielectric structures and (b) a digital director reorientation achieved with 
techniques such as photoalignment.  

The shape of ϕ (fgr) chosen to represent the digital grating is shown in Figure 4.8a, where the blazed 

grating is approximated by S steps of equal height. This means as S tends to infinity the grating becomes 

a perfect blazed grating. Here, ηm was found as both S and ϕmax are varied. In 2004, Niv et al. also 

modelled this system [215], where intuitive increases in ηm=1 towards 100% was seen as S tended to 

infinity. These results will be compared to those obtained by our calculations, which allows an 

additional check of calculation accuracy.    

The chosen system parameters were: N = 4000, L = 1mm,  σ = 0.1mm, λ=589nm, z= 100mm and 

Λgr=20μm (giving NΛ=80), and results of the model are shown in Figure 4.8b-d. Here, Figure 4.8b 

shows the values η1 for several S as ϕmax is varied from zero to 2π. Here, as expected, the maximum 

value of η1 (ηopt) increases towards 100% as S increases. Also, the value of ϕmax at which ηopt occurs 

(ϕopt) increases from ϕopt= π when S=1 to ϕopt=2π when S is infinite. This is significant in the effective 

optical design of digitized diffractive optical components, as it allows the value ϕmax to be tuned in 

fabrication to ensure highest η1 for certain S (for example if only 4 steps were practically possible, but  

ϕmax=2π was used, η1 would be 70%, while at ϕmax= ϕopt it would be 85%).  

Figure 4.8c-d shows the calculated values of ηopt and ϕopt as functions of S. Here, the error in ϕopt was 

taken as half the difference between a value ϕmax and the subsequent value (here 
గ

ଶ଴
). The error in η1 

was approximated as 1%, as this is the maximum difference seen between the modelled and analytical 

solutions in section 4.3.  In Figure 4.8c, a theoretical plot  of ϕopt against S is shown, which is obtained 

from: 
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𝜙௢௣௧(S) = 2π ൬1 −
1

𝑛
൰ = 2π ൬1 −

1

𝑆 + 1
൰, 

 (4-26) 

 

Figure 4.8. The effect of digitizing a blazed grating on resulting diffraction patterns. (a) A blazed 
gratings ϕ(x) split into S individual steps or n levels (not including zero or ϕmax). (b) The efficiency of 
the m=1 order as ϕmax is increased for several S. ηopt and ϕopt  are marked as the maximum values of 
η1 and the ϕmax at which they occur. (c) and (d) Show the values ηopt and ϕopt as S  is varied, (c) includes 
equivalent results from Niv et al[215], where good agreement is found. (d) Includes the fit from 3rd 
order polynomial fit given in equation (4-27). (e) Illustrates the origin of equation (4-26). The best 
approximation a digital grating of n levels can make to a blazed grating is shown. To have maximum 
efficiency (ηopt) ϕ < 2π, whereas in a perfect blazed grating ϕ=2π would give the highest efficiency.  
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here n is the number of individual levels where ϕ/ϕmax≠ 0 or 1  (meaning n=S-1, see Figure 4.8a). The 

reason for the form of equation (4-26) is illustrated in Figure 4.8e, where it is shown that the most 

accurate approximation of a blazed grating made of n levels, has a ϕmax which is 2π/n times less than 

2π. In Figure 4.8d the results of Niv et al. are also included for comparison[215], which can be seen to 

be in complete agreement. Here, the behaviour of ηopt with S was found to be well described by a 3rd 

order polynomial fit,  

𝜂௢௣௧(𝑆) = 𝑘଴ + 𝑘ଵ ൬
1

𝑆
൰ + 𝑘ଶ ൬

1

𝑆
൰

ଶ

+ 𝑘ଷ ൬
1

𝑆
൰

ଷ

, 
 (4-27) 

where k0-k3 were found to be 1.003 ± 0.002, -0.23 ± 0.03, -1.32 ± 0.09 and 0.95 ± 0.07 respectively, by 

numerical fitting. The 3rd order polynomial was used as significant over-fitting was apparent for 4th 

order, while 2nd order had significantly higher summed squares.  

These results will be most useful to those creating digital blazed grating beam steering components, 

where the desired grating period (Λgr) is not far larger than minimum fabrication feature size (wfab). 

Here, there will be a trade-off between steering angle and efficiency as higher S increases η1, while 

smaller Λgr allows wider steering (equation (4-4)). How this is used will depend on situation and 

application. For example, if a digital blazed grating is required with θ>11.3° for λ=589nm (Λgr=3μm), 

where one fabrication technique offers wfab=0.2μm while another has wfab=0.5μm, but has some 

associated advantage (time, cost etc), what will be the loss in efficiency? Here, the maximum S will be 

14 and 5 for the 0.2 μm and 0.5 μm methods, respectively. In this case equation (4-27) may be used to 

find optimum efficiencies for each technique (ηopt= 98% and 91%, respectively), while (4-26) will give 

the ϕmax required to achieve these (1.84π and 1.5π, respectively). Thus, results presented here can not 

only predict efficiencies but also aid in device fabrication.  

 Stepwise Phase Structures with Linear Connects    

Although the model discussed in section 4.4.2 is a good first approximation of a digital blazed grating, 

in real NLC diffractive components, it is unlikely to be an accurate description. This is due to the sudden 

changes in ϕ from step to step, which indicates that the director reorients from one orientation to another 

within an infinitesimally small width. This does not occur in practice, instead, the director smoothly 

reorients from one orientation to another. Determining the accurate phase profile of such systems would 

require significantly more sophisticated modelling than is presented here, as the device spacing, elastic 

constants, and orientation mechanism would all affect the resulting phase profile. 

In this section, the next simplest case is considered to avoid such complexities, where the outgoing 

phase profile undergoes a linear change between each step, making it discontinuous in gradient only 

rather than value (see Figure 4.9). This model would be suitable where the method of controlling n is 

pixelated, but n is allowed to continuously vary from one orientation to the next. For example, in Liquid 
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Crystal on Silicon devices pixelated electrodes can be used to strongly control n locally, but it is still 

free to reorient smoothly between pixels[4,28,136,178,224,225]. Similarly, if a digitally changing 

alignment layer is used to create the varying ϕ, the director will still smoothly reorient in the 

bulk[168,180,215,226], somewhat smoothing the shape of fgr.  

 

Figure 4.9. The effect of parameter χ on the n=6  digital-linear structure. Left shows a purely digital, 
right purely linear and the middle an intermediate case.  

 In this model, the same system parameters as in section 4.4.2 were used. A parameter χ was defined to 

describe the proportion of each step 

𝜒 =
𝑤௙௟௔௧

𝑤௟௜௡௘௔௥ + 𝑤௙௟௔௧
.  (4-28) 

Here, wflat and wlinear are the widths of the flat and linear regions, respectively. These are illustrated in 

Figure 4.9. From results presented in sections 4.3.2 and  4.4.2, the values of ηopt(n) and ϕopt(n) in the 

limits χ=0 and 1 are already known (for χ=0, ηopt  is always 100% and ϕopt=2π , for χ=1, ηopt  and ϕopt 

are shown in Figure 4.8).  

To examine the intermediate cases, ηopt and ϕopt were found as n and χ were varied. Here, n=6 was 

examined in detail, with several χ values between zero and one. For n=6, the values of ηopt and ϕopt as 

χ is varied are shown in Figure 4.10a and b. In Figure 4.10a the value of ηopt(χ) was fitted with expression  

𝜂௢௣௧(𝑛, 𝜒) = 𝜂௢௣௧(𝜒 = 0) − 𝐴(𝑛)𝜒ଶ,  (4-29) 

where A is a parameter with a specific value for a certain n. Here a small (~0.3%) discontinuity is found 

compared to the analytical solution at χ=0. This discontinuity is likely to be caused by finite NΛ. The 

data was renormalized to account for this, so the fitting at χ=0 was 100%. To account for this 

uncertainty, an error of 0.3% was then used for all points. The new normalized data is shown in  Figure 

4.10c, where the expression given in (4-29) reduces to  

𝜂௢௣௧(𝑛, 𝜒) = 1 − 𝐴(𝑛)𝜒ଶ.  (4-30) 
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Figure 4.10. Plots of efficiency of the linear-parted staircase. (a) The initial output of ηopt when n=6 as 
χ is varied (black squares). This is compared to the analytical solution (red circle). (b) The value ϕopt 
as χ is varied. (c) ηopt as χ is varied, where the values shown in (a) have been renormalized so the fit of 
ηopt=100% at χ=0. (d) Data from other n (4,8 and 10) in addition to n=6. (e) Shows A(n) where equation 
(4-31) was used to fit the data. (f) Shows equation (4-34) plotted out to give ηopt(χ, n).   
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Figure 4.10d shows the data obtained for other n in addition to n=6 with fittings using equation (4-30). 

From these fits, values of A(n) were obtained as 0.1885 ±0.0005, 0.0906 ± 0.0009, 0.051 ± 0.001 and 

0.036 ± 0.002 for n=4, 6, 8 and 10,  respectively. The errors were taken from numerical fitting, which 

is likely to overestimate the level of confidence. These are plotted in Figure 4.10e, where several fitting 

functions were used to attempt to describe the data, and the best found to be: 

𝐴(𝑛) =
𝑘

𝑛ఈ
, 

 (4-31) 

where k and α are constants found to be 2.37±0.07 and 1.83±0.02, respectively. Again, errors are taken 

from numerical fitting. It should be noted this function also describes the results given in section 4.4.2. 

However, as there are comparatively fewer n values used to fit the data, equation (4-31) was considered 

more appropriate here, as equation (4-27) has a higher number of free parameters, so is likely more 

prone to overfitting. Combining equations (4-30) and (4-31), the following empirical description of ηopt 

was reached,  

𝜂௢௣௧(𝑛, 𝜒) = 1 −
𝑘𝜒ଶ

𝑛ఈ
. 

 (4-32) 

Figure 4.10f shows equation (4-32) plotted for several n. This further enables design of many phase-

only diffractive elements where trade-offs between creating linear and digital regions need to be 

assessed quantitatively. In using equation (4-32), the expression is less accurate for very inefficient 

systems (for example, if n=1 and χ=1 ηopt is negative, which is not physical). This is due to the least 

efficient data point contributing to the system being a n=4 χ=1 which has ηopt>80%. For this reason, 

(4-32) should only be used when ηopt>80% (whenever n>4 or χ<0.3).  

These results indicate that the linear regions between the digital steps continuously increase the 

efficiency between the all-digital and all-linear cases. The trend is non-linear (being fit well by a square 

relation). In principle, this elevates the potential of NLC materials for beamsteering applications, due 

to their natural tendency to continuously vary orientation, so that they adopt more efficient phase delays 

than for example a digitally rotating solid uniaxial crystal. 
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 Smoothed Phase Gratings 

The final system examined is a smoothed blazed grating structure. Here, the sharp features seen in 

previous sections are smoothed. This smoothing often occurs within many NLC DOEs due to the high 

elastic energy cost of the director undergoing sharp reorientations. Therefore, such smoothed structures 

are relevant for diffractive LCOS devices based electrode modulation[4,28,136,178,224].  Similarly, 

the smoothed structures are relevant in Zenithal Bistable Devices (ZBD), where a smoothed blazed 

grating shape is found to help achieve bi-stability[59,227–229], meaning this system may be highly 

relevant for understanding bi-stable beam steering components[230].  

To examine the effect of smoothing, firstly a suitable fgr is required. Here, the function 

𝜙(𝑥′)

𝜙௠௔௫
= 𝜅(𝛽)

1 + tanh(2𝛽𝑥ᇱ) − 2𝑥ᇱ

2
, 

 (4-33) 

within limits -0.5 and 0.5 is used to describe a single period, where κ(β) is a coefficient that normalizes 

the rest of the function between the limits zero and unity. ϕ(x’)/ ϕmax is plotted for several β within these 

limits in Figure 4.11a. Equation (4-33), approaches a perfect blazed grating as β tends to infinity, 

meanwhile when β is some finite value, it represents a more smoothed optical structure. The function 

can also be seen to be approximately periodic, where 

𝜙(𝑥′ = 0.5) − 𝜙(𝑥′ = −0.5)

𝜙(𝑥′ = 0.5)
× 100% < 0.1%, 

 (4-34) 

provided β>≈4.5.  

ηm was found as β and ϕmax were varied to examine the effect of smoothing. N=8000 and other system 

parameters were kept unchanged (NΛ=160). The results of ηopt and ϕopt are shown in Figure 4.11b and 

c, respectively. Here the reduction of ηopt  can be seen to be approximately linear with 1/β. The results 

are fitted with expression 

𝜂௢௣௧ = 1 −
𝑚

𝛽
,  (4-35) 

where m was found from fitting to be 2.00±0.04. 

The behaviour ϕopt is adequately described by an exponential decay  

𝜙௢௣௧ = 2𝜋𝑒
ି௪
ఉ , 

 (4-36) 
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where w was fitted to be 1.66±0.04. It should be noted both (4-35) and (4-36) are chosen for simplicity, 

and from results of Figure 4.11c-d can be seen to start to breakdown at values 1/β of around 0.15. 

 

Figure 4.11. Plots relating to the smoothed blazed grating diffraction. (a) The effect of varying β on 
grating shape. (b) The effect on diffraction efficiencies of the m=0 (triangles) and m=1 (circles) orders 
as ϕ and β are varied. (c) and (d) the calculated values ηopt and ϕopt, respectively as β is varied. They 
include fits using equations (4-35) and (4-36) respectively.  

These results have shown the losses in efficiency due to the curving of outgoing phase profile away 

from the perfect blazed case. As stated, this commonly occurs within NLC devices, so results may be 

useful to predict the limits for example of a ZBD bi-stable beam steering component. Interestingly, they 

can also be used in reverse, to garner information about a device form the resulting diffraction pattern. 

For example, if a ZBD surface relief structure of known refractive index (nZBD) was fabricated, and had 

a shape described by a certain β but was of unknown thickness(dZBD) this analysis could be used. If 

ηm=1 is measured practically, the corresponding value ϕmax can be found and used to obtain the 

maximum thickness of the grating (dZBD), using a slightly altered form of equation (4-1),  
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𝑑௓஻஽ =
𝜙௠௔௫𝜆

2π(𝑛୞୆ୈ − 1)
. 

(4-37) 

This could be useful as it allows quick approximate measurements of dZBD, avoiding the necessity for 

Scanning Electron microscopy which is usually necessary[231].  

4.5 Summary  

In this chapter, numerical methods that can be used to predict resulting diffraction efficiencies and 

angles of Raman-Nath diffraction gratings were presented. The necessary optics equations were 

introduced and the way they were put into a computer programme outlined. After this, the efficacy of 

the programme was established, by examining some well-characterised examples, then, it was used to 

examine the benefits and limitations of using NLCs to create blazed grating structures. Here, three 

systems were examined, where in each case the more the system deviated from the linear blazed profile, 

the more inefficiency was observed. In each section the application of these results has been discussed, 

where they can: (1) Aid device design (for example tuning ϕmax such that it equals ϕopt), (2) Give 

maximum predicted efficiencies for a particular approach and (3) analyse devices created to determine 

their structures.  

Although the results presented for these asymmetric gratings did not represent the gratings which were 

practically fabricated in this work (which were symmetric), it gives a thorough understanding of what 

is necessary for efficient devices. These ideas will be discussed further in Chapter 9, where after the 

intermediate chapters present work completed on hydrodynamic gratings, methods of optimizing their 

potential function as DOEs will be examined.   
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Chapter 5 Electrohydrodynamic 
Instabilities in Nematic Liquid 
Crystals  
 

5.1 Introduction  

This and the following chapter presents the results of using hydrodynamic patterns in Nematic Liquid 

Crystals (NLCs) to create ordered grating structures. In both chapters, ionic effects are used to induce 

well-defined electrohydrodynamic patterns, which are then assessed as diffractive optical elements 

(DOEs). The majority of results found in this chapter are published in reference [232] and those in 

Chapter 6 in reference [114]. This chapter provides the results of the effect of ionic conductivity, 

temperature and device spacing on the formation of electrohydrodynamic patterns. Chapter 6 presents 

an investigation of the role of elastic constants in the phenomenon.   

 Electrohydrodynamics and Electroconvection  

Electrohydrodynamics is the study of the dynamics of fluids containing charged particles being placed 

under electric fields [233]. It is a broad topic with applications in biology[234,235], energy storage[236] 

and astrophysics[237]. A simple and relevant example of electrohydrodynamic phenomena is 

electroconvection in an isotropic fluid containing ions. Here, when a voltage above some critical value 

(VC) is applied across the material, a net ion movement occurs, as under the Coulomb force the ions 

move to the oppositely charged electrode to resist the applied field (Figure 5.1a) [91,238,239]. This 

time dependence can be described relative to a charge relaxation timescale (τq)[240],  

𝜏௤ ≈
𝜀଴𝜀

𝜎
, (5-1) 

 where ε is the relative permittivity, ε0 is the permittivity of free space and σ is the material conductivity. 

The ions movement will be resisted by a viscous drag, which in addition to slowing the ions movement, 

induces flow within the material [241,242]. These flows are subject to dissipative processes, where the 

material redistributes the energy evenly to reach thermodynamic equilibrium[243].   
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Figure 5.1 The formation of electroconvective rolls in isotropic fluids. (a) Ions within a thin layer of 
dielectric material with a critical voltage (Vc) applied. The ions (orange and purple arrows) move to 
the opposite electrodes to oppose the applied field. (b) The point where the polarity of the applied signal 
is switching, where the ions spread laterally at the surfaces of the device (c) The device with switched 
polarity where ions now move to the other electrode. (d) A snapshot of a 2D cut of the system after 
several such cycles. Here, hydrodynamic rolls have formed with macroscopic charge separation 
(symbolized by Vions). These remain provided the AC voltage across the device is applied.   

If, instead of DC, an AC voltage of frequency ω is used, where, 

𝜔 ≪
1

𝜏௤
, 

(5-2) 

the ions then move to the other electrode when the voltage polarity switches. Here, the value VC is a 

function of ω as a larger Coulomb force is required to move the ions within a smaller time period. Over 

several cycles of switching polarity (Figure 5.1b-c), the ions often adopt hydrodynamic domains to 

optimize their transport through the fluid (Figure 5.1d)[244]. This also has the effect of creating charge 

separation within the material, which in turn creates an in-plane electronic potential difference (marked 

as Vions in Figure 5.1d)[22,23,245]. These patterned vortices can be varied in shape (1-D lines, 2D grids 

etc.), where their exact nature is the result of small fluctuations at the point of  formation (similar to 

those seen in other patterned forming phenomena such as Rayleigh Bernard Convection and Taylor-

Couette flows)[243,246]. However, at VC,  isotropic fluids usually adopt flow patterns with honeycomb-

like hexagonal unit cells[243–245].   
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 Electrohydrodynamic Instabilities in Nematic Liquid Crystals  

 Anisotropy in Electroconvection     

Due to NLC’s anisotropy of physical properties and the director (n) reorienting during the process 

[240,247,256,248–255], electroconvection in NLCs is significantly more complex than isotropic fluids.  

Here, due to the destabilising of n, the processes are often known as Electrohydrodynamic Instabilities 

(EHDI).  

The first observations of EHDI domains in NLCs were made by Williams [20,34] and Kapustin and 

Larinova in 1963[257]. NLC sandwich devices of planar homogenous (PH) alignment were filled with 

a NLC of negative permittivity anisotropy (Δε<0) and positive conductivity anisotropy (Δσ>0). When 

a voltage (V) is applied to such devices, no Fréedericksz transition  occurs due to the maximum ε already 

resisting the applied field[32]. However, at some critical voltage (VC) ordered 1-D domains form when 

viewed with Polarized Optical Microscopy (POM). These domains are caused by n tilting out from the 

aligned PH orientation, due to a combination of viscous drag and charge separation [22,23] (the different 

components of which are shown in Figure 5.2a-b). 

The anisotropy of the NLC phase can influence pattern directionality, as ions flow more easily along 

the axis of highest σ. This directionality can manifest in a number of ways, leading to different 

anisotropic patterns. One pattern is the Normal Roll (NR) mode, where the roll wave vector (qC) is 

parallel to the rubbing direction of  n(Figure 5.2c). This NR mode is the focus of our investigations.  

For comparison, Figure 5.2d shows the case of a positive Δε NLC in a homeotropic (HT) aligned device. 

Here, the observed domains have no clear directionality, and are similar to those seen in isotropic fluids, 

due to lack of preferential direction of ion flow at the point of formation[239,243,258,259]. 
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Figure 5.2. EHDI in NLCs. (a) and (b) show cartoons of the director field, where dual forces of viscous 
flow (a) and electric potential (b) act to reorient a NLC with negative Δε and positive Δσ. (c) A 
photograph of the Normal Roll (NR) mode in a PH NLC device. The domains are well ordered with qC 
pointing in the device alignment direction (black arrow). (d) The equivalent domains in a NLC HT cell. 
As no preferential direction exists for the domains, they form a more hexagonal pattern more typical of 
isotropic fluids. In both the white line is 100μm.  
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 Map of the Frequency Voltage Space  

The NR mode is one of many patterns which may occur as the frequency (f) and voltage (V) applied to 

a PH (Δε<0, Δσ>0) device are varied. A typical map of the different textures is shown in Figure 

5.3[249,253]. Here, flexoelectric effects are neglected due to such effects not being seen to manifest in 

the presented work. This is likely due to the high conductivities dominating EHDI behaviour making 

such effects negligible. The frequency space is typically divided into conduction (f<fdiel) and dielectric 

(f>fdiel) regimes, where[260,261], 

𝑓ௗ௜௘௟ ≈
1

𝜏௤
. 

(5-3) 

The patterns usually observed are listed below: 

i. Normal Rolls (NR) are uniformly aligned with qC parallel to the rubbing direction. They 

appear at VC in the frequency range: flif < f< fdiel. At lower frequencies within this 

range[249,255],  

𝑞஼ = |𝒒𝑪| ≈
𝑑

𝜋
,   

(5-4) 

and increases in value with f[240].   

ii. Oblique Rolls (OR) are similar to NR rolls in appearance, but have a helicoidial flow pattern 

which leads to  two degenerate qC at angles ±α to the rubbing direction[262,263]. As f increases 

α reduces until they become the NR mode at flif.  

iii. Undulating Rolls (UR). At a voltage slightly above VC, both the NR and OR patterns start 

fluctuating, which degrades their uniformity [263].  

iv. Grid Pattern (GP). At higher V, ion flow perpendicular to the director will also be of great 

enough magnitude to reorient the NLC. This leads to a grid pattern, with two wave vectors 

parallel and perpendicular to n  (q|| and q⟘)[264,265].  

v. Dynamic Scattering Modes (DSM). At higher V, the pattern features become smaller and 

flicker with time[2,102,254,266]. These lead to much lower transmissibility due to increased 

scattering of light by n varying in space[267,268].   

vi. Pre-Wavy Pattern (PWP). This is the first texture to appear as voltage is increased in the 

dielectric regime. It appears similar to the NR mode, but the domains (of wavevector qPW) are 

typically wider than the NR mode[269,270].  

vii. Chevron Patterns (CP). At higher voltages close to fdiel the PWP incorporates twisted 

conductive rolls within them, forming a chevron pattern[253,269,270]. Here, three 

wavevectors exist simultaneously qPW for the rolls and q+ and q- from the two chevron 

orientations.  
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viii. Dielectric Rolls. Above VC in the dielectric regime, short pitch, low contrast rolls form which 

can also have chevron like structures[253,260,261]. Here, the coupling between the director 

and the oscillatory applied field, leads to charge separation causing periodic director 

modulation.  

 

Figure 5.3.a). a) The map of different textures for a PH device filled with negative Δε material, based 
on mappings given in references [249,253]. b) Photos of the different patterns, taken during this project. 
Here the red scale bar (100μm) applies to all photos other than CP. The crossed polarizers are 
applicable to all the photos.  
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 Applications of EHDI in NLCs  

The most famous application of EHDI is the use of the DSMs to create electrically addressable optical 

shutters for the first Liquid Crystal Displays (LCD) [2,102,254,266]. Their use in displays were short 

lived, as relatively soon after their discovery, the superior twisted nematic replaced this as the standard 

operation mode for the LCD [1]. More recently the DSMs have been extensively investigated for  use 

in smart window technology[271–273].  

The goal of this chapter is to investigate EHDIs operation as diffractive optical elements (DOEs). Of 

the patterns shown in  Figure 5.3b, the most promising for creating high efficiency and variable pitch 

diffraction gratings is the NR mode [274–276]. The controlled formation of the NR mode and its optical 

properties are discussed in the following section.  

 Theoretical Descriptions of the NR Mode 

 Threshold of the NR Mode  

Description of EHDIs in general has developed over many decades, where one of the first and most 

successful models was developed by Carr and Helfrich in 1969[22,23]. This model attributed the 

processes of director modulation to the accumulated effects of charge separation and viscous flow (as 

shown in Figure 5.2a-b). Since then, further refinements have been added to “The Carr-Helfrich 

mechanism” to generalize it for as broader range of systems as possible [188,240,279–

281,247,248,253,255,256,262,277,278].  

To describe the formation of the NR mode we follow the summary of many of these works written by  

of Kramer and Pesch in 1996[240]. Here, the frequency dependence for VC in the NR mode is written 

as, 

𝑉௖
ଶ = 𝐴

(1 + 𝜔′ଶ)𝑞′஼
ଶ

൫𝜔′ଶ − 𝜔ௗ௜௘௟
ଶ ൯

,  
(5-5) 

where,  

𝑞′஼ = 𝑞஼ ൬
𝑑

𝜋
൰, 

(5-6) 

𝜔ᇱ = 𝜔𝜏⟘ ൬
𝐷

𝑆
൰, 

(5-7) 

𝐴 =
𝜋ଶ𝑘ଷଷ𝜎||

ଶ

𝜀଴
ଷ𝜀||𝜀⟘𝛥𝜀

,  
(5-8) 
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𝐷 = ቆ
𝜀||

𝜀⟘
ቇ 𝑞′஼ + 1 

(5-9) 

𝑆 = ቆ
𝜎||

𝜎⟘
ቇ 𝑞′஼ + 1 

(5-10) 

𝜏⟘ =
𝜀଴𝜀⟘

𝜎⟘
 (5-11) 

and  

𝜔ௗ௜௘௟
ଶ =

𝜎||

𝜀଴
ଶ𝜀⟘

ቈ
|𝛼ଶ|

𝜂ଵ
ቆ

𝜎||

𝜀||
−

𝛥𝜎

𝛥𝜀
ቇ −

𝜎⟘

𝜀⟘
቉, 

(5-12) 

where d is the device spacing, τq is a charge relaxation time, subscripts || and ⟘ indicate parallel and 

perpendicular to n respectively, k33 is the bend elastic constant and α2 and η1 are viscosity coefficients 

introduced in  section 2.3.  

Here, in equation (5-5) if ω is set to zero, an expression,  

𝑉଴
ଶ = −𝐴

𝑞′଴
ଶ

𝜔ௗ௜௘௟
ଶ ,  

(5-13) 

is obtained, where V0 and q0 are the values of VC and qC as ω tends to zero. Combining this with equation 

(5-8) gives,  

𝐴 =
𝜋ଶ𝑘ଷଷ𝜎||

ଶ

𝜀଴
ଷ𝜀||𝜀⟘𝛥𝜀

= −
𝑉଴

ଶ

𝑞′଴
ଶ 𝜔ௗ௜௘௟

ଶ . 
(5-14) 

and so,  

𝑉௖
ଶ

𝑉଴
ଶ =

𝑞′஼
ଶ

𝑞ᇱ
଴
ଶ

(1 + 𝜔′ଶ)𝜔ௗ௜௘௟
ଶ

൫𝜔ௗ௜௘௟
ଶ − 𝜔′ଶ൯

.  
(5-15) 

  

 The Director Profile of the NR mode  

Let us examine the effect the formation of the NR mode has upon n. Following the treatments by Carr, 

Helfrich and Dubois Violette et al. [22,23,247], a 1-D solution for the tilt of n from the x orientation 

into the z direction (ψ) is assumed to have a sinusoidal form (Figure 5.4a-b),  

𝜓(𝑥) = 𝜓௠௔௫ cos(𝑞௖𝑥) sin ቀ
𝜋𝑧

𝑑
ቁ, (5-16) 

where ψmax is the maximum tilt.  
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To investigate the dependencies of ψmax on system properties, the total torque experienced by n (ΓT)  

is[247], 

𝛤 = 𝛤௩௜௦௖ + 𝛤௘௟ + 𝛤ி௥௘ௗ , (5-17) 

where Γvisc, Γel and ΓFred are torques associated with: viscous drag, director elasticity and  the  total 

electric field both due to applied and induced electric fields, respectively. In reference [247] terms for 

Γel and ΓFred are obtained through differentiating  the relevant part of the Frank free energy  (discussed 

in section 2.2.1) with respect to ψ, 

𝛤௘௟ =
𝛿𝐹௘௟

𝛿𝜓
=

1

2

𝛿

𝛿𝜓
൫𝑘ଵଵ (∇. 𝒏)ଶ + 𝑘ଶଶ(𝒏. ∇ × 𝒏) + 𝑘ଷଷ(𝒏 × ∇ × 𝒏)൯,  

(5-18) 

𝛤ி௥௘ௗ =
𝛿𝐹ி௥௘ௗ

𝛿𝜓
=

𝛿𝛥𝜀𝜀଴(𝑬𝒂𝒑𝒑 ∙ 𝒏)ଶ

𝛿𝜓
. 

(5-19) 

From these, reference [247] obtains first order expressions (for small ψ), 

𝛤௘௟ = −𝑘ଷଷ

𝜕ଶ𝜓

𝜕𝑥ଶ
= −𝑘ଷଷ𝑞௖

ଶ𝜓, 
(5-20) 

and 

𝛤ி௥௘ௗ = −
𝛥𝜀𝜀଴

4𝜋
𝐸௔௣௣

ଶ ቆ𝜓 +
𝐸௜௢௡௦

𝐸௔௣௣
ቇ  

(5-21) 

where Eapp is the electric field from the applied voltage, Eions is the induced field due to charge separation 

and kii are elastic constants. Γvisc is written [247] as,  

𝛤௩௜௦௖ = 𝛾ଵ ൤
𝜕𝜓

𝜕𝑡
−

𝛾ଵ − 𝛾ଶ

2𝛾ଵ

𝜕𝑣௭

𝜕𝑥
൨, 

(5-22) 

where vz is the velocity field in the z direction. To simplify Γvisc, we assume vz at z=d/2 to has sinusoidal 

form (Figure 5.4c),  

𝑣௭ ൬𝑥, 𝑧 =
𝑑

2
൰ = 𝑣௠௔௫sin (𝑞௖𝑥)  

(5-23) 

and take only the steady state solution (
డట

డ௧
= 0), which simplifies equation (5-22) to,  

𝛤௩௜௦௖ = ቀ
𝛾ଶ − 𝛾ଵ

2
ቁ 𝑞௖𝑣௠௔௫.  (5-24) 

In the steady state ΓT will equal zero, meaning equation (5-17) can be written as,  
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0 = 𝛤௩௜௦௖ + 𝛤௘௟ + 𝛤ி௥௘ௗ

= ቀ
𝛾ଶ − 𝛾ଵ

2
ቁ 𝑞௖𝑣௠௔௫−𝑘ଷଷ𝑞௖

ଶ𝜓௠௔௫ −
𝛥𝜀𝜀଴

4𝜋
𝐸௔௣௣

ଶ ቆ𝜓௠௔௫ +
𝐸௜௢௡௦

𝐸௔௣௣
ቇ.  

(5-25) 

This gives an expression for ψmax,  

𝜓௠௔௫ =
ቀ

𝛾ଶ − 𝛾ଵ
2

ቁ 𝑞௖𝑣௠௔௫ −
𝛥𝜀𝜀଴
4𝜋

𝐸௔௣௣𝐸௜௢௡௦

ቀ𝑘ଷଷ𝑞௖
ଶ +

𝛥𝜀𝜀଴
4𝜋

𝐸௔௣௣
ଶ ቁ

.  

(5-26) 

This is useful to give the expected trend of ψmax with various physical parameters, where it will: increase 

with vmax, decrease with k33 and decrease or increase with Δε depending on the relative sizes of Eions and 

Eapp.  

 

 

Figure 5.4. Properties of an NLC in the NR mode. (a) The roll configuration with ψ marked. (b-c) Plot 
of ψ(x) and vz(x) where in both cases z=d/2. (d) Shows the optical path difference as a function of x.  
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 Optics of the NR Mode    

Treating the NR mode as a Raman-Nath optical phase grating, diffraction efficiencies can be predicted. 

Here, the optical phase difference (ϕ) due to an NLC may be written as,  

𝜙(𝑥) =
2π

𝜆
න 𝑛௘௙௙(𝜓) − 𝑛⟘

ௗ

଴

𝑑𝑧.  
(5-27) 

where, 

𝑛௘௙௙(𝜓) =
𝑛||𝑛⟘

ට𝑛||
ଶ𝑠𝑖𝑛ଶ𝜓 + 𝑛⟘

ଶ 𝑐𝑜𝑠ଶ𝜓

. (5-28) 

 

These can be combined with the director profile given in (5-16) to obtain a complex integral. However, 
instead we take the approximate result from John et al[274],  

𝜙(𝑥) = 𝜙௠௔௫ cos൫𝑞௢௣௧𝑥൯. (5-29) 

where, 

𝜙௠௔௫ =
π

4

𝑑

𝜆

𝑛||൫𝑛||
ଶ − 𝑛⟘

ଶ ൯

𝑛⟘
ଶ 𝜓௠௔௫

ଶ  
(5-30) 

and  

𝑞௢௣௧ = 2𝑞௖ . (5-31) 

 

This allows the absolute diffraction efficiencies of the grating (ηm) to be calculated as being of 
sinusoidal shape[175],  

𝜂௠ = 𝐽௠
ଶ ൬

𝜙௠௔௫

2
൰, 

 

(5-32) 

where Jm is a Bessel function of the first kind of order m. Combining equations (5-30) and (5-32)  𝜂௠ 

is plotted as functions of ϕmax and ψmax in Figure 5.5. From this it can be seen that the maximum ηm=1 is 

34% and will occur at ψmax= 34°. This is problematic, as the theoretical treatments presented throughout 

this chapter have assumed small deviations of n [240,247,274], meaning their interpretation may be 

limited for creating efficient EHDI gratings. Another issue with this treatment is that we have assumed 

the EHDI grating to be of Raman-Nath type. This is not true, as due to the layer thickness, beams 

undergo significant deviations with Gradient Index (GRIN) effects during their travel through the 

material (discussed in detail in [274]).  
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Figure 5.5. ηm against ϕmax(a) and ψmax(b). For (b) typical parameters of d=20μm, n||=1.7, n⟘=1.5, 
λ=589nm were used.  
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5.2 Methods  

 Overview of Work  

The goal of this chapter is to evaluate NLCs in a state of EHDI as variable pitch DOEs. Simplistically, 

in order to create efficient gratings a large ϕmax is required, while to make them wide-angle a large qopt. 

From the literature[240,247–254,282], it is apparent that many factors affect the values of ϕmax and  qopt 

including: the device geometry, the driving field, and the viscoelastic and dielectric properties the 

NLCs. This work investigates several of these factors including driving frequency and voltage, material 

conductivity, temperature and device spacing.  

 Materials  

The mesogenic compound chosen to perform the work was MLC 2081(Provided by Merck Chemicals 

UK). This has standard elastic constants for a calamitic nematic (which are measured in Chapter 6), 

negative Δε, positive Δσ and wide nematic range (-40°C to108°C). The material was found to have very 

low intrinisic conductivity. This was increased by  adding Tetra-Butyl-Ammonium-Tetra-Phenyl-

Borate (TBATPB, Figure 5.6).Similar materials have been shown to increase conductivity when added 

to liquid crystals [283,284].  

 

 

Figure 5.6. Molecular diagram of Tetra-Butyl-Ammonium-Tetra-Phenyl-Borate.  

 

 Devices  

Sandwich devices of spacing 5, 10 and 20μm were used to observe EHDI (purchased from AWAT). 

These had planar homogenous (PH) alignment achieved using rubbed layers of SE130 polyimide [73]. 

Devices with a homeotropic (HT) alignment (SE1211) were also used to characterise materials, 

however when significant voltages were applied to devices containing TBATPB, the HT alignment was 

seen to degrade rapidly. For this reason, only the 0% and 0.3% TBATPB homeotropic devices were 

examined in this work (where only voltages of 0.05V were used).  
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 Dielectric Spectroscopy  

The electronic properties of the devices were measured using broadband dielectric spectroscopy 

(Agilent E4980A). Here, the device temperature (T) and oscillation frequency (f) was varied with a 

voltage (V) of 0.05V. The measured capacitance (C) and conductance (G) were converted to permittivity 

(ε⊥) and conductivity (σ⊥) using standard equations for a PH cell,  

𝜀ୄ =
𝐶

𝐶଴
 

 

(5-33) 

 and  

𝜎ୄ =
𝐺𝑑

𝐴
. 

 

(5-34) 

where C0 is the empty cell capacitance and A is the electrode area. Here, the pretilt (θp) was assumed to 

be negligible. From the Nissan data sheet  θp=1-2°, resulting in a systematic error of 2-3% in values. In 

addition, the devices had square electrodes, which can increase the tendency of fields to fringe at the 

corners. Due to this experimental errors were taken to be 5% of measured values.  

 Optical Microscopy  

Characterisation of the EHDI thresholds was made through measurement of parameters Vc and qopt as 

applied frequency (f) was varied. Here, qopt is related to qc using equation (5-31) and was chosen due to 

the focus of work being optical gratings. To measure VC, a certain f was set and the voltage increased 

until a pattern was observed. Here, at times the patterns were distributed unevenly through the material. 

For this reason, the same location was used for the same sample and an error for VC of ±0.1V was given. 

The period of the grating (λopt) was measured using a stage micrometre, which was converted to qopt 

using,  

𝑞௢௣௧ =
2𝜋

𝜆௢௣௧
. 

 

(5-35) 

Here, usually the number of λopt measured (N), was 10. The errors in λopt (Δλopt) and qopt (Δqopt) were 

approximated as,  

𝛥𝜆௢௣௧ =
𝜆௢௣௧

2𝑁
. 

 

(5-36) 

and 
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𝛥𝑞௢௣௧ =
𝑞௢௣௧

2𝑁
,  

(5-37) 

respectively.  

 Diffraction Analysis  

Diffraction experiments were used to measure steering angles (θm) and absolute efficiencies (ηm) of the 

gratings. A helium neon (632.8nm) laser was used, and all experiments were performed at ambient 

temperatures (T=17±2°C). Similar to POM measurements, f was set and the voltage was increased until 

a diffraction pattern was formed. When the EHDI was in NR mode, the diffraction pattern was 1D and 

had odd-even characteristics (see Figure 5.7a), where for example  ηm=2> ηm=1. This is typical of the NR 

mode and is explained by an additional amplitude modulation of period 2λopt, caused by lensing 

[21,276]. At other locations in the frequency voltage space, other patterns were observed, where for 

example diffraction patterns from grid and oblique rolls are shown in Figure 5.7a.   

 

Figure 5.7. Diffraction patterns from EHDI. (a) Shows photographs of patterns from various EHDI 
textures. In the NR mode ηm=2> ηm=1. (b) A diagram showing variables associated with measurement of 
ηm.  

A beam profiler (Thorlabs, BC106N-VIS) was used to measure ηm, at times the sensor was positioned 

such that the diffraction pattern could be viewed. This outputted x-y mappings of intensity (I(x,y)), 

which were converted into radial coordinates (I(R,Ω)), where R=0 was at the centre of the zeroth order. 
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IΩ(R) was then obtained by integrating radially around consecutive rings of width dr=5μm (see Figure 

5.7b),  

𝐼ఆ(𝑅) = න (𝐼(𝑅, 𝛺) − 𝐼଴)𝑑𝛺
ଶగ

଴

, 
 

(5-38) 

where I0 was the background noise. The intensity of the peaks (Im) were found by integrating IΩ about 

the location of the peak (centred on Rp of width wp),  

𝐼௠(𝑅) = න 𝐼ఆ𝑑𝑅
ோ೛ା

௪೛

ଶ

ோ೛ି
௪೛

ଶ

.  
 

(5-39) 

ηm was then found using,  

𝜂௠ୀଶ =
𝐼௠ୀଶ

2𝐼ௗ௜௢ௗ௘
 

 

(5-40) 

 where  

𝐼ௗ௜௢ௗ௘ = න 𝐼ఆ𝑑𝑅
ஶ

଴

. 
 

(5-41) 

The factor 2 in (5-40) comes from averaging the ±2 orders.  

At other times , due to refining of techniques, the beam profiler was used to measure the orders directly. 

Here, any discrepancies between techniques were found to be within calculated experimental errors.  
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5.3 Results and Discussion  

 Effect of TBAPTB on NLC Properties  

 Frequency Dependency 

The addition of TBATPB to MLC 2081 increased the conductivity of the liquid crystal, as expected. 

Figure 5.8a-d show the dielectric results comparing the pure material (0% TBATPB) to 1% TBATPB.  

In the pure sample, the value ε⟘ did not vary considerably with frequency, other than a small increase 

in measured value at low frequencies and high temperatures. This small increase was taken to be due to 

a small amount of ionic impurities in the material, which corresponds with the σ⟘ measurements, where 

at low frequencies below around 50kHz, σ⟘ increases in value with temperature (attributed to increased 

ionic transmittance). At higher frequencies (f > 300 kHz), all σ⟘ plots coalesce. This is commonly seen 

in LC cells and is usually attributed to: ITO not being a perfect metal, lengthy thin wires and oxidisation 

at electrode interfaces.   

In the 1% sample, comparatively larger increases in low frequency ε⟘ were seen. These appeared to 

undergo Debye-like relaxation process (a plot of a Debye relaxation is shown in Figure 5.8c, which fits 

observations well). The behaviour σ⟘ was similar to the pure material, but had far larger values (by a 

factor between 100 and 1000). At high temperatures and low frequencies, a decrease in σ⟘ was seen. 

This was taken to be due to electrode polarization forming double layer structures, trapping the ions 

[86]. From these graphs the ‘plateau values’ (εp and σp) were obtained (Figure 5.8d). These plateaus 

occurred either at the same frequency each time or varied in location with temperature (black dashed 

lines in Figure 5.8). 
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Figure 5.8. Dielectric spectra of MLC 2081 with and without TBATPB. (a) and (b) show the values of 
ε⟘ and σ⟘ at several temperatures in pure MLC 2081, respectively. (c) and (d) show similar for MLC 
2081 with 1% TBATPB. In (c) a Debye model is included to show the ionic relaxation is well described 
as such (yellow line). The black dashed lines in all figures show appropriate locations to measure the 
values εp and σp, where in some cases a single frequency can be used while for others it will migrate 
with temperature.  

 Temperature Dependency  

To examine temperature dependency, the values εp and σp were obtained from frequency dependent 

plots (such as those in Figure 5.8), and taking the average of ten consecutive points on the plateau.  

Figure 5.9a shows values of εp (from here labelled ε for conciseness) of the 0% and 0.3% TBATPB 

materials in the HT and PH devices. Here, in both materials the values ε⟘ increase and ε|| decrease as T 

is increased. At TNI they coalesce within error. This is standard behaviour for a negative Δε material and 

is caused by the decreasing order parameter of n (S). The addition of TBATPB appears to have increased 

both ε⟘ and ε|| by a factor of approximately 0.5. Figure 5.9b plots the values Δε as functions of T-TNI 

which indicates the addition of TBAPTB does not appear to have changed Δε within error.  
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Figure 5.9. Comparison of PH and HT cells filled with MLC 2081 with 0 and 0.3% TBATPB. (a) ε as a 
function of TNI-T (b) same as (a) where doped samples have 0.5 subtracted from their values. (c) σp as 
a function of T.  

In both the PH and HT devices of both concentrations, the values of σp are not equal above TNI (Figure 

5.9c). The cause of these differences is uncertain, however as the materials should be identical above 

TNI, it seems likely to be caused by difference in the devices not materials. As the prominent device 

difference was the alignment layers, it may be the PH alignment layer, is somehow supressing σp 

compared to the HT devices. The observation of degradation of HT alignment with high voltage low 

frequency driving could be related to similar ions-alignment layer interactions.   

Figure 5.10a-b compares all PH devices measured ε and σp as functions of temperature. Here, all 

materials showed similar trends in value with temperature. In ε value, all devices apart from 0.6% and 

2.3% were within error of one another. A possible trend of increasing ε with ion concentration can be 

seen, however the effect is small, similar to the results shown in Figure 5.9a-b. The reason for the 

differences in 2.3% and 0.6% are unknown. The 2.3% had an anomalously large C0 measurement, 

meaning a different C0 from a similar device was used. Meanwhile, the 0.6% device was 10μm, if the 
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ions are interacting with alignment layers, it may be that this effect is larger in the thinner device due 

to a larger electrode surface area per volume of NLC.  

 

Figure 5.10. Dielectrics of PH devices filled with various amounts of TBATPB (shown as %) as 
functions of temperature. The values ε (=εp) (a) and σp (b) were taken from graphs similar to those seen 
in Figure 5.8.All device spacing’s are 20μm, apart from 0.6% which is a 10μm. The 0.6% PH and 2.3% 
devices appear to be anomalous in magnitude ε. In (b) a fittings σp is obtained using equation (5-42). 
(c) shows an Arrhenius plot of the same data given in (b), fitted with equation (5-43).  Fitting are given 
in  Table 5-1.  

The σp values were dramatically increased by the addition of TBATPB. For later sections it is useful to 

obtain expressions for σp(T). To do so the σp data in Figure 5.10b was fitted with an empirical 

exponential expression,  

𝜎௣(𝑇) = 𝜎଴𝑒௠் ,  (5-42) 

where T was taken in °C rather than Kelvin for ease of use. Figure 5.10c shows the same data replotted 

on an Arrhenius plot. This data was fitted using,   
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𝑙𝑛ൣ𝜎௣(𝑇)൧ = 𝑙𝑛[𝜎ஶ] +
𝐸஺

𝑘஻𝑇
, 

 (5-43) 

where σ∞ is the value σp as T tends to infinity, EA is an activation energy and kB is Boltzmann’s constant. 

The fitting parameters obtained for equations (5-42) and (5-43) are given in Table 5-1.   

Table 5-1. Details of the devices and fitting parameters obtained for PH devices filled with MLC2081 
with various concentrations of TBATPB. All devices were coated with SE130 polyimide (by AWAT). TNI 
were measured at time of dielectric spectroscopy. σ0 and m are fitting parameters from equation (5-42).  

ϕions(%) 0 0.3 0.5 1.0 2.3* 0.6** 

d(μm) 19.6 

±0.2 

18.9 

±0.3 

19.2 

±0.2 

19.1 

±0.2 

18.9 

±0.1 

10 

±0.2 

TNI(°C) 112 

±2 

118 

±1 

119 

 ±1 

114 

±2 

115 

±2 

112 

±2 

σ0(nS/m) 0.52 

±0.06 

120 

±20 

20 

±2 

120 

±20 

130 

±10 

450 

±20 

m (°C-1) 0.044 

±0.001 

0.040 

±0.001 

0.040 

±0.001 

0.067 

±0.002 

0.053 

±0.001 

0.0305 

±0.0006 

𝝈ஶ(S) 0.024 

±0.009 

1.1 

±0.4 

0.23 

±0.08 

54000 

±22000 

230 

±60 

0.21 

±0.04 

𝑬𝑨(kB) 5000 

±100 

4500 

±100 

4600 

±100 

7500 

±100 

6000 

±80 

3720 

±60 

 

 Long Term Effects of Ions 

Over large time periods the TNI was measured to change over time from device filling. Measured TNI 

(using POM) is plotted as a function of time (t) in Figure 5.11, where it can be seen to consistently 

increase in all devices. It is unclear whether this effect has any relationship with the addition of 

TBATPB or not, as the pure material can also be seen undergo the effect. The MLC 2081 directly from 

the bottle, was checked after a year and found to still have TNI=112°C indicating this effect is likely due 

to the application of relatively low-frequency, high-voltage signals across the materials, which may be 
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causing degradation of one or more of the mixture components. For these reasons, TNI was always 

measured before EHDI measurements were undertaken.  

The increase in TNI over time is unexpected, as it would be more standard to see TNI reduce as material 

breaks down. This odd behaviour is hypothesized to be caused by asymmetric breakdown of mixture 

components, where for example those with low TNI are breaking at a higher rate than those with TNI 

leading to a net increase in TNI.  Confirmation of this hypothesis is challenging due to unknown 

components of the MLC 2081.  

  

Figure 5.11. TNI measured in devices as function of time since filling.  

 

 Effect of Conductivity and Temperature on EHDI  

 Microscopy Characterization of the NR Mode   

The values VC and qopt for the NR mode were measured in all 20 μm PH devices as functions of 

frequency using POM. Pictures of the NR mode (at VC) are shown at two frequencies in Figure 5.12a-

b. Here, the higher frequency patterns have an increased value qopt. This may be due to either of the 

situations shown in Figure 5.12b, where the roughly circular rolls at low frequencies could be becoming 

more ellipsoidal or shrinking in size.  
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Figure 5.12. The NR threshold as functions of frequency. (a) and (b) show shrinking λopt (increasing 
qopt) as frequency is increased. For this to occur, the hydrodynamic rolls must either become more oval 
or maintain their circular shape but reducing in radius. (c) and (d) give VC and qC as functions of 
frequency at several temperatures. The sample was MLC2081 with 1% TBATPB, where the TNI at the 
time of measurement was 114°C.  

Figure 5.12c-d, shows an example data set of VC and qopt measurements as functions of frequency. Here, 

this data is well described by the empirical expressions,  

𝑉஼(𝑓) = 𝑉଴ ൭1 + ቆ
𝑓

𝑓௖௥௜௧,   ௏
ቇ

ସ

൱ 
 

(5-44) 

and  



 
 

 96 
 

𝑞௢௣௧(𝑓) = 𝑞଴ ൭1 + ቆ
𝑓

𝑓௖௥௜௧,   ௤
ቇ

ସ

൱. 
 

(5-45) 

 

Where V0 and q0 are low frequency values of their respective parameters and fcrit,V and fcrit, q are 
frequencies where they are doubled.  

At the coldest temperatures it was noted that in all samples,  

 

𝑞଴ ≈
2𝜋

𝑑
, 

 

(5-46) 

which has been previously observed[249]. Meanwhile when qopt approached a value 
ସగ

ௗ
 the required VC 

would rapidly increase, and a chevron pattern (CP) would form. This may give an indication of the 

behaviour of roll shape as frequency is increased, as if the rolls were maintaining circular form this may 

be the point where two rolls may form on top of one another. This was outlined as a potential solution 

to the electrohydrodynamic equations by Penz and Ford in 1971 [282], and similar ‘double rolls’ are 

observed in Rayleigh Bernard convection with extreme temperature gradients [285]. This will be 

discussed in more detail as a future research direction in section 9.3.3. 

Data sets such as those five shown in Figure 5.12c-d, were fitted in all four of the doped devices (ranging 

from TNI-T=5 to room temperature). This data was fitted with equations (5-44) and (5-45), respectively, 

where the values V0, q0, fcrit, V and fcrit, q were used to normalize the data. These are all plotted in the 

master curves shown in Figure 5.13. One region where (5-44) did not describe behaviour well, was at 

low frequencies in the most conductive samples (especially at high T, see Figure 5.12). This was taken 

to be due to electrode polarisation, and these data points were omitted in the fitting.  
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Figure 5.13. Master curves of all data for VC/V0 and qopt/q0 (a and b respectively). All four 20μm devices 
are included where the data was obtained at five different temperatures. TNI values at time of 
measurement were 117, 129, 114 and 129°C for 0.3-2.3% TBATPB, respectively.  

The expressions given in (5-44) and (5-45) were identified as part of this project, where in reference 

[114] it is argued the form may be understood by a relatively simple model of circular motion. Here, if 

the fluid is treated as a series of particles of mass, m, undergoing circular motion of radius, r at velocity, 

v. The centrifugal force (FC) can be written as,   
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𝐹஼ =
𝑚𝑣ଶ

𝑟
= 𝑚𝜔ଶ𝑟, 

 5-47) 

where,  

𝑞஼~
1

𝑟
~𝜔ଶ, 

 5-48) 

And  

𝑉஼~𝐹஼~𝜔ଶ.   5-49) 

All results given indicate that VC and qC appear to mutually increase at the same frequency, indicating 

(which is also given in predicted in theory of (5-15)),  

𝑉஼~𝑞஼ .   5-50) 

Combining these relations, gives,  

𝑉஼~𝑞஼𝜔ଶ~𝜔ସ.   5-51) 

and  

𝑞஼~𝑉஼𝜔ଶ~𝜔ସ.   (5-52) 

Although simple, this model does appear to describe the observed trends in frequency. However, 

investigations with a wider variety of materials would be required to confirm the dependencies. It may 

be for example; this simple rotational behaviour is only seen in very conductive samples.  

To examine the effect of temperature and conductivity on the parameters VC and qC the fitting 

parameters from (5-44) and (5-45) were compared to the temperature and conductivity of the materials. 

Values V0 were not found to vary significantly between devices, where no clear trend with conductivity 

was seen. However, it does vary significantly with temperature. This is shown in Figure 5.14a where it 

appears to be at a minimum value in the region of 60±20°C in all samples. This behaviour is likely 

caused by the complex effect of temperature on EHDI, where it changes many parameters 

simultaneously. Here, increasing T will decrease the system elasticity, but it will also increase the 

thermal dissipation of coherent flows [243]. It is probable that this causes the local minimum in V0, 

where the interplay between reducing elasticity and increasing dissipation are balanced. The behaviour 

seems unlikely to be caused by differences in conductivity, as we have demonstrated these samples 

have highly varied σp values, but we observe little coherent variance between them. It is likely these 

effects also have some dependency on ε, however this behaviour is difficult to predict, as it is unknown 

which of the competing electric fields (Eapp and Eions) are dominating in this system. The results for q0 

as a function of temperature (Figure 5.14b) show a similar lack of difference between devices, however 
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it increases with T. This likely has a similar cause, where the wider rolls cannot form at higher 

temperatures due to increased thermal dissipation.  

In contrast, the values fcrit, V and fcrit, q do show strong correlations with conductivity (Figure 5.14c-d). 

These are reasonably linear in the log-log plots, meaning,   

𝑙𝑜𝑔ଵ଴(𝑓௖௥௜௧) = 𝑚𝑙𝑜𝑔ଵ଴൫𝜎௣൯ + 𝑐,   5-53) 

for each fcrit. The fitting parameters obtained using equation (5-53) were c=0.82±0.03 and 0.80±0.03 for 

fcrit, V and fcrit, q respectively, while in both m= 8.2±0.2. This behaviour can be understood as being due 

to the materials with more abundant charge carriers being able to maintain the EHDI process at higher 

frequencies.   

 

Figure 5.14. Fitting parameters obtained from fitting data using equations from (5-44) and (5-45). (a)  
V0 against temperature, (b) q0 against temperature. In both red lines are included as a guide to the eye. 
(c) and (d) show fcrit, V and fcrit, q as functions of the measured conductivity plateau (σp). These were fitted 
with equation (5-53).  
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The only PH device that did not display the behaviour describable by equations (5-44) and (5-45) was 

the pure MLC 2081. Here, the first textured structures observed as V was increased (at T=28°𝐶), were 

highly oblique rolls at very low frequencies (f<1Hz) and chevrons at higher frequencies (f>3Hz, see 

Figure 5.15a-b). These textures indicate, other than the oblique rolls seen at sub-Hz frequencies, this 

device is being driven in the dielectric regime [269], which was confirmed by the linear dependency of 

VC with f (Figure 5.15c) [251]. Here, fdiel≈1Hz and demonstrates the need for TBATPB in this work.   

 

Figure 5.15. Results from the undoped 20 μm sample. The electroconvection was significantly different 
to the doped samples. Patterns at low and high frequencies are shown in (a) and (b) respectively, where 
highly oblique rolls and dielectric rolls are shown respectively. (c-d) VC and qC as functions of 
frequency at several temperatures. The shape of the data and patterns indicate being close to fdiel.  
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 Diffractive Properties  

To assess the EHDI patterns as DOEs the devices were investigated with diffraction spectroscopy. The 

measured values θm are plotted in Figure 5.16a, where a fitting of,  

𝑠𝑖𝑛𝜃௠ୀଶ = 𝑠𝑖𝑛𝜃଴,   ௠ୀଶ ൭1 + ቆ
𝑓

𝑓௖௥௜௧,ఏ
ቇ

ସ

൱, 
 

(5-54) 

is used (this can be directly derived from equation (5-39) and the grating equation). The fitted values 

fcrit, θ are plotted as functions of σp in Figure 5.16b, where similar behaviour to other fcrit is observed. 

 

Figure 5.16 Results from diffraction experiments on 20μm spaced devices, taken at T≈17°C. (a) Results 
of measured angle of the m=2 order. This was fitted with equation (5-54). (b) fcrit, θ as a function of σp 
values. (c) Example output from the beam profiler (0.3% TBAPTB). (d) Values ηm=2 as normalized 
frequency is varied. The data is fitted with equation (5-55).  

In measuring diffraction efficiencies, an example data set from the beam profiler output is shown in 

Figure 5.16c, where the summed radial intensity (IΩ) is plotted as a function of distance from the centre 

of the pattern (R). As frequency was increased the m=2 peak migrates to wider angles, while the odd m 

orders were too faint to be detect. Figure 5.16d shows the values ηm=2, in all 20μm devices as normalized 
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frequency was varied. A general trend of decreasing value with increased frequency is observed, which 

fits a quadratic expression,  

𝜂௠ୀଶ = 𝜂௠௔௫ ൭1 − 𝑘 ቆ
𝑓

𝑓௖௥௜௧,ఏ
ቇ

ଶ

൱. 
 

(5-55) 

A concatenated fit of all data gave ηmax =15.3±0.7% and k= 7±2. From the assumption of the pattern 

acting as a sinusoidal Raman-Nath grating, the result of ηmax=15% gives the predicted tilt angle of 

around 22° (see Figure 5.5b). The reduction in efficiency with increased frequency may have 3 possible 

causes (1) The value of θmax is reduced, (2) the roll height is shrinking (3) scattering is increasing in the 

device. This was further investigated by looking at several similar devices of different d.  

 Effect of Device Spacing   

Devices of spacing 5μm and 10μm filled with MLC 2081 doped with 0.6% TBATPB were compared 

to the 20μm device filled with 0.3% TBATPB (this was chosen due to similar conductivity to 0.6% 

TBATPB, see Figure 5.10). Figure 5.17a-b shows the values Vc and qc as f was varied (measured using 

POM). Here, little difference is seen between devices VC value as functions of normalized frequency 

(±1V at low f). Meanwhile, the qopt values appear to be strongly effected by device spacing. Here, as 

frequency is increased qopt increases from 
ଶగ

ௗ
 to a maximum value 

ସగ

ௗ
. Larger qopt values than 

ସగ

ௗ
 were 

not seen, where when they approached this value the chevron pattern would form.  

Diffraction experiments were performed on these devices, where instead of the entire diffraction pattern 

being analysed simultaneously by the beam profiler, each order was individually measured for intensity. 

Despite this change in technique, the 20μm device saw similar results for ηm=2 , where as the frequency 

was increased a reduction in value from 15% to 5% was observed. Meanwhile, the 10μm device 

appeared to reduce from a value of around 5% down to 1-2%. The 5μm device could not be examined 

with diffraction analysis, as at ambient temperatures it could not be forced to adopt a state of EHDI. So 

to compare qc values were obtained using POM and the resulting angles predicted Figure 5.17c shows 

sinθm=2 as a function of normalized frequency in the 10 and 20μm devices, where the values θ0 were 

8.5±0.2° and 4.4±0.2° respectively.  

These results give indicate that the changing values qopt are caused by rolls maintaining their circular 

shape, but reducing in radii, as the low frequency 10μm device appeared to have similar optical 

properties to the high frequency 20μm device. Importantly, these devices also see the formation of the 

chevron pattern at the point where, qopt=
ସగ

ௗ
. This enhances further earlier observations that it if the rolls 

becoming less than half the device spacing, which allows their overlaying into chevron patterns (Figure 

5.17d).  
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Figure 5.17. Effect of device spacing, d. (a-b) Vc and qC values as functions of normalized frequency 

taken with POM. All sample qC values were seen within the limits 
ଶగ

ௗ
 and  

ସగ

ௗ
.As they approached 

ସగ

ௗ
 the 

VC value rapidly increased and the dielectric regime begun. (c) Measured diffraction angles of the 20 
and 10μm devices as well as the predicted ones for the 5μm. Here, the efficiency of the 20μm at high 
frequencies is very similar to the 10μm at low frequencies. (d) Diagram giving the inferred behaviour. 

Here, as frequency is increased the rolls first shrink to qopt=
ସగ

ௗ
then adopt a new more complex pattern 

of the chevron type.  
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5.4 Conclusions 

This chapter presents the results of an investigation of several NLC systems in states of EHDI. 

Particularly the function of the NR mode as a variable pitch diffraction grating, was examined. The key 

parameters were the attainable steering angles, the breadth of continuous steering and the efficiency of 

diffractive orders. From the results presented, we have shown that for this NLC material the attainable 

qopt values (which dictate steering angles) are limited to the range of approximately 
ଶగ

ௗ
 and 

ସగ

ௗ
, meaning 

the angles and the breadth of steering are determined almost exclusively by d. The efficiency of the 

orders are also seen to reduce as wider angles are attained. Here, we have argued this is likely due to 

the reduction in the overall phase contrast as the hydrodynamic rolls shrink while maintaining circular 

form. Our results indicate that these limits cannot be changed through modulation of material 

conductivity.  

These observations accumulatively do not indicate EHDI in NLC are promising as DOEs. However, in 

these investigations we have focussed on a calamitic material with standard elastic constants. In work 

published as part of this project[232], we posited the idea of potentially varying the shape of the rolls 

using NLC materials of novel elastic constants. This will be the focus of the following chapter, where 

a dimeric mixture was created, which was predicted to promote ovular rolls (high optical path 

difference, short pitch)[114].   

 



 
 

 105 
 

Chapter 6 Electrohydrodynamic 
Gratings in Materials of Unusual 
Elastic Constants  
 

6.1 Introduction  

In the previous chapter, Nematic Liquid Crystals (NLCs) in a state of Electrohydrodynamic instability 

(EHDI) were investigated as optical gratings. It was found that in the standard calamitic liquid crystal, 

MLC 2081, the wavevectors (qopt) of the Normal Roll (NR) mode obey the relation,  

2𝜋

𝑑
< 𝑞௢௣௧ <

4𝜋

𝑑
. 

(6-1) 

If NLCs in a state of EHDI are to be used as Diffractive Optical Elements (DOEs), widening the range 

of attainable qopt values is highly desirable. A possible method of improving the range of qopt is through 

creating mixtures with tailored elastic constants. From the deformation in NLC structure induced by 

EHDI, it was hypothesized during this project that greater qopt values may be attainable if the bend 

elastic constant (k33) is reduced. This is illustrated in Figure 6.1, where due to lowered bend resistance, 

it was predicted that the optimised EHDI pattern would alter, reducing in period (λC) increasing 

qopt[232]. This is the subject of this chapter, where through using a mixture of unusual elastic constants 

the role of the elastic constants in determining qopt is examined. The results and discussion contained in 

this chapter has been published in reference [114].   

 

Figure 6.1. Proposed method to reduce the pitch of EHDI gratings. By lowering k33, the director can 
bend out the plane more, which leads to hydrodynamic patterns becoming more ovular.  

 Elastic Constants of Bent Liquid Crystal Mesogens and their Mixtures  

Two classes of materials which often form novel liquid crystal phases are bent dimeric (BD)[12,46,291–

297,47,52,53,286–290] and bent core (BC) [12,48,304,49,50,298–303] mesogens. In their nematic 

temperature range these materials often display unusual ratios of elastic constants 
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[47,49,53,290,293,298,305]. Even in standard calamitic materials elastic constants very close to TNI can 

adopt unusual ratios, however at TNI - T>5°C usually the elastic constants obey the following 

relation[45,306],  

𝑘ଶଶ < 𝑘ଵଵ < 𝑘ଷଷ. (6-2) 

Meanwhile, the NLC phases made up of BD and BC mesogens often have [46–48,297,298],  

𝑘ଷଷ < 𝑘ଵଵ. (6-3) 

BC and BD mesogens often do not exhibit nematic phases at ambient temperatures, leading to 

difficulties in utilizing them in devices. A way to overcome this, while maintaining unusual elastic 

constant ratios, is through mixing BC or BD mesogens with calamitic materials [307–316]. A relevant 

example of this was published by  Parthasarathi et al. in  2016[312], where calamitic material 7OCB 

was mixed with various quantities of bent dimer CB7CB (Figure 6.2a). The values  of measured k11 and  

k33 at various molar concentrations of CB7CB (MCB7CB) published by Parthasarathi et al. [312] are 

plotted as a function of TNI-T  in Figure 6.2b-c. At high MCB7CB in 7OCB mixtures, k33 is seen to initially 

increase with reduced temperature before reducing. This effect has been the subject of previous studies 

and it is believed to be caused by a changing ratio of different CB7CB conformers 

[46,52,53,287,289,292,303,317,318]. Taking the values at TNI-T=10°C (Figure 6.2d), k11 and k33  can 

both be seen to vary with  MCB7CB in a ‘hockey stick’ shape. Here, at MCB7CB < 90% k33 is seen to reduce 

approximately linearly with MCB7CB. This method of mixing dimers with standard calamitic NLCs was 

used to lower k33 in this work to examine the effect on EHDI.  

It should be noted that often when combining calamtic (nematic-forming) mesogens with either BC or 

BD materials, more complex effects than variation of elastic constants can occur. For example when 

BD mesgoens are mixed into a nematic phase made up of calamitic molecules, the constituent phase 

will often adopt a twist bend nematic (Ntb) conformation with certain thermodynamic ranges [309,312]. 

Additionally, phase seperation is often observed in the mixtures of either BD or BC molecules with 

calamitic ones [319–321].  
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Figure 6.2. Splay and bend elastic constants in binary mixtures of 7OCB and CB7CB. (a) Chemical 
structures of components. (b) and (c) the splay and bend elastic constants as a function of reduced 
temperature. Here the % refers to MCB7CB. (d) Splay and bend elastic constants as function MCB7CB at 
TNI-T=10°C. Data taken from reference [312].  

 

 Electroconvection in Bent Liquid Crystal Mesogens and their Mixtures  

Previously studies have been undertaken examining electroconvection in BC[299,322–324] and 

BD[325,326] materials. Often, due to the sharply contrasting properties of the BC and BD phases, the 

EHDI behaviours exhibited are often significantly different to those of calamitic materials. These 

differences are attributed to: (1) materials often having the unusual property of negative conductivity 

anisotropy (Δσ<0)[322], (2) larger molecular sizes tending to lead to dielectric relaxation processes at 

lower frequencies[327], (3) odd elastic constant ratios[46,327] and (4) larger flexoelectric 

terms[278,281,328–330].  

References [322,324,329,331] report on the results for threshold of EHDI’s as function of frequency in 

BC materials. In reference [322] the general the form shown in Figure 6.3 is reported. Here, LR are 
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longitudinal rolls, which are similar to the Normal Roll (NR) pattern, however the rolls normal (𝒒ෝC) is 

perpendicular rather than parallel to the director (n). This can be understood to be caused by the BC 

material being used having negative dielectric and conductivity anisotropies (Δε<0, Δσ<0)[322,332]. 

The Prewavy Patterns (PWP) are both similar to PWP discussed in the previous chapter, where qPWP is 

parallel to initial n.  

 

Figure 6.3. General patterns seen at threshold of EHDI in BC systems.  

Limited similar experiments have been undertaken to investigate electroconvection in dimeric materials 

with the only examples found in literature references[325,326,333,334]. In these, no mappings of the 

frequency-voltage space were presented. Such will not be provided in this work, however it is important 

to note that in studies of EHDI in both the BC and BD materials, a low frequency roll regime (similar 

to the NR mode) exists.  

The differences in resulting textures from EHDI in pure BC and BD materials, makes their comparison 

to the standard calamitic materials challenging. In this work, a material of unusual elastic constants, 

which undergoes standard EHDI, was created for this purpose. 
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6.2 Methods  

 Devices  

Two kinds of device were used for this work: 

 GR. 10 μm Guard ring devices fabricated with methods outlined in section 3.1. The alignment 

layers used were rubbed SE2170 for PH alignment and SE1211 for HT.  

 AWAT. 20 μm spaced cells purchased from AWAT with square electrodes (similar to those 

used in the previous chapter). These have a SE130 PH alignment. 

 Materials  

The LC materials used in this work were various mixtures of MLC 2081, CB7CB and TBATPB. 

CB7CB  has phase sequence: Iso (116°C) N (102°C) Ntb [53,293], and as shown in Figure 6.2 can lower 

k33 when mixed into calamitic materials[312]. Issues with using this material are its positive Δε 

(≈2[46,309]) and propensity to form the Ntb phase. To avoid such, sufficient MLC 2081 was needed to 

supress Ntb and maintain a negative Δε. The work of Trbojevic et al. [309] was used to inform the ratios, 

where typically Ntb phases exist if the concentration of CB7CB is greater than 50%. Due to these 

properties, a mixture of 60% MLC 2081 and 40% CB7CB was created. This was compared to MLC 

2081 with various quantities of TBATPB. The format ϕMLC2081:CB7CB:TBATPB is used to describe the 

concentration of the components of each material, where the subscripts are ratios of one another (i.e. 

ϕ60:40:0 is 60% MLC2081, 40%  CB7CB and 0% TBATPB).   

 Dielectric Analysis  

Both pure MLC 2081 (ϕ100:0:0) and dimeric mixture (ϕ60:40:0) were placed in HT and PH GR devices to 

perform dielectric spectroscopy, where ε⟘, ε||, k11 and k33 were measured as functions of temperature 

(T)[100,101,206]. For capacitance measurements, the oscillation frequency was held at 50 KHz for one 

minute, while for conductivity measurements plateau values were obtained as discussed in section 

5.3.1.a. Between HT and PH devices a small offset (~5%) in ε values was observed, which was 

attributed to slight differences in alignment layer thicknesses (dAL). These were approximated to affect 

the measured permittivity of the LC (εLC) and the voltage applied (VLC) by,  

𝜀௅஼ =
𝜀௠

1 − 2
𝑑஺௅𝜀௅஼
𝑑௅஼𝜀஺௅

 
 , (6-4) 

 

and  
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𝑉௅஼ =
𝑉௔௣௣

1 + 2
𝑑஺௅𝜀௅஼
𝑑𝜀஺௅

 ,  
(6-5) 

 

where  εm is the measured permittivity, εAL is the alignment layer permittivity (3.1[73]) and Vapp is the 

applied voltage. The values of dAL used for this are given in Table 6-1 and were obtained through 

comparing the data sets to literature from Merck and ensuring ε⟘ =ε||  both above TNI and at T=63°C (in 

ϕ60:40:0). The difference due to this rescaling leads to small differences in the magnitude of ε (~5%) and 

smaller changes to elastic constants (kii), however add significant clarity to results.  

Table 6-1. Devices used for dielectric investigations.  

Material ϕ100:0:0 ϕ100:0:0 ϕ60:40:0 ϕ60:40:0 

Device Type GR GR GR GR 

Alignment/Polyimide PH/SE2170 HT/SE1211 PH/SE2170 HT/SE1211 

d(μm) 10.6±0.2 10.5±0.5 10.6±0.4 10.5±0.5 

dAL 60 210 180 40 

 

 EHDI Characterization   

Polarized Optical Microscopy (POM) was used to measure VC and qC as functions of frequency in a 

similar manner to measurements performed in the previous chapter. Here, comparison between ϕ100:0:X 

and ϕ60:40:0 allowed the effects of changing elastic constants to be observed. Table 6-2 lists devices used 

to investigate EHDI. Additionally, diffraction analysis was performed on the 20 μm devices, to confirm 

qopt behaviour through measurement of the diffraction angles (θm). 

Table 6-2. Devices used for EHDI experiments.  

Material ϕ100:0:0.5 ϕ100:0:1 ϕ100:0:0.6 ϕ60:40:0 ϕ60:40:0 

d(μm) 19.2±0.3 19.1±0.2 10.0±0.2 10.6±0.4 18.9±0.2 

Device Type AWAT AWAT AWAT GR AWAT 

Alignment/Polyimide PH/SE130 PH/SE130 PH/SE130 PH/SE2170 PH/SE130 
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6.3 Results and Discussion  

 Material Analysis  

 Transition Temperatures and Behaviour Δε 

Pure MLC 2081(ϕ100:0:0) is a negative Δε NLC material between 112±2°C and ambient temperatures 

(Tamb), thus its Fréedericksz transition was probed in the HT device. The dimer mixture (ϕ60:40:0) had 

more complex behaviour of Δε as a function of T, where when cooled from TNI (102±2°C) at 

approximately T=63°C the material switched from being positive to negative. This meant both PH and 

HT devices were used to measure the transition (below and above 63°C, respectively).  

Examples of fitting ε(V) are shown in Figure 6.4. In the pure material (Figure 6.4a), Δε continuously 

decreases with T, until TNI where Δε=0. Meanwhile, Figure 6.4b-c show the same for the dimeric mixture 

below and above 63°C (when negative and positive). In Figure 6.4b Δε continuously decreases with T, 

however in Figure 6.4c it increases then decreases.  

The odd behaviour of the dimer mixture likely arises from the molecular chemistry of CB7CB, where 

results have been previously presented indicating as temperature is varied the proportion of “hairpin” 

and “banana” conformers changes [53,295,296,318]. Considering these conformers (Figure 6.4d), it is 

apparent the hairpin will have a larger ratio of dipole moments (δ)[318],  

𝛿 =
𝜇||

𝜇⟘
, (6-6) 

 

where μ⟘ and  μ|| are dipole moments perpendicular and parallel to the director (n) respectively. Dunmur 

and Luckhurst [318] report that more hairpins occur at higher temperatures, which may account for 

positive Δε at high T, negative Δε at low T.  
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Figure 6.4. Permitvity (ε) as function of voltage (VLC) at several temperatures. (a) MLC 2081 in HT 
device (b) Dimeric mixture in HT device (T<63°C) (c) Dimeric mixture in PH device (T>63°C). (d) the 
conformers of CB7CB leading to its odd dielectric behaviour.  
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 Permitivities and Elastic Constants of MLC 2081  

Figure 6.5 shows dielectric results for MLC 2081. Figure 6.5a gives graphs of ε⟘ ,  ε||  and 𝜀,̅ where,  

𝜀̅ =
𝜀|| + 2𝜀⟘

3
. 

 (6-7) 

 

Here, the errors (5% in ε ⟘  and ε|| ) are taken from the rescaling process described in equations (6-4) and 

(6-5), and are for the magnitude of ε rather than the trend which is more certain. As T is varied, the 

material displays the same behaviour as discussed in the previous chapter, where, on cooling from TNI 

the order parameter meter (S) increases, leading to increasing Δε. Figure 6.5b compares the elastic 

constants k11 and k33 in MLC 2081 as a function of TNI - T. To demonstrate the small effect of the 

rescaling described in equations (6-4) and (6-5) the calculated kii without this processing are included 

(marked as kii’). Usual behaviour for a calamitic NLC is observed with k33>k11. Figure 6.5c replots these 

results as functions of T/TNI, this is fitted to an approximate form of Haller’s equation[42,335],   

𝑘௜௜ = 𝑘௜௜
଴ ൬1 −

𝑇

𝑇ேூ
൰

௡೓ೌ೗,೔೔

 , 𝑖 = 1,3 
 

(6-8) 

 

where the fitted values of the rescaled data are given in Table 6-3.  

Table 6-3. Details of elastic constant fits as a function of temperature. Here, different fits have 
assosiated fitting parameters.  

Material Fitting Eq Parameters 

ϕ100:0:0 (6-8) 𝒌𝟏𝟏
𝟎 (pN) 𝒏𝒉𝒂𝒍,𝟏𝟏 𝒌𝟑𝟑

𝟎 (pN) 𝒏𝒉𝒂𝒍,𝒊𝒊 

34.4±0.8 0.55±0.01 57±2 0.60±0.02 

ϕ 60:40:0 (6-9) 𝑲(pN) m11(pN/K) 𝑲𝟑𝟑
𝟎 (pN) m33(pN/K) 

37±4 0.09±0.01 -16±2 0.059±0.005 
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Figure 6.5. Dielectric analysis of MLC 2081. (a) ε⟘, ε|| and  𝜀 ̅as function of TNI-T (TNI=112±2°C). (b) 
Splay (k11) and bend (k33) elastic constants as function of TNI-T. Here, as stated in the text kii’≈ kii, 
showing the treatment given in in equations (6-4) and (6-5) does not greatly effect values. (c) kii plotted 
as a function of T/TNI fitted with equation (6-8).  

 Permitivities and Elastic Constants of Dimer Mixture  

Figure 6.6 shows results from dielectric investigation of the dimeric mixture. Figure 6.6a shows values 

of ε⟘ , ε||  and 𝜀,̅ where the positive to negative transition at 63°C may be seen. As discussed, this is 

attributed to conformational changes of the dimer (section 6.3.1.a). The errors in Figure 6.6a are large 

compared to the value Δε, however these are for the absolute value rather than the trend which is more 

certain and confirmed through applying electric field while performing POM. Figure 6.6b shows elastic 

constant behaviour, where raw and rescaled values can be seen to be similar, but the rescaled ones show 

a more continuous trend  in the region close to 63°C, where Δε is very small (these are filled in for k11 

and k33, to identify their larger associated errors). Figure 6.6c shows the rescaled elastic constant values, 
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where continuous change above and below 63°C (taken in PH and HT devices respectively) is observed. 

Of most relevance to this work is the region where Δε is negative, as this allows EHDI to be compared 

to that of pure MLC 2081. This is below 63°C, a region shown in Figure 6.6d. Here the behaviour of 

both k11 and k33 are reasonably linear, and is fitted with,  

𝑘௜௜ = 𝐾௜௜
଴ + 𝑚𝑇(𝐾) , 𝑖 = 1,3  (6-9) 

 

where fitting parameters are given in table Table 6-3.  

 

Figure 6.6. Dielectric analysis of dimer mixture (ϕ60:40:0) as temperature is varied. (a) Permitivity as 
function of T-TNI. (b) k11 and k33 as functions of temperature, both using raw (k’ii) and rescaled data 
(kii).Data data points close to 63°C(Pink lines) are filled in due to being more erroneous. This is caused 
by the Δε becoming close to zero. (c) Rescaled elastic constants as a function of T/TNI. (d) k11 and k33 in 
the temperature range where Δε<0. Behaviour well described by linear fit (equation (6-9)). Red and 
black dotted lines are guides for the eye. 
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 Material Suitability for Experiment  

The goal of this chapter is to assess the role of elastic constants in shaping the hydrodynamic rolls 

formed within NLCs in a state of EHDI. To do so a novel dimer mixture was created to compare with 

the standard material MLC 2081. For the dimer mixture desirable properties are: 

i. Negative Δε.  

ii. Positive Δσ.  

iii. Lower k33 than MLC 2081.  

iv. Similar ε and Δε to MLC 2081. 

v. Similar σ and Δσ to MLC 2081.  

vi. Similar viscosity to MLC 2081.  

From results presented in Figure 6.5 and Figure 6.6 we have shown that ϕ60:40:0 achieves the properties 

i-iii when below 63°C. Property iv is partly satisfied, with similar ε, but with Δε in MLC 2081 being 

around four times larger at ambient temperatures. To investigate v, Figure 6.7 plots the measured 

conductivities as function of T (taken in the same manner as Chapter 5). Here, similar conduction 

magnitude is seen in the dimer mixture as the device filled with ϕ100:0:0.5. This is unexpected and 

indicates that the CB7CB used has significant ionic contamination, however in this case it is useful as 

it allows the material to be used for EHDI experiments in the absence of TBATPB. Results from Figure 

6.7 also show at T<63°C Δσ is positive. For vi the viscosities are unknown, which is an uncertainty 

moving forward given their importance for hydrodynamic phenomena.  

 

Figure 6.7. Conductivity of dimer mixture compared to MLC 2081 doped with TBATPB. Three devices 
from the previous chapter are plotted against the dimer (circles) with concentration TBATPB given in 
key. The values σ⟘ and σ|| in ϕ60:40:0 are shown as triangles and stars respectively. These results were 
all taken in 20μm AWAT devices.  
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 VC and qC as Functions of Frequency  

As voltage and frequency were varied similar behaviours were seen as described in the previous chapter 

in both doped MLC 2081 (ϕ100:0:0.5) and the dimeric mixture (ϕ60:40:0). Figure 6.8 shows several 

observed patterns in the dimer mixture as frequency (f) and voltage (V) are varied. Similar to the MLC 

2081 results, the Normal Roll (NR) mode forms in the conduction regime when a critical voltage (VC) 

is applied. When the frequency increases to fdiel the NR mode transfers to the chevron pattern (CP) or 

prewavy pattern (PWP), depending on voltage. This is standard behaviour[270,336], indicating the 

material is behaving in a comparable way to the MLC 2081, rather than displaying the non-standard 

electroconvection often seen in BC materials.  

 

Figure 6.8. (a) Mapping the observed textures as voltage and frequency are varied in the dimeric 
mixture. (b) Images of: (i) NR mode at low f, (ii) NR mode at high frequency (iii) chevron pattern and 
(iv) prewavy pattern.  

Figure 6.9 shows plots VC and qC as functions of frequency (f) at several T in both salt doped MLC 2081 

(ϕ100:0:0.5) and dimeric mixture (ϕ60:40:0). They are fit with the same expressions used in the previous 

chapter,  

𝑉஼(𝑓) = 𝑉଴ ൭1 + ቆ
𝑓

𝑓௖௥௜௧,   ௏
ቇ

ସ

൱ 
 

(6-10) 

and  

𝑞௢௣௧(𝑓) = 𝑞଴ ൭1 + ቆ
𝑓

𝑓௖௥௜௧,   ௤
ቇ

ସ

൱ 
 (6-11) 

which describe the behaviour in all cases but dimeric mixture at 60.3°C (where Δε is very small).   
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Figure 6.9. Plots of VC and qC as functions of frequency. (a) VC in ϕ100:0:0.5 (b) qopt in ϕ100:0:0.5 (c) VC in 
ϕ60:40:0 (d) qC in ϕ60:40:0. These are fited with equations (6-10) and (6-11). At the time of measurement 
TNI in ϕ100:0:0.5 was 129±2°C, and in ϕ60:40:0 was 102±2°C.  

One of the key conclusions from the previous chapter was that fcrit values appear to be determined by 

sample conductivity. V0 and q0 as functions of T are plotted in Figure 6.10 to see differences between 

materials. In Figure 6.10a V0 is seen to continually increase with T in the dimer mixture, while in the 

MLC 2081 it slightly reduces then increases again. For MLC 2081 we repeat the explanation made last 

chapter regarding the competition between reductions in material elasticity[207,247,249] and 

increasing thermal dissipation[243] as T is increased. For the dimer mixture, V0 appears to increase with 

T only, with no local minimum. This is likely to be caused by the unusual positive gradient of k33 with 

T at low temperatures, meaning both thermal dissipation and elastic resistance act to increase V0, rather 

than opposing one another (as in the calamitic material).  

Figure 6.10b shows dissimilar effects of T on q0 between the two materials, where the dimer mixtures 

value reduces with T while MLC 2081 again displays a minimum before increasing. This reduction in 

the dimeric material is promising for the hypothesized mechanism illustrated in Figure 6.1, as in this 

region T is proportional to k33, meaning as k33 reduces q0 is becoming larger. At some point we predict 
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this behaviour would eventually reach a local minimum and start to increase again (as does the MLC 

2081), either as thermal dissipation becomes dominant or k33 starts to reduce again (see results in Figure 

6.6). These observations indicate that elastic constants play an important role in determining V0 and q0. 

To examine the limits of qopt in more detail the next section investigates the limits of this parameters as 

functions of the measured elastic constants.  

 

Figure 6.10. V0 and q0 from fittings shown in Figure 6.9 using equations (6-10) and (6-11) as functions 
of T. The arrows are included showing the temperature dependency of elastic constants k11 and k33 (in 
Figure 6.6) taken from . For example in the examined temperature range for the dimer mixture k33 
increases with T (right-facing arrow) while k11 decreases (left- facing arrow). Meanwhile in the MLC 
2081 both k11 and k33 reduce with T (left-facing arrows).  

 Limits of qC 

This section aims to understand the role of elastic constants in dictating the observed qopt values. Here, 

the temperature was varied to obtain different elastic constant values and ratios, using elastic constant 

fits presented in section 6.3.1. As discussed in the previous chapter, MLC 2081 doped with TBATPB 

appeared to change TNI as experiments went on. For this reason, TNI was measured at the start of each 

experiment and it was assumed that elastic constants at TNI-T were the same as pure MLC 2081. Key 

parameters to the possible application of EHDI gratings are the maximum (qmax) and minimum (qmin) 

qopt values observed for a certain T (which determines ratio of elastic constants). As devices of different 

spacing (d) were investigated it is useful to look at the dimensionless factors 
௤೘ೌೣ

௤బ
 and 

௤೘೔೙

௤బ
, where,    

𝑞଴ =
2𝜋

𝑑
. 

(6-12) 

Figure 6.11 plots 
௤೘ೌೣ

௤బ
, 

௤೘೔೙

௤బ
 and 

௤೘ೌೣ

௤೘೔೙
 as functions of k11, k33 and their ratio. As the method of controlling 

elastic constants was changing sample T, conclusions are challenging due to many parameters 

(viscoelastic and dielectric) changing simultaneously. To try to clarify these effects, arrows showing 

direction of increasing T are shown  in Figure 6.11.  
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Figure 6.11. Differences between the values qopt displayed by the dimeric and salt doped samples in 
states of EHDI. (a), (c) and (e) show the normalized minimum (upwards triangles) and maximum 
(downwards triangles) observed values of qopt as functions of k33, k11 and k11/k33. (b), (d) and (f) show 
the breadth of wavevectors observed as functions of these same elastic constants and their ratios. (f) is 
fitted with a linear fit through all points. Keys for left and right sides are given in (a) and (b). Arrows 
indicate direction of increasing temperature. Here, similiarly to Figure 6.10 the arrows of temperature 
show the directionality of relevant elastic constant or ratio with temperature. These can be seen to vary 
between mixtures (from results in in Figure 6.6). 
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For MLC 2081 the previously observed limits of  

𝑞௠௜௡

𝑞଴
> 1, 

 

(6-13) 

𝑞௠௔௫

𝑞଴
< 2, (6-14) 

and 

𝑞௠௔௫

𝑞௠௜௡
< 2, (6-15) 

 

are obeyed in all cases. Meanwhile the dimeric mixture does not follow the same behaviour, displaying 

qmin values as small as 0.75q0 and qmax values as large as 3q0 (at highest and lowest k33, respectively). In 

Figure 6.11a a clear correlation between the limits qopt and 
ଵ

௞యయ
 is observed in all devices. This alleviates 

uncertainties as the temperature dependency of k33 are opposite in the MLC 2081 and dimeric mixture. 

This means although the factors Δε and Δσ are varying, they are doing so in opposite direction, while a 

negative correlation of qopt limits with T and k33 occurs. This indicates the dielectric properties and 

thermal dissipation effects are only weakly effecting the observed behaviours, while viscoelastic 

properties dominate. Similar arguments can be used in Figure 6.11b, where if the MLC 2081 data points 

close to TNI( at lowest k33) are omitted a consistent correlation in 
௤೘ೌೣ

௤೘೔೙
 can be seen. This is taken as 

evidence that the effects of thermal dissipation only become important at high T. In Figure 6.11c-d, 

correlations between k11 a qopt limits are seen in both samples, where in the MLC 2081 qopt limits 

decrease with k11 while in dimeric mixture they increase. In Figure 6.11e-f the parameters are plotted 

against the ratio 
௞భభ

௞యయ
. This ratio changes little in the MLC 2081 samples, while in the dimer is varies 

considerably. Here, similar trends are seen with k33 alone, however, Figure 6.11f shows slightly more 

continuous behaviour between samples, where the black line is a concatenated fit between all points of,  

𝑞௠௔௫

𝑞௠௜௡
= 𝐴 ൬

𝑘ଵଵ

𝑘ଷଷ
൰

௡

, 
(6-16) 

where A and n were fitted to be 1.73±0.04 and 0.24±0.03. This behaviour may indicate that the breadth 

of qopt values displayed is mainly determined by 
௞భభ

௞యయ
 and d, however more evidence from a wider range 

of systems would be required to confirm this.  

To confirm the behaviours of qopt as frequency is varied, the angles of the m=±2 (θm=2) diffraction 

orders were measured using diffraction analysis at ambient temperature (T=22°C). This was done in the 

two 20 μm devices filled with ϕ100:0:1 and ϕ60:40:0. Combining the grating equation,  
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𝑚𝜆 = 𝛬௚௥𝑠𝑖𝑛𝜃௠, (6-17) 

with equations (6-13) and (6-14), the predicted angles of the m=2 order (θm) for calamitic mixtures 

obey,  

𝜃௠௜௡ < 𝜃௠ୀଶ < 𝜃௠௔௫, (6-18) 

where θmin=3.8° and θmax=7.6°. These and the values θm=2 as functions of frequency are plotted in  

Figure 6.12. ϕ100:0:1 obeys (6-18), while larger angles are seen in the device filled with  ϕ60:40:0, where, 

θmin=4.8±0.3° and θmax=10±1°.  

 

Figure 6.12 Diffraction angles of the m=2 order as functions of frequency in MLC 2081 (ϕ100:0:1) and 
dimer mixture (ϕ60:40:0). Square points indicate positive orders, diamonds negative. The values θmin and 
θmax  from equation (6-18) are marked, where MLC 2081 appears to obey these limits, but the dimeric 
mixture does not.  
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6.4 Conclusion 

This chapter presented the analysis of the relationship between elastic constants and EHDI patterns. 

Both the dielectric analysis and the reduced values of VC, indicated that the addition of CB7CB to MLC 

2081 has had the desired effect of greatly reducing k33 in the composite material compared to the pure 

MLC 2081. Also, the addition of CB7CB decreased k11, increased conductivity, reduced Δε and reduced 

TNI. This makes direct comparisons complex, due to many parameters being simultaneously varied.  

In examining the EHDI characteristics of the dimeric mixture, significantly shorter pitch gratings (by a 

factor of around 1.5) were observed than seen in MLC 2081 with TBATPB at any temperature or 

concentration TBATPB. This indicates the change in behaviour is unlikely to be caused by the 

magnitude of permittivity, conductivity, viscosities or elastic constants, but rather their anisotropic 

ratios. Of these, the origin of the changed behaviour does not seem likely to be caused by dielectric 

properties, as all evidence shows these have lower anisotropies in the dimeric mixture than in MLC 

2081, which would be a similar situation to MLC 2081 close to TNI. These discussions indicate that the 

changes in attainable qopt values are caused by varying viscous and elastic properties of the material. 

This work shows that both 1/k33 and k11/k33  have positive correlations with the values qopt as predicted 

at the start of the chapter. Often theoretical models of EHDI assume a single isotropic elastic 

constant[240], hence this behaviour might have been missed in many of those theoretical studies. It is 

also possible that the origin of this changing behaviour is due to changing viscosity. From theoretical 

treatments the parameters α3, γ1 and γ2 are particularly important in EHDI formation (see section 5.1.3) 

[240]. The change in these quantities have not been quantified in this work, meaning their measurement 

would be useful in confirmation of the dominant cause of changes observed.  

To conclude, Chapter 6 has aimed to investigate whether through creating novel materials the attainable 

wave vectors of systems in states of EHDI can be increased. This has been successful, where clear 

increases in both the breadth and absolute values of achievable qopt have been demonstrated. Certainty 

that this result is due to changes to material elastic constants only, cannot be confirmed without 

measurements of material viscosity, however the results presented indicate at least a partial dependency 

on k33.  

The increases in observed qopt are moderate, with the maximum observed increase in qopt’s value and 

range being around 50% despite a factor of 10 change to k33. It may be that further increases in qopt can 

be achieved through further elastic constant tuning, however it is likely such improvements will be 

incremental. Additionally, the fundamental issue within the EHDI diffractive devices of not being able 

to induce blaze is not addressed using these methods. Further discussion of EHDI performance as a 

diffractive optical element is presented in Chapter 9, where the theoretical limits of an optimized device 

will be presented, in addition to ideas to improve the devices further.  
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Chapter 7 Measurement of the Speed 
of Sound in Nematic Liquid Crystals 
 

This and the following chapter concern acoustic properties and phenomena in NLCs. This chapter 

(Chapter 7) introduces the key concepts of acoustics in general soft matter but focuses on lower acoustic 

power where the ultrasonic irradiance is insufficient to alter the macroscopic properties of the material. 

The chapter includes measurement of the speed of sound in the NLC mixture E7. Chapter 8 continues 

with acoustics, but focusses on larger powers of ultrasonic irradiance, where changes to the orientation 

of the NLC director are induced.  

7.1 Fundamentals of Acoustic Waves   

 The Wave Equation for Acoustics  

Acoustic waves are pressure waves, obeying the wave equation,  

∇ଶ𝑝 −
1

𝑣௦
ଶ

𝜕ଶ𝑝

𝜕𝑡ଶ
= 0, 

(7-1) 

 

where p is the pressure, vs is the speed of sound and t is time. A useful solution to  (7-1) for a single 

wave propagating along the z-axis may be written as,  

𝑝 = ൥

𝑝௫

𝑝௬

𝑝௭

൩ 𝑒௜(ఠ௧ି௞ಲ௭) = ൥

𝑝௫

𝑝௬

𝑝௭

൩ 𝑒
ଶగ௜൬௙௧ି

௭
ఒಲ

൰
, 

(7-2) 

 

where pr are the complex amplitudes of the pressure wave in the direction r, kA is the wave’s 

wavenumber, λA is the acoustic wavelength, ω is the angular frequency, and f is the linear frequency. 

Unlike electromagnetic waves, acoustic waves have polarized components in the three Cartesian 

polarisation directions, as they can be longitudinal and transverse. Schematics of both transverse and 

longitudinal waves are shown in Figure 7.1.  

When an acoustic wave passes through a medium, the amplitude reduces in value over time and space. 

This is due to the dissipation of energy into the medium, known as attenuation. The attenuated pressure 

(pα) can be written as,  

𝑝ఈ = ቎

𝑝௫𝑒ିఈೣ௧

𝑝௬𝑒ିఈ೤௧

𝑝௭𝑒ିఈ೥௧

቏ 𝑒௜(௞ಲ௭ିఠ௧) 

(7-3) 

 

where αr are known as attenuation coefficients.  
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Figure 7.1. The different polarisations of acoustic waves. The pressure (p, red lines) and resulting 
velocity fields (u, pink arrows).(a) A longitudinal wave. (b) A x- polarized transverse wave.   

 

 Bulk Acoustic Waves in Simple Materials  

Within materials, acoustic waves may be split into two types: those which pass through the bulk of the 

material and others which pass along an interfacial surface. This chapter only considers the interaction 

of Bulk Acoustic Waves (BAWs) with NLCs.  

 Newtonian Fluids  

One of the simplest materials to describe BAW propogation within are Newtonian fluids. Within these 

materials, no elastic forces exist between the constituent particles, and the propagation of acoustic 

waves is caused by localised increases in density due to the applied pressure. Usually, these materials 

only support the transmission of longitudinal waves over significant distances. As they have no inter-

particle bonds, transverse acoustic modes have very high attenuations[337]. In these materials, the speed 

of sound, vs for the longitudinal mode can be approximated with  Urick’s equation[338],  

𝑣௦ = ඨ
𝐵

𝜌
 

(7-4) 

where B is the bulk modulus of the fluid (a measure of a material’s resistance to compression) and ρ 

the unperturbed density.  

 Elastic Solids  

In elastic solids, both longitudinal and transverse acoustic wave modes are supported. This difference 

can be understood by solid materials generally possessing intermolecular bonds. A simple model for an 

elastic solid material is a construct of many masses (molecules) connected by springs (bonds). Here, if 

either a transverse or longitudinal vibration is applied to a particle, the wave transmits through the 

material.  
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For longitudinal waves in elastic solids vs may be written as,  

𝑣௦ = ඨ
𝐵 +

4
3

𝐺

𝜌
,  

(7-5) 

 

Where G is the shear modulus (a measure of a material’s resistance to shearing ). Meanwhile, for the 

transverse waves the vs  is written as,  

𝑣௦ = ඨ
𝐺

𝜌
.  

(7-6) 

 

 Generation of Ultrasonic Acoustic Waves using the Piezoelectric Effect 

 The Piezoelectric Effect 

In this thesis, ultrasonic waves are solely generated using the piezoelectric effect. The piezoelectric 

effect is defined as the inducement of a macroscopic charge due to some externally applied stress[339]. 

In tensor form, a non-piezoelectric elastic material, a material’s stress (T) and strain (S) can be written 

as,  

𝑺 = 𝒔𝑻 (7-7) 

and the dielectric displacement (D) may be written as,  

𝑫 = 𝜺𝑬 (7-8) 

where s is the material compliance, ε the permittivity and E the electric field. For a piezoelectric 

material, D and S are coupled to one another, where,  

𝑺 = 𝒔𝑻 + 𝜹்𝑻 (7-9) 

and  

𝑫 = 𝜺𝑬 + 𝜹𝑻 (7-10) 

where δ and δT are the piezoelectric tensor and its transpose. The piezoelectric effect is reversible, 

meaning when an electric potential is applied across a piezoelectric material, it will distort its shape. 

Therefore, by applying an oscillating electric potential, piezoelectric materials can vibrate to produce 

acoustic waves.  

Many materials exhibit  piezoelectricity [339–343] where the absolute requirement is that the crystalline 

structure is non-centrosymmetric[344]. The most commonly used piezoelectric material is Lead 

Zirconate Titanate (PZT) [345]. PZT has a perovskite atomic structure, where a central cation (zinc or 

titanium) is surrounded by 6 anions (oxygen) then a further 8 cations (lead)[344]. A unit cell of PZT 

above the Curie temperature (TC) (shown in Figure 7.2a), does not exhibit piezoelectricity due to it 

being centrosymmetric. However, below TC, the central cation moves to a new minimum energy 
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position off the centre of the lattice. This leads to the unit cell exhibiting a permanent dipole and 

stretching into a cuboid shape (Figure 7.2b). If cooled below TC with no electric field applied, these unit 

cells will be randomly distributed in orientation, meaning there is no bulk polarisation in the 

macroscopic material. However, if a large electric field (≈2-4 kV/mm)[346] is applied as the material 

is cooled from above TC,  the dipoles align to resist it, creating a material with a macroscopic permanent 

dipole (This is known as “poling”). For a poled material, when an appropriately aligned electric field is 

applied across the structure, the central cation moves to resist the applied field, dilating the unit cells. 

This leads to the macroscopic material flexing and vibrating when DC and AC fields are used, 

respectively (Figure 7.2c-d).  

 

Figure 7.2 Origins of piezoelectricity in PZT. (a) A standard Perskovite unit cell where a central cation 
(black) is surrounded by 6 anions (purple) in the centre of each face and 8 more cations (orange) in 
each corner. (b) The crystal structure below TC, where the central cation moves slightly off-centre, and 
unit cell stretches in the z-direction. (c) A poled PZT material, where a macroscopic permanent dipole 
moment exists. (d) The case when an electric field is applied to the poled PZT, where the central cation 
moves under the applied field, flexing the macroscopic shape.  
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 Resonance  

Usually, piezoelectric devices show strong dispersions, where, as the applied frequency is varied, the 

material undergoes several resonance processes. Figure 7.3 shows an example of dielectric spectra of a 

poled PZT disk (taken using the Agilent E4980A LCR meter on a disk from Precision Acoustics, 

Dorset). Here, close to the resonance frequency (1MHz), the measured impedance of the system (Z*) is 

very small. This is due to the energy being efficiently transferred into ultrasonic irradiance within the 

device. This is the frequency where the maximum acoustic intensity is achieved.  

 

Figure 7.3. (a) The real and imaginary parts of impedance (R and X respectively) of a PZT disk as the 
applied frequency is varied. (b) The corresponding capacitance (C) and conductance (G).  

 

7.2 Speed of Sound Measurements in Soft Materials  

 The Pitcher & Catcher Method  

The speed of sound (vs) is a highly important parameter to understand acoustic interactions within 

materials. For this this work it was found to be critical for understanding the NLC acoustic interactions 

reported in Chapter 8. Due to the material’s viscoelasticity and anisotropy, vs is a complex parameter to 

measure in NLCs. These complexities will be introduced in this section, so that results presented may 

be better understood.  

A standard method of measuring vs is the Pitcher and Catcher (P&C) method [338]. Here, two 

piezoelectric transducers are used, which are separated by some distance (d). The cavity between the 

two transducers is then filled with the material to be studied (see Figure 7.4). A voltage pulse is applied 

to one of the transducers (the Pitcher), which transfers it into a longitudinal acoustic pulse. This pulse 

moves through the distance d and is received by the other transducer (the Catcher), which transfers it 
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back as an electric signal. This allows direct measurement of vs if the time spent within the distance d 

(td) is known as [338,347],  

𝑣௦ =
𝑑

𝑡ௗ
. 

(7-11) 

The measurement of td is not trivial, as the total time between an input pulse and output pulse (Δt) is the 

sum of times spent in the transducer casing and buffer rod (db, see Figure 7.4) in addition to d. Therefore 

for similar pitcher and catcher transducers,  

𝛥𝑡 = 𝑡ௗ + 2𝑡௕ . (7-12) 

Also, for thin samples, d may not be known to a high degree of accuracy. This can be overcome by 

either measuring a well-characterised reference material (usually water[338]) or taking measurements 

at several d values. 

 

Figure 7.4.Schematic of Pitch and Catch method’s operation.  

Often within the P&C measurements, more information than vs can be obtained. Usually, the signal 

attenuation (A) is measured, defined as,  

𝐴 = 10 𝑙𝑜𝑔ଵ଴ ൬
𝐼௙

𝐼௜
൰. 

(7-13) 

Here, Ii and If are the intensity before and after the attenuation, respectively. A can be converted into a 

material attenuation coefficient (α) by,  

𝛼 =
𝐴

𝑑ఈ ∙ 𝑓஺
, 

(7-14) 

where dα is the distance over which the attenuation took place (in P&C dα=d).   
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 Speed of Sound Measurements in Non-Liquid Crystals  

 Accuracy of P&C Measurement    

Generally, the P&C measurements of isotropic liquids are highly accurate at obtaining values of vs, 

where errors are often quoted in the range 0.01-0.0001%[348–350]. The main uncertainties of such 

measurements are maintaining uniform temperature and pressure across the sample, rather than the 

P&C method itself. 

To a large extent, the accuracy of value vs is determined by d, as thicker samples reduce the relative 

errors of both d and Δt in (7-11). For example, Povey et al. [351] reported an uncertainty of 0.1ms-1 in 

the measurements isotropic molecular liquid samples. Here a 50mm thick sample was used. Taking this 

example and making a first-order approximation, a reasonable minimum expected error for a vs 

measurement (δvs) may be written,  

𝛿𝑣௦ = 0.1𝑚𝑠ିଵ
50

𝑑[𝑚𝑚]
. 

(7-15) 

This means that in simple fluids if a value of δvs smaller than 10 ms-1 is desired, a minimum layer 

thickness of around 500μm is required. This is important for LC material measurement as usually only 

small quantities of material will be available.  

 Influence of Relaxation Processes on Ultrasonic Measurements  

Although equations (7-4) and (7-5) can be used to describe vs of longitudinal waves in simple solids 

and fluids, respectively, they are generally over-simplified. A critical behaviour that is missed in these 

simple relations is dispersion, where often as the frequency of the transmitted acoustic wave is varied, 

vs changes. This is due to physical relaxation processes within the material, which as the frequency 

increases, have insufficient time to respond to the oscillations of the acoustic wave (becoming relaxed). 

This is characterised by a critical frequency, ω0, where the process changes from being in its dynamic 

to inertial frequency range. The effect of an acoustic relaxation can often be described to affect the 

value vs using [352],  

𝑣௦
ଶ = 𝑣଴

ଶ + (𝑣ஶ
ଶ − 𝑣଴

ଶ)
ቀ

𝜔
𝜔଴

ቁ
ଶ

1 + ቀ
𝜔
𝜔଴

ቁ
ଶ, 

(7-16) 

where v0 and v∞ are the values vs in the dynamic and inertial range, respectively. At ω close to ω0 the 

attenuation coefficient (α) also tends to increase in value [352],  

𝛼 = 𝛼଴ + 𝛼ோ , (7-17) 
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where α0 is some base attenuation constant far from relaxation and αR is the increase close to relaxation. 

For a single relaxation process, this is approximately quantified as,   

𝛼ோ = 𝑓
(𝑣ஶ

ଶ − 𝑣଴
ଶ) ቀ

𝜔
𝜔଴

ቁ

𝑣଴
ଶ ൬1 + ቀ

𝜔
𝜔଴

ቁ
ଶ

൰ + (𝑣ஶ
ଶ − 𝑣଴

ଶ) ቀ
𝜔
𝜔଴

ቁ
ଶ.  

(7-18) 

This increase in α can be understood as being caused by increased energy absorption due to it being 

close to a mechanical resonance.  

As stated above, the origin of relaxation processes are varied. Some are thermal and caused by the 

relaxation of the vibrations of intermolecular bonds [352,353]. A simple example of such thermal 

relaxation is  observed in fluorine gas[352], which was probed by Shields in 1962 [353]. The results for 

vs and α of the fluorine are shown in Figure 7.5. Here, the data is fitted accurately using equations (7-16) 

and (7-18) indicating the process can be described as a simple single process mechanical relaxation 

(Figure 7.5a and b).  

Another relaxation process of particular importance to soft matter systems is viscous relaxation[354]. 

A viscous material behaves as an elastic spring at high frequencies, and displays a viscous response at 

low frequencies (see section 2.3.1). This can be understood qualitatively using Maxwell’s standard 

model of viscoelasticity (see Figure 7.5c)[355], where two springs (of spring constant k1 and k2) are put 

into a mechanical circuit with a piston (of elastic resistance R1). At low frequencies (ω<<ω0) the 

effective system elastic constant (kT) will equal k2 as the branch of the system containing k1 has sufficient 

time to respond viscously(ω<<ω0). At high frequencies (ω>>ω0) there is insufficient time for the 

viscous response, so kT will be the summation of k1 and k2. The effect of viscous relaxation was 

investigated in several highly viscous fluids by Isakovich and Chaban in 1966[354], where reasonable 

qualitative agreement with equation (7-16) was found (shown in Figure 7.5d). The lower quality of fit 

in Figure 7.5d compared to Figure 7.5a is caused by the complexity of glycerol’s viscous behaviour 

compared to Fluorine’s simple diatomic thermal relaxation. Similar methods to those used to generalize 

the Debye equation for describing a wider range of dielectric relaxations using the Havrilliak-Negami 

exponents (see section 2.4.2)[87,88], can be used here to generalise (7-16) to fit a wider variety of 

mechanical relaxation curves[356].  
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Figure 7.5. Relaxations of processes which contribute to vs. (a) The thermal relaxation of vs in Fluorine 
gas, taken by Shields[353] (fitted with equation (7-16, ω0=93.5kHz) (b) The corresponding αR fitted 
with equation (7-18) (c) Maxwell’s model of viscoelasticity. (d) Measurements of vs in glycerol at T=-
14°C from Isakovich and Chaban [354].  

 Influence of Scattering in Ultrasonic Measurements 

Other complexities in ultrasonic measurements are caused by scattering phenomena. These are often 

described analogously to optical scattering events[267,268,357–359], where a wave is deflected from 

its trajectory by an interface or object. In both optical and acoustic scattering, if a bulk sample is made 

up of two dispersed phases, the amount of scattering depends upon: (i) the volume fractions (ϕn) of 

each phase, (ii) the contrast in transmission properties of the two phases (ε and μ for electromagnetic 

waves, B and ρ for acoustic waves), (iii) The size (ddom) and shape of the domains that make each phase, 

(iv) the sharpness of the domain interfaces and (v) the acoustic wave frequency and wavelength [360–

364].  

An important manifestation of acoustic scattering in P&C measurements is when the technique is used 

to measure vs in colloidal systems. Due to the huge interfaces between the two phases per unit volume 

within a colloid, scattering occurs to a large extent.  This manifests in a number of ways, for example 

when vs is measured in a colloidal system, often [338,361,365,366], 
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𝑣௦ < 𝜙ଵ𝑣ଵ + 𝜙ଶ𝑣ଶ.  (7-19) 

The cause of this difference in measured vs is illustrated in Figure 7.6. Here, despite the same values ϕn 

and vn, Figure 7.6a has a significantly higher vs values than Figure 7.6b. This is caused by many more 

scattering events occurring in the colloidal system as the pulse moves through the material. This 

scattering increases the measured α,  

𝛼 > 𝛼ଵ𝜙ଵ + 𝛼ଶ𝜙ଶ. (7-20) 

Here αn are the α of the two the pure phases. This allows a quantification of the material scattering 

attenuation (αs, if the attenuation of the two constituent phases are known) [359],   

𝛼௦ = 𝛼 − (𝛼ଵ𝜙ଵ + 𝛼ଶ𝜙ଶ).  (7-21) 

 

 

Figure 7.6. An example of a biphasic system with the same vn and ϕn. (a) A separated case where the 
waves move through undisturbed by interfaces. (b) A colloidal system where many scattering events 
will occur as the waves move through, reducing vs and increasing α.  

 Speed of Sound Measurements in Nematic Liquid Crystals  

 Previous Measurements of vs using P&C 

Several P&C measurements have been reported on NLCs[367–372], where the measurements of vs and 

α were found as a functions of  temperature (T), acoustic frequency (fA) and director orientation. Here, 

on cooling the NLC from its isotropic phase, an increased α and a reduction in vs is observed close to 
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the TNI. The results of  vs and α in a NLC (MBBA) taken by Eden et al.  (in a configuration similar to 

Figure 7.4) is shown in Figure 7.7. In Figure 7.7a the vs decreases with T with an approximately constant 

gradient both sufficiently above and below the TNI. Closer to TNI a sudden reduction in value occurs, 

particularly when measured with a lower acoustic frequency. This decrease in vs typically coincides 

with a spike in α (shown in Figure 7.7b).  

 

Figure 7.7 Speed of sound (a) and attenuation (b) measurements in p-methoxybenzylidine- p-n-
butylaniline (MBBA)taken from Eden et al[367]. Here no aligning magnetic field was used.  

 Acoustic Dispersion in NLCs 

From Figure 7.7, a clear dispersion can be seen in vs and α between the frequencies of 0.3 and  

9 MHz[367]. The origin of this is discussed in some detail by Nagai et al. [368], where they argue that 

the dispersion is not only due to the viscous response of the NLC (which would occur in any viscous 

isotropic material), but also due to coupling between fluctuations in the nematic director and the 

transmitted acoustic pulse[347,373].  These director fluctuations are largest close to TNI, meaning the 

strongest attenuation occurs here[347]. The attenuation coefficient of a NLC (αLC) may be written as a 

sum of several processes[368],  

𝛼௅஼ = 𝛼௡ + 𝛼௩ + 𝛼் + 𝛼ஶ.  (7-22) 

where αn, αv, αT and α∞  are attenuations associated with the director fluctuations, viscous response, 

thermal response and the high frequency static value, respectively. Here, all but α∞ vary with frequency, 

similar to the equation (7-18). The equation (7-22) is a simplified picture as each term in this equation 

is made up of series of functions. When ω is far greater than all ω0 all processes will be in their static 

rather than dynamic ranges, meaning both vs and α  will tend to v∞ and α∞, respectively.  
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Figure 7.8. A simplified illustration of the dispersion of vs in a NLC. This is similar to what would be 
expected in a usual viscous fluid; but with director fluctuations. Purple single-headed arrows indicate 
the flow of molecules within the sample, and the yellow double-headed arrows indicate thermal 
fluctuations of the director. As the frequency increases to infinity, vs tends to the value v∞.  

 The Influence of Alignment and Anisotropy of NLCs on Ultrasonic Measurements  

Generally, the cylindrical symmetry of NLCs leads to two vs and α values at a given frequency, one set 

perpendicular (v⊥, α⊥) and one parallel (v||, α||) to n. For standard calamitic NLCs, generally, these are 

found to obey [374,375],  

𝑣|| > 𝑣ୄ. (7-23) 

and [368], 

𝛼|| > 𝛼ୄ. (7-24) 

This anisotropy in vs and α leads to potential difficulties in performing P&C measurements including 

the requirement of the LC thickness greater than 500μm for accurate measurements as discussed in 

section 7.2.2.a. Such a thick layer of NLC is problematic to align with alignment layers alone. This can 

be overcome by using a large magnetic field to homogeneously align the director [32]. Mullen et al. 

[369]and Bacri [376], independently measured the anisotropy in vs (Δv) and α (Δα) as a functions of 

temperature. Results from reference [369] are shown in Figure 7.9a. Here, the NLC was  MBBA and 

the magnetic field was varied from zero to 40000A/m across the sample, where at around 4000A/m the 

value vs stopped changing value (interpreted as n aligning completely will the field). Similar was done 

in reference [376], where measurements of Δα were included (here a field up to 1.2T was used).   
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Figure 7.9. Acoustic measurements of Δv (a)   and Δα (b) for MBBA as function of temperature. The 
data from (a) and (b) were taken from [369] and  [376] respectively.  

The acoustic results obtained in this chapter were obtained in the absence of any external magnetic 

field. The absence of such field leads to uncertainties in acoustic scattering due to inhomogenous 

director orientation within the sample. It is, however, reasonable to assume this scattering is negligible 

in this work given the small values of Δv and Δα[369,376].  

 Brillouin Light Scattering  

Another standard method of measuring vs in LCs is Brillouin Light Scattering (BLS), a technique 

utilizing the scattering of light off thermal phonons within the material[372,375,377–379]. Although 

this is not used in this work, it is important to note that the method has distinct advantages over P&C 

measurement, particularly as it can be used to find the vs within thinner sandwich devices, which allows 

better control of the LC alignment. Bradberry and Clarke studied the anisotropy of vs in the nCB series 

liquid crystals using the BLS [375]. Their results of v⊥ and v|| are shown in Table 7-1, where the reported 

difference in values are fairly small (>4%), particularly when compared to, for example, permittivity 

anisotropy of the materials. 

Table 7-1. Measurements of vs perpendicular (v⊥) or parallel (v||) to the director taken by Bradberry 
and Clarke. All measurements were taken at TNI-T=5°C, except for 9CB where T=TNI-1.5°C[375].  

nCB TNI(°C) v|| (ms-1) v⊥ (ms-1) v⊥/ v||(%) 
5CB 35 1740 1680 96.6 

6CB 29.1 1776 1712 96.4 

7CB 42.6 1682 1623 96.5 

8CB 40.6 1675 1640 97.9 

9CB 49.5 1596 1545 96.8 
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An associated disadvantage of BLS is that it is indirect and relies on phonons scattering the optical field. 

Generally, it operates in the GHz range, and much of the relaxation dynamics at lower frequencies are 

not observable. Grammes et al. [372], compared values of vs measured with 1MHz ultrasonic techniques 

and BLS in 5CB. They found that  far from TNI the values obtained by BLS was approximately 15% 

higher than using ultrasonic techniques, while close to TNI it was significantly more. This is similar to 

the effect of increasing frequency shown in Figure 7.7a, but more pronounced due to larger difference 

in probe frequency.  

  



 
 

 139 
 

7.3 Methods 

 P&C Set Up  

The results of vs in NLCs obtained in this chapter were measured using the P&C method, set up as part 

of the project. In order to conduct these measurements, two piezoelectric transducers of resonant 

frequency 500KHz were used (Precision Acoustics, Dorset). These acted as the ‘Pitcher’ and ‘Catcher’ 

transducers. They were arrayed as shown in Figure 7.10, where a fitted PTFE bowl was attached to the 

Pitcher to contain the fluid. The Catcher was attached with a spring-loaded mechanical micrometre 

stage. Here, variations in distance d to a minimum of 10 μm precision were possible using a grub screw. 

The Pitcher was addressed by a MP215 Ultrasonic Pulser TM500 System (MetroTek), which created 

electrical pulses of frequency 500KHz. These pitched pulses were recorded by an oscilloscope (GDS-

1102A-U, Instek), which also recorded the caught pulses to measure Δt. No methods of aligning the 

LCs (alignment layers, magnetic or electric fields) were used,  meaning it is likely the measurement is 

of some combination of  v⊥ and v||. From the results of Bradberry and Clark given in Table 7-1[375], 

this gives an approximate minimum uncertainty due to unknown orientation of 4%.  

 

Figure 7.10. The P&C experimental set up. (a )A photograph of the experimental set up with the pulse 
generator (green), the oscilloscope (red), the Pitcher transducer (dark blue), the Catcher transducer  
(yellow), sample bowl (light blue), micrometre stage (purple), micrometre handle (orange). It also 
shows the three electrical connections (A, B and C), where A applies the pulse to the Pitcher, B 
measures the input pulse on the oscilloscope and C goes from the Catcher to oscilloscope. (b) A 
schematic of the sample holder and Pitcher and Catcher. The sample fills the bowl allowing the 
measurement to be made.  
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 Procedure  

To obtain a measure of vs the bowl was first filled with the material of interest. Then, the micrometre 

position (p) varied as Δt was recorded. Due to the configuration of the micrometre stage, an increase in 

p decreased d. An example of this measurement is shown in Figure 7.11a, where at p≈16mm the two 

transducers collide (d≈0) preventing further changes to Δt. A more intuitive representation of the data 

is shown in Figure 7.11b. This was obtained by fitting graphs of Δt vs p using a linear fit, 

𝛥𝑡 = 𝑚 ∙ 𝑝 + 𝛥𝑡଴, (7-25) 

 then Δt was plotted against x where,   

𝑥 = −𝑝 −
𝛥𝑡଴

𝑚
.  

(7-26) 

By definition, the linear region (7mm<x<15mm) in Figure 7.11b will have an intercept of zero. The 

value vs can be obtained from either graph from,   

𝑣௦ =
−1

𝑚
.  

(7-27) 

 

 
Figure 7.11. Δt as the distance between the piezos was varied. The example sample is water and was 
repeated 3 times at the indicated temperature. (a) Δt as the readout p was varied. (b) The same data, 
shifted into a more intuitive form (as a function of x) where now increases in x increases Δt and Δt=0 
when x=0.  

 Validation  

To validate the experimental technique, vs was first measured in several well-characterised materials: 

water, methanol and IPA. Figure 7.12 shows the obtained graphs of Δt against x in these. The values 
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compared to literature are shown in Table 7-2, where all values were within 1% of those previously 

reported.  

 
Figure 7.12. Δt as a function of x in several isotropic liquids. 

Table 7-2. Values from of vs in some simple isotropic liquids. Here the literature values are compared 
to those obtained in this work. The difference in % value is quoted in the final column.  

Liquid Literature vs(ms-1) at 
T=20°C 

Obtained vs(ms-1) % Difference  

Water 1482.343  ([380]) 1479±7 (T=22.7±1.0°C) 0.2% 
Methanol 1125 ([351]) 1113±5 (T=19.9°C) 1% 

IPA 1157([348]) 1153±5  (T=20.6°C) 0.3% 
 

 Temperature Control 

The sample temperature was varied using an insulated aluminium box with an internal variable heating 

element (Bosch, GHG 23-66 heat gun 2300W). Ice was used to cool the box below ambient 

temperatures. When a thermocouple was placed inside the box (attached to one of the transducers), 

these techniques allowed variation in the probe temperature (Tp) from around 10°C-100°C. It should be 

noted that Tp is not necessarily equal to the sample temperature (TLC).The setup used to do this is shown 

in Figure 7.13.  
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Figure 7.13. Photographs of the set up used to control temperature while undertaking P&C 
measurements. Colours correspond to those in Figure 7.10. Here the Bosch Heat gun (red) sends hot 
air through the feed tube (pink) into the aluminium chamber. The temperature is then measured by a 
digital thermocouple (green) which was attached to the Pitcher transducer. (a) The chamber when shut, 
while (b) shows it with one of the walls removed to see the inner experimental apparatus. 

 Measurements of the Speed of Sound in NLCs   

Using the outlined techniques, vs was measured in the positive Δε NLC E7 (TXN=-55°C[381], 

TNI=78±2°C (measured with POM)). 2ml of material was used, which allowed  Δt to be measured as p 

was varied over a range of around 5mm. From the results of the isotropic fluids, it was found that small 

distances between the data points p (Δp) were essential to obtaining accurate values. Firstly, runs were 

conducted with a relatively small value Δp of 50 μm. These were done at several temperatures in three 

cooling or heating runs: 

 Run #1. Decreases Tp from 28°C using ice, taking measurements at Tp=28, 25, 19 and 14°C.  

 Run #2. Increased the temperature from 20°C to 72°C using the heat gun, taking measurements 

at Tp=52, 65, 72°C. 

 Run #3. Reduced the temperature from 72°C to 20°C by turning off the heat gun, taking 

measurements at Tp=42 and 36°C. 

For each temperature greater than 30°C the heat gun was programmed to a specific heating setting and 

left for 30 minutes to allow the sample to thermally equilibrate before a measurement was taken. This 

was similar for placing ice on top of the box for temperatures lower than Tamb. Errors in Tp (ΔTp) were 

recorded as the difference in Tp at the start and end of the experiment.   

In addition to the Δp=50μm experiments, a cooling run was completed where the sample was heated to 

Tp close to 100°C and left heating for around 1 hour. After this time, the heater was turned off, and the 

sample was allowed to naturally cool as measurements were taken. Here, the measurements had to be 
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completed quickly due to the constant cooling, meaning a larger Δp of 500μm was used. This coarser 

measuring technique allowed measurement at a broader range of Tp. Once the sample reached Tamb, ice 

was used to cool the samples further to a Tp of around 10°C.    

7.4  Results 

 Temperature scans with Δp=50μm  

Figure 7.14 shows results from Δp=50μm measurements at several temperatures. Figure 7.14a shows 

the raw data of Δt vs p where a linear relationship was observed  between p=13mm and p=15.5mm in 

all cases. In this range, the data was fitted using a linear fit, and using equation (7-26). Figure 7.14b 

shows vs as Tp was varied. Here a pink line is included as a guide to the eye to demonstrate the possible 

highly similar behaviour to Eden’s results on MBBA[367], where a reductions in vs was observed close 

to TNI (Figure 7.7). Here, the approximate Tp where the nematic isotropic transition occurs (TNI, p)  is 

marked in addition to that more accurately measured using polarized microscopy (TNI, opt). It can be seen 

error bars in Tp are much larger at higher temperatures than ambient ones. This is due to its value would 

change more rapidly. The errors in vs were obtained by numerical fittings of Figure 7.14a.  

 

Figure 7.14. Results from the Δp=50μm experiments at several temperatures from runs #1,#2 and #3. 
(a) Δt as p is varied. (b) The calculated values of vs as Tp was varied. The different runs are colour 
coded and the arrows give the direction of temperature change as the measurements were taken. The 
pink lines indicate an interpretation of this data, where the apparent reduction in vs around Tp=45°C 
is considered to be real and not due to experimental noise.  

 Temperature scans with Δp=500μm  

Figure 7.15 shows the results from the Δp=500μm measurements. Comparing Figure 7.15 with Figure 

7.14, the effect of the larger Δp can be seen. The behaviour of vs shown in  Figure 7.15b is similar to 
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that observed in previous studies [367,368], where the vs is fairly linear aside from in the region where 

the isotropic nematic transition occurs (Tp≈53°C). The blue points have been fitted with a linear fit,  

𝑣௦ = 𝑚் ∙ 𝑇௣ + 𝑣଴, (7-28) 

where v0 is the speed of sound at Tp=0°C and mT is the rate of change of vs with Tp. This fit obtained, v0 

= 1696±9ms-1 and mT = -3.3±0.2ms-1°C-1. The most notable deviations from this behaviour is at high 

temperatures when the uncertainty in Tp is largest.  

 

Figure 7.15. Similar graphs to Figure 7.14 but for the Δp=500μm case which is coarser, but provides 
more temperature dependent data. (a) Examples of several calculations of Δt as p was varied. The 
region where the fits were obtained is shown. (b) The calculated values vs. The data points close to TNI 
are coloured red, while those away are blue. The blue points are fitted with equation (7-28).    

7.5  Analysis and Discussion  

This section combines results from Δp=50 μm and 500 μm data sets. Figure 7.16a shows the graph of 

comparison of the two sets of results, where a systematic decrease in measured vs was found for the 

Δp=500 μm compared to Δp=50 μm. The ratio of the values vs for Δp=50μm and 500μm (v50/v500) are 

shown in Figure 7.16b, where an average value of 0.94±0.02 was found. As Δp=50μm results are likely 

more accurate than Δp=500μm, these results were divided by 0.94. This shifted the results to the values 

shown in   Figure 7.16c, where additional errors have been added due to uncertainty in the shifting 

process.  

To convert Tp to TLC  it was assumed that at Tamb Tp=TLC and that when Tp=53°C, TLC=78°C. Using these 

two points TLC was assumed to take the form,   

𝑇௅஼ = 𝑚்𝑇௣ + 𝑇଴, (7-29) 
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where mT and T0 were,  1.8±0.2 and -15±6 respectively. As there was no transition to rescale to below 

Tamb, here it was assumed that TLC= Tp. The error in temperature naturally deviates further from Tamb, 

meaning the error in TLC(ΔTLC) was approximated as,  

𝛥𝑇௅஼ = ห𝑇௅஼ − 𝑇௣ห
𝛥𝑚்

𝑚்
. 

(7-30) 

Here ΔmT is the  fitting error in mT. Figure 7.16d shows results from this analysis where vs is shown as 

a function of TLC, where the behaviour typically associated with the nematic to isotropic transition can 

be observed at TNI. The data of vs in runs #1 and #3 are fitted with a linear fit (shown as the pink line in 

Figure 7.16d). Here the gradient was found to be -2.3 ± 0.1ms-1°C-1 and the intercept 1770± 10ms-1.  

 

Figure 7.16. Plots showing how the combination of results from Δp=50μm and Δp=500μm experiments. 
(a) Shows the raw data comparison where an offset between measurements can be seen where Δp=50μm 
measurements are all above the Δp=500μm. (b) The values of vs for Δp=500μm divided by Δp=50μm 
where data was available. Here the average value is shown. (c) The same data as (a), however now the 
Δp=500μm has been divided by the average shown in (b). (d) vs as a function of TLC. The x and y error 
bars for the Δp=500μm and x error bars in Δp=50μm are large due to amount of analysis undertaken.  
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No values for vs for the nematic mixture E7 have previously been published making a direct comparison 

of the results obtained here to other literature difficult. Therefore, the values for vs in the components 

of E7 were found to assess whether the experimental values obtained are reasonable.  

E7  is a mixture composed of 51% 5CB, 25% 7CB, 16% 8OCB and 8% 5CT[382]. Ultrasonic vs  

measurements in both 5CB and 8OCB  have been published previously as functions of temperature in 

references [372] (fA=1MHz) and [383] (fA=2MHz), respectively. No examples of measurements of vs in 

7CB using ultrasonic methods  were found in literature, however using Brillouin scattering it was found 

to have a very similar vs to 5CB [367]. 5CT has not been previously been measured for vs. Therefore it 

was assumed that  

𝑣ହ஼ = ඨ
𝜌ହ஼஻

𝜌ହ஼்
× 𝑣ହ஼஻ = 1.097 × 𝑣ହ஼஻, 

(7-31) 

(see equation(7-4)). Here v5CB and v5CT are the velocity of sound in 5CB and 5CT materials and ρ are 

their densities. These values of vs as function of temperatures are shown in Figure 7.17a. The figure 

shows the reported values for 5CB, 8OCB, which are fitted with linear fits for data points far from TNI. 

From the values for 5CB and equation (7-31), the predicted value for 5CT is also shown. A simple 

model of how vs could be expected to behave in E7 is included here,  

𝑣ா଻ = (𝜙ହ஼஻ + 𝜙଻஼஻)𝑣ହ஼஻ + 𝜙଼ை஼஻𝑣଼ை஼஻ + 𝜙ହ஼்𝑣ହ஼் (7-32) 

where ϕ are the respective components volume fractions.  

Equation (7-32) is compared to experimental data in Figure 7.17b. Here it can be seen that the model 

predicts lower vs values than both the Δp =50 and 500μm results, however the experimental values are 

within the acceptable region (±200ms-1). Moreover, the model is too simplified, as for example it takes 

no account of the influence of order parameter or the non-linear characteristics of LC 

mixtures[384,385]. It is unlikely that the difference is due to the difference in acoustic frequencies, as 

the 5CB and 8OCB studies used higher frequencies compared to ours. This would usually lead to higher 

value of vs, where here the opposite was observed. It is also likely that E7 and 5CB undergoes acoustic 

relaxation processes at similar frequencies, as broadband dielectric studies both find their dipole 

reorientations relax at approximately 10MHz[386,387].  
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Figure 7.17. Figures comparing equation (7-32) to experimental data. (a) The experimental data for vs 
in 5CB and 8OCB taken from references [372]  and [383], respectively. Starred points are close to TNI, 
squared are far away. The square points are fitted to linear fits which are shown. The linear fit for 5CT 
was obtained using the result for 5CB and equation (7-31). The orange line shows the predicted 
behaviour of E7 using equation (7-32). (b) Comparison of (7-32) to experimental data. The Δp=50μm 
and Δp=500μm (before normalising to the Δp=50μm data) points are included. 
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7.6 Conclusions  

In this chapter the acoustic properties of NLCs have been introduced with a focus on techniques used 

to measure the speed of sound. In the context of speed of sound measurement, the complexities arising 

from the viscoelastic and anisotropic nature of NLC materials have been discussed, with examples of 

how they manifest when ultrasonic measurements are performed. 

This chapter has firstly reported upon a customised experimental apparatus designed to measure vs for 

unusually small quantities of material. It then is demonstrated to be capable of measuring vs in simple 

isotropic fluids within 1% of other published values. vs is then measured in the NLC mixture E7. These 

results appear to be of reasonable magnitude compared to similar materials previously studied, and 

display similar trends as a functions of temperature; with a tendency for vs to decrease with T and a 

sharp dip occurring close to TNI. These results were compared to a simple theoretical model of what the 

vs  in E7 might be expected to be from knowledge of its components. This model does not accurately 

present the data (giving a lower vs by a factor between 5-10%), however is of the correct magnitude and 

gives a similar gradient to the probably more accurate Δp=50μm results. For further validation of the 

results presented, a measurement of a larger quantity of material with more uniform temperature control 

would be advised.  

The most important results presented here for this thesis are the values vs in E7 at ambient temperatures, 

as these will be used extensively in the next chapter to understand the interaction of the materials with 

surface acoustic waves. For this purpose we take the value vs at ambient temperatures (18-28°C) to be 

vs=1720±70ms-1 where the error incorporates both the range of results given in run #1 and the typical 

anisotropy of around 4% seen between v⊥  and v||  Brillouin scattering studies[375]. The next chapter 

will return to the creation of DOEs, this time utilizing acoustic waves. In addition to the value of vs in 

E7, the discussion of acoustic transport given in this section will used.   
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Chapter 8  Acoustohydrodynamic 
Gratings in Nematic Liquid Crystals  
 

In the previous chapter, the complexities of low intensity ultrasonic wave transmission in NLCs was 

discussed. In this chapter, NLCs are investigated under higher acoustic pressures, where the intensity 

is sufficient to influence the orientation of the NLC director.  

This chapter is split into two by the types of acoustic field applied to NLCs. Firstly, section 8.1 discusses 

NLC interactions with longitudinal Bulk Acoustic Waves (BAW), where the theory of such interactions 

and some preliminary experimental results are discussed. Sections 8.2-8.4, then go on to discuss the 

effect of Surface Acoustic Waves (SAW) on NLCs more thoroughly. The reason for this focus, is that 

SAW-NLC interactions have previously been shown to create hydrodynamic gratings similar to those 

observed in EHDI[24,25,27,388], however unlike BAWs are still a relatively unexplored research 

space. 

The results from this chapter will then be combined with results from Chapters 4, 5, 6 and 7, in Chapter 

9 to discuss hydrodynamic patterns in NLCs in the broader context of NLC diffractive optical elements.  

8.1 Structural Transformations Due to Bulk 

Acoustic Waves  

 Acousto-Optical Phenomena in Nematic Liquid Crystals due to Bulk 

Acoustic Waves 

In this section, results from previous studies investigating high power BAWs interacting with NLCs are 

discussed. Due to the orientation of the NLC changing as the acoustic field is applied, the phenomena 

are fundamentally non-linear, requiring relatively complex theoretical descriptions[372,373,389–392]. 

Good reviews on the both experimental and theoretical aspects are given in references 

[27,189,388,393]. To understand the interaction of materials with both BAWs and SAWs, the 

relationship between the acoustic wavelength (λA), frequency (f) and speed of sound (vs)  

𝜆஺𝑓 = 𝑣௦, (8-1) 

is fundamental and will prove crucial throughout this chapter.   

A common configuration used to examine NLC interactions with BAWs is shown in Figure 8.1a, where 

a NLC sandwich device is placed in contact with a BAW transducer. This transducer is then driven to 

create longitudinal waves of wavevector qL, which pass through the device[394,395]. Several 
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phenomena have been observed within such devices, such as: director reorientation, narrow domain 

formation, defect formation and light scattering. These are described below and are in increasing order 

of the acoustic intensity that is usually required:  

i. Director Reorientation. This phenomena is understood to be caused by a direct coupling 

between n and the incident acoustic field (Figure 8.1b), the free energy of which is minimized 

when qL∙n=0[27,391,393,395–400]. It is this director coupling, which is thought to be 

responsible for the sharp increase in attenuation close to TNI observed when undertaking P&C 

measurements (see  Chapter 7)[373,390,391]. Often, in the experimental configuration shown 

in Figure 8.1a, the director coupling observed tends to have some spatial periodicity, leading to 

it often being referred to as wide domain formation. This periodicity is usually explained as 

either being caused by the acoustic field setting up standing waves [395,400], inducing viscous 

flow within the material[393,394,401,402] or a combination of both[27,403,404]. Each of these 

mechanisms place spatially dependent torques upon n, which create domains of the order of 

millimetres[395,399]. They are predicted to have a period (λdom) related to λA by[388,395],  

𝜆ௗ௢௠ ≈
𝜆஺

4
. 

(8-2) 

ii. Narrow Domain Formation. Shorter domains highly similar to those seen in 

electrohydrodynamic instabilities (EHDI) have also been observed[27,392,407,393–

395,398,401,402,405,406].  These  can be explained by the formation of vortices in the 

NLC[388,392,402] (Figure 8.1c), and are observed more clearly under shear oscillations [408] 

as opposed to longitudinal BAW. It may therefore be their appearance in BAW is due to intense 

longitudinal acoustic waves being transferred to shear waves at interfaces.  

iii. Defect Formation. As acoustic intensity increases, visible flow can be observed within the 

devices distorting the domains[393]. This can lead to the creation of disclinations within the 

material.   

iv. Light Scattering Mode. At even higher intensities flow and defects can lead to the material 

adopting a dynamic light scattering (DLS) state [393]. This is similar to the DSM modes seen 

in EHDI[2,249,271], and are caused by n rapidly fluctuating on short length scales, leading to 

the material appearing optically milky [267,268].  
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Figure 8.1Diagrams illustrating acousto-optical effects in NLCs. (a) A device configuration used in our 
work and reference [395]. (b) Diagram and photograph of the phenomena of director reorientation due 
to a longitudinal acoustic field. (c) Diagram and photograph of the formation of short hydrodynamic 
domains due to the application of BAW.  

In this section preliminary investigations into the interaction of  BAWs with NLCs will be presented. 

The goal of this research was to create DOEs, thus a focus will in finding methods of creating uniform 

periodic structures.  

 Method  

 Fabrication 

Cells of type shown in Figure 8.2 were created, comprising one 0.7mm ITO coated glass substrate and 

one 1-1.1mm aluminium-coated glass substrate (either coated in house or purchased from Dynasil 

Corp). These allowed application of voltage across the NLC and clear viewing of the device in reflection 

Polarized Optical Microscopy (POM). Mylar films were used to control the device spacing (d), as it 

was found that spacer beads would scatter under applied acoustic fields. The alignment layers used to 

achieve planar homogenous (PH) and homeotropic (HT) alignment were SE2170 and SE1211 (Nissan 
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Chemicals), respectively. The devices were filled with either an electrically positive (E7) or negative 

(MLC 2081) NLC mixture, which allowed control of n through a Fréedericksz transition [32,98]. The 

devices were firstly sealed with UV glue (UVS93), then several layers of two part adhesive epoxy 

(Araldite, RS Components) were added to prevent leakage (which was found commonly when applying 

acoustic fields to similar cells). 

The piezoelectric transducers used were Lead Zirconate Titanate (PZT) disks with longitudinal mode 

resonant frequencies of 1MHz (purchased from Precision Acoustics, Dorset). These disks were placed 

into contact with the LC cell through a layer of acoustic couplant (UTX5000, Cordex), where this 

contact was maintained either with bulldog clips or tape. All electrodes were attached using indium 

solder.  

 

Figure 8.2. Diagram of the devices created, which consist of standard LC cell placed onto a PZT 
piezoelectric transducer.  

 Addressing  

Using the ITO and aluminium layers as electrodes, voltages were applied across the LC layer (VLC). 

This allowed both the Fréedericksz transition and dielectric measurements to be performed. The PZT 

disks were addressed with a piezo voltage (Vp), either directly from a function generator (TGA12100, 

Aim TTi, allowing 1MHz driving up to 7.1V), or through an amplifier (allowing up to 100kHz driving 

at 34V).  

 Overview  

The previous chapter described a number of physical processes important to the transmissions of BAWs 

through NLCs. In this chapter we undertake experiments at higher intensities where the aim is to change 

the director orientation. For clarity, the results in this chapter are split into three studies: 

 Study One. Investigates the optical effect of PZT disks driven directly by a function generator 

at 1MHz on NLCs in devices with either PH or HT alignment. 
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 Study Two. Investigates the effect of PZT disks driven by the amplifier at 100kHz on rubbed 

HT devices filled with E7 of varying d.  

 Study Three. Expanded Study One by also applying voltages across the NLC, to measure 

capacitance and observe changes in the Fréedericksz transition.  

Details of the devices used in these studies are given in Table 8-1.  

Table 8-1. Details of the devices used for various studies, including how they will be referred to (code), 
which studies they were used for, the alignment type/polyimide used[73] and d.    

Code Study Alignment 

/ PI name 

LC d (μm) 

PH-17-E7 1,3 PH/2170 E7 17±1 

HT-19-MLC2081 1,3 HT/1211 MLC2081 19±1 

HT-18-MLC2081 3 HT/1211 MLC2081 17.7±0.3 

HT-17-E7 2 HT/2170 E7 17±1 

HT-33-E7 2 HT/2170 E7 33±2 

HT-65-E7 2 HT/2170 E7 65±5 

 

 Results and Discussion  

 Study One: Longitudinal BAW at 1MHz   

In this study, the effect of increasing VP at 1MHz (while VLC=0) was examined in devices PH-17-E7 

and HT-19-MLC2081, while taped to piezoelectric transducers. Photographs of the NLC textures are 

shown in Figure 8.3. In the HT sample, wide domains of λdom=450±50μm were seen at Vp >1.6V. Their 

size indicate good agreement with equation (8-2) which predicts λdom≈430μm (using vs=1720±70ms-1,   

fA=1MHz) for the wide domains. As Vp was increased, these domains became more birefringent while  

λdom did not change significantly. At higher acoustic intensity (Vp=5.1±0.2V), defects were seen to form 

within the material. These disclinations would move turbulently within the materials during application 

of the acoustic field, and create regions that appeared to resemble planar (PL) alignment. In these 

‘planar’ regions, short pitch domains would often appear, usually between two disclination lines (see 

highlighted pink box in Figure 8.3). These domains were often also seen near other interfaces (e.g. glue 

seals), indicating they may not be formed by the longitudinal acoustic wave, but instead secondary 

waves created by scattering. This is supported by results given in reference[408], where similar domains 

are observed due to shear oscillatory driving. When the acoustic field was removed the disclinations 

would move together, shrinking the ‘planar’ regions and eventually annihilate on the timescale of 

seconds. In the PH sample, little interaction was seen until Vp=3.5±0.5V, at which point defects formed 
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and flowed throughout the sample. Similarly the regions inside these disclination lines were slightly 

different in colour to those outside of it, indicating n is reorienting to overcome the small pretilt 

(~2°[73]). Generally, these results concur with previous studies using similar geometries[393,395], 

however previous reports of these ‘planar’ regions forming have not been reported.  

 

Figure 8.3. Images of HT-19-MLC2081 (a) and PH-17-E7 (b) cells under longitudinal acoustic driving. 
In (a) as the voltage increases director reorientation is seen with a wide domain. Then defect formation 
occurs were regions between defects appear. At high intensities short domains between the disclinations 
are seen (shown in 7.1V image where the pink box shows the region of interest  zoomed in). T=25 ±1°C. 
In (b) little director reorientation occurred however defects forms at approximately the same intensity 
as in the homeotropic case. T=16 ±1°C.  

 Study Two: Clipped Devices at 100 kHz   

In Study Two, several rubbed homeotropic devices were created (HT-17-E7, HT-33-E7 and HT-65-

E7), where it was hypothesised that giving a preferred director orientation would align the domains 

similarly to those observed in the NR mode of EHDI. The devices were attached to the piezoelectric 

disks with bulldog clips and driven using the amplifier setup (at f= 98, 93 and 105kHz respectively) to 

maximize power into the NLC. Photographs of the NLC texture at several voltages are shown in Figure 

8.4. Large interaction occurred only in the 33 and 65μm devices. In these devices, director reorientation 

occurred forming wide domains with λdom≈ 2mm (the correct order of magnitude as that predicted by 

equation (8-8), which gives λdom≈4mm). Unlike the Study One, the short domains here reliably formed 
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at the higher intensities, where λdom was measured to be 30±5μm and 70±10μm for the 33 and 65 μm 

devices, respectively (giving the possible expression λdom≈d). Without further experiments, it is unclear 

whether the formation of these domains is due to the lower frequency, the larger values d, the higher Vp 

or the fact the devices were clipped to the PZTs. However, the most likely explanation is that the disk 

is not being driven at its 1MHz longitudinal resonance,  instead in the usually lower frequency radial 

mode (vibration oscillating disk diameter rather than thickness[409]). This supports results from Study 

One and reference[408], that short period (λdom≈d) domains are created when the ultrasonic field has a 

significant shear component.  

The reason the 17 μm device showed such little interaction is also unknown; however it may be that the 

stronger anchoring strength relative to the amount of NLC, means the acoustic field is insufficient for 

large scale interaction. 

 

Figure 8.4. Images of rubbed HT devices  of different spacing. Here all scale bars are 1mm (white) and 
the rubbing direction is indicated by the double-headed blue arrow.  

 Study Three: BAW and the Fréedericksz Transition in PH Device  

Study Three investigated the interplay between acoustic irradiance and the Fréedericksz transition[32]. 

Devices PH-17-E7, HT-18-MLC2081 and HT-19-MLC2081 were used, and both VP and VLC were 

varied. Similar experiments were performed using SAW by Anikeev et al. in 1989[410], where 
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significant reduction in the threshold of the Fréedericksz transition (Vfred) of a HT aligned cell was 

observed due to the applied acoustic pressure (fA=1MHz). These experimental results are split across 

sections 8.1.3.c-f.  

Figure 8.5a shows photos of PH-17-E7 as VP and VLC were varied. It was observed that VP effected the 

optical threshold of the Fréedericksz transition, significantly reducing homogenuity throughout the field 

of view. At locations throughout the cell the threshold of the Fréedericksz transition (Vfred) reduced by 

a measurable amount. This is plotted in Figure 8.5b, where a reduction of over 50% was observed in 

localized regions. At Vp>3.5±0.5V, defects were seen to form in the NLC when VLC=0. As VLC was 

increased, the defects would reduce in number and stop moving turbulently until at some value (Vdef), 

the field of view was reasonably static. The value Vdef was seen to increase with VP (see Figure 8.5b).  

To examine the Fréedericksz transition in the absence of defects, dielectric runs were performed on the 

NLC device as Vp was increased up to 3.75V. The measured capacitance (C) as a function of VLC is 

shown in Figure 8.5c. Only very small changes in C were found as Vp increased at any VLC. This 

indicates that although the effect of the acoustic fields noticeable changes director reorientation when 

viewed in localised regions using POM is very clear (for example shown in Vp=3V, VLC=3V in Figure 

8.5a) it does not significantly change the orientation of n when averaged across the entire device. This 

means that either the total director deviation due to the acoustic field (ΔψA) is either very small or is 

positive at points and negative at others summating in a net small change in C (as shown in Figure 8.5d).   

To examine the orientation of n, the birefringence observed in the photographs taken when VLC=3V and 

VP=0V or 3V were compared using the Michel Levy chart. This indicates the optical path difference (Γ) 

for the green colour is ≈1900nm, while in the adjacent pink and purple regions it is ≈2100nm and 

1700nm respectively. This gives the change in Γ due to the acoustic field (Δ Γ A) of  ±200nm. From this, 

an approximate value for ΔψA is obtained. Assuming a tilt profile of,  

𝛥𝜓஺(𝑧) = 𝛥𝜓௠௔௫ sin ቀ
𝜋𝑧

𝑑
ቁ, (8-3) 

Gives an average ΔψA(Δψav) across the device of 2Δψmax/π. Then using relation,  

𝛤 = ൫𝑛௘௙௙ − 𝑛⟘൯𝑑. (8-4) 

a approximate of  Δψav is obtained using,  

𝛥𝛤஺ ≈ ቆ
൫𝑛|| + 𝑛⟘൯

2
𝑠𝑖𝑛(𝛥𝜓௔௩)ቇ 𝑑 

(8-5) 

Which gives Δψav of 0.4° and Δψmax 0.6°. This angle is smaller than the pretilt of planar polyimide, 

adding credibility to the explanation shown in Figure 8.5d.  
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Figure 8.5 Results from device PH-17-E7. (a) Photographs of the different textures as Vp and VLC  are 
varied where T=16 ±1°C. (b) Vfred and Vdef plotted against Vp. Lines are included for guides to eye. (c) 
The capacitance graphs vs VLC measured at several Vp where no significant change is seen. Here 
T=21.5 ±0.5°C. (d) A possible explanation for the lack of dependency of C on Vp while POM images 
clearly show differences, where the C in the no ultrasound and ultrasound cases would be very similar.  

 Study Three: BAW and the Fréedericksz Transition in HT Device 

Homeotropically aligned devices (HT-18-MLC2081 and HT-19-MLC2081) were similarly examined. 

Figure 8.6a shows photographs of Vp and VLC being varied. In HT-19-MLC2081, when VP<2.9V the 

application of a BAW field was insufficient to reorient the director itself, but noticeably changed the 

resulting Schlieren texture when the Fréedericksz transition was performed. As VP was increased, the 

brushes of the Schlieren texture were noted to have less defects and longer brusher strokes between 

them. Over time, it is usual for  Schlieren textures to reduce the amount of defects over time as those of 

opposite strength anihilate [411], however, the acoustic field did not appear to be simply decreasing the 

number of defects but also the shape of brush strokes between them.  
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Figure 8.6 Results from HT-18-MLC2081 and HT-19-MLC2081. (a) Photos at several Vp and VLC in 
both the 17 and 18μm devices at T=25 ±1°C. (b) The local optical Fréedericksz threshold plotted as a 
function of Vp. (c) Capacitance of the device at several Vp as a function of VLC, where T=18.3±0.5°C.  

In these devices Vfred was also obtained optically and is plotted in Figure 8.6b, where the general trend 

of reducing value of Vfred as Vp was increased can be seen. The fact Vfred is lowered in both HT and PH 
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devices, indicates these effects are not due to director coupling, but instead the director experiencing an 

additional torque due to viscous flow induced ultrasound field (similar to Figure 8.5d). 

 It is also noted that the electric and acoustic fields do not appear to add linearly to reorient the NLC. 

For example in HT-19-MLC2081 the acoustic domains would appear at Vp=3V and VLC=0, but when 

Vp=2.9V Vfred was only reduced by a factor of approximately 20%. This further confirms that the 

observed acoustic process is hydrodynamic in nature rather than an interaction between the ultrasound 

and the director. Similar experiments were undertaken on HT-18-MLC2081. For that device, the 

threshold for domains was slightly higher, where when VLC=0 the threshold was VP=4.2V. In this device 

C (VLC, VP) was measured (Figure 8.6c), similarly to results shown in Figure 8.5c, a slight reducing in 

the value C was seen at high VLC with increasing Vp.    

 Study Three: Effects BAW on Dielectric Measurements   

The effect of Vp on C measurements during the Fréedericksz transition can be seen from Figure 8.5c 

and Figure 8.6c to be quite small, where the explanation of this being due to positive and negative 

changes happening simultaneously due to hydrodynamic flow have been introduced (Figure 8.5d). To 

examine the effect further, Figure 8.7a-b plots differential capacitance parameters (ΔCPH and ΔCHT) 

respectively, where,  

𝛥𝐶௉ு(𝑉, 𝑉௣) =
𝐶௉ு(𝑉௅஼ , 𝑉௣) − 𝐶௉ு(𝑉௅஼ , 𝑉௣ = 2𝑉)

𝐶௉ு(𝑉௅஼ , 𝑉௣ = 2𝑉)
× 100% 

(8-6) 

and  

𝛥𝐶ு்൫𝑉, 𝑉௣൯ =
𝐶ு்൫𝑉௅஼ , 𝑉௣൯ − 𝐶ு்൫𝑉௅஼ , 𝑉௣ = 2𝑉൯

𝐶ு்൫𝑉௅஼ , 𝑉௣ = 2𝑉൯
× 100%,  

(8-7) 

for PH-17-E7 and HT-18-MLC2081 respectively. Figure 8.7a-b plots these differential capacitances, 

while Figure 8.7c-d plots their values at several VLC (0.1V, Vfred and 20V) as a function of VP. Here lines 

are included fitting the fairly noisy data to illustrate the generally positive or negative gradients.  
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Figure 8.7. Results from examining dielectric runs with parameter ΔCPH (a) and ΔCHT(b). (c) and (d) 
Shows the values of ΔC at different VLC where lines are intended as a guide to the eye only, to show 
positive or negative general dependency.  

To explain the results given in Figure 8.7, two effects of the acoustic waves on the NLC are considered: 

(1) vortices formation within the material and (2) director coupling to the acoustic field. To describe 

the effect of hydrodynamic flows the qualitative model shown in Figure 8.5d is used. At low voltages 

little change is expected due to ΔψA being smaller than pretilt angle (see calculations in equations (8-3)-

(8-5)) allowing both positive and negative changes to director tilt. Meanwhile, the hydrodynamic flow 

is expected to increase C in both HT and PH cases at the Fréedericksz transition, as the threshold is 

locally reduced due to the addition of the additional torque (confirmed by POM measurements). At high 

voltages the hydrodynamic effect would reduce C in both HT and PH devices as they are then aligned 

with maximum ε aligned with the electric field, meaning any deivation will reduce C. For director 

coupling, the predicted effect of Vp is negative on C for all PH cases and positive for all HT, as the 

longitudinal field reorients the LC perpendicular to the direction of travel of the acoustic wave[390]. 

These predicted dependencies are summarised in Table 8-2.  
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Table 8-2. Results summarising results of ΔC’s dependency on Vp during the  Fréedericksz transition. 
Columns three and four give the predicted effects, while coloumn five gives the observed effect (from 
Figure 8.7).  

Alignment  Voltage range ΔC vs VP trend 

Vortices 

Formation 

Director 

Coupling 

Observed  

 

PH 

V<<Vfred Neutral Negative Weak Negative 

V≈ Vfred Positive  Negative Positive 

V>> Vfred Negative Negative Negative 

 

HT 

V<< Vfred Neutral   Positive   Weak positive 

V≈ Vfred Positive  Positive  Positive 

V>> Vfred Negative  Positive Negative 

 

Comparing the predicted behaviours to the observed behaviours in Table 8-2, the behaviour of ΔC 

(VP)can be explained by a dominating effect of vortices formation and a smaller effect of director 

coupling. This is due to times where director coupling opposes vortices formation in their effect on  ΔC, 

vortice formation always dominating (leading to changes in ΔC of ≈1-2% magnitude). The only times 

the director coupling effect is seen is when the vortices formation effect is expected to be net neutral, 

here, only small changes are observed (≈0.3%). 

 Conclusions  

This section discusses a preliminary investigation of interactions of BAWs with NLCs. The work has 

demonstrated the complexities of experimental studies of ultrasound induced structural transformations 

in NLCs, where numerous interactions between the acoustic field and the director can occur. These 

effects are further complicated by the addition of electronic stimuli. When combined, these effects do 

appear to influence one another, however do not combine to reorient the director in a linear fashion.  

For the systems investigated, results appear to be explainable by the model of combined weak director 

coupling and stronger vortices formation discussed in section 8.1.3.e. Considerable further results 

would be required to confirm and quantify these effects, where shaped (preferably guarded) electrodes 

would help increase clarity of dielectric results. Additionally varying device spacing d would be most 

interesting, as it is likely that the dominant effect at some point transfer from vortices formation to 

director coupling at small d. Experiments to higher Vp values would also be advantageous, and filling 

E7 and MLC 2081 into HT and PH cells respectively and performing similar experiments.  

Despite these interesting further avenues, the work on BAW was concluded here as the aim of the 

project was to create controllable pitch gratings. The longituinal BAW did not reliably induce short 
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period domains (similar to those seen in EHDI) in either HT or PH devices. For this reason the focus of 

the project moved to creating gratings using SAW, which will be the focus of the remainder of the 

chapter.  

 

8.2 Introduction to Surface Acoustic Waves  

 Surface Acoustic Waves  

Unlike BAWs, SAWs only exist at interfaces between materials, with their amplitude rapidly decaying 

deeper into the bulk. SAWs may possess elements in the longitudinal and transverse directions 

simultaneously, where the transverse types can exhibit motion either within the surface plane or out of 

it. Two examples of SAW are shown in Figure 8.8a-b, where Rayleigh SAW (R-SAW) possess both 

longitudinal and out of plane components, whereas Love SAW (L-SAW) possess motion within the 

plane’s surface perpendicular to the direction of travel only[412,413]. Within many materials, these 

different kinds of wave will be anisotropic in propagation speed; however, as waves, for a specific 

propagation direction and polarisation they will obey the wave equation (8-1).  

 

Figure 8.8.Diagrams of various kinds of SAW. (a) and (b) show Rayleigh and Love waves, respectively. 

 Producing SAW 

A standard method for producing uniform SAWs is using a set of Interdigitated Transducers (IDTs) 

placed upon a piezoelectric crystal[412,414,415] (see Figure 8.9a). When a voltage is applied to the 

IDTs, the piezoelectric will flex, creating acoustic waves. Two parallel sets of transducers are often be 
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included in a device (as shown in Figure 8.9a), which, similar to P&C measurements (Chapter 7) allow 

an acoustic wave to be produced and analysed. The type of wave produced is determined by the 

piezoelectric material the IDTs are placed upon, and their orientation relative to the crystal axis. In this 

work, SAW devices were fabricated by placing aluminium electrodes (oriented perpendicular to the -

direction) onto Black 128° Y-cut Lithium Niobate (LiNbO3) wafers, which produce R-

SAW[413,414,416].  

Similar to BAW transducers, SAW devices undergo resonance behaviour as the frequency of the 

applied electric potential is varied. For a device composed of uniformly spaced IDTs (Figure 8.9a), a 

single resonance occurs at fres, where[413],  

𝑓௥௘௦ =
𝑣௦

𝜆஺
=

𝑣௦

4𝑤
. (8-8) 

Here, λA is the acoustic wavelength, vs is the speed of sound and w is the width of both the IDTs and the 

gaps between them.  

Often, SAW devices require a wider bandwidth (Δfres) of frequencies at which resonance occurs. This 

can be achieved using chirped IDT structures (Figure 8.9b)[413,417,418].  Here, there are many w 

within a single device, each of which, when driven at their respective fres produce different λA. If the w 

values are spaced such that their resonances start to overlap, these chirped devices can approximate a 

continuous broadband device (Figure 8.9c). When the number of finger electrodes is constant, this 

increase in bandwidth tends to reduce the maximum efficiency of the device, as they are not be able to 

all resonate at the same fA.  
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Figure 8.9. Illustrations of SAW devices and their operation. (a) Two sets of uniformly spaced IDT’s 
(yellow) placed upon a piezoelectric wafer (black). (b) A chirped IDT SAW device. The fingers are 
shown as different colours to represent changing width. (c) Illustrates the difference in device efficiency 
as frequency is varied. The small multi-coloured peaks accumulate in the total chirped device spot. 
These peaks are colour coded and numbered as in (b) for clarity. 

 Fluid Interaction with SAW 

 Isotropic Fluids  

When a SAW propagates along an interface between solid and fluid materials, the wave will attenuate 

due to the energy leaking into the fluid[419]. The amount of attenuation that occurs depends upon both 

the type of SAW (for example, R-SAW tends to attenuate more strongly than L-SAW[413]) and the 

fluid with which they are in contact (attenuation from liquids tends to be orders of magnitude larger 

than gases[415]). When this energy passes into the fluid, many phenomena occur due to inducing flow 

and pressure fields within the fluid[419–422].   

Figure 8.10 shows one of the most studied SAW-fluid systems, where a R-SAW travels along a 

substrate, on which a droplet of isotropic liquid is placed. This injects momentum both the direction of 

travel and perpendicular to the surface into the fluid, which can induce acoustic streaming. The flow 

pattern is dictated by a number of parameters, but important parameters are often: λA, the intensity of 
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the SAW (I), the thickness of the droplet (d), and the fluids kinematic viscous penetration depth (λv) 

[420,421,423–427], where  

𝜆௩ = ඨ
𝜂௄

𝜋𝑓஺
, 

(8-9) 

 

and ηK is a kinematic viscosity. For a water droplet with a typical SAW frequency (10MHz-1GHz) will 

give λv<1μm. When droplets have d>>λv, the typical flow pattern observed is shown in Figure 8.10a. 

Vortices are induced by the SAW creating flow within the fluid at the Rayleigh angle (θR), 

where[423,427],   

𝑠𝑖𝑛𝜃ோ =
𝑣௟௜௤

𝑣௦௨௕
. (8-10) 

 

Here, vliq and vsub are the speeds of sound in the liquid and wafer respectively. In addition to streaming, 

R-SAW have been shown to cause droplets to atomise into the air or translate across the substrate 

(Figure 8.10b-c) [421,425,428].  These generally occur at higher acoustic intensities. 

 

Figure 8.10. SAW interactions with isotropic fluid. (a) Acoustic streaming where flow is induced in the 
droplet. (b) The process of atomisation where increased evaporation of fluid is observed under the 
influence of SAW. (c) Translation, where the droplet moves in location due to the applied SAW.  

An important system for this work is shown in Figure 8.11a, where a fluid is placed inside a cuboidal 

capillary made of thickness d. The values I, d, λA and  λv dictate the observed fluid flow behaviour in 
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this system [425,429]. Experiments and theoretical modelling have observed single vortices similar to 

droplets[430], switching of circular helicity in thin capillaries [425,429] and periodic vortices 

formation[431,432] (Figure 8.11b-d, respectively). 

 

Figure 8.11. Possible flow patterns induced in fluids within capillaries by SAWs. (a) The configuration 
from the side and front, where a square capillary filled with fluid has SAW applied to it.  (b-d) Several 
possible flow patterns (white arrows).  

 Nematic Liquid Crystals  

Several studies have been conducted investigating the interactions between SAW and both standard 

NLCs[24–26,189,388,433–436] and more novel LC composite materials[437–441]. Applications being 

investigated include smart windows[437] and ultrasound lenses[442]. A common experimental setup is 

shown in Figure 8.11a, where a cavity is filled with a NLC, one of the surfaces of which has a SAW 

wave passed along it[24–27,388,433,435,436].  

For the setup shown in Figure 8.11a, different types of SAW can be used[189,413]. This results in 

different patterns, where Figure 8.12a-c shows examples due to R-SAW[24,25], L-SAW[436,443,444] 

and unpolarised SAW (u-SAW) [435,442].  
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Figure 8.12 NLC patterns formed by different kinds of SAW taken with POM. (a) Homeotropic aligned 
NLC R-SAW [25] (b) Homeotropic aligned NLC with L-SAW [189](c) Planar homogenous NLC with 
u-SAW [435]. All red scale bars are 500μm.  

Of the patterns shown in Figure 8.12, the most promising for variable pitch diffractive structures is the 

R-SAW. Here, a uniform 1-D diffractive grating is seen of period λdom. Detailed studies of this and other 

relevant systems were conducted by Miyano and Shen in 1978-1979 [24,25], Sato and Ueda in 1981 

[433] and Inoue, Moritake and Toda in 2000 [435]. From combining the results from these studies, 

several conclusions can be made: 

 Firstly, the value λdom is relatively unaffected by NLC alignment, whether HT, PH paralell to 

the SAW or PH perpendicular to the SAW[24,25,433].  It is noted that for a set intensity more 

director reorientation occurs in homeotropic samples.   

 Secondly, it is found that λdom increases with the thickness of the LC layer (d)[24,25].  λdom as 

a function of d is shown in Figure 8.13a where a relatively weak dependency on layer thickness 

is seen (200% increase in d yields around 50% increase in  λdom).  

 Thirdly, a linear relationship between λdom and λA is observed, where the relation[189],   

𝜆ௗ௢௠ =
𝜆஺

ቀ
𝑣௦௨௕
𝑣௅஼

− 1ቁ
=

𝑣௦௨௕𝑣௅஼

𝑓஺(𝑣௦௨௕ − 𝑣௅஼)
, 

(8-11) 

 

can be used, where, vLC is the speed of sound in the liquid crystal. This is shown in Figure 8.13b,  

where the vs theory plot comes from using a literaure value for vLC (1550ms-1[367]). The origin 

of (8-11) comes from taking the difference in the respective wavevectors of the acoustic wave 

in the LC (qLC) and the substrate (qsub) [189], 

𝑞ௗ௢௠ = 𝛥𝑞 = |𝑞௦௨௕ − 𝑞௅஼|. (8-12) 

 

When combined with the wave equation (8-1), this results in,  

𝜆ௗ௢௠ = ฬ
𝜆஺𝜆௅஼

𝜆௅஼ − 𝜆஺
ฬ = ฬ

𝜆௦௨௕𝑣௅஼

𝑣௅஼ − 𝑣௦௨௕
ฬ = ቮ

𝜆஺

ቀ1 −
𝑣௦௨௕
𝑣௅஼

ቁ
ቮ =

𝜆஺

ቀ
𝑣௦௨௕
𝑣௅஼

− 1ቁ
.  

(8-13) 
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 Fourthly, at higher intensities, these domains break down where too much flow occurs within 

the system for the domains to maintain their uniformity[24,25]. This is presumably a precursor 

to the DLS state observed at high BAW intensities[393].   

 

Figure 8.13. (a) Dependency of λdom on d in MBBA (taken from reference [25]). Here the alignment 
was homeotropic, fA=12.3MHz, vsub ≈4540ms-1 and λA≈370μm. The red line shows a linear fit through 
points as a guide for the eye.(b) Dependency of λdom on f in MBBA (data taken from reference [435]). 
The alignment was planar homogenous, d = 25μm and vsub ≈ 4540 ms-1.  The red line shows the predicted 
value from equation (8-11) using vs=1550ms-1.  

From the earliest research, the strong similarities of these SAW induced domains to those observed in 

electroconvection were noted [20,24,25,27,433]. These findings led collectively to the domains being 

explained using the picture shown in Figure 8.14, where the domains are caused by inducing periodic 

vortices within the NLC that induce hydrodynamic torques upon n [388]. Assuming no attenuation, this 

director orientation (θ) can be written as,   

𝜃 = 𝜃௠௔௫ cos(𝑞ௗ௢௠𝑥) sin ቀ
𝜋𝑧

𝑑
ቁ, (8-14) 

where θmax is the maximum reorientation.  

Similar to the treatment of EHDI in Chapter 5 the torque balance equation of this system may be written 

as,  

𝛤 = 𝛤௩௜௦௖ + 𝛤௘௟ (8-15) 

where ΓT is the total torque, and Γvisc and Γel are the components associated with the viscous drag and 

material elasticity, respectively. Dubois Violette, De Gennes and Parodi found the following 

expressions for these  torques for small deviations of n[247],   

𝛤௩௜௦௖ = 𝛾ଵ ൤
𝜕𝜃

𝜕𝑡
−

𝛾ଵ − 𝛾ଶ

2𝛾ଵ

𝜕𝑣௭

𝜕𝑥
൨. 

(8-16) 

and  
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𝛤௘௟ = −𝑘௘௙௙

𝜕ଶ𝜃

𝜕𝑥ଶ
= −𝑘௘௙௙𝑞ௗ௢௠

ଶ 𝜃.  
(8-17) 

 

 

Figure 8.14. Images of hydrodynamic vortices induced in nematic liquid crystals by SAW. (a) A 3D 
sketch of the flow pattern (shown as orange cylinders with arrows showing rotation direction). (b) The 
effect on the director (green lines) of the vortices flow when the surface alignment is PH and HT 
respectively.  

Here, γ1 is the rotational viscosity, γ2 is the torsional viscosity, keff is the effective elasticity of the NLC 

and vz is the velocity field in the z-direction. Combining equations (8-15), (8-16) and(8-17), while 

assuming a steady state solution (
డఏ

డ௧
 and ΓT equal zero), allows θ  to be found in terms of a vz,  

𝜃 =
𝛾ଵ − 𝛾ଶ

2𝑘௘௙௙𝑞ௗ௢௠
ଶ

𝜕𝑣௭

𝜕𝑥
, 

(8-18) 

from which it can be seen that  

𝜃௠௔௫ ∝
𝛾ଵ − 𝛾ଶ

2𝑘௘௙௙𝑞ଶ
. (8-19) 

Here, keff≈k33 for the homeotropic case while in planar homogenous geometry keff≈k11. Usually, as k-

33>k11 explaining the difficulty in observing domains in planar devices compared to homeotropic 

[24,25].  
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As the treatment in reference [247] was intended to describe electroconvection rather than SAW 

interactions with NLCs, one factor lost in this treatment is the attenuation of the SAW wave. To describe 

such equation (8-14) can be adjusted to decay in amplitude with distance x (as shown in Figure 8.14a),   

𝜃 = 𝜃௠௔௫ cos(𝑞𝑥) sin ቀ
𝜋𝑧

𝑑
ቁ 𝑒ିఈ௫ , (8-20) 

where α is the attenuation coefficient. This is significant for diffractive applications as large α values 

would significantly reduce potential maximum aperture sizes.  

8.3 Methods  

 Fabrication of SAW Devices  

To examine the effect of SAW on NLCs, new device fabrication techniques were developed as a part 

of the project. The Piezoelectric substrates used were Black 128° Y-cut LiNbO3 wafers (circular 

substrates with 100mm diameter and 0.5mm thickness, purchased from Roditi), onto which aluminium 

electrodes were deposited. A diagram of a finished device and a photo are shown in Figure 8.15a and 

Figure 8.15b, respectively. A summary of the final fabrication method defined is outlined below and 

illustrated in Figure 8.15c.  

i. Cutting. The wafers were cut down to appropriate sizes (1.75cm×3cm) using diamond wafer 

scribes, with the long axis oriented in the x direction, which when voltage is applied, will 

produce R-SAW. 

ii. Cleaning. The wafers were cleaned using processes given for glass in section 3.1.2.b. They 

were then placed on a hot plate at 120OC for 5 minutes to remove moisture.  

iii. Lift Off Resist Spinning. After allowing wafers to cool, the substrates were placed upon a spin 

coater (WS-650-MZ, Laurell Corp). Several millilitres of Lift-Off Resist A (LOR-A, 

Microresist Technology) was deposited onto the substrates, which was wetted with the side of 

the pipette. After this, the spin coater underwent a spinning programme of 0 to 2500rpm at 

50rpms-1 then 2500rpm to 4500rpm at 100rpms-1. It was then held at 4500rpm for 60s. After 

spin coating, the LOR-A was soft baked at 125°C then 175°C both for 5 minutes on hotplates. 

The samples were then left for 30 minutes before Shipley deposition.  

iv. Shipley Resist Spinning. Shipley Photoresist 1813 (S1813, Microresist Technology) was 

deposited onto the wafers in the same manner as LOR-A. The spin programme was 0 to 

2500rpm at 50rpms-1 then 2500rpm to 4000rpm at 100rpms-1, where it was held for 60s. After 

this, a soft bake was performed for 1 minute at 110oC. The samples were then left at least 30 

minutes before exposure.  
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v. Exposure. Samples were selectively exposed to UV light (405nm) using Direct Write 

Lithography (DWL, section 3.1.2.d). A dosage of 300±30mJ/cm2 was found to produce the 

best results.  

vi. Development. At least one hour after exposure, samples were developed using Shipley 

Developer MF319. It was found greatly improved features were achieved when puddling was 

used. A puddle of developer was placed on the sample for 20s, removed through spinning, then 

another puddle added for 20s before being removed by spinning, while spraying deionised 

water onto the sample[445].  

vii. Mounting. Wafers were mounted on 1.1mm glass microscope slides to add rigidity and allow 

mounting in evaporation step. This was done using a two-part adhesive epoxy (Araldite, RS 

Components).  

viii. Metallic Evaporation. 60-150nm of aluminium was deposited onto the wafers using an 

evaporator (Edwards 306 Vacuum Thermal Evaporator). Samples were loaded into a chamber 

which is evacuated (below 2×10-6 Bar), then a aluminium sample (held within a Molybdenum 

boat) is heated by a large current until it evaporated. The evaporation rate was measured by a 

quartz microbalance and was held to 0.1-0.2nms-1 by controlling applied voltage. The thickness 

was checked by other group members using a Dektak Surface Profiler, which gave accuracy of 

evaporated thickness within 5μm of that given by the evaporator.  

ix. Lift-off. Aluminium was lifted off through submerging the sample in a beaker of PG remover 

(Microresist Technology) heated to 60°C. Between samples dramatic differences in required 

time for lift off were noted (20-120 minutes). For this reason, samples were checked 

periodically (every 15 minutes) and removed once the aluminium was fully removed. Once 

complete, wafers were rinsed with water, acetone and IPA, being blown dry between each rinse. 

The smallest lateral features that were achieved for an entire device using these methods was 6 

μm.  

x. Addressing. Due to the high operational frequencies of the SAW devices (10-40MHz), wires 

and electrodes of the type used for LC devices were inappropriate for SAW devices. Instead, 

very short(<5mm) wide gauge (>1mm) wires were used to attach electrodes to solderable BNC 

jacks (RS Components). Wires were soldered to the SAW devices using Indium solder, where 

to reduce thermal gradient the entire process was completed on a hot plate at 110°C. The 

connection to the BNC jack was a silver loaded epoxy (CW2400, Farnell), which was found 

capable of transmitting the high frequency voltages.  
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Figure 8.15. A schematic (a) and photo (b) of the fabricated SAW devices. (c) Illustrates the fabrication 
steps.   

 SAW Device Characterisation   

Using the techniques outlined in 8.3.1 two main types of SAW devices were created: Uniformly spaced 

ten electrode pair devices of w= 30, 50 and 100μm (U30, U50 and U100, respectively) and devices with 

twelve pairs of chirped electrodes with w=40, 50…140,150 μm (C40:150). The smallest electrode width 

(wmin) was limited by the maximum producible frequency (fmax) of the function generators available. 

This was 40MHz (TGA12100 function generator, Aim TTi), which when combined with equation (8-8), 

gives,  
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𝑤௠௜௡ =
𝜆௠௜௡

4
=

𝑣௦௨௕

4𝑓௠௔௫
≈ 25𝜇𝑚 

(8-21) 

where λmin is the wavelength of the smallest achievable SAW.  

The SAW devices were first electronically addressed to measure the resonance frequencies, as shown 

in Figure 8.16a. The voltage from the function generator (VFG) was set and measured using the 

oscilloscope (Vapp). This was applied to the first set of IDTs, creating a SAW, this wave was measured 

electronically as the second set of IDTs (Vrec). The SAW transmission efficiency (κ) was measured as f 

was varied where,  

𝜅 =
𝑉୰ୣୡ

𝑉ୟ୮୮
. 

(8-22) 

Measurements of Vapp/ VFG and κ as functions of frequency for several devices are shown in Figure 

8.16b and Figure 8.16c respectively. Theoretical values of fres (calculated using equation (8-8)) and a vs 

of 3980ms-1) are marked in the Figures.  In Figure 8.16c, the data is fitted with Lorentzian fits,  

𝜅 =
2𝐴

𝜋
×

𝜎

4(𝑓 − 𝑓௥௘௦)ଶ + 𝜎ଶ
, 

(8-23) 

where for the fittings shown A=0.08,0.11 fres=9.85, 19.58 MHz and σ=0.4 and 1.2MHz for the w= 

100μm and 50μm device respectively. Figure 8.16d shows results for C40:150. A predicted form of the 

chirped device is included of form,  

𝜅 = ෍
2𝐴௡

𝜋
×

𝜎௡

4(𝑓 − 𝑓௥௘௦,௡)ଶ + 𝜎௡
ଶ

௡ୀଵଶ

, 
(8-24) 

where the subscript ‘n’ denotes the nth of the 12 finger pairs. The parameters were taken to be,   

𝐴௡ =
𝐴̅

10
, 

(8-25) 

𝜎௡ = 𝜎ത (8-26) 

and  

𝑓௥௘௦,௡ =
𝑣௦

4𝑤௡
, (8-27) 

where 𝜎ത and 𝐴̅ are the average of the values from w=50μm and 100μm. Despite the simplicity of the 

proposed response reasonable agreement can be found. Notably, there is a significant deviation a 

frequencies below around 9MHz. This may be due to the thickness of the LiNbO3 substrate (500μm) 

becoming similar to the penetration depth of the SAW wave, which can cause significant scattering of 

the wave increasing attenuation.  
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Figure 8.16 (a) The addressing scheme for the SAW device with VFG, Vapp and Vrec all labelled. (b) The 
reduction in output of the function generator as frequency is increased. (c) Measured κ as a function of 
frequency in U50 (red) and U100 (black). The dotted lines indicate the theoretical plots found using the 
vs in the wafer and using equation (8-8). (d) Results from C40:150 (circular points), along with the 
model labelled ‘summation’ made up of the individual peaks from each finger pair.  

 Interactions of SAW and NLCs 

Several device configurations of ‘droplet’ and ‘capillary’ types were used to examine the effects of the 

SAW devices on NLCs. These will be introduced and discussed in sections 8.4.1 and 8.4.2 respectively. 

Each device was viewed using reflection POM allowing effects on the NLC to be observed. The NLCs 

varied, where E7, MLC2081 and MBBA were all used. All experiments were undertaken at ambient 

temperatures (T=22±4°C).  
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8.4 Results and Discussion  

 SAW Interactions with NLC droplets.   

 Effect of Increasing SAW Intensity    

The first configuration was a SAW device driven in contact with an NLC droplet (see Figure 8.17a). 

The droplets were placed on the mirrored section of the device and observed using POM as f and VFG 

was varied. Figure 8.17b, shows a plot comparing κ as frequency was varied in a U50 device with and 

without a droplet of E7. A significant reduction in κ value is observed due to the addition of the droplet, 

indicating a significant amount of energy is being removed from the SAW and being passed into the 

droplet. At resonance, Vrec and κ are shown in Figure 8.17c-d. Here, distinct regions in parameters Vrec 

and κ are observed. To quantify the energy loss due to the droplet, Figure 8.17e plots ΔVrec as a function 

of VFG, where,  

𝛥𝑉௥௘௖ = 𝑉௥௘௖(𝑛𝑜 𝑑𝑟𝑜𝑝𝑙𝑒𝑡) − 𝑉௥௘௖(𝑑𝑟𝑜𝑝𝑙𝑒𝑡). (8-28) 

These plots were combined POM images taken simultaneously (Figure 8.17f) and observations of the 

NLC textures noted. Within each voltage region:   

I. Wide Domain Formation. Here the wide domains form, which are without threshold. Loss 

of energy into the droplet causes Vrec to be less than that without the droplet. 

II. Disclination Formation. Within the flow many disclination lines appeared which would 

become trapped in the acoustic streaming vortices. Simultaneously, Vrec would become 

plateaued as VFG increased, indicating nearly all additional electrical energy being pumped in 

was being converted to kinetic energy in the droplet.   

III. Translation/Damage. Here the entire droplet was changed in some way by the acoustic field 

either being moved or the surface being punctured. Generally, this increased ΔVrec and was 

irreversible (reducing the voltage would not cause droplet to recover previous behaviour).  
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Figure 8.17. Characterisation of a uniform 50μm IDT device with a droplet of E7. (a-d) Differences in 
SAW transmission with and without the NLC droplet. (a) κ against frequency (VFG=20Vpp) (b) Vrec vs 
VFG is at resonance, (f=19.32MHz). (c) κ against VFG at resonance  (d) Δvrec vs VFG. (e) Images of the 
droplet at several VFG taken using reflection POM. Voltages are given in the top left of each image and 
all were taken under crossed polarisers in reflection mode. The direction of SAW and the scale bar 
shown in the first image are the same for each image. Red boxes indicate regions where zoomed in 
images are included.  
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 Measurement of Domain Sizes 

To examine the efficacy of equation (8-11) at describing the size of the periodic domains in droplet 

devices all uniform devices had periodicity measured. Examples of measurements of a single period are 

shown in Figure 8.18a. Figure 8.18b shows obtained values are compared to theoretical values using 

equation (8-11) and the value vs for E7 of 1720±70ms-1 (obtained for ambient temperatures in Chapter 

7). Errors in the values λdom (Δλdom) were taken to be ±10μm due to limited number of periods possible 

to measure and model error taken from uncertainty in value vs. Comparing theory to experimental data 

excellent agreement can be seen.  

 

 

Figure 8.18(a) Photographs of domains formed in U30, U50 and U100 devices taken in reflection mode 
with crossed polarisers. Purple arrows show the measurement of a single λdom where several such were 
used to obtain values λdom. (b) Obtained values λdom compared to the model given by equation (8-11).   
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The experiments were repeated in sample C40:150, to attempt to create hydrodynamic gratings of 

variable pitch. κ as a function of frequency is shown in Figure 8.19a. The value dropped significantly 

when the droplet of E7 was added, similarly to the uniform devices. Less interaction was visible 

compared to that seen in the uniform electrode devices, this is likely has the same cause as the 

significantly lower κ value in general (taken to be due to less pairs of IDT of each size). The highest 

attainable voltage (20Vpp) was applied to maximize interaction and the frequency varied. At many 

frequencies, several periodic domains formed and their values λdom were recorded. Because less visible 

periodic domains were visible, the value Δλdom was taken to be,  

𝛥𝜆ௗ௢௠ =
𝜆ௗ௢௠

2𝑁
. 

 

(8-29) 

Results of λdom are shown in Figure 8.19b, together with the theoretical values obtained from vs 

measurements and equation (8-11). The agreement between experiment and theory is significantly 

worse than those seen in the uniform electrode devices (Figure 8.18b). This may have several reasons: 

firstly the error in points is greater due to fewer domains being visible making measurement more 

challenging. It is also likely the SAW being produced is of poorer quality, as several finger pairs may 

each be being partially driven, confusing material response significantly. Despite not obeying  (8-11), 

the behaviour with λsub appears to be reasonably linear where λsub is below a value of around 300μm 

after which λdom  does not appear to grow significantly. This may again be caused by the fact the 

wavelength approaches the value dsub(marked in Figure 8.18b) causing scattering effects and significant 

attenuation of wavelengths above this value.  

 

Figure 8.19. Results from the chirped electrode devices driven by droplets. (a) The device κ 
measurement with and without the droplet. (b) λdom against λsub  where two data sets are shown (set 1 
black circles, set 2 blue triangles). The data in (a) was taken simultaneously with measurements from 
data set 2.Lines show the expected range in λdom from the value vs (similarly to Figure 8.18b).  
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 SAW Interaction with Capillaries of Nematic Liquid Crystal 

 Capillary Devices 

The interaction of NLCs with SAWs in capillaries was also investigated. An example of a device is 

pictured in Figure 8.20, where a glass top plate has been added with Mylar spacers to form a capillary 

of thickness d. Both the glass plate and the substrate were coated with a layer of polyimide of 

homeotropic alignment (SE1211). These devices were filled with a layer of NLC (E7 or MLC2081), 

using a spatula and standard capillary filling methods.  

 

Figure 8.20 SAW liquid crystal capillary device schematics. (a) A schematic of the device. (b) A cross 
section through the centre of the device (marked as dotted yellow line in (a)).  

In these devices, periodic domains similar to those observed in the droplets formed when the SAW was 

applied. Generally, the domains were less visible than in the droplet case. This is likely caused by 

thinner layers of NLC, which would increase anchoring energies and reduce optical path difference.  

  Effect of Increasing SAW Intensity  

An example of the domains in an E7 device (d=70μm, U50) as the voltage was increased at resonance 

is shown in Figure 8.21. These domains showed no defined threshold, reduced in amplitude with 

distance from the edge and deteriorated in uniformity at high acoustic intensities. The values λdom in this 

U50 device was 150±10μm, where (8-11) predicts 152±2 μm indicating agreement with theory. 

However (8-11) lacks any dependence of λdom on d despite such being reported by Miyano and 

Shen[24,25] (see Figure 8.13a). Similar results were obtained for U100 devices filled with MLC 2081. 
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Here, λdom values of 220±40μm and 230±30μm were obtained in devices of 23μm and 120μm 

respectively.   

 

Figure 8.21 Photographs taken with POM of SAW-NLC textures at a variety of applied voltages. The 
SAW direction, crossed polarizers and scale bar (=1mm) shown in the first image is the same for all 
images.  

 Variable Pitch Behaviour in Chirped Device   

To demonstrate how SAW devices could operate as variable pitch optical gratings, a capillary device 

was fabricated of type C40:150 and d=70μm. The frequency was varied at the highest attainable voltage, 

and the values λdom measured. The domains formed were more sparsely located throughout the device, 

where it was typical that only one or two domains could be measured at one time (see Figure 8.22a). 

This is likely due to the lower acoustic intensity. The dependence of λdom with applied frequency f is 

shown in Figure 8.22b, where a clear trend of reducing λdom as f is increased can be seen. These are 

compared to results, which would be predicted from equation (8-11), where there is reasonable 

agreement.  
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Figure 8.22. Grating created using chirped SAW device. (a) Photographs of the domains at various 
frequencies. Due to faintness of domains in some cases contrast has been increased and the colour set 
to greyscale. (b) The measurement of λdom in the capillary device as frequency was varied. This is 
compared to equation (8-11) where upper and lower bounds represent the error in the measurement vs 
in E7.  
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8.5  Conclusions  

This chapter provides an examination of the interactions between both bulk and surface acoustic waves 

and NLCs. In this, preliminary results investigating the interactions of BAWs and NLCs were presented. 

Here, two kinds of periodic structure of period λdom were observed. Firstly, wide domains appeared in 

samples of homeotropic alignment when longitudinal fields were applied. Here [388,395],  

𝜆ௗ௢௠ ≈
𝜆஺

4
. 

The second kind of domains were shorter in period and observed either when Piezo disks were driven 

in their radial mode, or when driven by longitudinal waves, but close to an interface. The period of these 

short domains obey,  

𝜆ௗ௢௠ ≈ 𝑑, 

and are thought to be caused by a significant shear component in the acoustic field[408].   

Interactions between the formation of the wide domains and the Fréedericksz transition were also 

investigated. Here, it was concluded the effect of the acoustic field was complex due to dual actions of 

inducing flow within the device (locally lowering the threshold voltage) and coupling to the director 

(seeking to orient n perpendicular to acoustic transmission).   

Following this, experiments investigating SAW induced transitions in NLCs were discussed. Methods 

to fabricate and analyse SAW transducers using the facilities available during the project was given. 

The SAW devices were placed into contact with NLCs either in droplet or sandwich device 

configurations. As intensity was increased, domains were first observed, then defects were seen to form 

within the material. The domains, which formed within the material, were located at the edge closest to 

the source of the SAW. These appeared to decay in amplitude further into the material, which was taken 

to be due to attenuation. The period of domains in devices of uniform spacing were seen to obey a 

relation taken from literature that[189],  

𝜆ௗ௢௠ =
𝜆஺

ቀ
𝑣௦௨௕
𝑣௅஼

− 1ቁ
 

Chirped electrode devices which could create SAW waves of varying λA by varying frequency were 

also fabricated. These were used create devices capable of continuously varying the value λdom through 

frequency modulation. The range of values λdom observed were 100μm to 450μm, which are likely 

further reducible with access to more refined SAW fabrication techniques and equipment to address 

them. The potential of these SAW induced hydrodynamic gratings will be discussed in further detail in 

the following chapter. 
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Chapter 9 Conclusions of Project and 
Future Research Directions  
 

This chapter reviews the work presented in the thesis, summarises the key findings  with conclusions 

and discusses the possible future directions. Firstly, Section 9.1 reviews the results on creating 

Diffractive Optical Elements (DOEs) with hydrodynamic phenomena using both ionic flow (EHDI) and 

ultrasonic fields (AHDI). In this section, the experimental results from Chapters 5 to 8 are combined 

with the theoretical results from Chapter 4 to assess the demonstrated and theoretical limits of such 

devices as DOE. Section 9.2 provides a summary of other key conclusions made within the project 

where in addition to hydrodynamic DOEs, other observations and dependencies will be discussed. 

Section 9.3 presents future avenues of research including ideas to improve hydrodynamic DOE 

performance through possible modifications to devices and improve the fundamental understanding of 

the materials involved.    

9.1 Assessment of Hydrodynamic Gratings as 

Diffractive Optical Elements  

 Calamitic EHDI 

In creating variable pitch DOEs, key desirable properties are, small grating sizes (Λgr), wide continuous 

range (ΔΛgr), high maximum optical phase difference (ϕmax) and a blazed shape. In examining EHDI 

in standard calamitic Nematic Liquid Crystals (NLC), Λgr was found to reliably exist within a range 

dictated by device spacing (d),  

𝑑

2
< 𝛬௚௥ < 𝑑. 

(9-1) 

Or in terms of optical wavevector (qopt),  

2𝜋

𝑑
< 𝑞௢௣௧ <

4𝜋

𝑑
. 

(9-2) 

To examine the limit of such devices, the director tilt out of plane (ψ) is assumed to be, 

𝜓(𝑥) = 𝜓௠௔௫ cos൫𝑞௢௣௧𝑥൯ sin ቀ
𝜋𝑧

𝑑
ቁ.  (9-3) 

Leading to approximate expression for optical phase difference (ϕ)[274],  

𝜙(𝑥) = 𝜙௠௔௫ cos൫𝑞௢௣௧𝑥൯.  (9-4) 



 
 

 184 
 

Assuming Raman-Nath (RN) diffraction[173], this sinusoidal phase grating has a maximum diffraction 

efficiency of the first order (ηm=1) of 34%, which occurs when ϕmax=3.70±0.05. From diffraction 

experiments presented in Chapter 5 the low and high frequency values of ηm=1 for the phase grating 

(ηm=2 in the chapter) are plotted as a function of Λgr in Figure 9.1 (black sqaures). Here, the solution to 

a sinusoidal RN grating has been placed through the points, where results indicate maximum efficiency 

(ηm=1=34%) will occur when d ≈45μm. This is problematic due to a fundamental issue with EHDI 

gratings, that smaller Λgr leads to smaller efficiencies due to roll shrinkage. When the device becomes 

thicker it will become less efficient as it has higher ϕmax than its optimum value. 

To put results in context of current technology, results for a Reflective Liquid Crystal on Silicon (R-

LCoS) Electronically Addressed Spatial Light Modulator (EASLM) creating a blazed structure are 

included in Figure 9.1 (taken from reference [28]). Although the R-LCoS device also suffers from 

losses at small Λgr, due to its ability to induce blazed structures the efficiencies are far higher. The R-

LCoS also has the significant advantage of a single device being able to vary across all Λgr values 

(provided Λgr> pixel size), while results from calamitic EHDI indicate they can only vary by a factor of 

2.  

 

Figure 9.1. Comparison of calamitic EHDI diffractive performance compared to reflective and 
transmissive LCoS devices. A reflective EHDI (R-EHDI) is also included where Λgr is halved due to 
passing through the material twice. Data from R-LCoS taken from reference [136]. Data for T-LCoS 
are taken from minimum pixel sizes given in reference [446] combined with results from section 4.4.2.  

The comparison of EHDI to R-LCoS is not quite suitable as EASLMs utilize a silicon backplane to 

achieve small pixel sizes [136]. This means the light passes through the device twice, doubling the ϕ 
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values achieved. To account for this, a predicted plot of reflective EHDI (R-EHDI) is included in Figure 

9.1 (this performance could be achieved experimentally by including a mirror on the device backing). 

As can be seen this achieves the higher efficiencies at smaller Λgr values, however is still outperformed 

by R-LCoS.  

Transmissive LCOS (T-LCoS) devices also exist and have far larger pixel sizes. For comparison, 

commercial reflective and transmissive devices by Holoeye have 3.74 and 36 μm pixels 

respectively[446,447]. No data of the performance of the transmissive device acting as a beam steering 

DOE could be found in literature. Assuming that it acts to create an approximately digitized phase ramp 

with a minimum feature width (w) of 36μm, the results from section 4.4.2 indicate performance shown 

in Figure 9.1. From this, we predict that calamitic EHDI DOEs outperforms T-LCoS when small Λgr 

are required.   

 Dimeric EHDI 

Chapter 6 demonstrated the utilization of materials of novel elastic constants to tune the period Λgr of 

an EHDI pattern. Here, the limits given in equation (9-1) were expanded to approximately,  

0.3𝑑 < 𝛬௚௥ < 1.3𝑑. (9-5) 

These limits were not reached at  the same temperature, so focussing on the temperature where the 

smallest Λgr were observed, it was found to obey the limits,  

0.3𝑑 < 𝛬௚௥ < 0.8𝑑. (9-6) 

Assuming this reduction in pitch size does not affect ϕmax in a device of the same spacing, a theoretical 

plot of ηm=1 in a device filled with the dimeric material is compared to the calamitic mixture in Figure 

9.2, where the dimeric mixture has higher efficiency for the same Λgr; however, this is speculative and 

needs confirmation with experiment. It is likely that smaller Λgr and higher efficiencies are achievable 

through further optimization of material viscoelastic and electronic properties. This would require a 

more systematic study to establish the important viscoelastic and dielectric parameters to tune. It is 

likely that such methods would only improve the performance incrementally, considering the relatively 

modest difference between equations (9-1) and (9-6) despite a large changes in k33. The lack of 

asymmetry remains major limitation, in applying EHDI to DOE as it greatly limits maximum efficiency.   
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Figure 9.2. Efficiency of gratings attainable by dimeric and calamitic mixtures. The dimer mixtures 
performance migrates to smaller Λgr. It may be through further understanding of the process and 
optimization of material this behaviour can be further improved (pink arrow).  

 SAW Domains  

In Chapter 8, hydrodynamic gratings within NLCs induced by SAW devices are considered. These 

appeared to tilt the director varying the outgoing phase profile of reflected light. The grating period 

(Λgr) was demonstrated to be determined by the acoustic wavelength (λA) and the relative speeds of 

sound in the substrate (vsub) and the NLC (vLC)[189], 

𝛬௚௥ =
𝜆஺

ቀ
𝑣௦௨௕
𝑣௅஼

− 1ቁ
.  

(9-7) 

 

Experimental results indicate that this relation holds in the region 100 μm<Λgr<450 μm, which are 

supported by previous results from Miyano and Inoue et al. [24,25,435]. This work did not establish a 

minimum value Λgr. With standard lithographic techniques, sub μm feature size SAW devices can be 

achieved [448]. However, it is unlikely that if, for example, λA was shrunk to 100 nm (fA≈10 GHz) that 

equation  (9-7) would hold to create a usable diffraction grating with a variable sub-micron pitch. This 

is due to issues arising from: (i) increased attenuation of the wave, (ii) relaxation of the interaction 

between material and SAW, (iii) increased required power and (iv) low phase contrast caused by small 

tilt and thin devices. It may be these issues can be overcome through judicious design of both the LC 

materials (tuning appropriate viscoelastic constants as in Chapter 6 [114]) and acoustic devices (for 

example using larger number of SAW electrodes, or curving them to focus waves, increasing 

power[449]).Future directions on this work will be presented in section 9.3.2. 
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 Longitudinal BAW Domains  

The prominent kind of BAW domains observed in this work were induced by longitudinal driving and 

were found to approximately obey[388,395],  

𝛬௚௥ ≈
𝜆஺

4
. 

(9-8) 

For all devices examined in this work, this gives a value Λgr too large to be promising for diffractive 

gratings. To shrink Λgr to a useful scale (≈10 μm) would require exceptionally thin disks of PZT 

(λA≈dPZT for resonance driving). These results are not promising for hydrodynamic DOEs, however, 

potential methods of (i) improving longitudinal BAW performance for DOEs with the more promising 

shear waves or (ii) their use in lenses are discussed in sections 9.3.4 and 9.3.5, respectively.  

 

9.2 Conclusions  

This thesis has presented results and analysis from a variety of experiments relevant to creating DOEs 

using hydrodynamic phenomena within NLCs. Numerical calculations of diffraction patterns of 

theoretical gratings using Python were presented (Chapter 4). These methods were used to examine 

several relevant phase structures to NLC DOEs. In doing so, an examination of the effect of several 

kinds of imperfections within blazed structures were presented, specifically digitization and smoothing. 

Experimental results on the first method of forming DOEs using hydrodynamics in NLCs, in this case 

utilizing ionic flow, were presented (Chapter 5). For the most promising ‘Normal Roll’ EHDI mode, 

equations were ascertained which satisfactorily described the behaviour of the onset voltage (VC) and 

wavevector (qopt) as frequency (f) was varied with fourth power relations. A simple model of circular 

motion was used to explain this fourth power dependency. In the experiments, the effect of varying 

device spacing (d), sample conductivity (σ), Temperature (T) and elastic constants (kii) were 

investigated. The value qopt was found to strongly depend upon d, meaning wide-angle gratings were 

attainable in thinner devices; however, these had lower phase contrast leading to lower diffraction 

efficiencies. qopt and diffraction efficiency were seen to have little dependency on sample conductivity, 

provided it was sufficient to allow the sample to display the NR mode of EHDI. The conductivity was 

seen to determine the frequency limits of EHDI, where samples with more ions could maintain EHDI 

phenomena to higher frequencies. Varying T changed many of the systems viscoelastic and electronic 

parameters simultaneously, which lead to complex behaviour of qopt and VC. Temperature dependency 

of elastic constants and thermal dissipative effects was determined to likely play a role within this 

behaviour. Finally, the effect of elastic constants on the value qopt was investigated, where a correlation 

between qopt and both  
ଵ

௞యయ
 and 

௞భభ

௞యయ
 was seen (Chapter 6). This was argued to occur due to rolls changing 

their shape to being more ovular, due to a lessening in free energy increase associated with bend 
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deformation. An analysis of the electronic and elastic properties of a mixture composed of MLC 2081 

and dimer CB7CB was described. This material had non-standard properties including, very low k33 and 

Δε, which switches sign as a function of T. The origin of these odd behaviours was taken to be the non-

standard properties of dimer CB7CB. Where the material has increased number of bent conformers as 

temperature decreases, decreasing Δε and k33.   

NLC hydrodynamics were further investigated using acoustic fields. The speed of sound (vs) in the NLC 

mixture E7 was measured using a Pitcher and Catch (P&C) method that was developed during this 

project (Chapter 7). In this chapter, relevant background physics, the setup built to conduct 

measurements, and validation of technique are all given. vs was measured in E7 as a function of T, 

where a reasonable value in the context of other similar studies was obtained. The results closest to 

room temperature were taken to be most accurate, where a vs of 1720±70ms-1 was measured. Further, 

hydrodynamics of NLCs induced by high power acoustic fields were studied, where the aim was to 

form periodic structures (Chapter 8). Firstly, an examination was made of longitudinal BAW devices. 

Two types of domain were identified in these devices, of wide and short period. It was concluded the 

long period domains were caused by the longitudinal field, while the short were caused by secondary 

shear waves. The longitudinal BAW locally reduced the Fréedericksz transition threshold. The 

inducement of flow within the material was understood to be the main cause this effect. Methods and 

results from investigating SAW interactions with NLCs was presented in Chapter 8. Hydrodynamic 

domains were seen within the NLC; however, they decayed as they penetrated deeper into the sandwich 

device, which was attributed to attenuation. Results indicate, the relative speed of sound in the substrate 

(vsub) and the LC (vLC), as well as the period of the acoustic wave (λA) determine the domains size. A 

novel chirped electrode design was utilized which allowed the period to be continuously varied from 

around 275 to 100μm as driving acoustic frequency (fA) increased. With more refined SAW fabrication 

techniques these grating periods are likely further reducible. 

Section 9.1 of the current chapter brought together the important elements of previous chapters to give 

an assessment of the operational capabilities of DOEs based on NLC hydrodynamics. Lack of 

asymmetry of the optical patterns formed is the main limitation for efficient gratings; however, the 

devices have certain advantages over current transmissive technologies. Section 9.3  given below will 

expand upon the conclusions made here, suggesting further research directions, which could be pursued 

to either improve hydrodynamic DOEs or better understand observed phenomena key to their operation.   
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9.3 Future Research Directions  

 Stacking EHDI Hydrodynamic Gratings   

The main issue with utilizing both kinds of hydrodynamic gratings is the lack of asymmetry within the 

grating structure. This limits the efficiency to an absolute maximum of 50%. An idea to improve such 

is to utilize the mathematical principle that we can construct a sawtooth structure (fblazed) by adding an 

infinite sum of sinusoidal waves of varying amplitude and wave vector, 

𝑓௕௟௔௭௘ௗ = ෍ 𝐴௞sin (𝑞௞𝑥)

ஶ

௞ୀଵ

,  
(9-9) 

 

where,  

𝐴௞ =
𝐴ଵ

𝑘
,  

(9-10) 

 

𝑞௞ = 𝑘𝑞ଵ,  (9-11) 

 

k is the harmonic number, A1  and q1 are the amplitude and wavevector of the first harmonic.  

From the results presented in this thesis, calamitic EHDI sandwich devices display gratings in the range,  

𝑞଴ < 𝑞௢௣௧ < 2𝑞଴,  (9-12) 

 

where, 

𝑞଴ =
2𝜋

𝑑
.  

(9-13) 

 

Consider k EHDI devices stacked as shown in Figure 9.3a. Here, the kth device has a spacing dk where,  

𝑑௞ =
𝑑ଵ

𝑘
.  

(9-14) 

 

This means for low frequency driving, the wavevector of the kth device (qopt,k) is,  

𝑞௢௣௧,௞ = 𝑘𝑞௢௣௧,ଵ.  (9-15) 

 

Assuming the value of director tilt within EHDI is independent of d, the maximum optical phase 

difference of each kth layer (ϕmax, k) may be written,  

𝜙௠௔௫,௞ =
𝜙௠௔௫,ଵ

𝑘
.  

(9-16) 

 

This gives a phase profile of each kth layer (ϕk, see Figure 9.3b) as,  
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𝜙௞(𝑥) = 𝜙௠௔௫,௞ sin൫𝑞௢௣௧,௞𝑥൯ =
𝜙௠௔௫,ଵ

𝑘
sin൫𝑘𝑞௢௣௧,ଵ𝑥൯.  

(9-17) 

 

For the device shown in Figure 9.3a, these assumptions give a total the outgoing optical phase difference 

(ϕsum) as,  

𝜙௦௨௠(𝑥) = ෍ 𝜙௞

௞ୀ௞

௞ୀଵ

= ෍ 𝜙௠௔௫,௞ sin൫𝑞௢௣௧,௞𝑥൯ = ෍
𝜙௠௔௫,ଵ

𝑘
sin൫𝑘𝑞௢௣௧,ଵ𝑥൯

௞ୀ௞

௞ୀଵ

௞ୀ௞

௞ୀଵ

.   
(9-18) 

 

Comparing this to equation (9-9), (9-18) approaches a blazed grating as k tends to infinity. This is 

illustrated in Figure 9.3c, which plots the development of the shape ϕsum as k increases.  

 

Figure 9.3. Stacked EHDI device operating principle. (a) k devices stacked which are individually 
addressed to create diffractive gratings. (b) The first three harmonics where amplitude and period 
decrease with k. (c) A waterfall plot showing the effect on ϕ of moving through k gratings. As k tends 
to ∞ the device should approach a perfect blazed grating.  

We now seek to assess this device’s function as a DOE. Firstly, potential efficiency of the device was 

calculated using equation (9-18) and the diffraction programme presented in Chapter 4. A key 

assumption of this is that the device is thin, acting as a Raman-Nath grating. Figure 9.4a plots the 

calculated diffraction efficiencies of the m= 0 and +1 orders (ηm) of gratings with several k as functions 

of ϕmax. The maximum efficiency (ηopt) and the ϕmax at which they occur (ϕopt) are seen to increase with 

k (Figure 9.4b-c) 
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Figure 9.4. Figures assessing potential function of the stacked device. (a) Diffraction analysis of the 
efficiency of the m=1 (diamonds) and m=2 (triangles). This also includes a plot of a perfect blazed 
grating (orange and blue lines). (b) The highest obtainable efficiencies (ηopt) as a function of 1/k. (c)  
value ϕmax at which ηopt occurs (ϕopt) as a function of 1/k. (d) Results from predicted optimized and un-
optimized stacked device function compared to the R-LCoS and T-LCoS. Dashed lines in graphs are 
guides for the eye.  

From results presented on calamitic EHDI, each device should be able to reduce its value Λgr by a factor 

of two as frequency is increased. As this occurs, the ϕmax will also reduce to around half its original 

value. This means if a device were designed such that under low frequency driving (Λgr=d1) ϕmax=ϕopt, 

when Λgr is decreased to 
ௗభ

ଶ
, ϕmax would also decrease to 

థ೚೛೟

ଶ
. From results in Figure 9.4a, this reduction 

in ϕmax would lead to a large drop in efficiency (for example for k=5, η1 would reduce from 77% to 

35%). To reduce these losses it would be beneficial to design the device such that ϕmax=ϕopt when 

Λgr≈0.75d1. Here, as the device would always operate within 25% of ϕopt the efficiency would be higher  

(for example for k=5, η1 would always be between 77% and 65%).  

Firstly, we investigate the performance of an optimized device, where through better tuning of the 

material parameters or including several devices of each spacing, any ϕmax is assumed to be attainable 
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when Λgr≈0.75d1. This means the device’s function is only limited by the minimum feature size dk 

(taken to be 5μm). This leads to the relationship,  

𝛬௚௥ ≈ 0.75𝑑ଵ = 0.75൫𝑘(5𝜇𝑚)൯, (9-19) 

 

From this the values ηopt as a function of Λgr can be obtained, where larger k are possible for larger Λgr , 

which increases ηopt. Results for this optimized performance are compared to R-LCoS and T-LCoS in 

Figure 9.4d. The device is predicted to perform very similarly to the R-LCoS, while working in 

transmission and being able to continually vary Λgr by a factor of two.  

We now consider the device function without such optimization processes. For maximum efficiency 

the device should be driven at ϕmax= ϕopt, where ϕopt varies with  k (Table 9-1). Using the results from 

section 9.1.1 a ϕmax value of 3.7 was predicted to occur in 45μm spaced device undergoing EHDI. If 

the total thickness of the LC layers in the stacked device (dLC) is written,  

𝑑௅஼ =  ෍ 𝑑௞

௞

= ෍
𝑑ଵ

𝑘
௞

, 
(9-20) 

 

then for ϕmax= ϕopt to be induced and Λgr=0.75d1, dLC should obey,  

𝑑௅஼(𝑘) =
1

0.75
ቆ

𝜙௢௣௧(𝑘)

3.7
× 45𝜇𝑚ቇ. 

(9-21) 

 

This leads to thick layers of LC, which in turn limit potential for small Λgr, which are summarised in 

Table 9-1. Higher k devices have more layers contributing to ϕmax, meaning d1 can be thinner. This 

leads to increasing ηopt with decreasing Λgr. The results from the optimized single stack are included in 

Figure 9.4d. This behaviour would not last to small Λgr, as eventually the minimum dk limit discussed 

previously would become important.  

Overall, particularly in comparing the results from the optimized and un-optimized cases the 

performance of the device requires further practical and theoretical investigation, including more 

detailed optical analysis (such as ray tracing[122,276,450]) and further optimization of the materials 

(for high tilt and high birefringence). If performance approaching that shown for the optimized device 

in in Figure 9.4d could be achieved, its impact on applications which require transmissive beam steering 

(e.g. Smart windows[451,452]) could be dramatic.  
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Table 9-1. Parameters required for driving the un-optimized stacked devices. The maximum efficiency 
(ηopt), phase at which it occurs (ϕopt), the total thickness of all LC layers (dLC) the thickness of the first 
LC layer (d1) the thickness of the last LC layer (dk) and the period of the grating (Λgr) when driven at 
Λgr=0.75d1.  

k ηopt(%) ϕopt dLC(μm) d1(μm) Min dk(μm) Λgr (μm) 

1 34 3.7 80 80 80 60 

2 55 5.3 86 57 29 43 

3 66 5.6 91 50 17 38 

4 73 6.0 97 47 12 35 

5 77 6.28 102 45 9 34 

 

 Superposition of SAW Modes  

The general idea of superimposing gratings discussed in section 9.3.1 can also be applied to SAW 

devices. Consider the device shown in Figure 9.5a. Here, two separately addressed chirped SAW 

transducers are driven to produce waves of different acoustic wavelengths (dictated by the applied 

frequency). If the tilt of the director was found to follow this pattern, the same structure ϕsum as given 

in equation (9-18) for k=2 would be formed in the device. The advantage of this device compared to 

the stacked EHDI devices is that only a single LC layer is required, while more SAW components could 

be added for the device to get closer to a blazed structure (Figure 9.5b). This would give the same values 

ηopt given in Figure 9.4a. Additionally the SAW transducers can be aligned such they impose waves 

from orthogonal orientations, which would allow bi-axial steering. The drawback is the device would 

likely have to operate in reflection mode as although SAW waves can be coupled in using glass, the 

shapes of the acoustic field would likely be lost. The practical limits would also be dependent on ability 

to reduce the attenuation processes seen in this project.  
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Figure 9.5. Superposition of SAW modes devices using k transducers. (a) The device with k=2 and (b) 
k=6. The right hand side shows the optical pattern becoming more similar to a blazed grating as k 
increases, indicating more efficient steering.  

 

The Chevron Mode-Normal Mode Transition in EHDI 

As discussed in section 9.1.1 and 9.1.2, the displayed wavevectors of EHDI patterns (qopt) exist within 

limits. In calamitic materials as qopt increases with frequency, when it approaches a value of 
ସగ

ௗ
 the 

texture changes from the NR mode to the Chevron Pattern (CP, see Figure 9.6a). The CP pattern 

strongly resembles two ropes twined around one another such as those shown in Figure 9.6b, and have 

been extensively studied by Huh et al.[336,453]. Here, we hypothesize that the formation of the CP 

mode is caused by the fact that two rolls have sufficiently small period overlay on top of one another. 

In 1972, Penz and Ford found overlaying of rolls to be a valid solution to the electrohydrodynamic 

equations when working in 2D (Figure 9.6c)[282].  The twisting nature of the CP pattern is clearly more 

complex than the simple overlaying of rolls shown in Figure 9.6c. This likely arises from Penz and 

Ford’s work only considering 2- dimensions, where naturally this 3-dimmensional effect would not be 

seen. The fact the rolls twist around one another rather than overlaying uniformly is likely linked to 
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calamitic NLC materials usually having relatively low twist elastic constants (k22). Full understanding 

of the formation of this mode requires significantly more work and is beyond the scope of this project.  

One promising research direction for investigating the effect would be creating negative mixtures with 

varying k22, and observe effects on the CP pattern. This could be achieved by doping calamitic mixtures 

with small amount of bent core materials shown to have this effect [454]. Similarly, to the work 

presented in Chapter 6, the behaviours of the pattern as a function of different kii could be investigated 

to find dependencies.  

 

Figure 9.6 (a) Photo of the chevron pattern, scale bar is 100μm. (b) Comparing the chevron pattern to 
that of a twisted rope.  (c) Hydrodynamic rolls forming on top of one another when driven to high 
frequencies (based on image from reference [282]).  

 BAW Guiding Structures 

The most promising structures for DOEs seen under BAW driving were the short pitch domains. Our 

results in addition to those reported by Mullin et al. [408] indicate that these are likely caused by the 

longitudinal acoustic field transferring to shear at interfaces. The pitch of these short domains appeared 

to be mainly dictated by device spacing, however if the effects are similar to those seen in EHDI it is 

likely that a frequency dependency also exists. Only limited work was completed in this project to 

investigate this; however, a relatively simple expansion of the work would be to examine the effect of 

piezoelectric disk radial mode resonance frequency on domain size. If a frequency dependence was 

observed, such devices could show similar promise to those based on EHDI.  

Another possible direction is to utilize some physical waveguiding structures within the device to 

efficiently transfer the longitudinal signal into shear waves. A schematic of such is shown in Figure 
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9.7a, where small prisms have been incorporated into the device to reorient acoustic field to become 

more shear. Here, the reorientation of the acoustic waves is determined by the relative speeds of sound 

in the wave guide (vwg) and the LC (vLC). Figure 9.7b shows a calculation of the angle of deflection of 

the wave (Δθ) using Snell’s Law. Here,  

𝑣௅஼

𝑣௪௚
=

𝑠𝑖𝑛(𝜃௅஼)

𝑠𝑖𝑛൫𝜃௪௚൯
,  

(9-22) 

 

giving,  

𝛥𝜃 =  𝜃௪௚ − 𝜃௅஼ = 𝜃௪௚ − sinିଵ ቆ sin(𝜃௪௚)
𝑣௅஼

𝑣௪௚
ቇ.  

(9-23) 

 

Δθ for several values 
௩ಽ಴

௩ೢ೒
 are plotted as functions of θwg in Figure 9.7c. This indicates the values Δθ are 

fairly small unless 
௩ಽ಴

௩ೢ೒
 is very small or θwg  is large.  

 

Figure 9.7.Operation of a wave guided BAW device. (a) Schematic of a longitudinal BAW device, where 
a solid wave guiding structure is incorporated to reorient waves to have larger horizontal components. 
(b) Calculations of reorientation (Δθ) of wave direction using Snell’s law. (c) Plots of Δθ for various 
values  vLC/vWG.   
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 BAW Lenses 

A possible application of the results for BAW NLC devices are lenses, where several studies of 

ultrasonic NLC lenses have recently published[399,455,456]. A major issue in the creation LC adaptive 

lenses is the fact that when pixelated electrodes are used to address the lenses, the LC does not smoothly 

reorient, but does so sharply at points due to the proximity to electrodes[144]. This is illustrated in 

Figure 9.8a, and is causes particular issues if wide apertures are desired. Much work has been 

undertaken to reduce this effect with a wide range of techniques such as additional ‘floating’ electrodes 

[147,148], dielectric relief structures [149–151] and resistive electrodes [152–156] or a combination of 

these being used[108,157,158]. From results shown in Section 8.1.3, if the effect of director coupling 

was used in combination of electric field a superior lensing structure would be likely to form, where 

close to the centre of the device as the acoustic field is more intense, more reorientation would occur 

(Figure 9.8b). A limit of this is that the device would be reflection only, however results from Shimizu 

et al. [399] have shown efficient coupling from a BAW into an LC device via glass.  

 

Figure 9.8. BAW aided lenses. (a) A typical hole patterned lens, such as that given in reference [144]. 
The lensing structure of this device is the red dotted line, where the desirable smooth curve is not seen, 
due to sharp reorientation close to the electrode edges. (b) The BAW aided device. The addition of BAW 
and electric field leads to the LC closest to the centre of the device reorienting most and spreading more 
smoothly to electrode edges. This would allow a more curved lensing structure, and allow wider 
aperture devices.   

  



 
 

 198 
 

 Broadband Acoustic Spectroscopy of Liquid Crystals   

The experiments examining the speed of sound in NLCs were brief within this project as the objective 

was simply to ascertain a value of the speed of sound in E7. These could be expanded upon using the 

equipment assembled and techniques developed in this project. Most simply, it would be highly 

interesting to undertake attenuation measurements on materials, ideally at several frequencies to 

confirm the picture of acoustic relaxation phenomena in LCs.  

Another highly interesting set of experiments could be undertaken using broadband (chirped) SAW 

devices. If a sample of LC material were to be placed on a device capable of varying frequency from 

for example 10MHz-10GHz and the losses into the material measured, it is likely measurements of the 

relaxation of various elastic processes could be obtained. Such techniques have previously been used 

for probing the dynamics of polymeric[457] and biological materials [458,459], however no studies 

using such techniques on nematic liquid crystals were found in a search of the literature.  

 Summary  

In section 9.3 some possible directions for continuation of the project have been presented. They are 

fairly broad in scope which reflects the content of the project which has contained elements of liquid 

crystal science, dielectrics, acoustics, hydrodynamics and engineering. These ideas may prove useful to 

future researchers in this field.   
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