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Abstract

Metal halide perovskites have fascinated physicists, chemists, materials scientists and more

since their emergence for optoelectronic applications little over a decade ago. Their use in
photovoltaic devices offers the promise of a new era of mass-produced, low-cost, thin-film
solar cells made from Earth-abundant materials if the interlinked challenges of photovoltaic
efficiency, scalability and stability can be met. This thesis aims to primarily address the issue of
scalability by developing processes that are compatible with transfer from small lab-scale
devices to photovoltaic module production. In particular, by understanding the formation,
crystallisation and recrystallisation of nanoscale layers used in perovskite solar cells (PSCs).
Specifically, this research has focused on use cases related to the potential second generation
of commercial perovskite solar cells (beyond silicon-perovskite tandems) which could be
processed via continuous roll-to-roll production. Here, the economic case is clear: process
duration is the critical factor underpinning the potential growth of the technology, with this
growth rate ultimately determining the material’s utility in comparison to silicon. To achieve
rapid processability, significant challenges remain in developing suitably rapid processes, with

X-ray diffraction offering an ideal set of methods to structurally characterise them.

In the first chapter, a potentially stable, low-cost metal oxide nanoparticle solution system was
investigated for use in perovskite solar cells. Tin oxide was scalably deposited via spray-coating,
with high efficiency devices achieved. Using small-angle X-ray diffraction, photoelectron
spectroscopy and electrical measurements, the nanoparticle formation process was studied
in depth. Through this insight, a rapid thermal treatment was developed with greatly reduced

process duration, suitable for high-throughput manufacture.

Considering next the crystallisation of the perovskite, an approach to relax the processing
requirements for the deposition of these layers is to post-treat them with a recrystallising
solvent-vapour. Here it was found that small changes in solution stoichiometry can dramatically
affect the outcome of this solvent vapour annealing process. Specifically, the effects on stability
and microstructure were characterised. For inorganic-rich compositions an intermediate
solvate phase was formed, observed using X-ray diffraction. The solvent-vapour annealing
process was found to induce stoichiometric changes and a mechanism of solvent-organic

cation hydrogen bonding is proposed as the cause.

Finally, much interest has surrounded the mechanism by which methylamine gas is able to
recrystallise methylammonium lead halide perovskite films, which reforms with beneficial film
texture and morphology. The mechanism for this industrially applicable process is not well
understood, so this process was monitored using in-situ synchrotron X-ray scattering. It is

revealed intermediate crystalline phases are found to govern this process, with the resulting



film exhibiting more complex non-uniaxial grain orientation than presently thought. This
behaviour is facilitated by both homo-conjugated acid-base complex formation and then in the
fully dissolved state we conclude that methylamine is co-ordinating to lead. These behaviours
are compared to those in related rapidly crystallising solution chemistries. The compositional

limits for the recrystallisation process are explored, with irreversible cation decomposition

found to limit the use of methylamine with formamidinium perovskites.




Front matter

Declaration of originality

This thesis is a summary of work undertaken in the Department of Physics and Astronomy at
the University of Sheffield from October 2016 to March 2021 under the supervision of Prof.
David Lidzey. | declare that the work contained within is my own except where specific

reference is made to the contribution of others.

Joel A. Smith, March 2021

Thesis format

This thesis is in Alternative Format, such that the results chapters are formatted as research
papers which have been either published or are intended for submission. Each results chapter
is preceded by a Foreword summarising the work, its relation to the thesis and to the wider
field. For the published works, the papers have been reformatted from the accepted version
into the style of the thesis for continuity (results chapter sections X.2). For ease of readability,
numeration of content aside from page numbers is specific to each chapter. Supplementary

Figures are numerated as such and presented after each results chapter (sections X.3).

Collaborating authors

For Chapters 4 and 6, the experimental work, data analysis, interpretation and writing was
primarily completed by myself. In the case of Chapter 5, the work was prepared in close
collaboration with Dr Onkar Game who is the first author on the associated paper, in this case
the Chapter Foreword describes my specific contributions for clarity. All the collaborating
authors who | have been fortunate enough to work with on publications in this thesis are listed
below and | am grateful for their contributions to the works, which are explained in the Author

Contributions for each chapter.

Adam Shnier Elena J. Cassella Natalia Martsinovich
Alvaro Tejada Emma LK. Spooner Nick J. Terrill
Andre Dallman Eva Unger Nik Reeves-Mclaren

Ganna Chistiakova
Hampus Nasstrom

Andrew J. Parnell
Antonio Abate

Oleksandra Shargaieva
Onkar S. Game

Claire Greenland
Cornelia Rodenburg
Daniel Wamwangi
David G. Billing

David G. Lidzey
Deborah B. Hammond

James E. Bishop
Jonathan Rawle

Jorge Mielgo

Marion Flatken

Mary O’Kane

Michael Wong-Stringer

Rachel C. Kilbride
Rachel Kilbride
Rahul Jayaprakash
Tarek I. Alanazi
Thomas J. Routledge
Vikas Kumar



Publications

Chapter 4: "Rapid Scalable Processing of Tin Oxide Transport Layers for Perovskite Solar
Cells". ACS Appl. Energy Mater. 2020, 3 (6), 5552—-5562. Smith, J. A.; Game, O. S.; Bishop, J. E.;
Spooner, E. L. K; Kilbride, R. C.; Greenland, C.; Jayaprakash, R.; Alanazi, T. |.; Cassella, E. J.;
Tejada, A.; Chistiakova, G.; Wong-Stringer, M.; Routledge, T. J.; Parnell, A. J.; Hammond, D. B.;
Lidzey, D. G. DOI: 10.1021/acsaem.0c00525.

Chapter 5: "Solvent Vapour Annealing of Methylammonium Lead Halide Perovskite: What'’s the
Catch?". J. Mater. Chem. A 2020, 8 (21), 10943-10956. Game, O. S.; Smith, J. A.; Alanazi, T. |;
Wong-Stringer, M.; Kumar, V.; Rodenburg, C.; Terrill, N. J.; Lidzey, D. G. DOI: 10.1039/d0ta03023f.

Chapter 6: “Understanding the role of methylamine in the crystallisation of halide perovskites
using in-situ X-ray scattering”. Smith, J. A.; Shnier, A.; Shargaieva, O. S.; Martsinovich, N.;
Kilbride, R. C.; O'Kane, M. E.; Pascual, J.; Flatken, M.; Nasstrom, H.; Rawle, J. S.; Dallman, A;
Wamwangi, D.; Billing, D. G.; Reeves-Mclaren, N.; Game, O.S.; Unger, E. S.; Abate, A; Lidzey, D. G.

In preparation.

"Efficient Perovskite Photovoltaic Devices Using Chemically Doped PCDTBT as a Hole-
Transport Material". J. Mater. Chem. A 2017, 5 (30), 15714—-15723. Wong-Stringer, M.; Bishop, J.
E.; Smith, J. A.; Mohamad, D. K;; Parnell, A. J.; Kumar, V.; Rodenburg, C.; Lidzey, D. G. DOI:
10.1039/c7ta03103c.

"Degradation of Inverted Architecture CHsNHsPbls-Clx Perovskite Solar Cells Due to Trapped
Moisture". Energy Sci. Eng. 2018, 6 (1), 35—-46. Bracher, C.; Freestone, B. G.; Mohamad, D. K.;
Smith, J. A.; Lidzey, D. G. DOI: 10.1002/es€3.180.

"High-Performance Multilayer Encapsulation for Perovskite Photovoltaics”. Adv. Energy Mater.
2018, 1801234, 1801234. Wong-Stringer, M.; Game, O. S.; Smith, J. A.; Routledge, T. J.; Alqurashy,
B. A.; Freestone, B. G.; Parnell, A. J.; Vaenas, N.; Kumar, V.; Alawad, M. O. A.; Iraqi, A.; Rodenburg,
C.; Lidzey, D. G. DOI: 10.1002/2enm.201801234.

"High-Efficiency Spray-Coated Perovskite Solar Cells Utilizing Vacuum-Assisted Solution
Processing". ACS Appl. Mater. Interfaces 2018, 10 (46), 39428-39434. Bishop, J. E.; Smith, J. A.;
Greenland, C.; Kumar, V.; Vaenas, N.; Game, O. S.; Routledge, T. J.; Wong-Stringer, M.;
Rodenburg, C.; Lidzey, D. G. DOI: 10.1021/acsami.8b14859.

"Low-Temperature, High-Speed Reactive Deposition of Metal Oxides for Perovskite Solar

Cells". J. Mater. Chem. A 2019, 7 (5), 2283—2290. Routledge, T. J.; Wong-Stringer, M.; Game, O.



S.; Smith, J. A.; Bishop, J. E.; Vaenas, N.; Freestone, B. G.; Coles, D. M.; McArdle, T.; Buckley, A.
R.; Lidzey, D. G. DOI: 10.1039/c8ta10827g.

"Low-Dimensional Emissive States in Non-Stoichiometric Methylammonium Lead Halide
Perovskites”. J. Mater. Chem. A 2019, Freestone, B. G.;* Smith, J. A.;* Piana, G.; Kilbride, R.;
Parnell, A.; Sortino, L.; Coles, D. M.; Ball, O. B.; Martsinovich, N.; Thompson, C.; Alanazi, T. |.; Game,
0. S.; Tartakovskii, A.; Lagoudakis, P. G.; Lidzey, D. G. DOI: 10.1039/C8TA12184B.

*Authors contributed equally.

"A Flexible Back-Contact Perovskite Solar Micro-Module". Energy Environ. Sci. 2019, 12 (6),
1928-1937. Wong-Stringer, M.; Routledge, T. J.; McArdle, T.; Wood, C. J.; Game, O. S.; Smith, J.
A.; Bishop, J. E.; Vaenas, N.; Coles, D. M.; Buckley, A. R.; Lidzey, D. G. DOI: 10.1039/c8ee03517b.

"Correlating the Electron-Donating Core Structure with Morphology and Performance of
Carbon-Oxygen-Bridged Ladder-Type Non-Fullerene Acceptor Based Organic Solar Cells".
Nano Energy 2019, 61 (April), 318-326. Li, W.; Xiao, Z.; Cai, J.; Smith, J. A.; Spooner, E. L. K;;
Kilbride, R. C.; Game, O. S.; Meng, X.; Li, D.; Zhang, H.; Chen, M.; Gurney, R. S.; Liu, D.; Jones, R. A.
L.; Lidzey, D. G.; Ding, L.; Wang, T. DOI: 10.1016/j.nanoen.2019.04.053.

"13.9% Efficiency Ternary Nonfullerene Organic Solar Cells Featuring Low-Structural Order".
ACS Energy Lett. 2019, 4 (10), 2378-2385. Du, B.; Geng, R.; Li, W.; Li, D.; Mao, Y.; Chen, M.; Zhang,
X.; Smith, J. A.; Kilbride, R. C.; O’Kane, M. E.; Liu, D.; Lidzey, D. G.; Tang, W.; Wang, T. DOL:
10.1021/acsenergylett.9b01630.

"Tin(IV) Dopant Removal through Anti-Solvent Engineering Enabling Tin Based Perovskite Solar
Cells with High Charge Carrier Mobilities". J. Mater. Chem. C 2019, 7 (27), 8389-8397. Bandara,
R. M. |; Jayawardena, K. D. G. |.; Adeyemo, S. O.; Hinder, S. J.; Smith, J. A.; Thirimanne, H. M,;
Wong, N. C.; Amin, F. M.; Freestone, B. G.; Parnell, A. J.; Lidzey, D. G.; Joyce, H. J.; Sporea, R. A;
Silva, S. R. P. DOI: 10.1039/¢9tc02003a.

"Enhancing the Efficiency of PTB7-Th:COi8DFIC-Based Ternary Solar Cells with Versatile Third
Components". Appl. Phys. Rev. 2019, 6 (4), 041405. Li, W.; Xiao, Z.; Smith, J. A.; Cai, J.; Li, D.;
Kilbride, R. C.; Spooner, E. L. K.; Game, O. S.; Meng, X.; Liu, D.; Jones, R. A. L.; Lidzey, D. G.; Ding,
L.; Wang, T. DOI: 10.1063/1.5125438.

"Correlating Phase Behavior with Photophysical Properties in Mixed-Cation Mixed-Halide
Perovskite Thin Films". Adv. Energy Mater. 2020, 10 (4), 1901350. Greenland, C.; Shnier, A;
Rajendran, S. K.; Smith, J. A.; Game, O. S.; Wamwangi, D.; Turnbull, G. A;; Samuel, I. D. W.; Billing,
D. G.; Lidzey, D. G. DOI: 10.1002/aenm.201901350.



"Fluorinated Solid Additives Enable High Efficiency Non-Fullerene Organic Solar Cells". J. Mater.
Chem. A 2020, 8 (8), 4230-4238. Cai, J.; Wang, H.; Zhang, X.; Li, W.; Li, D.; Mao, Y.; Du, B.; Chen,
M.; Zhuang, Y.; Liu, D.; Qin, H. L.; Zhao, Y.; Smith, J. A.; Kilbride, R. C.; Parnell, A. J.; Jones, R. A.
L.; Lidzey, D. G.; Wang, T. DOI: 10.1039/c9ta13974e.

"Non-Fullerene Acceptor Fibrils Enable Efficient Ternary Organic Solar Cells with 16.6%
Efficiency”. Sci. China Chem. 2020. Li, D.; Chen, X.; Cai, J.; Li, W.; Chen, M.; Mao, Y.; Du, B.; Smith,
J. A.; Kilbride, R. C.; O’Kane, M. E.; Zhang, X.; Zhuang, Y.; Wang, P.; Wang, H.; Liu, D.; Jones, R. A.
L.; Lidzey, D. G.; Wang, T. DOI: 10.1007/s11426-019-9681-8.

"Managing Phase Purities and Crystal Orientation for High-Performance and Photostable
Cesium Lead Halide Perovskite Solar Cells". Sol. RRL 2020, 2000213. Wang, Q.; Smith, J. A.;
Skroblin, D.; Steele, J. A.; Wolff, C. M.; Caprioglio, P.; Stolterfoht, M.; Kobler, H.; Li, M.; Turren-
Cruz, S. H.; Gollwitzer, C.; Neher, D.; Abate, A. DOI: 10.1002/s01r.202000213.

"Fully Spray-Coated Triple-Cation Perovskite Solar Cells". Sci. Rep. 2020, 10 (1), 1-8. Bishop, J.
E.;Read, C. D.; Smith, J. A.; Routledge, T. J.; Lidzey, D. G. DOI: 10.1038/s41598-020-63674-5.

"lon Migration-Induced Amorphization and Phase Segregation as a Degradation Mechanism in
Planar Perovskite Solar Cells". Adv. Energy Mater. 2020, 2000310. Di Girolamo, D.; Phung, N.;
Kosasih, F. U.; Di Giacomo, F.; Matteocci, F.; Smith, J. A.; Flatken, M. A;; Kobler, H.; Turren Cruz,
S. H.; Mattoni, A; Cina, L.; Rech, B.; Latini, A;; Divitini, G.; Ducati, C.; Di Carlo, A;; Dini, D.; Abate, A.
DOI:10.1002/2enm.202000310.

"Origin of Sn(ii) Oxidation in Tin Halide Perovskites". Mater. Adv. 2020. Pascual, J.; Nasti, G.;
Aldamasy, M. H.; Smith, J. A.; Flatken, M.; Phung, N.; Di Girolamo, D.; Turren-Cruz, S.-H.; Li, M,;
Dallmann, A.; Avolio, R.; Abate, A. DOI: 10.1039/DOMA00245C.

"Potassium lodide Reduces the Stability of Triple-Cation Perovskite Solar Cells". RSC Adv.
2020, 10 (66), 40341-40350. Alanazi, T. I.; Game, O. S.; Smith, J. A.; Kilbride, R. C.; Greenland,
C.; Jayaprakash, R.; Georgiou, K.; Terrill, N. J.; Lidzey, D. G. DOI: 10.1039/d0ra07107b.

"Development of Spray-Coated Perovskite Solar Cells". ACS Appl. Mater. Interfaces 2020.
Bishop, J. E.; Smith, J. A.; Lidzey, D. G. DOI: 10.1021/acsami.0c14540.

"Hybrid Perovskite Crystallization from Binary Solvent Mixtures: Interplay of Evaporation Rate
and Binding Strength of Solvents”. Mater. Adv. 2020. Shargaieva, O.; Nasstrom, H.; Smith, J. A.;
Tobbens, D.; Munir, R.; Unger, E. L. DOI: 10.1039/DOMA00815J.

"Emissive Spin-0 Triplet-Pairs Are a Direct Product of Triplet—Triplet Annihilation in Pentacene

Single Crystals and Anthradithiophene Films". Nat. Chem. 2020. Bossanyi, D. G.; Matthiesen, M.;



Wang, S.; Smith, J. A.; Kilbride, R. C.; Shipp, J. D.; Chekulaev, D.; Holland, E.; Anthony, J. E.;
Zaumseil, J.; Musser, A. J.; Clark, J. DOI: 10.1038/s41557-020-00593-y.

"Monolithic Perovskite/Silicon Tandem Solar Cell with >29% Efficiency by Enhanced Hole
Extraction”. Science. 2020, 370 (6522), 1300-1309. Al-Ashouri, A.; Kohnen, E.; Li, B.; Magomedov,
A.; Hempel, H.; Caprioglio, P.; Marquez, J. A;; Vilches, A. B. M.; Kasparavicius, E.; Smith, J. A.;
Phung, N.; Menzel, D.; Grischek, M.; Kegelmann, L.; Skroblin, D.; Gollwitzer, C.; Malinauskas, T.;
Jost, M.; Mati¢, G.; Rech, B.; Schlatmann, R.; Topi¢, M.; Korte, L.; Abate, A.; Stannowski, B.; Neher,
D.; Stolterfoht, M.; Unold, T.; Getautis, V.; Albrecht, S. DOI: 10.1126/science.abd4016.

"Controlling Pbl, Stoichiometry during Synthesis to Improve the Performance of Perovskite
Photovoltaics”. Chem. Mater. 2021, 33 (2), 554-566. Tsevas, K.; Smith, J. A.; Kumar, V,;
Rodenburg, C.; Fakis, M.; Mohd Yusoff, A. R. bin; Vasilopoulou, M.; Lidzey, D. G.; Nazeeruddin, M.
K.; Dunbar, A. D. F. DOI: 10.1021/acs.chemmater.0c03517.

“Perovskites on ice: An Additive-Free Approach to Increase the Stability of Triple-Cation
Perovskite Precursor Solutions”. ChemSusChem. 2021, 14(12), 2537. O’Kane M. E.; Smith, J. A.;
Alanazi, T. I; Cassella, E. J.; Game, O. S.; Van Meurs, S.; Lidzey, D. G. DOI: 10.1002/cssc.202100332



Presentations

Conference talks

“Understanding fast recrystallisation processes in hybrid perovskite materials using in situ
synchrotron scattering.” CDT-PV Showcase, Bath, 2019. Awarded prize for best
presentation.

“Scalable deposition of SnO, transport layers for perovskite solar cells.” 7" EuCheMS
Chemistry Congress, Liverpool, 2018.

“Perovskite solar cell research at the University of Sheffield.” Synchrotron Techniques for
African Research and Technology (START) meeting, Johannesburg, 2018.

“Scalable deposition of SnO. transport layers for perovskite solar cells.” UK
Semiconductors, Sheffield, 2018.

“Scalable deposition of SnO, transport layers for perovskite solar cells.” E-MRS Spring,
Strasbourg, 2018.

Poster presentations

“Solvent Vapour Annealing of Methylammonium Lead Halide Perovskite: What's the
Catch?P”, HOPV20 online, 2020.*

“Understanding texture formation in methylamine-recrystallised MAPbls” NanoGE Fall
Meeting, Berlin, 2019 (awarded poster prize) and BESSY Il User Meeting, Berlin, 2019.*
“Electron beam evaporation of tin oxide transport layers for perovskite solar cells.”
HOPV18, Benidorm, 2018. and CDT PV showcase, Liverpool, 2018.*

“Performance and stability of planar perovskite solar cells using SnO. electron transport
layers.” University of Sheffield Faculty of Science Graduate School Showcase, Sheffield,
2018.

“Solution and vacuum processing of SnO, electron transport layers for perovskite solar
cells.” Next Generation Materials for Solar Photovoltaics, Royal Society of Chemistry,
London, 2018 and Energy CDTs Summer Masterclass 2018, Sheffield, 2018.

“Performance and stability of planar perovskite solar cells using SnO. electron transport
layers.” CDT PV showcase, Liverpool, 2017.

“Performance and stability of planar perovskite solar cells using SnO; electron transport
layers.” PSCO 2017, Oxford, 2017.*

* Examples of these presented posters are given in the Appendices.



Table of contents

Chapter 1: INtroduction ... s e e 1
1.1: The climate iS ChANGING ... 1
1.2: The eCONOMICS Of SOIAP ENEPEY ......cecereceeeereerer s 2
1.3: The case for halide PEroVSKITES. ...t 3
1.4: TheSiS MOTIVATION ...ttt 4
1.5: TRESIS OVEPVIEW ...t 5Joel
1.8: RETEIENCES......eceeeeee ettt s bbbttt 7

Chapter 2: Background theory ... e e 9
2.0 INEPOAUCTION ...t e e e s s bbb e s 9
D2 H ST | o [T 9

D22 I N o 0 3PP TP 9
2 2 = o T 1 = 1
b2 IS TS T 0] [ o o Y1 = (PP 13
21,4 DIFFPACTION ..t e 16
2.1.5: RECIPrOCAl |aTTiCE ...ttt 17
21,82 MIHIEP INAICES ..ottt et et 19
2.1.7: ObServed PefleCHIONS ... 20
2.1.8: BaNd FOPMATION ...ttt 24
2.1.9: SEMICONUUCTOPS ...ttt e 26
DS T =T =Y | TV 28
2.2.1: The photovoltaic €ffECT. ... s 28
2.2.2: QUANTUM EFFICIENCY ettt 30
2.2.3: Recombination and carrier extraction ... 32
2.2.4:301ar CEIl OPEPATION ... 33
2.2.5: EffiCIENCY lIMIES ..ot s 35
2.2.6: PerformancCe METNICS ...t 35
2.3: PEPOVSKITES ..ottt 36
B2 TN Y 1 T T 36
2.3.2: Metal halide PErOVSKITES ...ttt 37
2.3.3: Related MaterialS ...t 40
2.3.4: PePOVSKILE SOIAP CEIIS ...ttt 42
2.3.5: Potential for SOIUtiON PrOCESSING........ccuereereereeeeees e ssesses e sesssesnssns 43
2.3.6: TNE CAPIY YEAPS ... ses e 43

2.3.7: Novel crystallisation apPrOACNES ... 44



2.3.8: Diversifying compositions for high efficiency......ccocvvvverevcnessnessnescressres e 45

2.3.9: DEVICE arChitECLUPES .......c it a7
2,41 REFEPENCES ...ttt b bbbt 49
Chapter 3: Methods .......ciciimiiiiiiiiiii s r s s rma s rmnnn 55
3.0 INEPOAUCTION ..ottt sttt 55
BT IMAEEIIAIS ..ottt 55
3.2: Fabrication TECHNIQUES ... e 56
3.2.1: ChemiCal BLCNING......c. ettt 56
3.2.2: SUDSTPAte CIEANING ...ttt 57
3.2.3: SPIN COALING ..ottt 57
3.2.4: SIOT-Ai€ COALING ....coeeeeeceeeereerer s 57

B TS ] oY= VA oo - 1 T = P 58
3.2.6: DeVICE FaDPICATION ettt 59
3.3: Characterisation tEChNIQUES........c s aes 61
3.3.1: Device CharacCteriSation ... sess s 61
3.3.2: X-Pay diffPACTION ... 62
3.3.3: 2D X-Pay SCALLEIPING ......ccceceeererecsirirercss et 65
8.3.4:1 X-PAY SOUPCES. ...currrereurrrsreresassseressssssssessssssssssessssssssessssssssssessssssssssssssssessssssssssessssssssessessassssnsssasanss 68
3.3.5: DAla PrOCESSING ....ccucerirerecririreress st 68
3.3.6: Nuclear magnetic resonance (NMR) SpPECIrOSCOPY ......cccrerrerrerreererresreesesnessessesessnesens 73
3.3.7: Optical SPECIPOSCOPIES.....criurererireeriresire sttt 74
3.3.8: Surface characteriSation......... e 74
3.3.9: Photoelectron SPECLPOSCOPY ....cccrerereurereurireeereeiress sttt 75

B e T (=Y 1= o L PP 76

Chapter 4: Rapid Scalable Processing of Tin Oxide Transport Layers for Perovskite

£ 0] P T 07 | 79
4.0: PUBHCATION FOPEWOPR.......ceieerere ettt e 80
4.0: AUENOP CONTPIDUTIONS ..ot 80
4.2: Publication - Rapid Scalable Processing of Tin Oxide Transport Layers for Perovskite
0] =T =Y | 3T 81

2 AN ) 1 U] PPV 81
v 1 o Yo [V o i o OV 82
4.2.3: RESUILS ANd diSCUSSION ......oucuiieeeerireecireeee ettt st 83
4.2.3.1: Electron transport layer deposition ... 83
4.2.3.2: SIOt-Ai€ COATING.....coueeeerereececee et 84
4.2.3.3: SPray-COATING ....c.ovureereceeereereereeree et ses et s st 85

4.2.3.4: Topography and device performance......... s ssessssesseens 86



4.2.3.5: SCAlADIE PPrOCESSING ....cevecererirectres sttt s s st enassenassenassenans 88

4.2.3.6: The Effect of Thermal ANNEaliNG.........ccccveeiveererrreriresressses e ssssssssssssssssseans 89
4.2.3.7: Post deposition treatments...... e sssssens 91
4.2.3.8: Photoelectron SPECIrOSCOPY . ...ttt ssessesssssssessesseasennes 93
4.2.3.9: DEVICE PNYSICS .ceeueeeereeresreseeireines e ses s sssssesssnes 95
4.2.3.10: RAPIA PPrOCESSING ...coveureririreierrririsessisesesssssesessssssssessssssssesessssssssessasssssesessssssssessasssssessassssnenes 96

C A O o Ty o] [V 1S3 o T 97
4.2.5: ACKNOWIEABEMENTS......occcrrecc s 98
4.3: SUPPOPrtING INFOPMALION ..ottt 98
LS T8 1Y 1= g o T £ 98
4.3.1.1: Device fabrication ... s 98
4.3.1.2: CharaCteriSatioN........rinercerenereerse s 100
4.3.2: SI Note 1— SoIveNnt MIXEUPES ...t 103
4.3.3: SI Note 2 — Optical Egap determination..........ccoeeecencnenenercceese e 104
4.3.4: Note 3 — GISAXS MOAEIIING ... ses e sessessessnas 105
4.3.5: Supplementary Figures & TabIEs........o e ssessessessens 106
S U LT =T o o PP 124

Chapter 5: Solvent Vapour Annealing of Methylammonium Lead Halide Perovskite:

What's the catChP ... e e 128
5.0: PUDIICAtION FOPEWOPR ...ttt 129
5.1 AUThOPr CONTPIBULIONS. ... es 129
5.2: Publication - Solvent Vapour Annealing of Methylammonium Lead Halide Perovskite:
WHhat's the CALCND ...ttt b st 130

D21 ADSTPACT ...ttt 130
5.2.2: INEPOAUCTION .t 131
5.2.3: RESUITS AN AISCUSSION ......eeeicerietrieerestseseesie s s s 133
5.2.3.1: Influence of SVA on Pbl.-excess MAPbDI; - insights from pc-AFM...........cocovevenenee. 133
5.2.3.2: Mitigating loss of organic halides during SVA ... 136
5.2.3.3: Influence of stoichiometry and SVA on device performance ........cccccocvererenenee. 140
5.2.3.4: Influence of SVA on material stability - in-situ GIWAXS study .......cccccourerererenen. 142
5.2.3.5: Influence of SVA on device Stability ... 143
5.2.3.6: Proposed mechanism of observed stoichiometric changes following SVA .....147
ST @70 1] 1] o PP 150
5.2.5: EXPerimental SECTION. ...ttt et 150
5.2.5.1: Materials and METNOAS ...t 150
5.2.5.2: CharacCteriZation ... ssessses 151
5.2.6: ACKNOWIEAZEMENTS......oceceeecrce s 153

5.3: SUPPOrEING INFOPMATION ...ttt 154



LR R o [o [ u oY o F=1 1o F= 1 £= I 167
LR T R U= L) g Lo = T 170

Chapter 6: Understanding the role of methylamine in the crystallisation of halide

perovskites using in-situ X-ray scattering.........cccciiirmimcircirsrmnnir s 172
6.0: PUDIICAtioN FOPEWOPR.........oeie ettt 172
6.1: AUThOPr CONTPIBUTIONS ..o s 173
6.2 Publication: Understanding the role of methylamine in the crystallisation of halide
perovskites using in-Situ X-ray SCALEPING ... sneses 173

B.2.1: ADSTPACT ...ttt 174
8.2.2: INTPOAUCTION . 174
B.2.31 RESUILS ...ttt s 177
6.2.3.1: In-situ recrystalliSation ... 177
6.2.3.2: Phase identifiCation.........nnrscces et 179
6.2.3.3: Temperature and orientation ... s 182

6.2.3.4: Relating to solution ChEMISTPY ... 186

6.2.3.5: Compositions beyond MAPDIs........cccrrrererercrercres et ssesseesssessseens 192

B.2.47 CONCIUSIONS......eieeeeeeciretreeressee ettt s s bbb bbbttt 196
B.2.5: IMETNOMS. ...t 196
6.2.6: ACKNOWIEAZEMENTS ...t s 202

6.3: SUPPOrtING INFOPMATION ... 203

L e ST (=Y 1= o PPV 222
Chapter 7: CONCIUSIONS......cieeuiiieeiirneirreeirrm s rn s rsm s m s rm s ram s s rnn s s rm s s nma s rmmssnnnn 226
Appendix A: Key poster presentations.........ccoeimmiiiiiiciicii i 233

Appendix B: Available solar @nergy.......cccvevviiiiii i v e 239






Chapter 1

Introduction

1.1: The climate is changing

Anthropogenic global warming is the greatest challenge ever faced by human society, and has
driven the most dramatic changes in the Earth’s temperature for at least 10,000 years.' Our
consumption of energy, primarily through burning of fossil fuels, has caused ever increasing
CO, emissions into the atmosphere, destabilising the natural environment in myriad ways.?
With mounting international pressure to strategically combat global warming, and with global
power consumption projected to increase by 60% by 2050,° there is increasing pressure on
scientists and engineers to develop new and sustainable energy technology to meet this
demand. Undoubtedly, this century will be defined by the growth and mass adoption of low-
carbon energy systems. Solar energy offers an abundant supply of renewable energy that if
exploited could vastly exceed global energy usage (Figure 1). As a technology, it is uniquely
capable of supplying power at various levels throughout the grid; low-cost utility-scale
installations, rooftop generation at the point of use, ‘internet of things’ low-power distributed

devices, or in off-grid and micro-grid applications.

4%

4% 7% = Qil
\ Natural gas

u Coal

= Nuclear energy
Hydroelectricity

Renewables

Total annual human energy
consumption is 18.4 TWy which
includes 2.7 TWy of electricity (inset).

The total annual recoverable solar
energy is 2161.8 TWy - this circle
illustrates only 10% of this.
Just over 0.1% of available land

would be sufficient to meet all
electricity demands.

Figure 1: Estimated total photovoltaic energy availability globally, calculated for each country’s suitable area for
solar PV (562% of all land) and the local annual specific yield for that area (with a mean of 1529.8 kWh/kWp/yr),*
full methodology is given in Appendix B. Inset (to scale) is a comparison of annual energy consumption by fuel

type in 2018, illustrating <1% of land would be sufficient to meet all human energy consumption.?
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1.2: The economics of solar energy

Since their initial commercialisation in the 1960s, solar photovoltaics (PV) have plummeted in
price and market forces continue to underpin their growth. As solar PV becomes more widely
adopted, costs decrease; an approximate 20% reduction in cost per doubling of module
shipments (the learning rate) was predicted in 2006 and has largely held true, recently
estimated as 23.5%.%" Between 2010 and 2019, the levelised cost of electricity (LCOE) for utility-
scale PV fell by 82%, and for newly commissioned PV installations, 40% were cheaper than any

fossil fuel alternative.?

Crystalline silicon dominates the PV market, despite there being significant disadvantages to
using silicon as a photovoltaic material. Silicon has relatively low light absorption, partly
because of its indirect bandgap. so requires a relatively thick absorbing layer to generate
sufficient photocurrent (<180 um).” With a narrow bandgap (~1.1 eV), below the detailed-
balance limit, significant voltage losses are incurred due to carrier thermalisation by above-
bandgap photons (described in the following chapter). Perhaps most importantly, silicon PV
production requires multiple high temperature processes. Notably, the Czochralski process,
used for the formation of single ingot silicon before slicing into wafers, must take place above
the melting point of silicon at 1,414 °C.° In addition, multiple factories with associated energy
and transport costs operate in the supply chain for each stage of production - from polysilicon
to wafers to cells and finally modules.” There has been a significant reduction in the energy
payback time (EPBT) - the time for a PV module to recover the input energy used in its
production - down to as little as 0.4-1.5 years,”® but the required processing conditions set a
lower bound to the required energy input."” This energy budget for solar panel fabrication
sets a physical limit on production capacity growth, with the required capital expenditure

(CapEx) ultimately determining the possible growth rate of any PV technology.”

Regarding the economics of solar installations, the overall system cost must include the
balance of systems (BoS); the additional material costs related to a solar installation, in addition
to installation costs, shipping and other expenses. Currently, module costs are only a small
percentage of the system installation cost. Whilst efficiency is important, it is uneconomical to
install the most efficient 47.1% concentrating multi-junction (MJ) IlI-V solar cells on rooftops,"
as the intrinsic production cost is so large that they would dominate the system cost. These MJ
modules are typically employed for space applications where the specific power (power per
weight) is the most critical determining factor. As such, with photovoltaics there is a constant
trade-off between efficiency and economic considerations, with factors such as weight,

flexibility, durability and processability dictating the requirements for specific applications.
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Thin film photovoltaics emerged with the potential for improving on several of these fronts,
predominantly processability and EPBT, meaning lower material and infrastructure costs.
Prominent mature thin film technologies such as cadmium telluride (CdTe), copper indium
gallium diselenide (CIGS) and amorphous silicon (a-Si) each have their own benefits, and
despite silicon currently dominating the global PV market, each has had some success. Many
“third-generation” thin film technologies are now the subject of research interest, such as
organic/polymer solar cells (OSCs), dye-sensitized solar cells (DSSCs), quantum dot solar cells
(QDs) and as well as other more exotic materials and phenomenato surpass the single-junction

efficiency limit.

1.3: The case for halide perovskites

Perovskite solar cells (PSCs) have become the subject of frenzied research in the photovoltaic
community since their usage in 2006 by Miyasaka and co-workers for DSSC applications.”®"
Since then, record power conversion efficiencies (PCEs) of 25.5% have been achieved in single-
junction architectures.” Their unique material properties — low intra-band trap density
(relatively benign defect population, particularly in the bulk), a large dielectric constant
(generation of free, mobile charge-carriers), long charge-carrier lifetimes, direct bandgap
(leading to strong light absorption with typically ~500 nm absorber layer) and compositionally
tuneable bandgaps - make them highly suitable candidates for photovoltaics.”® Building upon
the DSSC and OSC fields, numerous device architectures, deposition techniques and
processes have been proposed with a variety of suitable options for commercialisation.
Nevertheless, there remain significant challenges to be addressed before PSCs can reach the
market, most critically the issues of stability (comparable to that of silicon modules) and
scalability (transitioning lab processes to low-cost manufacture®). Specifically, perovskites
must achieve a lower LCOE, EPBT or otherwise demonstrate a clear economic benefit over
established PV technologies if they are to avoid being consigned to history as fascinating but

ultimately useless.

The closest-to-market approach aims to achieve alower LCOE by fabricating silicon/perovskite
tandem PV modules with higher efficiency than silicon at a marginally increased cost.?® In
situations where the BoS costs dominates (where the module cost is a small fraction of the
cost of installation), then marginal improvements in efficiency significantly increase the
economic value of PV. In the highly competitive silicon industry this has driven the adoption of
more complex, higher efficiency architectures. Notably, Passivated Emitter and Rear Cell
(PERC?) and related architectures have grown their market share over the course of this PhD

(2016 to 2020) from 14% to over 70%,’ illustrating the capability of the industry to adopt novel
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architectures. Against this backdrop, with the world record silicon single-junction PCE
remaining static at 26.7%, monolithic silicon-perovskite tandems have emerged with the
capability to surpass this limit. This architecture overcomes the sub-optimal silicon bandgap
with a wider-bandgap perovskite top cell to more efficiently recover the photon energy
available in the solar spectrum, as will be discussed in the following chapter. The current world
record silicon-perovskite tandem is over 29.5% PCE after rapid advancements over the last
few years.""? By building on the existing silicon infrastructure it is hoped that perovskite
materials can prove their capability, and achieve LCOEs 15-20% lower than single-junction

silicon cells.?

Beyond silicon/perovskite tandems in the short term, ultimately the lowest cost approach for
PSCs is high-throughput roll-to-roll (R2R) manufacturing, either of single-junction or all-
perovskite tandem and multi-junctionmodules.?* Replacing the ecosystem of factories
required for silicon modules with a single material-to-product factory, with high-throughput
processing, could dramatically increase solar cell adoption by accelerating growth. Cost
models by Bruening et al. and Matthews et al. highlight this potential for PSCs.?%" Here, their
models consider perovskite modules fabricated on a continuous production line, with the
largest CapEx costs being the factory and associated production equipment (fixed assets), in
addition to ongoing operational costs (equipment maintenance, staffing). As the throughput
speed of such a factory is increased, only the materials costs (raw perovskite precursors,
substrates, encapsulation) are scaled, and the cost per module decreases.>** In turn the
operating profit margin increases, enabling larger investment for growth of production
capacity, with the possible growth rate estimated to be between 15-30% per annum, compared

with only ~8% for silicon in their model.*

Underpinning this most enticing economic prospect
is the necessity for researchers to prove that this fast fabrication of PSCs is technologically

possible.

1.4: Thesis motivation

If they are to aid humanity in preventing runaway climate change, PSCs must become a
commercially viable technology capable of faster deployment than silicon, or provide
competitive impetus for the silicon industry to greatly improve efficiencies. To meet this
requirement, researchers must develop low-cost processes to enable the rapid crystallisation
of stable perovskite materials and formation of device layers. This thesis aims to develop and
understand these scalable crystallisation processes, to enable the future - and parallel —
transfer of these processes to scalable manufacture. Specifically, the objectives of the research

will be to:
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e Develop new lab-scale methods for processing functional optoelectronic layers for
perovskite solar cells which are suitable with the requirements for scalable manufacture
and rapid processing,

e Understand the fundamental crystallisation processes occurring during these deposition
processes to gain new insight and enable the rational design of future novel processing
routes.

e Elucidate the relationship between solution chemistry and early-stages crystallisation to
bridge between a chemical and materials understanding of halide perovskites.

e At all stages, consider the efficiency/stability/cost triangle for economically viable PSC

manufacture.

Three key investigations will be undertaken related to this. Firstly, the development of a low-
cost, spray-coating process for an electron transport material which could enable rapid
module fabrication. Secondly, a potential route to relax the perovskite layer deposition
constraints to increase the initial processing speed through a solvent vapour post-treatment.
Finally, a fundamental study into the rapid crystallisation of perovskite materials enabled by

methylamine gas, directly as a vapour treatment and in rapidly-crystallising solvent systems.

1.5: Thesis overview

Chapter 2 details background theory relating to materials in the solid state, periodic crystals
and diffraction, semiconductor principles and their use in photovoltaics. An overview of
photovoltaics, perovskite materials and a brief history of perovskite solar cells is provided to
contextualise the thesis in this relatively new field. In addition, a summary of scalable
processing techniques is discussed, including high speed R2R fabrication techniques and

perovskite device architectures.

Chapter 3 is an overview of the fabrication and characterisation techniques used in the thesis.
This covers the materials and device preparation methods used in the research, including
scalable deposition by spray-coating. Here, explanations are given for the various
optoelectronic approaches to understand the physics of halide perovskites and to determine
the performance of photovoltaic cells, with specific methods given in each chapter. A particular
focus is on the use of lab- and synchrotron-based diffraction techniques which are of specific

importance to the studies in later chapters.

Chapter 4 is an investigation into the use of SnO; as an electron transport layer (ETL) for
scalably-processed perovskite solar cells. Specifically, the research addressed the possibility

of using spray-coated nanoparticle SnO. layers combined with rapid post-processing to
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achieve layers that would be suitable for use in a high-throughput manufacturing environment.
Typical post-processing treatments, such as thermal annealing, are unsuitable for R2R
manufacture, where each process duration dictates the maximum throughput speed, which in

turn dictates the economic viability of module production.

Chapter 5 looks into understanding the effects of solvent-vapour annealing, a common post-
processing technique used to recrystallise halide perovskite materials for enhanced grain
growth. Processes like this could be used to simplify the initial perovskite deposition allowing
for faster processing. In literature, this process is reported to be purely beneficial, however
the more subtle effects of this process on material composition and device stability are
explored. Specifically, we identify using X-ray diffraction that for certain solution
stoichiometries, the vapour treatment leads to a stable intermediate phase. This, as well as
strong solvent-cation interactions, significantly impact the perovskite film microstructure and

device stability.

Chapter 6 probes the mechanisms underlying the use of methylamine gas in perovskite
crystallisation and unconventional solvents. Specifically, methylamine has been shown to
rapidly liquify solid films, inducing a transparent phase. When the vapour is removed, the film
recrystallises with strong texturing and extended crystalline domains throughout the film
thickness. This is ideal for charge transport in the light-absorbing layer, minimising defects
which could parasitically affect the solar cell efficiency. More generally, methylamine has been
used to form and maintain this liquid state inside other solvents which would otherwise be
unsuitable for the dissolution of the perovskite precursor materials. In this work, the
fundamental bonding mechanisms and structural interactions underpinning both the texturing

during recrystallisation and the related solution chemistry are explored.

Chapter 7 concludes the thesis with a discussion of each results chapter, contextualised
within the wider field. Future research directions related to the key investigations are outlined
with an outlook for the different approaches, as well as some perspective on the remaining

challenges for halide perovskites to transition into commercial usage.

Appendix A provides four examples of posters presenting various aspects of this and other

research at international conferences.

Appendix B discusses and shows the calculation of the total recoverable photovoltaic energy

available on Earth.
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Chapter 2

Background theory

2.0: Introduction

In this chapter, the physical and materials chemistry basis for the investigations is presented.
The theory discussed here is an overview of the more comprehensive treatments on some of
these topics by Kittel,' Hook and Hall,? Nelson® and Mullin.* This covers a broad overview of the
properties of solids from both a structural and electronic standpoint. A particular focus is
placed on crystalline photovoltaic materials, and the related semiconductor physics are
discussed, as well as the principles for the incorporation of these materials into devices. These
understandings are then related to perovskite structures, which are explained from their early
discovery through to the unique properties of the metal-halide family. Here, an overview of
metal-halide perovskites (and related materials) covers their structural properties, a brief
history of the field, crystallisation for solution-processing techniques and photovoltaic device

incorporation.

2.1: Solids

2.1.1: Atoms

Each atom is comprised of a positively charged nucleus and a surrounding distribution of
electrons in a configuration governed by quantum mechanical principles. In the simple atomic
orbital model, electrons occupy discretized energy levels, or orbitals, surrounding the nucleus.
The occupancy of these orbitals is in accordance with the Pauli exclusion principle, such that
no two or more electrons can reside in the same quantum state, as described by the four
quantum numbers shown in Table 1. These numbers dictate the available states, or energy
levels, for electrons to occupy. Electronic transitions to, from or between certain levels is
facilitated by excitation by other particles, in this field typically photons, resulting in an excited
state with higher energy than the ground state. By the Aufbau principle, for atoms or ions in
the ground state, electrons will always occupy the lowest energy state available. Together these

orbitals form the shells and subshells which underpin the chemistry of each element.
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Table I: The four quantum numbers which define the quantum mechanical behaviour of an atomic electron.

Symbol Name Values
n principal quantum number n=1273..
l azimuthal quantum number 0<l<n-1
m magnetic quantum number —l<m; <+l
mg spin quantum number 1/2 or — 1/2

Within these orbitals, the position of an electron is wave-like, where the electron distribution
is probabilistic. In many cases, the configuration or shape of these orbital nodes can be

calculated as solutions to the nonrelativistic time-independent Schrodinger equation,

—h?
[ﬂvz + V(r)] Y(r) = EY(r) @

with the distribution of electron density described by a wavefunction ¥ at a position in 3D
space denoted by a vector r. Here, # is the reduced Planck constant (h/2m), V is the gradient
operator, V(r) is the potential energy as a function of position and E is the energy of the system.
Typical examples of the resulting s, p and d orbitals surrounding a hydrogenic nucleus and their
relation to the quantum numbers are shown in Figure 1. It should be noted that, in reality, these
orbitals are not isolated quantum states but are instead a mixture of states due to wavefunction

interactions (hybridisation).

Py P,

2 ‘\4*/‘\%( l\ K
)\{/Zw\ N
ml=Xy-2 m,:”-l m,:O ml:ﬂl ml;Z

Figure I: lllustration of the shapes of s, p and d orbital nodes, showing the distribution of single-electron density

in these quantum states. Modified under Creative Commons licence from ref [5].
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As Pb is a heavy element, the nonrelativistic treatment is insufficient to describe its orbital
arrangement, instead the Dirac relativistic formalism is required.®’ Relativistic spin-orbit
coupling effects are caused by the heavy Pb nucleus attracting inner s orbitals towards it,
increasing the electron velocities close enough to the speed of light that their mass becomes
non-negligible.® This additional mass attracts s and p orbitals to the nucleus (reducing the Bohr
radius — the most probable nucleus to electron distance).® Indirectly, this slightly shields d and
f orbitals, repelling them from the nucleus. Coupling between the electron’s spin and orbital
motion affects the shape of the p,d, and f orbitals. Considering the relativistic effects, the
Px» Dy and p, orbitals (Figure 1) no longer have the same symmetry, and therefore have different
energies. The new relativistic p; /, orbital has spherical symmetry, which promotes mixing with
s orbitals.? Taken together, this leads to remarkable effects on the chemical and material
properties. Most notably, it results in atoms having a smaller than expected atomic radius,
causing metallic Pb to be dense and with high electron density. This causes strong X-ray
absorption and scattering, meriting the common use of Pb for X-ray shielding as well as

facilitating many of the experimental techniques used in this research.

2.1.2: Bonding

As matter is assembled, the interatomic forces between atoms are similarly driven by atomic
electrons minimising their energy through interaction with surrounding atoms or molecules. It
is therefore useful to divide the electrons into the core electrons, which occupy inner orbitals
and are tightly bound the nucleus, and valence electrons, in the outermost shell. These higher
energy, valence electrons are most critical in determining the chemical bonding of an element.
Where the valence electrons occupy a filled - or “closed” — shell, the already stable electronic
configuration prevents chemical interactions. With partially filled shells, bonding can occur
between atoms by the sharing or donation of electrons. This can take many forms with varying
degrees of electron donation or withdrawal from the atomic form. The most important types
here are: i) purely ionic bonding character, where the cation has fully donated electrons to the
anion; and ii) covalent, where the electron density is fully shared (with a spectrum existing
between these extremes). The possible forms of an element are the allowed “oxidation states”
— an integer approximation of the stable (pseudo-ionic) forms in which an atom has donated

electrons. Through these chemical bonds, atoms are combined, resulting in larger structures.

For Pb, the aforementioned relativistic effects modify the most stable oxidation state
compared to the other group 14 elements (C, Si, Ge, Sn). These elements all have electronic

structures with four valence electrons split between s and p orbitals (652 6p? in the case of
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Pb). Moving down the group, relativistic effects play a greater role, as the electrons in the
outermost s orbital are pulled towards the nucleus. For Pb, this actually results in the 6s
electrons being more tightly bound than the 5s and so are less available for bonding (the so-
called ‘inert pair’).% As such, where the majority of the group prefers to exist in the +4 oxidation
state, Pb is more stable as +2 - or “Pb(ll)". This stable Pb(ll) oxidation state is critical to the
stoichiometry required for metal halide perovskites, and in turn hinders the development of
Sn-based perovskites, as Sn(ll) is far more readily oxidised through loss of its 5s valence

electrons.

The electronic interaction between elements is described well by molecular orbital (MO)
theory. The research in this thesis has focused primarily on lattices with free charge carriers,
hence a detailed description of molecular excitons and covalent bonding is beyond its scope.
However, MO theory is important with respect to ligand field theory for Pb compounds in
solution and for the mechanism of band formation in metal halide perovskites, which gives rise
to many of their unique characteristics. In brief, the available electronic states in a molecular
system of atoms approximates to be a linear combination of their atomic orbitals — a
superposition of the wavefunctions associated with the constituent atoms, as shown in Figure
2. As two atoms are moved into proximity, their associated orbitals can be spatially co-located
resulting in orbital overlap, defined by the overlap integral of their wavefunctions. Where these
orbitals lie between the two atoms, with energies below the otherwise filled atomic orbitals,
electrons will prefer to occupy these states. This strengthens the chemical bond, and so the
resulting molecular orbitals which form are known as bonding orbitals. In contrast, for
antibonding orbitals, electron density is concentrated behind one atom, away from the bonding
axis. This has a withdrawing effect, pulling the atoms apart and weakening their bond. Non-
bonding orbitals are molecular orbitals which do not affect the bond strength because the
orbitals have comparable energies to the atomic energy levels, which may be due to their

orthogonality with respect to the bonding axis.
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Figure 2: Molecular orbital theory. A) Depiction of the wavefunctions of two atomic s orbitals which are
combined, resulting in bonding (o) and antibonding (c:)orbitals. B) Energy level diagram showing hydrogen (H)
1s spin up (m, = 1/2) electrons combining as molecular hydrogen (H2), with electrons filling the o, orbital.

Adapted from 0 under Creative Commons licence.

2.1.3: Solid crystals

The shape and symmetry of the electron densities surrounding atoms and molecules
determines their possible arrangements in solid form. Solids can be broadly divided into
amorphous and crystalline materials. In simple terms, amorphous solids exhibit minimal
regular ordering, whereas crystalline materials exhibit periodicity in space, forming ordered
arrays of material known as lattices. During crystallisation, atoms or molecules will occupy
equilibrium positions with respect to each other, which will vary with direction, forming
different ordering along different axes." This long-range structural ordering of the positions in
a crystal lattice results in various possible symmetries which are used to classify them. These

can be symmetries about a point (a centre), about a line (an axis) or about a plane.

This is best visualised by first considering a lattice in two dimensions. For example, the
graphene lattice is a periodic arrangement of carbon atoms situated at each corner of a flat
grid of hexagons (Figure 3). We can consider this as a boundless 2D repeating pattern and
analyse it by first denoting an origin at one of the carbon sites. It quickly becomes apparent
that while several nearby carbon sites are completely equivalent to this origin, others are not.
Those that are equivalent are termed lattice points. We can define two possible vector
translations a and b which would take us between two lattice points. The set of possible vector

translations between identical lattice points is therefore:
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r=ua+vb 22
where u and v are integers. As this lattice is hexagonal, the angle a between these two vectors
is 120°. With this angle and the magnitudes of each lattice vector (the lattice parameters, here
la] = |b] = 2.46 A)., we have described the geometry of the 2D unit cell: the repeating,

tessellating polygon which makes up this lattice.

Me
T‘I,,o'/

Figure 3: Representations of a 2D graphene lattice with carbon atoms positioned at the corners of a grid of
regular hexagons. A) All carbon atoms in the layer are shown, with the origin marked O. However only those
marked with A, B... are equivalent to O. B) The same lattice but now with only the equivalent lattice points
marked. Translations between these points are described by integer multiples of the lattice vectors a and b as in

equation (2.2). The angle between a and b (a = 120°) defines this unit cell (purple) as being a hexagonal system.

By the same principle of identical points within a repeating periodic arrangement, we can
describe any three-dimensional crystal lattice. Here the set of lattice translation vectors are

extended to:

T =ua+ vb +wc 2.3)

with the c vector describing an additional possible translation along the third crystallographic
axis. A translation - or direction - through a crystal can be denoted with square brackets, in the
form [u v w]. A set of symmetrically equivalent directions are given in angle brackets, (u v w) —
as in the case of a simple cubic structure where [100] = [010] = [001]. Describing the unit cell in
three dimensions therefore requires three lattice parameters, a, b, and c, and three angles,

a, B, and y, forming a parallelepiped as shown in Figure 4.
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Figure 4: Representation of the unit cell of a three-dimensional crystal lattice. The shape of this unit cell is defined

by the lattice parameters a, b, and c, as well as the angles between them, a, 3, and y.

All possible unit cell geometries in three dimensions fall into one of 7 broad crystal systems,
based on their rotational symmetry (Table 2). Within these geometries are 4 possible atomic
centre positions, showing the occupied lattice points in the unit cell which describe the

translational symmetry (P, C, | and F, as shown in Figure 5).

\

AN AN =
'S
g el

Primitive (P) Base-centred (C) Body-centred (I) Face-centred (F)

X

\ /'/

Figure 5: The four possible centering types for an orthorhombic unit cell, with lattice points as indicated.

This would give 7 x 4 = 28 possible combinations, however due to the equivalency of some of
these configurations through judicious choice of crystal axes, this number is reduced. A total
of 15 space lattices was first suggested by M.L. Frankenheim in 1842," before being reduced to
14 by Auguste Bravais in 1848.” These conventional “Bravais lattices” are all of the possible
configurations of 3D repeating units (atoms or otherwise) within a crystal, and will tessellate,
without any overlap or unfilled space between the units. The possible configurations are
further extended by considering additional atomic sites in relation to the lattice points (such
as the additional carbon atoms not on the unit cell boundary in Figure 3b). These sites are
described by a generalised position vector, the fractional coordinates of a site within the unit

cell of a similar form as (2.3):

r=ax+by+cz (2.4)
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where 0 <x<1,0 <y<1land0 <z < 1. The possible rotational, translational, mirror and
inversion symmetries of a crystal unit cell results in 32 possible “point” symmetry groups in 3D
space. With the possible combinations of Bravais lattices and point groups, this gives a total of
230 possible crystallographic “space groups”, when also accounting for chiral symmetry

(summarised in Table 2).

Table 2: Summary of the seven crystal systems, their unit cell geometries and crystallographic arrangements.

Crystal Axis Axial angles Centerings Bravais Point Space
systems lengths P |C |I F lattices groups | groups
Triclinic axb+c a+f+y+90° X 1 2 2
Monoclinic axb+c a=f=90°#y X | X 2 3 13
Orthorhombic aFb+*c a=F=y=90° X | X | X |X 4 3 59
Tetragonal a=b#c a=f=y=90° X X 2 7 68
Trigonal a=b=c a=F=y#90°<120° | X 1 5 25
Hexagonal a=b+#c a=f=120°y =90° X 1 7 27
Cubic a=b=c a=f=y=90° X X | X 3 5 36
Total: 14 32 230
2.1.4: Diffraction

The periodicity of the 230 space groups with their various symmetries gives each material a
structural fingerprint which can be probed through diffraction methods. Using X-ray photons,
electrons or neutrons of comparable wavelengths to the interatomic distances in a crystal,
periodic crystal structures will behave like a 3D diffraction grating to the incoming particle
waves, resulting in interference. Max von Laue and co-workers first investigated this diffraction
with X-ray beams in 1911, and observed that where the distances in a crystal are known, the
wavelength of the radiation can be calculated from the diffraction pattern. More importantly,

if the wavelength is known, the interatomic distances within crystals could now be measured.

Consider a coherent beam incident at an angle 6 on a set of parallel planes evenly spaced by a
distance d, where scattering from the planes is elastic (the kinetic energy of the beam is
conserved). We can show geometrically (Figure 6) that the difference in path length for the
reflected beam from successive planes is 2d sin 8. For an incident wavelength 4, where the
difference in path length is an integer multiple (n) of the wavelength, the wave will be in phase

and result in constructive interference:
2d sin @ = na 2.5)
which is satisfied for wavelengths where A < 2d. This is the Bragg condition, named after W. H.

and W. L. Bragg who first demonstrated the angular dependence of X-ray scattering intensity

from a variety of crystal structures in 1913."
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Figure 6: Understanding the path length difference for an elastically scattered wave from parallel crystal planes.

2.1.5: Reciprocal lattice

It is important to introduce the concept of the reciprocal lattice — the Fourier transform of the
real space crystal lattice. The reciprocal lattice can be a convenient representation of a crystal
(in length units) in reciprocal space (with units of inverse length), also referred to as k-space

or momentum space. For a distance d in real space, there is an equivalent Q and vice-versa,

_ 2n 2n

= d= —, 2.6
Q= 0 (2.6)
such that Bragg’s law (2.5) becomes:
4msin 6
Q= @7
ni

as will be demonstrated. For scattered X-rays, the diffraction intensity (amplitude) is related
to the distribution of electron density in the crystal, with some atomic scattering sites having
significantly higher electron density (eg Pb). As this distribution is periodic, the electron
number density n(r) is also a periodic function of r, the position vector, with the periods a, b
and c being the periodicity along each crystal axis. From the translational invariance, with r

being a possible position vector (2.4) and with T a translation (2.3):

n(r+T) = n(r). 2.8)
This periodicity might also be relevant to the reciprocal lattice, and clearly lends itself well to
Fourier analysis.' For the one-dimensional case, with an electron density function n(x) in the x
direction and with period a we can express this as the Fourier series:

n(x) =ny + Z [Cp cos (212”6) + Sp sin (Zsz)] 2.9

p>0
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with p being a positive integer and C, and S, being real constants. Testing the translational

invariance in (2.8) in 1D (with period a), we find:

2mpx __(2mpx
n(x+a) =ng+ Z [Cp cos( . + 27rp) + 5y sm( " + an)] (2.10)
p>0

which is equal to (2.9) because of the 2m/a term and the periodicity of both functions. The
points given by 2mp/a are the points on the reciprocal lattice of the crystal. Using Euler’s
identity, (2.9) is more completely represented over all integers by the complex function:

n(x) = Z n,e2mpx/a. (2.1

P
This can be extended to the 3D case with spatially varying electron density by now considering
vectors G which will satisfy the requirement for translational invariance with the Fourier sum:

n(r) = 2 nge'sT. (2.12)

G
To do this, we can define the primitive reciprocal lattice vectors a*, b*, and ¢* from their real
space analogues:

N b xc bt = 2 cXa _— axb 213)
a= 7Ta-(b X €) B 7Ta-(b X €) €= na-(b Xc)’ )

where the common denominator is the unit cell volume. These are defined in such a way that

each is orthogonal to two of the lattice vectors, resulting in the relations,
a*ra=b"*b=c"c=2n 2.14)

but with all other possible vector dot products returning 0. The points on the reciprocal lattice

are therefore vectors of the form:
G = ha* + kb* + Ic* (2.15)

where h, k, and [ are integers. For a translation T (2.3) in the Fourier form (2.12):

nr+T)= Z nge'¢rel@T, (2.16)
G

The T term can be expanded with the real and reciprocal vectors, given (2.14):
e!6T = exp[i(ha* + kb* + Ic*) - (ua + vb + wc)] = exp[i2n(hu + kv + lw)].  (217)

Because the terms in brackets in the argument of the exponential are all integers, they sum to
another integer n, and again using Euler’s identity:
expli2m(hu + kv + lw)] = exp[i2nn] = cos(2mn) + isin(2nn) = 1. 2.18)

Thus (2.16) and (2.12) are identical and therefore the reciprocal lattice is also translationally

invariant.
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2.1.6: Miller indices

It is useful at this point to introduce the concept of Miller indices, which are used to describe
sets of parallel planes in the real space lattice (Figure 7). Because of the orthogonality between
a reciprocal lattice vector and two other (real-space) lattice vectors, the hkl integer values
describing the vectors G in (2.15) can also denote planes passing through the unit cell at the
points:

a b % , (2.19)

X = — y = E zZ =
Some examples of these planes through a unit cell are shown in Figure 7. The shortest distance
between adjacent planes is the d spacing. This is clearly a normal vector from the plane, and is

thus conveniently defined by the magnitude of the reciprocal lattice vector:

21

d =—, 220
L G @20)

This general form can be expanded by taking the square and substituting for the unit cell
parameters, which is non-trivial for lower symmetry unit cells with complex geometry. For
brevity, as an example the orthorhombic case is given by:

1 h? k* I?

- =4 2.21
i@ t5t @21
which clearly simplifies for the tetragonal (cubic) cases where a = b(= ¢) to
1 h? +k? I? 1 h? 4+ k? + 2
2 = 2 _21 2 = 2 (222)
Ak a ¢ Ak a
, (100) 2 (110) , (111)

A

, (012)

X X

Figure 7: Example crystal planes described by Miller indices of the form (hkl). Here, negative numbers are

represented with a superscript bar.
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2.1.7: Observed reflections

We can understand how the varying electron density within a material can result in
constructive interference by considering a probing electromagnetic wave in a sample. The
electromagnetic radiation (X-ray beam) is described by a plane wave e*T, with an incident
wavevector K in reciprocal space, and the elastically scattered exit beam by k'. We can define
the momentum transfer between the two waves as a third vector between their endpoints in
reciprocal space, Q = k — K'. For two scattering volumes dV in the sample, at an origin O and
at a position r, we find there is a phase factor of exp[i(k — K') - r] between the incoming and

outgoing beams, as shown in Figure 8.

Incident Scattered
eik'r eik'l‘
0]
k 7]y K’
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4§ [
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Figure 8: The phase difference between incident and scattered waves from a sample. The path length difference
for the incident beam between the origin and a point r is r sin 6, analogous to the path length difference in Bragg
scattering. This changes the phase angle by (2rtr sin 0) /A, which is k - r. For the scattered wave this is —k' - r to

give (k — k') - r in total. The phase factor between two volume elements at the origin and r is therefore exp[i(k —

K)-r].

The intensity of the diffracted wave from a volume dV with an electron density distribution
n(r) in the direction K’ thus has this phase factor exp(iQ - r) applied. The discrete scattering

volumes therefore contribute to a total intensity over the whole sample:
F = j dV n(r) exp(iQ-r) (2.23)
where F is the total scattering amplitude. Substituting n(r) for the Fourier form in (2.12):
F= z f dV ng expli(G — Q) - r]. (2.24)
G

Why does this matter? Because for any momentum transfer where

Page | 20



Q=6 (2.25)

i.e. where the scattering vector is equal to a reciprocal lattice vector, the exponential term in
(2.24) tends to 1 and the integral becomes F = Vng. This is constructive interference. For any
scattering vectors away from this (where Q # G) the interference is quickly destructive, and

so diffraction is only observed close to the reciprocal lattice vectors G.

For elastic scattering, |k| = |k'| (i.e. the magnitudes of the incident and scattered waves are
equal), as all momentum is transferred. This is neatly depicted in the Ewald sphere
construction in Figure 9. A sphere is defined in reciprocal space with radius 27 /4 about the
scattering centre, and the reciprocal lattice is drawn such that the incident vector k touches a
reciprocal lattice point. Now wherever the surface of this sphere intersects the reciprocal
lattice, we will observe diffraction. Geometrically in Figure 9, from the isosceles triangle

centred at the origin, we can see that

2 sin @ 2m  4msinf
= * —
Q sin 7 p

(2.26)

which proves Bragg’s law in Q-space (2.7). This visualisation is also useful in understanding the
practical aspects of a variety of X-ray detector geometries, which will be discussed further in

Chapter 3.

° Detector

Diffraction

Figure 9: Ewald's sphere for elastic scattering from a crystal. By appropriately setting the radius and position of
the sphere in real space, nodes of the reciprocal lattice intersect its surface and diffraction would be observed on
the detector. This occurs only when Q = G - the momentum transfer is equal to a reciprocal lattice vector with

miller indices hkl.

The possible observed reflections from a particular crystal are also contingent on the integer

values for the reciprocal lattice vectors. In the case of a primitive cubic lattice with side
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length a, combining the possible interplanar distances (2.22) into Bragg’s law (2.26) and

rearranging’,
2
Q%= Lliz(h2 +k2+17). (2.27)
a

As the sum of the squares of the integers h? + k? + 12 must also be an integer, we will therefore
observe reflections equally spaced in Q2 by a factor 42 /a?. However, as certain sums of three
integer squares are impossible, these will be absent in the diffraction pattern. As illustrated in

Table 3, the 71" reflection will be absent.

Table 3: Allowed reflections for a primitive cubic lattice.

hkl h% + k% + 12
100 1

110
111
200
210
211
220

QRO | U |W[N

Along certain directions through a crystal, due to the centerings as shown in Figure 5, specific
reflections will also be absent. In simple terms, this occurs due to perfectly destructive
interference where an atom is positioned at a location corresponding to the second order of
a diffracting plane. This is shown in Figure 10 for the case of a face-centred (F) structure, where
the scattering from the face-centred sites is perfectly out-of-phase with the scattering from

the corner sites. This causes the (100) reflection in the scattering pattern to disappear.

* Equation (2.27) also neatly shows the benefit of scattering data presented in Q, with inverse length units - the
reflection positions are wavelength independent. Given the simplicity of conversion by simple re-arrangement of
(2.7) and the obvious benefit for data “Interoperability”,’” reporting diffraction data in 26 for non-standard
wavelengths (e.g. Cu Ka emission with 1 =1.5406 A) remains frustratingly commonplace.
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Figure 10: lllustration of the effect of the face-centred atoms on the scattering pattern from this F-centred
crystal. The additional atoms (with the same electron density/atomic form factor) are offset by half the unit cell

parameter a, and so are perfectly out of phase with (100) reflections causing destructive interference.

More rigorously, the total diffraction (constructive or destructive) is caused by the structure
factor of the crystal, which is the sum of the individual atomic scattering contributions in the
basis to the diffraction. For a crystal with atoms j, the structure factor F can be derived from
(2.24) where Q = G:

F(hkl) = )" fj exp(~iG - (2.28)
j

where 1; is the position vector to an atomic centre, as in 2.4),
I'j = axj + byj + CZj (229)

and f; is the atomic form factor for that atom. The atomic form factor describes the scattering
at any position with respect to the atomic centre. By the same expansion as given in (2.17), the
structure factor in (2.28) becomes:

F(hkl) = Z f; exp[—2mi(hx; + ky; + 1z))] . (2.30)
J

In the case of the face-centred structure shown in Figure 10, the unit cell has atoms at the sites

(1j): 000, 0%'%, %0% and %%0. The structure factor summed over these positions then
becomes:

F(hkl) = f{1 + exp[—in(k + )] + exp[—in(h + )] + exp[—in(h + k)]}. (2.31)
Now for any values where hkl are all even or all odd, the exponential terms go to1and F = 4f.
For any other combination of even or odd values, two of the arguments in the exponents are

odd multiples of —ir and F = 0. This leads to the so-called selection rules for the common

lattice centerings which determine whether a reflection will be observed or is systematically
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absent (Table 4). Various other glide and screw translations will also cause systematic
absences. By extension, variations in atomic form factors for any unit cell will cause different
crystal reflections to have greater or lower scattering intensity according to its structure
factor. A scattering pattern therefore contains a huge wealth of information about a crystal
structure, from the intensity of reflections to the broadening of peaks providing insight on the

atomic structure.

Table 4: Diffraction selection rules for common lattice centerings.

Centering Reflection condition
P None
C h+k=2n
I h+k+1=2n
F h, k,l all even or odd

2.1.8: Band formation

Each of these possible spatial configurations of electron density has implications for the
possible electronic states in a material, which in turn affect its bulk electrical properties. For a
completely unbounded, free electron in a solid, the electron dispersion relation dictates how
the energy E of the electron wave varies as a function of its wavevector k:
thZ

2m

(2.32)

E(k) =

where # is the reduced Planck constant and m is the mass of the electron. This is a parabolic

relationship as shown in Figure 11.

E(k)

k

Figure 11: Energy of a free electron as a function of its momentum wavevector.

However, the periodicity in electron density of a crystal affects the propagation of electron
waves through it, in the same way that photons are Bragg reflected. The periodic potential of
the crystal U(r) modulates the electron plane wave e*T, such that solutions to the Schrédinger

equation (2.1) become:
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() = Uy (r)e™™. (2.33)
known as Bloch’s theorem. While solutions are dependent on the wavevector Kk, the periodicity
occurs along the directions of the reciprocal lattice vectors G. It is therefore useful to consider
the unit cell in a related form. In the same way that planes with indices hkl in the real space
unit cell can be defined by reciprocal lattice vectors orthogonal to them, we can define a similar
set of planes which bisect the same vectors in reciprocal space. If we construct these planes
from the origin at half the length of the vector and join them as a surface, over the whole set G
these represent periodic boundaries which can perturb an otherwise free electron, enclosing

volumes known as Brillouin zones.

Considering the translational invariance of the lattice, the potential of the lattice is invariant:
Uk(l') = Uk(l' + T) (234)

where T is a translation vector between lattice points as defined in (2.3). It follows that
solutions to Bloch’s theorem (2.33) along a wavevector are periodic in 21t/a, as demonstrated
earlier for the reciprocal lattice in (2.8)-(2.10). This is also apparent given the symmetry of
(2.32) that E(K) = E(—K) and E(K) = E(k + 2m/a). The consequence is that unique solutions

to the Bloch equation only exist for:

Vs
—<k<-—- (2.35)
a a

which is the first Brillouin zone, or the smallest zone which can be enclosed by the
perpendicular bisectors of the reciprocal lattice vectors drawn from the origin as described
above. In this nearly-free electron model, the boundaries diffract the electron wave and by
equation (2.35), there exist discontinuities in the possible electron energy states at the zone

boundaries, as depicted in Figure 12.

E(k)
f | | A | | 1
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| | | | | |
| | | |
| | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
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| | | |
| | | | | |
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| | | | | |
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s T
_ 3_” 3dzone _ Z_T[ o2rd zone — — 15t Brillouin zone — 2nd zone Z_T[ 39 zone 3_77:
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Figure 12: Extended Brillouin zone scheme in 1D.
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2.1.9: Semiconductors

Because of the periodic nature of the lattice and E (Kk), the extended Brillouin zone scheme can
be reduced onto a smaller momentum space. In the simple 1D case presented in Figure 12, we
map the energy eigenstates onto the first Brillouin zone here by the 2m/a periodicity. This
results in the reduced scheme shown in Figure 13, with all eigenstates shown in the first
Brillouin zone. In reality beyond 1D, the point group symmetry leads to critical points for each
Brillouin zone along unique k directions, which then completely describe the energy
eigenstates within a crystal. As we can see, the consequence of the discontinuity at the Brillouin

zone boundary introduces forbidden bands between the allowed energy states.
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Figure 13: The reduced Brillouin zone in 1D illustrating the available and forbidden energy bands for electrons.

The forbidden energy bands are known as bandgaps, and these are critical to the electrical
conductivity of a material. These can be divided into three major types of materials, illustrated

in Figure 14:

e Insulators: all of the energy bands are either completely filled or empty. The forbidden
band is wide enough that electrons cannot be promoted across it — the magnitude of
the bandgap is too large. This means that electrons are immobilised in the crystal.

o Metals: at least one energy band is partially filled, or several bands overlap such that
electrons effectively see no energy gap. In this way, electrons are free to move with any

applied electromotive force.
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e Semiconductors: a combination of partially filled bands, one mostly empty and one
mostly full. The gap between the two bands is sufficiently narrow that electrons can be
promoted from the lower band to the higher band. In a pure semiconductor, at absolute
zero (0 K), there is no excitation energy, which immobilises electrons in the lower band,

and the semiconductor behaves as an insulator.

A

Energy

Insulator Metal Semiconductor Semiconductor
t>0K atOK

Figure 14: lllustration of the band filling for different solids categorised by electrical conductivity, where the

darker colour indicates filling by a population of electrons.

An alternative model for the construction of band structures in solids is the tight-binding
model, which is highly appropriate for covalently bonded solids. Here, as with the concept of
orbital hybridisation discussed in section 2.1.2, we can think of the individual wavefunctions of
atoms being brought together and hybridising to form bulk wavefunctions in the material. In
the case of diamond, carbon atoms arrange in such a way that they are perfectly packed with
no space, and so the distance between atomic centres is defined by the lattice. The available
energy states are hybridised 2s and 2p orbitals as a function of the distance between the nuclei,
and therefore the available energy states are uniquely dependent on the possible packing
distance. The lattice parameter associated with this is indicated as a, in Figure 15,

demonstrating the continuum of states available as a function of the interatomic distance.

In this picture, it becomes clearer that the highest energy electrons in the resting state are the
atomic valence electrons, and so the lower (filled) band is known as the valence band. The
upper band is the conduction band, into which electrons can be excited. The filling of the

energy states in these bands is governed by Fermi-Dirac statistics, with a distribution:
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1
f(E) = -
exp (EkBYB:F ) +1 (236)

where kj is the Boltzmann constant, T is the temperature and E is the energy of a given state.

Here, Er is the Fermi level, the ‘midpoint’ of the distribution of energies. Where E = Eg, the
exponential term in (2.36) goes to 1, such that f(E) = 0.5. This is also the work required to add
an additional electron to the system, and in a semiconductor, this point lies within the bandgap.
As might be expected for a thermodynamic distribution, and from (2.36), at temperatures T >
0 K for a semiconductor this results in the slight filling of the conduction band shown in Figure
14. Because of the statistical nature of the distribution of states in both bands, it is useful to
define the valence band maximum (VBM) - or highest occupied molecular orbital (HOMO) in
the picture of hybridised orbitals — as the uppermost point of the lower band which has an
energy Ey. Conversely, the lowest point of the conduction band is known as the conduction
band minimum (CBM) or lowest unoccupied molecular orbital (LUMO), with energy E.. These
energies are marked in Figure 15, with the difference between them being the band gap energy

E,.

Available electronic states

2p

1 >

2 Distance

Figure 15: The available electronic states in a bulk solid formed of carbon atoms (diamond). Here the atomic

orbitals are hybridised, with the lattice parameter a, of the structure dictating the possible electronic states.

2.2: Solar cells

2.2.1: The photovoltaic effect

Central to this research are light-absorbing semiconducting materials. In the simplest terms,
photovoltaic (PV) materials are designed to absorb sunlight and convert it to electricity,

allowing the transfer of energy from photons to electrons, an effect first observed by Edmond
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Becquerel in 1839.” This requires the efficient absorption of photons, generating excitons or
immediately dissociated electron-hole pairs and extracting these charge carriers to their
respective selective contacts, retaining as much of the input energy as possible. Each massless
photon carries an energy E inversely proportional to its wavelength A,

h
E= TC = hv = pc (2.37)

where h is Planck’s constant, c is the speed of light, the frequency v is equivalent c¢/A, and p is
the photon’s momentum. PV materials are semiconductors, with electrons predominantly
occupying the valence band. When an electron in the valence band absorbs a photon of
sufficient energy hv greater than the bandgap E, it can be excited into the conduction band,
leaving a hole in the valence band.? Any excess kinetic energy that the photon has imparted into
the electron greater than Eg is lost through thermalisation as both the hot electrons and holes
rapidly (femtoseconds) decay back to the typical energies within their band, as shown in Figure

16.

Excess e
kinetic energy

Rapid hot carrier
relaxation by hv>E
phonon emission G

Excess h*
kinetic energy

> k

Figure 16: Energy level diagram illustrating the absorption of a photon with energy greater than the material
bandgap (hv > Eg). An electron is promoted to the conduction band leaving a hole in the valence band. Carriers

relax to the band edges (E; and Ey) releasing the excess energy (E; — hv).

For the case shown in Figure 16, the band structure of the material is such that the valence and
conduction bands are aligned in momentum space. This means that all photons above the
bandgap can be absorbed by electrons, such that optical absorption is continuous above E; —
giving a sharp absorption onset. This is known as a direct bandgap, as shown in Figure 17.

However, it is also possible for the CBM to be offset from the VBM by a wavevector k; an
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“indirect bandgap”. Photons have very little momentum (rearranging (2.37) p = h/A, which is
close to negligible), so for an electron-hole pair to be created, an additional lattice phonon with
appropriate momentum is required to bridge the gap in momentum space. This reduces the
probability of a photon absorption event for hv > E, giving a shallower absorption onset rather
than the typically sharp onset above E; for direct bandgap materials. Indirect bandgap PV
materials therefore require much thicker layers to absorb the same photon energy (around
200 um in the case of silicon, compared to only 500 nm for a halide perovskite). This does
however also mean that radiative recombination — the reverse process where a conduction
band electron recombines with a valence band hole — is suppressed by the requirement for

this transition to also be phonon-assisted.

Direct bandgap Indirect bandgap
E(k) E(k)
r A
E. ===
{4 |E hv >E 2
E —-— _<>I ¢ Vot Be I<> \ Additional
\'
phonon
momentum
required
» k > k

Figure 17: Direct and indirect bandgap semiconductor excitation processes.

2.2.2: Quantum efficiency

The quantum efficiency of a material can be defined as the ratio of the photons incident on a
solar absorber to the number of carriers collected by the PV cell.? For low E; materials there
is a proportionally greater number of photons above the band gap which can be absorbed,
however the extracted potential energy per carrier is reduced through the thermalisation
process described above. Considering the Sun’s spectrum (shown in Figure 18), which closely
resembles that of a black body at 5778 K, we see that most of the available energy is close to
the visible spectrum. For a given material, with an E; energy which also corresponds to a
wavelength, any photons with shorter wavelengths (higher energies) can be absorbed.
Therefore, the maximum available energy yield is the area under the spectrum to the left of

(above) the bandgap energy. For example, a 2500 nm wavelength corresponds to E; ~ 0.5 eV,
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and so almost all photons could be absorbed by a material with this bandgap under ideal
conditions. Unfortunately, the energy recovered per photon would be <0.5 eV after carrier
thermalisation to the bandgap (as shown in Figure 16): a large proportion of the incident

photon energy is lost for most photons in the spectrum.
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Figure 18: Wavelength dependent solar irradiance at the Earth’s surface and atmosphere. The spectrum at the
top of the atmosphere closely matches that of theoretical black body radiation, with the highest irradiance at
shorter wavelengths. Parts of the spectrum are absorbed by greenhouse gases such as H20 and CO.. The

standard spectrum at the top of the atmosphere is known as air mass 0 (AMO) and at the ground is AM1.5G."

Clearly, whilst it is important to have a high quantum efficiency — absorbing as many photons
as possible and converting them to electrons — it is also important to extract charge carriers
from the valence band with as much energy as possible. For higher E; materials there are fewer
photons of sufficient energy to promote electrons to the valence band, but for each photon
which is absorbed the energy per photon is greater — the energy lost through carrier

thermalisation is reduced.

This trade-off between having higher energy carriers (wider bandgap) and extracting as many
carriers as possible (lower bandgap), as well as other intrinsic losses even in the idealised case,
gives rise to the “detailed balance limit” (Figure 19)."” This limit defines the theoretical
maximum power conversion efficiency of a single-junction solar cell for a given bandgap under
AM1.5G illumination (the standardised solar spectrum at the Earth’s surface considering

atmospheric losses). The detailed balance limit considers the spectral losses (below bandgap,
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thermalisation) and intrinsic radiative losses. The practical efficiency limit is significantly
reduced by other loss mechanisms in the absorber and at/in the selective contacts — the

adjacent layers which extract the generated charges.™
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Figure 19: The radiative efficiency limit for an ideal solar cell at different E;. The available photon energy is
reduced by carrier relaxation to band edges (thermalisation), unabsorbed photons below the bandgap and other
intrinsic radiative losses. The maximum theoretical efficiency attainable for an ideal single junction has a power
conversion efficiency (PCE) of 33.7% at E; = 1.34 eV, however the optimum bandgap shifts with more detailed

consideration.

2.2.3: Recombination and carrier extraction

Following an absorption event, a coupled electron-hole pair will form — an “exciton”. In
materials with efficient charge screening (as in perovskites — see section 2.3.4), the exciton
quickly becomes a dissociated electron-hole pair. After this excitation, a number of processes
can happen to the electron, which are highly dependent on the carrier density in the material.”
The carrier may radiatively recombine with a hole, which will in turn re-emit a photon with a
probability of being absorbed.?® The electron may however recombine non-radiatively via a
trap state in the bandgap, or at an interface, at which point the re-emitted photon is below the

bandgap and cannot be absorbed by the material, and so the energy is lost.

Various solar cell architectures exist designed to efficiently separate the electron-hole pairs,
the most common being the p-n junction. In this architecture, two semiconducting materials
are grown adjacent to each other with significantly different “doping”; doping can be used in
crystalline semiconductors to modify the majority and minority carrier types to be either

electrons (n-type) or holes (p-type). With these two materials electrically contacted to each
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other, a dipole is therefore introduced as the Fermi levels in the two materials align, resulting

in a “built-in field” which drives charge separation.

Perovskites behave differently to this in that the photon absorber layer is an intrinsic (“i”)
semiconductor, i.e. the Fermi level is close to the middle of the bandgap. The electrons and
holes within the layer experience their own “quasi-Fermi levels”, and the splitting (QFLS)
between these levels gives the maximum possible voltage (V) which can be extracted from a
cell.?? At the two interfaces with this are placed an n-type electron extraction and a p-type hole
extraction layer. These layers are designed to be highly selective to the correct carrier, have
good band alignment to minimise energy losses and to prevent parasitic currents (reverse
currents back into the cell or interfacial traps, non-radiative recombination channels®). In ideal
materials, all recombination is radiative and therefore excellent absorber materials are in turn
highly luminescent. Any reduction in luminescence efficiency indicates a reduction in the QFLS

and thus the available voltage from a cell.”

Figure 20 illustrates the configuration of layers for a perovskite device with an intrinsic active
layer. If the cathode depicted here was at the substrate, then the n-type layer is deposited prior
to the active layer and the p-type after (n-i-p if illuminated from the substrate side). When this

configuration is connected in a circuit and illuminated, we have an operational solar cell.
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Figure 20: A perovskite solar cell device configuration illustrating the role of the electron- and hole- accepting

materials in generating current under illumination.

2.2.4: Solar cell operation

Clearly the electrical nature of the cell under operation (at equilibrium) must be considered
for a complete picture of photovoltaic behaviour. For a given E, the total available current for

a cell (the short circuit current density or J;.) can be described as the integral of the photon
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fluxes at each wavelength multiplied by the cell’s external quantum efficiency (EQE) at that
wavelength (1).%* In short,

A2

Jse = —q L EQE)@)p>¢ dA (2.38)

1
where g is the fundamental charge, and @;,1-°% is the spectral photon flux at AM1.5G (Figure
18).2* Note, it is typical for the photocurrent to be represented as positive in solar cell physics.
Without illumination and under an applied bias voltage, solar cells behave like a diode, such
that a larger current is observed for positive bias voltages. This dark current behaviour can be
described using the ideal diode equation,

Jaark (V) =Jo (e% - 1) (2.39)
with J, being the dark saturation current (the current leakage of the diode without
illumination), V is the applied voltage, k is Boltzmann’s constant and T is the operating
temperature.®?* This is modified by an “ideality factor”n = 1 — 2,

Jaark(V) =Jo (e% - 1) (2.40)
where n is related to the dominant carrier recombination channels within a cell (traps at
interfaces, in the bulk).?’ This is highly characteristic to a technology and cell architecture, and

can evolve under operation.?® Under illumination, the net current density is therefore given by:

|4
JO) = Joe = Jaare) = Joc = Jo (enT = 1) (2.4

The measured currents in the dark and under illumination for a range of positive bias voltages

are shown in Figure 21, and the equivalent circuit is shown in Figure 22a.
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Figure 21: Current-voltage (J-V) measurements for an ideal solar cell in the dark (blue) and under illumination
(red). Js. is the short-circuit current, and V. is the open-circuit voltage — the maximum voltage with no current

flowing.
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2.2.5: Efficiency limits

Parasitic losses also contribute to the overall efficiency of the system. Series resistance (Ry)
must be kept as low as possible to allow carriers to move freely in the cell. Rs could be caused
by an overly thick transport layer - thus resulting in undesirable carrier recombination - or the
effect of poor charge transport at an interface. The ideal cell model considers only directional
charge transport with no reverse saturation current, such that an infinite resistance is in
parallel to the diode. In reality, shunting pathways - due to pinholes in a layer or other leakage
current effects - in poorly rectifying cells lead to a reduction in “shunt resistance” (R;,).? This

can be represented by a modification to the diode equation,

q(V+JARS) V +JAR
TR — 1) _VHJARs (2.42)

JW) = Jse = Jo (¢ neT =

The equivalent circuit representing the diode equation with series and shunt resistances is

shown in Figure 22b.
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Figure 22: Equivalent circuits for a) an ideal solar cell and b) ideal solar cell with parasitic losses.

2.2.6: Performance metrics

The impact of parasitic losses must be effectively managed to ensure high performance solar

cells. Both voltage and current must be maximised to deliver the highest power density,
P=]JV (2.43)
The maximum power point (MPP) of a solar cell is defined by the optimum applied voltage to

achieve the highest power output (Figure 23). The ratio of the maximum power area to the

total area of J,. * V. is referred to as the fill factor (FF),

FF = tmax _JmopVmpp (2.44)
]SC]/OC ]SC[/OC

which can be thought of geometrically as the ‘squareness’ of the current-voltage sweep.?

Parasitic resistances affect this, such that the gradient of the curve at J;. is roughly
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proportional to 1/Rg, and at V,. is approximately 1/R;. Consequently, with the effect of these

resistances, the fill factor is reduced.
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Figure 23: Typical current-voltage sweep for a solar cell where d is the current density. The fill factor is defined as

the area of maximum power over the area of the external points V,c and Jsc.

Finally, we come to the golden metric of solar cell performance, the power conversion
efficiency (n or PCE). This is the ratio of the power generated by the solar cell to the power of
the light incident upon it from the sun (7,),

_ ]mppvmpp _ ]sc%cFF

2.45
P P (2.45)

n

s0 Je¢ V- and the fill factor must all be maximised to make higher efficiency cells.

2.3: Perovskites

2.3.1: Structures

Perovskites are ionic crystals with the general chemical formula ABXs, where A and B are
cations and X is an anion. The first perovskite crystal structure was discovered by Gustav Rose
in the Ural mountains in 1839 and was named in honour of his friend, the Russian mineralogist
Lev Aleksevich von Perovski.?” This material was the naturally occurring mineral calcium
titanate, CaTiOgs, with titanium and oxygen forming BXg octahedral units, with 12 oxygen atoms
then caging in the calcium cation (Figure 24). Since then, thousands of naturally occurring and
synthesised perovskite and related compounds have been identified, and it is Earth’s most
abundant crystal structure in the form of bridgmanite and related silicate perovskites in the

mantle.?®
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Figure 24: Crystal structure of ABX; perovskite, (a) Corner sharing BXs octahedra stabilised by the central A-site

cation, (b) Unit cell for a cubic perovskite crystal centred on the A-site cation.

The formation of perovskite crystal structures was extensively considered in 1926 by V. M.
Goldschmidt, who defined the principles of cubic perovskite tolerances based on the ionic radii
of the constituent elements.? In this work, the tolerance factor t was defined as:

Ty + 1y

= V2(rg +1y)

where 1,4, 15 and 1y are the ionic radii of the A, B and X-site ions. It was proposed that where

(2.46)

0.8 < t < 1.0, a perovskite structure can form, with t = 1.0 being the geometric ‘ideal’.
Unfortunately, t is a rather imperfect measure and inaccurately predicts structure formation
with many compositions (in particular with halide anions).?® For these perovskite phases to
form, the B-site must be large enough to separate the X-site anions. From geometrical
considerations this gives the octahedral factor,

L8:}

e (2.47)

Tx
which must have u > 0.41 for octahedra to form. Beyond this, the relative ionic sizes and
competing A-X and B-X bonding interactions result in many possible stable octahedral
distortions — patterns along a crystal direction or between planes such that the B-X-B bond
angle # 180°. These distortions were classified by A. M. Glazer in 1972, who categorised the

possible tilting effects in perovskite crystals.*

2.3.2: Metal halide perovskites

For metal-halide perovskite structures with ABXs composition, A is a monovalent cation, B is a
divalent (doubly charged) cation and X is an anion (as opposed to the oxide perovskites where

the X-site is divalent). For photoactive hybrid organic-inorganic halide PSCs, the A-site cation
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is typically all or partly organic, such as methylammonium (CHsNHs"*, or MA), formamidinium
(HC(NHy)2", or FA) or Cs*, the B-site is a metal, commonly Pb?* or Sn?*, and the anion is a halide
(I, Br, CI) or combination of halides. Alkali lead halides of this form were first synthesized in
1893 by H. L. Wells, who reported cesium- and potassium-based structures, including CsPbls,
CsPbBrs and CsPbClz.2? The first detailed crystallographic study on these inorganic cesium-
based perovskites was conducted in 1966 by Christiaan Megaller who identified
photoconductivity, indicative of semiconductor-like behaviour, a hint of the exciting future for

this material.®

Hybrid organic-inorganic methylammonium lead and tin perovskites were first reported by
Dieter Weber in 1978, where it was also noted there was colour variation due to the
composition.®**® Perovskites of this ‘3D’ form and other variants were extensively researched
for their optoelectronic properties by David Mitzi and co-workers at IBM in the 1990s-2000s,

during which many of the synthesis approaches used today were developed.®**

The term 3D here refers to a continuous network of corner-sharing octahedra. Within this,
because of the aforementioned variety of ionic size and octahedral tilting effects, a number of
phases can form, with some typical examples shown in Figure 25. The simplest case is the
idealised primitive cubic (Pm3m space group) perovskite in Figure 25A, with no octahedral
tilting (a®a®a® in Glazer notation), for example room-temperature methylammonium lead
bromide (MAPbBrs) with a tolerance factor t = 0.927 from (2.46). Two common tilts where
the octahedra are tilted in a single plane result in the phases shown in Figure 25B and C. Here
the difference between them is whether the tilts alternate (a®a®c™) or are the same (a°a’ct)

between planes in the c-axis, which is shown in Figure 25 going into the page.

The tilting means that a cubic space group is insufficiently descriptive and tetragonal space
groups are required, such that the diagonal (110) plane of the cubic phase becomes the (100)
of a larger tetragonal cell. For instance, at room temperature the archetypal perovskite MAPbIs,
with a slightly less ideal t = 0.912, adopts an I4/mcm (or similar*?) symmetry shown in Figure
25C. The subtle balance between the two bonding interactions with the halide seem to
underpin the stable tetragonal-type distortions for a given composition.”® It is also possible for
the octahedpral tilting to vary in another axis (such that the B- and X-site are no longer colinear
into the page in Figure 25D), as in the case of the photo-active CsPbls phase, which has a
tolerance factor of t = 0.807 and crystallises only at high temperature (>5650 K). This is

commensurate with a mismatch between the a and b lattice parameters (as were equivalent
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for the tetragonal cells) and by the atomic sites is described by the orthorhombic Pnma space

group.

534
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Figure 25: Four typical perovskite structures as described in the main text.

Recent attempts have been made to improve upon the Goldschmidt approach, for example
through modification of the typically used Shannon ionic radii** for suitability with halide
perovskites.* Computational approaches have also been used across large datasets, proposing
a more limited region of perovskite formation considering both the octahedral and
Goldschmidt factors.*® Perhaps most interesting is the so-called Bartel tolerance factor, T,
developed through the screening of many possible factors that could determine the phase
stability.*® Encompassed in this factor is the oxidation state of the A-site, ny, as well as the

octahedral factor:

1 14/78
T= ; — Ny (TlA - m) (248)

where T < 4.18 predicts perovskite formation across a wide range of compounds with 91%

accuracy.®
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2.3.3: Related materials

The huge compositional space in the 3D variants gives rise to facile tunability of parameters, as
is discussed in the following section and is expanded further by an extensive variety of other
perovskite-related materials. These include perovskite-like quasi-2D layered structures
(Ruddlesden-Popper, Aurivilius, Dion-Jacobson and more*”) with many having interesting
optoelectronic properties.”® In these compounds, sheets of metal halide octahedra
(continuous in two dimensions) are spaced apart by larger cations, creating multiple quantum
well structures.*® These structures can be classified in simple terms by the ‘n-dimensionality’
(n =1.2...) of the quasi-2D structure, meaning the number of metal halide octahedral layers
between organic spacer layers, as shown in Figure 26. Consequently, these quantum wells have
related excitonic effects contingent upon the organic layer spacing (which can also be
functionalised) and configuration, as well as the rigidity of the organic molecules in these
structures.’®® Mixed-phase 2D-3D compositions have also attracted significant research for
both novel optoelectronic devices, and as a highly effective strategy for grain boundary and
interface passivation.’*® That such mixed-phase films can be fabricated with relative ease is a
unique benefit of hybrid perovskite materials, although the long-term phase stability of these

mixtures remains unclear.

n = 1: (BA),Pbl, n = 2: (BA),(MA)Pb,|, n = 3: (BA),(MA),Pbyl,,

Figure 26: lllustration of the A) n = 1 B) n = 2 and C) n = 3 layered quasi-2D butylammonium(BA)
methylammonium lead iodide Ruddlesden-Popper phases. Renders produced using Crystallographic Information

Files in refs. 205455,
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A wide range of so-called low-dimensional “OD” and “ID” compounds are also reported. These
are of importance to this work primarily as either undesirable secondary phases during film
formation or degradation,®®™ or as intermediate phases during crystallisation with

intercalated solvent molecules.®®®' Some examples of these 1D phases are shown in Figure 27.

Figure 27: Structural diversity of 1D and quasi-2D perovskite-related materials, rendered from CIFs in the cited
references. A) MAPbI; delta phase, or 2H polytype, a 1D compound with face-sharing Pbls iodoplumbate chains
charge neutralised by intercalated organic cations.®? B) 4H polytype, a similar compound with an alternating
arrangement of face- (as with 2H) and then corner-sharing octahedra.’? C) (MA)3sPblseDMF, a fully corner-sharing
1D intermediate structure with Pb-deficient stoichiometry compared to a 3D structure, and intercalated DMF
solvent molecules.®® D) (Gua)2Pbls, a quasi-2D corner-sharing phase forming corrugated sheets spaced by
guanidinium cations.%* E) MAPbI3eH0, the reversibly formed 1D ‘monohydrate’ degradation phase, comprised of a
mixture of face- and edge- sharing octahedra.’® F) (MA):Pbslse2DMSO, a commonly formed 1D intermediate phase
with strongly-coordinating DMSO intercalated between 3-wide octahedral ribbons with an alternating motif, in

contrast to the co-aligned monohydrate.®?
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2.3.4: Perovskite solar cells

Certain underlying material properties make metal-halide PSCs very good materials for solar
applications. The valence bands in these materials are formed of hybridised metal-halide
orbitals (coupling between Pb 6s and | 5p antibonding orbitals in the case of lead iodide
perovskites, with a low density of states at the VBM), with the conduction band forming from
empty Pb 6p orbitals (with the A-site cation only indirectly contributing to the band edges
through stabilising the metal halide lattice).%% This leads to a direct bandgap, giving ideal
optical absorption properties — a sharp and steep absorption onset, and good luminescence
properties. In addition, the antibonding character of the valence band means that, while the
formation energy of some vacancy or interstitial defects is low, the defects are formed close
to the band edges - the density of intra-band or deep trap states is very low in the perovskite
bulk.’®""In other words, in many typical compositions, the defects are relatively electronically
benign and so have little impact on performance (high “defect tolerance”). As a result,
perovskites also exhibit long carrier diffusion lengths and carrier lifetimes.” Halide perovskite
materials generally have a high dielectric constant.”®" This results in rapid exciton dissociation
(electron-hole pairs formed directly) and charge screening, which contributes to a low capture
cross-section by electronically active recombination centres, leading to low trap assisted

recombination.*

The huge range of possible bandgaps (highlighted in Figure 28) also introduces the potential
for multi-junction architectures which can overcome the detailed balance limit.”” By combining
awider bandgap perovskite top cell (capturing the high energy portion of the solar spectrum)
with a lower bandgap bottom cell (eg silicon, 1.12 eV), the large carrier thermalisation losses

can be reduced. This has been demonstrated with high efficiency perovskite-perovskite,”®”

perovskite-silicon,”®® perovskite-CIGS,?® and perovskite-organic®® cells.
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Figure 28: Energy level diagrams for unalloyed metal halide perovskites using FA, MA and Cs cations, reproduced
from ref. 57 under Creative Commons licence. The energies E,, (top) and E. (bottom) are marked with respect to

the vacuum energy and the optical E; bandgaps (middle) are also shown in eV units.

Page | 42



2.3.5: Potential for solution processing

Beyond the unique physics, the study of perovskites is further motivated because the materials
can be produced from a variety of scalable methods, including solution processing methods
which can allow for R2R coating (Figure 29). These methods are possible due to the ionicity of
the crystal,?® allowing for crystallisation at room temperature in some cases. The solubility of
the inorganic lead halide species is enhanced by the addition of the organo-halide, which makes
additional halide species available for the formation of metal-halide complexes in solution.?”#
Perovskite research has benefitted greatly from experience in related established fields such
as DSSCs, OPVs and printed electronics in the huge range of successfully employed deposition

89,90

techniques. Particular success has been with contact coating methods such as slot-die and

blade coating,’ as well as non-contact methods like spray-coating and inkjet printing,®>* with

spray-coating being a particular speciality in our labs since the first reported spray-coated

o < . "-i/nJ \L{gj
~

Chemical Bath Spin-coating Dip-coating Doctor Blade

perovskite in 2014.%*

G000000

E—
Slot-casting Spray-coating Screen Printing Inkjet Printing Aerosol Jet

Figure 29: Various scalable solution processing deposition methods which can be used for layer manufacture in

PSCs. Reprinted with permission from ref. 95.

2.3.6: The early years

The potential for perovskites in photovoltaic applications was recognised by Miyasaka and
colleagues from 2006 onwards, where MAPbBrs was used in a novel photoelectrochemical cell.
Here the perovskite was used as an equivalent to a sensitizer on electron-accepting
mesoporous titanium dioxide (TiO,) in a dye-sensitizing architecture, achieving an efficiency of
2.2%.%° Upon publication in 2009, the scope of their work had extended to MAPbl; and an
efficiency of 3.8% has been reached.’” Nevertheless, these early cells showed poor stability,

with the perovskite quickly degrading in the liquid electrolyte.®® Progress in efficiency and
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stability was made in 2011 by Park and co-workers by changing the electrolyte formulation,
surface treating the TiO. and by using perovskite nanoparticles, which led to 6.5% efficiency.®
The continued issue of degradation motivated the inclusion of a solid-state hole transport
material (HTM), spiro-OMeTAD, which was developed for organic LEDs and later transferred
for use in solid state DSSCs. In 2012 Gratzel and colleagues reached 9.7% efficiency using an
architecture in which perovskite covers a mesoporous scaffold of TiOq, residing on the surface,

100

followed by infiltration of the HTM throughout; as expected there was enhanced stability.

Several simultaneous breakthroughs occurred with the work of Snaith and co-workers soon
after in mid-2012.°" By swapping TiO» to an electrically-insulating Al,Os; scaffold, they
surprisingly reached higher device efficiencies peaking at 9.7%, which demonstrated that the
scaffold was not critical for electron extraction, challenging the prevailing wisdom of the
necessity for mesoporous layers in perovskite solar cells. This demonstrated the perovskite
was able to act beyond the role of a sensitizer and could itself transport charge carriers to the
cell terminals.’®® This seminal work also presented planar configuration (scaffold-free) PSCs
for the first time, as well as compositional variation with a mixed-halide perovskite CHsNHzPbls.
xClx with improved carrier mobility and stability. A further improvement to 12.0% PCE was
realised by the combined efforts of the groups of Seok and Gratzel, with a mesoporous layer
combined with perovskite capping layer and a selection of HTMs including spiro-OMeTAD, but
with the best performance instead using poly-triarylamine (PTAA)."”® Seok’s group at KRICT
pushed this further using a mixed halide composition MAPbls_Br,.'”* Almost simultaneously,
Snaith’s group at Oxford University achieved 12.3% efficiency using an optimised low

temperature planar architecture with a similar perovskite to their earlier paper.'®

2.3.7: Novel crystallisation approaches

Soon after this, Burschka et al. based at EPFL achieved a certified 14.1% efficient device using a
sequential, or two-step, deposition protocol.'”® For MAPbIls, this method involves the initial
formation of a Pbl, layer which then has MAI deposited on it, in this case through dipping.
Following dipping, the MAI infiltrates the Pbl, lattice forming a high-quality perovskite layer.
Since then, this process has been repeated through various combinations of deposition

protocols for the lead halide first step and organo-halide second step,

The group of Seok at KRICT next took the certified record efficiency with a 16.2% bilayer
architecture, utilising PTAA as a hole transporter, and utilising the structure of the
intermediate adduct MAI-Pbl,-DMSO0.°“%®  These intermediate adduct structures (as

illustrated in Figure 27) have proved a common feature in high efficiency solar cells, where the
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adduct formation is dependent on the physical and chemical properties of the solvents and
their mixtures.®®" In general, the adduct phase is achieved through the use of an “antisolvent
quench” in the one-step deposition protocol. This quenching rapidly removes some of the
volatile solvent to induce supersaturation of the solution and initiate crystallisation.™ Solvent
removal can also be achieved using air flows, either by vacuum or gas quenching, which are

more suitable for scalable processing.

Taking a different approach that avoids the use of solvents entirely, towards the end of 2013
Liu et al. from Oxford University used a dual source vapour-deposition (thermal evaporation)
system to develop a highly uniform perovskite active layer with 15.4% efficiency." This novel
processing route demonstrated scalability using a mature technology with widespread
industrial usage, if losing some of the benefit of solution processing (additives and solution
engineering, rapid processing). Several recent works have shown PCEs over 20%, albeit with
slow film growth rates that are most likely impractical at scale (process durations of 100-120
minutes).”™™ Interestingly, these devices exhibit apparently enhanced stability over
comparable solution-processed devices, which may be related to the avoidance of trapped
solvent, cation degradation, stoichiometric changes (explored in Chapter 5) or other

contamination introduced during solution processing."""®

2.3.8: Diversifying compositions for high efficiency

Early work by Eperon et al. had recognised the potential for usage of formamidinium (FA) as
an alternative cation to MA; this narrowly increased the record solution-processed planar
architecture efficiency at the time to 14.2%." Their work identified that using a mixed iodide-
bromide system allowed for a broad range of mid-to-high bandgap perovskites. In early 2015,
building on the use of alternative cations to methylammonium (which by this point had been
identified as temperature unstable above 85 °C ') KRICT developed a mixed-cation, mixed-
halide perovskite of the form (FAPbls)oss(MAPbBrs)os7. With this they achieved over 18%
efficiency, combining the temperature stability of the FA perovskites and the perovskite
structural stability of the MA perovskites. In 2016, advancement came from partial inclusion of
Cs in mixed cation recipes to stabilise the structure and achieve 21.1% efficiency by Saliba,
Matsui and co-workers at EPFL, resulting in a triple-cation composition which became the
cornerstone for the most commonly used formulations today.” An overview of these various

common alloyed compositions is shown in Figure 30.
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Figure 30: Some of the many photoactive halide perovskite materials and their bandgap tunability, composite
image reproduced from ref. 122 with permission. Insets show (a) single crystal of FAPbI3123 (b) single crystal of
MAPbIs, 24 (¢) colloidal solutions of CsPbXs (X = Cl, Br, I) perovskites,’?5 (d) solar cells of 49 different compositions
in the MAFA,<Pb(l,Br:,) s compositional space,’? (e) single crystal of FAPbBrs23 (f) single crystal of MAPbBrs,'24
and (g) colloidal nanocrystals of MAPbX3 (X = Cl, Br, I) perovskites.”?”

The seminal work using Cs was later extended to a quadruple cation absorber with the small
addition of rubidium (Rb), and a stabilised 21.6% PCE was reached.'”® This is perhaps surprising
as Rb is too small to form a phase pure iodide composition (Bartel T = 6.07, well over the
required T = 4.18). The even smaller potassium (K) ion has also been shown to have benefit in
passivating the perovskite, suggesting these alkali metal species may be playing a more
significant role as additives rather than structural cations.” The role of the Cs and Rb salts has
since been identified to be related to the crystallisation of the film more than the formed
composition.®®® This seems to result in both the direct crystallisation of the 3D perovskite
phase rather than any polytypic phases, and gives films with more uniform distribution of halide
species (better alloying) where the concentration of salts is well optimised.” The case of K
inclusion is less clear, however there is evidence that this forms a surface passivation layer
which inhibits the formation of surface traps,’®™® but may also be a cause of film and device-

level instability.”*

More recently, for single-junction devices the field has returned to FA- and I-rich compositions
which have a lower E; of ~1.4 eV that is closer to the detailed balance limit (discussed in Figure
19) than more Br- and MA-rich compositions such as the popular triple-cation approach (Eg,

~1.55-1.7 V). This shift arguably began when researchers at KRICT developed the DMSO adduct
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technique from their previous work, to form pure FAPbIs perovskites via intramolecular
exchange and achieved over 20% efficiency.” Previously, FAPbl; had been thought to be overly
phase-unstable to a 2H polytype phase (5-FAPbIs),"™ where the instability is explained by the
large size of the FA cation, resulting in a less-than-ideal Goldschmidt tolerance factor t = 0.987.
More recently, several innovations by KRICT, MIT and UNIST have resulted in the world record
single-junction perovskite cell hitting 25.5% PCE.'°® Of the available reports at the time of
writing, all devices over 24% have relied on well-engineered FAPbI3 derived materials with small

amounts of additives to influence the crystallization and passivate the perovskite.’*"#5%8

2.3.9: Device architectures

Taking stock of the field, Figure 31 shows the four most prevalent single-junction device
architectures. These configurations are defined based on the doping character of the charge
extraction layers and their arrangement with respect to the absorber with the n-type/p-type
layer above or below the intrinsic perovskite (see section 2.2.3). Each architecture has
advantages and shortcomings. Standard architecture, n-i-p mesoporous devices typically use
an inorganic electron-transporting layer (ETL) such as TiO. with an additional mesoporous
layer in which the perovskite is infiltrated. This may minimise the required electron diffusion
length, or have some stability benefit in distributing the n-i junction.® ™! These devices have
achieved the highest efficiencies so far, however, using metal oxides for the compact and
mesoporous ETLs generally requires high temperature processing. This is problematic for
scalability, despite some progress in this area.”*?™** Planar n-i-p perovskite devices remove the
mesoporous layer but use otherwise similar materials, typically topped with spiro-OMeTAD
hole-transporting later (HTL) and an Au or Ag anode. So-called inverted architecture (p-i-n)
planar devices generally use organic transport layers with experience drawn from OPVs such
as PTAA or poly-TPD, or a hole-transporting metal oxide (NiO) as the base layer onto which the
perovskite is deposited.**™*’ Whilst historically lower efficiencies have been achieved with this
architecture, recent progress with self-assembled monolayer materials (SAMs) as HTLs has
shown huge potential, with these ultrathin transport layers exhibiting incredible charge-
extraction characteristics.?>"%'*® The possible layers in inverted and standard architectures
are largely driven by optical management and processing, with light transparency and
insolubility in any of the perovskite layer solvents being required for the substrate transport

layer.

The HTM-free n-i-p mesoscopic design is an alternative, scalable, stable perovskite design used
in modules.” Here, TiO»/Sn0, and ZrO, layers are typically deposited from slurries by

screenprinting, where a thick carbon electrode capping layer mitigates extrinsic stability issues

Page | 47



(such as moisture ingress).”"® The perovskite is then drop cast to infiltrate the whole stack,
resuting in a much thicker active layer than is typical in perovskite solar cells. Here, the metal
oxide layers are still annealed at high temperature for 2 hours, although recently there has
been progress in using a near-infrared fast heating procedure to reduce this,”® as has been a
research focus in this thesis in Chapter 4. The precise mechanism of operation in these cells is
unclear, however it has been suggested that the front of the cell has a high electron density
and holes are more uniformly distributed throughout the active layer, gradually diffusing to the

back electrode of the device.”®*

A B C D

Carbon electrode

Perovskite Perovskite (6-10 um)

mp-insulator (1-2 um)

Mesoporous ETM
)POOSOCEOO ® u¢
ETM

Transparent cathode

mp-ETM (800 nm)
ETM (560nm)

‘4mm 700-900 nm m—)p

Cathode

Transparent cathode Transparent anode

n-i-p mesoporous n-i-p planar p-i-n planar meso-carbon

4 4 light 4 T

Figure 31: Common PSC device architectures. A) n-i-p mesoporous architecture, with typically TiO2/mp-TiO2 ETM,

spiro-OMeTAD HTM and Au/Ag anode. B) n-i-p planar architecture usually with SnO2 ETM and ITO transparent
cathode. C) p-i-n ("inverted”) planar architecture with PTAA or SAM HTM, fullerene ETM Al/Ag cathode. D) HTM-

free n-i mesoscopic architecture. Inspired by refs 155 and 156.
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Chapter 3

Methods

3.0: Introduction

In this chapter, an overview of the fabrication protocols and characterization techniques used
in this thesis are given. The specific methods and materials employed in the research are
comprehensively explained within each results chapter, detailing the exact process
parameters or other particulars. Here, the basic principles of the most important methods are
outlined, including how they relate to the theory in Chapter 2. An overview of the additional

techniques is given but the reader is referred to the results chapters for further details.

3.1: Materials

All solar cells have been fabricated using glass/TCO substrates, where the transparent
conducting oxide (TCO) is either fluorine-doped tin oxide (FTO) or indium tin oxide (ITO). The
former benefits from lower usage of rare-earth metals, with In being of particular concern for
future resource scarcity. ITO substrates generally offer the benefit of higher transmission,
higher conductivity and lower roughness. Hence, for many of the devices using thin transport

layers, this is the ideal material.

In all cases, devices were fabricated in a planar n-i-p architecture, with an SnO, electron-

transporting layer (ETL) and spiro-OMeTAD hole-transporting layer (HTL).

The Sn0O, was typically a nanoparticle solution first introduced by Jiang et al.' which has become
a staple for high-efficiency planar devices with several reports achieving over 23% PCE.?® The
nanoparticle-SnO2 (np-Sn0O,) benefits from relatively low-temperature and short-duration
processing (150 °C for 30 min), with attempts made in Chapter 4 to reduce this. This is
deposited from a colloidal solution, an aqueous (non-toxic) suspension, although the
potassium hydroxide (KOH) stabilising agent may cause corrosion of some deposition

equipment (we did not observe this).*

The perovskite layer employed was generally either a triple-cation perovskite with Pbl. excess
(Chapter 4) or MAPbIs. The triple-cation perovskite had a nominal stoichiometry (in solution)

of Cs0.05FA0.79MA016Pbl25Bros.° This is deposited from a mixture of two solvents, the non-toxic
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dimethyl sulfoxide (DMSO) and highly toxic dimethyl formamide (DMF). MAPbls solution was
prepared according to the method introduced by Noel et al. by which MAI and Pbl. precursor
powders are added to acetonitrile (ACN) with methylamine (MA®) gas flowed through to
dissolve the material. The exact setup used for the preparation of this solution (referred to as
ACN MA®-MAPbI5) as well as the underlying mechanism for this process are elicited in Chapter

6.

The HTL is comprised of the small organic molecule spiro-OMeTAD, first engineered for use in
DSSCs. This is doped with two bis(trifluoromethane)sulfonimide (TFSI") compounds - a lithium
salt to increase conductivity (Li-TFSI), and FK209, a cobalt co-ordination compound.
Additionally tert-butyl pyridine is included as an additive, which may play a role in solubilising
the perovskite top-surface, enhancing hole-selectivity at this interface, and even introducing
localised doping to the perovskite top surface.® Spiro-OMeTAD benefits from a deep LUMO,
ideal for hole extraction from the perovskite. Unfortunately, this requires rather precise multi-
component solution preparation (aging and mixing), as well as transient charge transport
characteristics in air, which can lead to large variation and evolution of photovoltaic device
performances (the author notes that 1-2 days of aging in air leads to maximum PV performance
at the solution composition used). Spiro-OMeTAD is also intrinsically expensive to synthesize

and parasitically absorbs light, making use in tandem configurations difficult.

The back contact material (anode) used throughout is gold (Au), another expensive material
which is essentially irrecoverable from the completed devices and evaporation chambers in

which it is used. This can be deposited by thermal or electron-beam evaporation.

3.2: Fabrication techniques

3.2.1: Chemical etching

The TCO layers used were either pre-patterned to define the layout of the cell areas on a
substrate, or were etched to define the regions without a TCO. This is done to minimise the
potential for undesired recombination channels (e.g. pinholes) between the top layers and
TCO, which would reduce the Rgy (which would ideally be infinite). Etching is achieved using
dilute hydrochloric acid (HCI) together with zinc powder, which react to form zinc chloride
and active hydrogen. The hydrogen then reacts to reduce the metal oxide layer to the metal
(Sn or In) which is then etched by further HCI. This allows facile removal of portions of the

substrate to define the layout of a device.
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3.2.2: Substrate cleaning

An often-overlooked aspect for those seeking high-performance devices is the removal of
surface contaminants and particulates before any layers are deposited. This is completed in
several stages using a range of solvents.’ Firstly (before etching) any large particulates are
removed by N2 blowing. After etching, the substrates are scrubbed with a soap solution
(Hellmanex) diluted with deionised (DI) water. Then the substrates are placed in a rack and
cleaned by ultrasonication at an elevated temperature in boiling soap solution. These are then
rinsed extensively and sonicated in boiling de-ionised water to remove any remaining soap
solution. They are then rinsed with acetone and isopropyl alcohol (IPA), and then immersed in
IPAfor afinal period of ultrasonication. Finally, the substrates are placed in a UV-ozone cleaning
system which creates free radical species to remove further carbon contaminants. This UVO
process is also applied after annealing of the np-SnO, layer and its effect is discussed in

Chapter 4.

3.2.3: Spin coating

Spin coating has been used widely throughout this research and thin-film fabrication generally.
This works by spreading a solution over the substrate surface by the centrifugal force forming
a uniform wet film. The spinning continues to drive volatile solvent evaporation, thinning the
wet film and then finally inducing crystallisation (or drying) of a layer.® The resultant film
thickness t depends on the concentration of the solution, the wetting of the solution to the
substrate and by the rotation speed w. Thus for a given solution the thickness is proportional
with the relation - t = k/w? where k is a constant. In this way from a known w and t, the

required speed to achieve a desired thickness can be estimated.

In this work, spin coating was used to deposit the ETL, perovskite and HTL. A program is defined
for the rotations-per-minute (RPM) of the chuck, with a series of ramping speeds
(acceleration) to control the film formation. A substrate is then mounted at the centre of a
spinning “chuck”, held in place either by vacuum or a physical recess. A volume (10-100 pl) of
the layer solution is then deposited on the film surface either statically (substrate not rotating)
or dynamically, where the substrate is already rotating; the latter can be beneficial for

enhancing wetting or in initiating crystallisation in some circumstances.

3.2.4: Slot-die coating

Slot-die coating is a contact coating method used in Chapter 4, whereby the wet film thickness
(here ameniscus) is defined by a coating head passing over a substrate surface (Figure 1). This

is comparable in terms of drying and crystallization to doctor-blading or bar coating, where
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the solution reservoir is behind the coating head on the substrate surface, but in contrast here
the solution is fed directly into the coating head. This is arguably a more suitable approach for
high-throughput PSC coating than the other two methods, where prolonged interaction
between the active layer solvent and the substrate may be undesirable. Problems can arise
with improper solution rheology, discontinuities in the meniscus formation from uneven
solution flow,® or improper process design (the coating speed and solution flow must be well-

matched™).

Substrate/
<« hotplate move to
coat surface

Meniscus defined by solution
rheology , shim height, flow N Solution

rate and head speed reservoir

Hotplate /
\ 7

Additional substrates imitate continuous
roll, minimising substrate edge effects

Figure I: lllustration of the slot-die coating system used in this work.

3.2.5: Spray coating

Spray coating has been used extensively in Chapter 4, in addition to various other published
work during this PhD. Ultrasonic spray-coating has been used throughout, in which a solution
is fed to a spray-head comprised of a piezoelectric transducer and a shaping gas flow. The
transducer breaks up the flowing solution into small droplets, which are then directed onto a
substrate by a shaping gas. This forms a wet film, a process critically reliant on the physics of
droplet formation and impact, in addition to the chemistry of surface wetting through
appropriate surface preparation and solution composition." A uniform coating is further
dependent on the solvent volatility, and the mutual droplet interactions on the film surface,

with various morphological instabilities possible.”?™

In contrast to contact coating methods, the wet film thickness and uniformity is defined by the
solution, which presents an additional solvent engineering challenge. This does however mean
that non-uniform surfaces can be coated, and that — at least in present literature — much faster

speeds are achievable for metal halide perovskite deposition, as explored in our recent
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overview on this topic.” The practical operation of a spray coater hence relies on control of

many parameters:

e Solvent surface tension.

e Solution concentration.

e Atmospheric composition, pressure and air flow.
e Hotplate temperature.

e Surface energy of the coating surface.

e Spray head speed and height.

e Flow rate/solution reservoir pressure.

N, flow
Spray head
moving on gantry
Shaping gas
directs onto LY
surface Solution
Ultrasonic  pesepvoir
piezoelectric
transducer
atomizes
Hotplate solution

Figure 2: lllustration of the spray coating system used herein.

3.2.6: Device fabrication

The above processes can be succinctly summarised in the process diagram shown in Figure
3A. These are initial substrate cleaning, followed by chemical etching, thorough cleaning and
UVO treatment. Immediately following this (to avoid atmospheric contamination and changes
to the surface energy of the substrate), the np-SnO is deposited by static spin, spray or slot-
die coating. A cotton bud with DI water is then used to remove the np-SnO: in the area where
the TCO will be contacted. The films are then annealed on a hotplate or with a hot air gun
(Chapter 4), before again being UVO treated (both UVO and O. plasma treatments are also

investigated in Chapter 4) and then transferred into a glovebox.

After cleaning with an N, gun to remove any particulates, the yellow triple cation perovskite

solution is spin-coated, forming a thin wet film (translucent yellow). Prior to the end of the
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deposition, an antisolvent quench of chlorobenzene is applied by pipetting onto the film
surface which removes excess solvent and crystallises an intermediate solvate phase, with
black spots also visible in the film. This is then transferred to a hotplate for annealing, and
rapidly forms a black film with a specular (mirror-like) surface as the intermediate phase
converts to the perovskite. In Chapters 5 and 6, ACN MA%MAPbl; is used as the perovskite. This
bypasses the previous steps (antisolvent is not required), directly forming a specular black film
after ~1-2 s of spinning (dynamic or static coating) due to the higher volatility of the two

components in this mixture.

After perovskite annealing and further N. cleaning, the spiro-OMeTAD is spin-coated
dynamically, forming a colourful interference pattern during spinning with
yellow/green/purple colour depending on the film thickness (which is greater at the substrate
edge due to meniscus effects). The films are then transferred to a dark drybox to oxidise,
enhancing the spiro-OMeTAD conductivity, a particularly important step without the FK209
additive. The perovskite and spiro-OMeTAD layers are then partially removed using a razor

blade and sometimes acetonitrile/chlorobenzene (particularly beneficial on the rougher FTO).

Finally, the samples are Ny cleaned and transferred into recesses in a patterned evaporation
mask. This defines the Au electrode area(s) which are either a single pixel per device or 6 small
pixels. The Au is then thermally evaporated in an Edwards 306 bell jar evaporator, initially slowly
(0.1 As“) to form a good contact with the spiro-OMeTAD,’ before evaporating at a higher speed:;
the trade-off here being time under vacuum vs. substrate temperature, which can be mitigated
through larger throw distances or substrate cooling during evaporation. The film thicknesses
are calibrated using a quartz crystal monitor during evaporation, and a tooling factor corrects
for the evaporation geometry (this is added based on ellipsometry measurements of measured

vs. target film thicknesses).

Each process is designed to minimise possible shunt pathways through the device, most critical
being small particulates which can interpenetrate between layers, pinholes in a layer due to
poor film formation, and direct contact pathways. The latter here are shorting devices, where
undesired current paths reduce the Rgy to effectively zero. The layout on the substrate is
shown in Figure 3B, with the cell active area marked in green, indicating the region exposed to

illumination for performance testing.
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Figure 3: A) Overview of device fabrication processes for an n-i-p configuration solar cell. B) Cross-section
through a completed device illustrating the role of etching, swabbing & scratching in mitigating potential

recombination channels. lllumination through the glass side allows for photovoltaic performance assessment.

3.3: Characterisation techniques

3.3.1: Device characterisation

Completed devices are placed upside down into a recessed holder with spring-loaded pins
pushing up to contact the anode and the cathode. An illumination mask is placed on top, with
a well-defined area (just smaller than the cell active area) measured precisely using an optical
microscope. The cell is then illuminated by a solar simulator, a device generating a temporally
and spatially uniform spectrum of light. In our system (Newport 92251A-1000) this is produced

by a Xenon arc lamp, which passes through optical filters, to give a spectral output closely
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matching the AM1.5G spectrum. Prior to testing, an NREL-certified Si reference cell (including
a Schott KG5 filter to remove the infra-red) is used to tune the exact output power of the solar

simulator to 1000.0+0.5 W/m?.

Next, a bias voltage is applied from a source measure unit to the cell to measure the current as
afunction of applied bias. Current-voltage (J-V) curves for all pixels are acquired by electrically
connecting to each in turn by mechanically switching between them, from which the
performance metrics described in the previous chapter are extracted: /.. V., FF and PCE.
Devices are tested in both the forward (J5. to V) and reverse (V. to Jg-) sweep directions
to account for any hysteresis behaviour in the cell,” which is fortunately reasonably low with

the transport layers employed here.

The hysteresis effect is better accounted for in perovskites by measuring the stabilised power
output (SPO) of a cell. Here, the bias voltage is not varied and instead is set to the J-V
determined V,,,,,, and the current output is measured. This is equivalent to using the solar cell
under real-world conditions but without use of an MPP tracking algorithm to optimise the cell
output. Generally, after tens of seconds the cell achieves a stable power output and the J and

PCE at this point are reported.

Additional insight can be gained by varying the illumination intensity from the typical 1000 W/m?
(1 sun) and acquiring electrical measurements. In Chapter 4, light-intensity dependent V.
measurements were acquired using an LED solar simulator (Oriel LSH-7320 ABA LED) which
can be varied from 0.1to 1.1suns intensity. Here the deviation of the V- from a theoretical ideal

can indicate certain recombination mechanisms at play in the solar cell."®"

Device stability measurements were also acquired in Chapter 5 using a lifetime testing solar
simulator (Atlas Suntest CPS+). This system also uses a 1500 W Xenon bulb, but has a far
greater spectral mismatch to AM1.5G, including a significant infra-red component, as shown in

Bovill et al.”®

Here, pixels are sequentially measured (reverse sweep direction) in turn with
automatic switching between, and held at open-circuit in between measurements. The system
also does not allow for an illumination mask and irradiation is from all directions, so the data

are normalised with respect to calibrated intensity measurements using the solar simulator.

3.3.2: X-ray diffraction

The main principles underlying diffraction measurements on crystalline materials are

explained in the previous chapter, here we focus on the experimental geometries and
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equipment used to investigate perovskite thin films. The explanations here are largely based

on works by Klug & Alexander, and Als-Nielsen & McMorrow.'*?

In conventional lab-based 1D XRD, a heated cathode filament is used to generate thermionic
electrons which are directed onto a copper (Cu) target anode. This results in the emission of
electromagnetic radiation (X-rays) with a continuous distribution of wavelengths. For a Cu
target with electronic structure, the incident electrons can also remove core shell electrons,
leaving vacant inner orbitals. Outer electrons quickly drop to fill the vacant core shell, emitting
a photon with a quantised transition energy, resulting in characteristic emission lines in the
radiation. The most important lines for Cu (electronic structure 1s?2s?2p®3s?3p°®3d'°4s') in XRD
are the K,; and K, emission lines corresponding to transitions from the 2ps,» and 2py» orbitals
to the 1s orbital. These generate X-rays with a wavelength of 1.541 and 1.544 A, smaller than

typical interatomic lattice distances and thus ideal for diffraction.

The generated X-rays pass through various optics to limit the beam divergence, parallelise the
beam (Soller slits) and monochromate the beam - unwanted transitions such as Kg will cause
additional scattering. A final slit is changed by the user to optimise the source beam for
minimising beam divergence (narrow slit) or maximising scattering intensity (wider slit). A
second slit is used on the X-ray detector, with the same trade-off. To acquire a diffraction
pattern, the source and the detector are mounted on a goniometer, which is rotated in one
axis about the sample centre. A beam knife is optionally employed, sitting above the sample
surface to restrict scattering away from the sample centre by both blocking the scattering
from the left of the sample and blocking the beam from hitting right-of-centre. This is
particularly beneficial at low incidence angles where the source would otherwise be almost
incident on the detector. During measurement, the sample is usually rotated in the plane
orthogonal to the measurement axis to account for any sample non-uniformity such as
preferential orientation in the plane of the sample. One of the diffractometers used in this

research (Bruker D8 Advance) is shown in Figure 4 with these features marked.
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Figure 4: Bruker D8 Advance diffractometer with key components indicated.

Perhaps the most widely used method for the acquisition of XRD patterns uses the Bragg-
Brentano, or reflection, geometry (Figure 5A). Here the X-ray source and detector arms are
both symmetrically rotated on the goniometer by an angle 8 above the horizontal sample plane,
in this way the range of 260 Bragg angles are probed. This is ideal for thick samples, however at
higher angles with thin films the X-ray beam will pass through a reduced scattering volume,
altering the peak intensity. This can also cause intense reflections from the substrate in the

case of weakly scattering thin films.

An alternative geometry is grazing-incidence (Figure 5B), in which the beam is at a constant
incidence angle a; with respect to the sample surface, and only the detector arm is rotated
through 26. This has the benefit of always maintaining the same beam attenuation through the
sample (minimal substrate contribution), but does however mean that the sample footprint
over which scattering occurs is longer. The effect is a larger instrumental contribution to peak
broadening (particularly at larger 26 angles), whereas at most angles in Bragg-Brentano the

scattering is effectively from a point.

These 1D-XRD methods are unfortunately of lower utility for highly oriented or textured thin
film samples, in which scattering can occur away from the measurement plane in either of

these geometries, necessitating the use of 2D X-ray scattering methods.
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Figure 5: Two common 1D-XRD geometries. A) Bragg-Brentano geometry, in which the source and detector are
rotated through an angle 0 to satisfy the Bragg condition. B) Grazing-incidence, where the X-ray source is held at

a constant incidence angle a; greater than the critical angle of the material (typically 0.5-3°).

3.3.3: 2D X-ray scattering

Wide-angle X-ray scattering (WAXS), in particular in grazing-incidence geometry (GIWAXS),
overcomes these shortcomings of 1D X-ray scattering methods for thin films. This technique
emerged from an offshoot of the small-angle X-ray scattering (SAXS) community, working on
grazing-incidence SAXS, which was introduced in 1989.7' Initial reports focused on film
formation, nanoparticle assembly, and GISAXS became widely used in response to the
difficulties in measuring weakly scattering organic thin films.?? This progressed into extensive
possibilities for characterisation of thin film morphologies, buried interfaces, and most
importantly, by acquiring a large region of reciprocal space simultaneously, in-situ process

monitoring.?*2*

In a GISAXS measurement, a flat X-ray detector is positioned at a large distance from the
scattering centre to monitor very low Q reciprocal space, corresponding to large distances in
real space. In contrast, GIWAXS (and related/analogous techniques such as 2D GI-XRD, GIXS
etc) monitors the much smaller scattering features, typically g = 0.1-3 A", or real space
distances d ~ 2-60 A — covering a range of interatomic distances. Depending on the X-ray

source, scattering intensity and 2D detector, impressive time resolutions can be achieved - in
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Chapter 6 as high as 10 frames per second - but with much faster acquisition possible with the

latest generation detector materials.”®

A standard GIWAXS experimental configuration using a flat 2D detector at a static position is
shown in Figure 6A, with the required incidence angle «; implemented by tilting the sample
stage. Alternatively, a smaller 2D detector on a goniometer can be used which more closely
samples the surface of the Ewald sphere (Figure 6B).° This is at the expense of temporal
resolution as data for a complete scattering pattern must be acquired at multiple detector
positions,?” and so is unsuitable for monitoring fast processes. This setup is analogous to 1D GI-
XRD but without slits at the detector to minimise the scattering background, so high brilliance

X-ray sources are required. A range of sample environments can be used surrounding the

28,29 30-32

sample, including in-situ coating apparatus, environmental chambers, or vacuum

environments to remove background air scatter or perform vapour depositions.?*%

A Flat detector

Beam and detector positions

fixed. Incidence angle made q,
by tilting sample stage.
Out-of-plane
scattering

X-ray angle g
incidence
angle q;

X-ray
beam 2D X-ray
path detector
L Thin film  scattering
"a;(\"\e sample angle 6,
B Rotating detector
4t position
Smaller 2D X-ray detector moves "
sequentially through discrete rotations 3" position
(in one axis) on a goniometer arm.
2" position
15t position

Figure 6:A) Typical GIWAXS experimental setup. If sufficiently scattering and transmissive, the sample can also
be mounted in a transmission configuration, normal to the beam path. This has the benefit of reducing sample
footprint broadening, but prevents analysis of film texture. B) Alternatively, a smaller 2D detector rotated about

the sample centre can be used.
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For many materials, crystal formation in thin films is not isotropic; the equilibrium point for
crystal nucleation is not uniform throughout a wet film.** Instead, the air/liquid or liquid/solid
interfaces may be sites which seed crystal growth, and could then proceed in a specific
orientation direction through a film. This results in crystal structure which has preferentially
grown along some axes, exhibiting strong orientation or “texturing”. In these highly oriented
materials, GIWAXS is particularly invaluable, as they will exhibit scattering features but not
along the g, axis which is probed by 1D-XRD methods (Figure 7). Peaks outside of this region
will not be observed in traditional XRD, and for phases with out-of-plane texture, the peak
intensity will be greatly exaggerated. This is frequently the case in the halide perovskite field
with Pbl, commonly forming with strong out-of-plane texture and often scattering more
strongly than the perovskite phase.?® This could be easily misinterpreted as being the dominant
phase in a film, when in fact it is merely the phase with the largest “coherent scattering domain”
in the plane of the measurement, but may be a much smaller phase fraction of the overall film.
In the case of randomly oriented (“isotropic”) samples (such as uniform powder samples), the
scattering peaks observed in a 1D XRD pattern will appear as complete Debye-Scherrer rings

on the 2D detector surface.

1D-XRD
sampling region

Numerous Bragg

spots not .detected Out-of-plane scattering
by conventional XRD features — periodic features
parallel to substrate

d

In-plane scattering — features
perpendicular to substrate

Figure 7: A GIWAXS detector image acquired from a highly oriented sample. The marked region indicates the
region observed in a 1D-XRD measurement. The illustrations to the right show periodic structure either parallel or
perpendicular to the sample substrate, resulting in reciprocal space scattering in the marked directions (regular

orders of the same plane are spaced by Q = 2r/d). It should be noted that aside from epitaxial samples,
polycrystalline film orientation is generally isotropic in the q,, plane, so while the detector image samples

reciprocal space orthogonal to the q, direction (Figure 6), the full in-plane scattering is still acquired.
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3.3.4: X-ray sources

To acquire 2D X-ray scattering data, high intensity, collimated beams are required. With a solid-
state Cu anode, the X-ray flux is proportional to the electron flux, and reaches a maximum
when the anode begins to melt (Figure 8A). This limits the practical electron beam intensity to
typically ~ 2-3 kW with some cooling of the anode, with tens of kW achievable with a rotating
anode or other innovative cooling.?®®” The most exciting development for lab-based
measurements has been the advent of liquid-metal jet X-ray sources.®® In these systems, the
solid-state anode is replaced by a rapidly flowing jet of a liquid metal, typically indium-gallium
alloys. In this way, the anode is continuously replenished, avoiding the melting that would occur
for a solid-state source, and allowing for much higher power electron beams (up to 250 kW).*®
An Excillum Metaldet source as part of a Xenocs Xeuss 2.0 system based in the Department of
Chemistry at the University of Sheffield was used extensively throughout all aspects of the
research undertaken, enabling acquisition of GIWAXS patterns from perovskite films in as little
as 60 seconds. For fast in situ processes or rapid data acquisition, synchrotron radiation
sources are required. Here the X-ray photon intensity is several orders of magnitude higher
(10" photons/second), concentrated in a small area, low divergence beam with advanced X-

ray optics to enhance the monochromaticity.

A Solid state B Liquid-metal jet

Rapid flowing
“—  controlled jet

e

Cu anode C—— Gaanode [
Cathode P Cathode
Outlet
X-ray Heating limits
beam intensity

Figure 8 Comparison of solid-state and liquid anodes for X-ray generation. A) A solid Cu anode is limited by the
melting of the material, which can be partially overcome by rotating or actively cooling it. B) With a constantly

flowing Ga anode, the cathode beam intensity can be an order of magnitude higher intensity.

3.3.5: Data processing

X-ray data acquired as GIWAXS must be corrected, masked and processed (data reduction)
before being analysed. The raw 2D detector images are acquired at a sample-to-detector

distance (SDD) and the correct reciprocal space mapping for this position is calibrated using
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a measurement from a strongly scattering standard material with well-defined lattice
parameters, such as silver behenate or ideally lanthanum hexaboride (LaBs, specifically NIST
standard SRM660c). The data is masked to remove faulty pixels on the detector, and to remove
known background scattering features such as the direct beam, or scattering below the sample
horizon. Data must also be corrected for other factors such as the polarisation of the X-ray
beam, for instance in the case of horizontally polarised synchrotron light, or the detector solid
angle, a correction accounting for the angle-dependent path-length of a diffracted photon
through a finite thickness detector.*® In the case of shallow «;, refraction can cause not

insignificant shifts of peak positions in g, which must be considered for certain samples.*

From this, because incidence and scattering angles are not equal, the outgoing momentum
transfer vector has an in-plane scattering component, therefore some data from the otherwise
spherical Ewald surface are not captured.*’ This results in a “missing wedge” of data which is
dependent on the scattering and incidence angles, as well as the detector angle.***® The raw
2D detector image must therefore be “reshaped”, and from this we can take linecuts through
the data, with an “azimuthal linecut” (confusingly also variously termed a “radial linecut”)
integrating over a range of x angles, producing a 1D plot of g vs. intensity, which is interpretable
in the same way as XRD, but with total scattering including the contribution from off-axis
scattering vectors (Figure 9A,C). For in-situ process monitoring, by azimuthally integrating a
series of 2D images we can produce “waterfall” (or “contour”) plots of diffraction over time,
acquired simultaneously at a range of length scales (Figure 9D). To better understand
orientation of a specific lattice plane, one can also take a “azimuthal profile” (or sector profile)
around, or along, a specific Debye-Scherrer ring, returning a plot of x vs. intensity (Figure 9B).
Short of a more rigorous texture analysis, this orientation distribution can be analysed by a
number of parameters such as Hermans’s orientation function, Maier-Saupe orientation

parameter,** a mosaicity factor,” or a Lotgering factor.*®*
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Figure 9: GIWAXS data reduction. A) A raw 2D detector image has been corrected and reshaped, introducing the
missing wedge of data, the portion of the Ewald sphere not sampled by the flat detector. The angle y on the 2D
image is marked, indicating the axis along all Debye-Scherrer scattering rings. B) Radially integrating along a
single scattering ring gives the orientation distribution for a specific reflection. C) An azimuthal integration over
all y angles gives the equivalent to a powder-XRD pattern — an orientation independent q vs. intensity plot. D)
Taking a series of azimuthal integrations we can monitor multiple reflections simultaneously for in-situ

measurements.

Whilst the GIWAXS community is obviously not as large as the wider field of crystallography,
there is a growing ecosystem of software packages for data reduction and analysis. Most useful
to this thesis has been GIXSGUI, developed by Zhang Jiang at the Advanced Photon Source.*
This is a MATLAB toolbox with wide-ranging functionality from data processing, applying
corrections, 1D linecut processing and 2D image reshaping to account for the missing wedge.*®
This software has only limited capability for batch-processing, so additionally a GUI was
developed for this purpose to handle large datasets. This was designed to simplify data
processing and has been invaluable, particularly for in-situ experiments with large kinetic

datasets.
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More recently, Python Fast Azimuthal Integrator (PyFAl), has been employed with great
success.*’ This program has been designed by researchers at the European Synchrotron
Radiation Facility for the computationally efficient reduction of large 2D datasets in
transmission geometry. This has the benefit of being open-source code, well supported, and
has a range of tools, such as for implementing sample alighment and reciprocal space mapping.
Developing work by Dane et al’® to modify the PyFAl library for use with grazing incidence
geometry, numerous codes were written to automatically process 1D azimuthal integrations,
reshape 2D data and waterfall plots, benefitting from the more extensive set of Python libraries

than are available within Matlab.

In addition, both SimDiffraction and GIXSGUI have been useful to analyse and simulate 2D
diffraction patterns. GIXSGUI allows for the calculation of expected scattering positions for a
generic unit cell for any of the 230 space groups when given the unit cell parameters
a, b, c,a, B and y. With an orientation vector [uvw] of the unit cell, the expected positions in g,
and q, are calculated and can be directly overlaid onto the measured diffraction data (Figure
10). This has been useful for quickly identifying dominant orientations for known crystal
structures in a material. SimDiffraction, a Matlab package developed and maintained by Dag

1.°" offers an even more powerful tool which was particularly useful in Chapter 6.

Breiby et a
Here, it is possible to directly simulate 2D diffraction data by defining an extensive range of
parameters relating to the beam (shape, polarization), sample (correlation length, X-ray
absorption properties), crystal structure (crystallographic information file [CIF] import,
structure factor, atomic positions) and preferred orientation (uniaxial/biaxial models, sample
tilts, peak broadening). The interface, processing and example data output are shown in Figure

1.
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Figure 10: GIXSGUI Diffraction analysis tool, allowing for simulation of Bragg peak positions for a generic crystal

based on its space group, lattice parameters and orientation. A) The tool interface with typical input parameters

and table of calculated values. B) Peaks are overlaid on 2D data with annotated Miller indices.
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Figure 11: SimDiffraction tool for simulating 2D diffraction data. A) The core input window, illustrating an
imported CIF structure, unit cell parameters, orientation vector and other options. From here, the settings B)
define the experimental parameters for the imported data and various corrections which can be applied. C) The
preferred orientation model parameters for a simulation, accounting for sample tilting, rotation in the xy plane,
chirality and other possible sources of scattering intensity. D) A simple overlay of expected scattering positions on
the acquired data (analogous to Figure 10B in GIXSGUI, with peak broadening, but unfortunately without Miller
indices). E) Example of a fully-simulated 2D diffraction pattern using the applied corrections and orientation

model output as in part D.

3.3.6: Nuclear magnetic resonance (NMR) spectroscopy

NMR has been used, particularly in the later stages of the research, to identify chemical
environments in solution. This relies on isotopes of certain elements which have an intrinsic
magnetic moment, which can be perturbed by applying magnetic fields and observing the spin
relaxation, with various types of pulse sequence providing detailed information on the

surroundings of an element in a sample.’?*® To do this, samples (~600 pl) are prepared inside
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standard NMR tubes unless otherwise mentioned, in an N2 glovebox to minimise contamination,
free from particulates and usually in deuterated solvents as stated for each sample.’* Several
types of spectra were acquired in 1D ("H, ®*C, 2°’Pb) and 2D (1H-1H COrrelated SpectroscopY
[COSY] and 1H-13C Heteronuclear Single Quantum Coherence [HSQC]), generally using
standardised parameters. Data was acquired on a Bruker Avance Il 400MHz or Bruker Avance

[l 400MHz and all data were analysed using TopSpin (Bruker).

3.3.7: Optical spectroscopies

White-light absorption, photoluminescence (PL) and spectroscopic ellipsometry (SE) were

used to characterise np-SnO; and perovskite films in Chapter 4.

Absorption allowed for the estimation of the optical E; of these layers by comparing a white
light spectrum with and without an absorbing sample. Absorption measurements were also
used for solutions in a cuvette, with absorption bands corresponding to different

iodoplumbate species in solution.

Bandgap measurements on films were complemented by PL which provides a fast method to
look at the emission spectrum of photons after excitation by above bandgap photons (typically
532 nm). We note there are some subtleties in measuring PL on perovskite films due to optical
effects,’® the presence of mixtures of phases,’® and evolution of these multiple phases (such as

by light-induced halide segregation),’” and light-intensity dependence.

SE was used to analyse the thicknesses of np-SnO, thin films, making use of the change of
polarisation between a transmitted and a reflected beam of light. This is done by fitting a model
to the phase difference of the incident and reflected light. This was further developed by
combining ellipsometry and transmission data to obtain the complex refractive index self-
consistently for individual wavelengths via a global error minimization.’® Some of this data was
fitted with a band fluctuations model with an equation describing the direct absorption edge

and Urbach tail.>®%°

3.3.8: Surface characterisation

Surface profilometry, atomic force microscopy (AFM), photo-conducting AFM (pc-AFM) and
scanning electron microscopy (SEM) were all used to characterise film thicknesses,
microstructure, roughness and electronic properties. All samples were prepared according to

the procedures for device fabrication.
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Profilometry was used on individual layers and completed devices both in line-scan mode (to
check layer thicknesses) and with 2D map profiles to look at morphology over large areas. Data
was processed in Gwyddion to remove sample tilting, and correct for other distortions over

large areas.

AFM measurements were acquired over small areas to look at film topography. A scanning
force microscope was used in tapping mode and again Gwyddion was used to process images

and determine localised film roughnesses.

A scanning probe microscope was used to acquire pc-AFM on half-stack devices
(ITO/Sn04/perovskite). These were illuminated through the substrate by a blue LED with no
applied bias to generate free charges, and the AFM tip connected to a ground to acquire the
photocurrent at short-circuit conditions. Additionally the surface topology is measured, as with

standard AFM.

SEM images of both film surfaces and device cross-sections were measured using various SEM
systems, with success using a Carl Zeiss modified Raith Nanofabrication SEM. This was
operated at low voltage (1-1.5 kV) to prevent excess charging which both damages samples and
distorts images.®® This was also mitigated by forming a good electrical contact between the
perovskite and the sample holder using silver conductive paint, which was particularly
important for cross-section sample preparation. Here, films were fractured using a diamond
scribe applied to the back side of the sample, before snapping from the film side, and then
mounted in a holder and coated with silver paint close to the measurement area.
Backscattered secondary electrons were captured using a detector inside the beam column
to allow for short working distances of 1-3 mm. Grain size analysis from these images utilised

Imaged, through carefully controlling the contrast of grain boundaries.

3.3.9: Photoelectron spectroscopy

Ultraviolet photoelectron spectroscopy (UPS) and X-ray photoelectron spectroscopy (XPS)
measurements were acquired for thin films in ultra-high vacuum. These consist of photons
being incident on a sample, which can remove electrons from the core levels of the elements
present. Because the photoelectrons must be able to escape the film, these are highly surface-
sensitive techniques. XPS can give extensive information about the chemical state of the
elements present in a sample. UPS uses lower energy photons to probe orbital energies, giving
information about the energy levels present in a sample, so it is ideal for analysing band
alignment effects, assuming sample degradation can be avoided. XPS and UPS was collected

using a Kratos AXIS Supra with either monochromatic aluminium radiation (1486.6 eV) for XPS
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or helium (21.22 eV). Samples were electrically contacted to the sample holder to provide a

conductive path from the top surface to the sample holder and prevent charging. The data was

primarily analysed using CasaXPS and OriginPro, with further fitting of the XPS core level

spectra in Fityk.®' A plasma cleaned Au foil was used as a reference film for UPS measurements

(to confirm the Fermi energy for a metal sample of 0 eV).
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4.0: Publication Foreword

The perovskite field has naturally diversified to investigate the complex electronic and ionic
behaviour in the light-absorbing perovskite layer, the numerous transient instabilities in
devices and the thousands of potential interface materials, each with their own chemical
interactions. In this project, the goal was to develop a stable electron transport layer which
could be scalably deposited and post-processed in timescales feasible for industrial
fabrication. SnO, was chosen as a potentially more UV-stable metal oxide than TiOq, which had
by this point been identified as photocatalytic with UV light, which would seriously limit its
potential use in PV modules. After extensive investigations with electron-beam deposited
materials, spin-coated pre-crystallised nanoparticles (using non-toxic solvent) were found to
be an attractive route to reproducibly high efficiency devices. New processes were developed
to transfer this spin-coating protocol to scalable deposition procedures and understand the
effects of post-processing procedures. The economic need for rapid processing of PSCs has
been outlined in the introduction, and so a fast annealing step was developed enabling good
efficiency devices. Despite the importance of processing at speed, this area is still relatively
unexplored in perovskite literature and it is hoped that this paper will encourage further

research in this area.

4.1: Author contributions

J.AS. conceived the experiments, prepared the devices, performed or assisted with all
measurements/analysis and wrote the manuscript. O.G. assisted with device fabrication,
manuscript preparation and light Voc measurements. J.E.B. assisted with the spray-coating
layer design and fabrication. E.L.K.S. optimised the slot-die coating layers. R.C.K. took the AFM,
ellipsometry and assisted with GIWAXS and analysis. C.G. acquired the TRPL data. R.J. took the
PL and absorption measurements. T.L.A., M\W-S and T.J.R. assisted with sample fabrication. E.C.
took profilometry measurements and assisted with XPS/UPS analysis. A.J.P. assisted with
GIWAXS measurements. D.H. took UPS/XPS and supervised this data analysis. D.G.L.

supervised the project.
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4.2.1: Abstract

The development of scalable deposition methods for perovskite solar cell materials is critical
to enable the commercialisation of this nascent technology. Herein, we investigate the use and
processing of nanoparticle SnO- films as electron transport layers in perovskite solar cells, and
develop deposition methods for ultrasonic spray-coating and slot-die coating, leading to
photovoltaic device efficiencies over 19%. The effects of post-processing treatments (thermal
annealing, UV ozone and O. plasma) are then probed using structural and spectroscopic
techniques to characterise the nature of the np-SnOs/perovskite interface. We show that a
brief ‘hot air flow’ method can be used to replace an extended thermal anneal, confirming that
this approach is compatible with high-throughput processing. Our results highlight the
importance of interface management to minimise nonradiative losses, as well as providing a
deeper understanding of the processing requirements for large area deposition of

nanoparticle metal oxides.
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4.2.2: Introduction

Organic-inorganic hybrid perovskite materials have generated excitement and extensive
research interest in the photovoltaic community since their demonstration in 2009, with the
record single-junction power conversion efficiency (PCE) now reaching above 25%."* This has
been made possible by a distinctive set of characteristics in this family of materials, including
high optical absorption, long charge-carrier lifetimes enabled by low non-radiative
recombination rates, and extensive possibilities for compositional tuning.3* Typically, high
efficiency n-i-p cell architectures have relied on a compact and mesoporous TiO; electron
transport layer (ETL) architecture.” However, a primary concern with TiO: is the inherent
instability caused by UV light interacting with molecular O, adsorbed at surface defect sites.
This process may then lead to decomposition of the organic component of the active layer,
with many stability studies on devices utilising TiO. typically making use of UV filters to negate
such effects.®” TiO, based systems also commonly require processing steps at temperatures
above 450°C.° This temperature is, however, incompatible with many roll to roll (R2R) or sheet-
to-sheet substrates such as polyethylene terephthalate (PET), and will also limit their use in

tandem devices that may have other temperature-sensitive layers.

One approach to mitigate ETL UV instability and reduce the processing temperature is to
replace TiO, (bandgap ~3.3 eV) with a wider bandgap metal oxide such as SnO; (3.6 — 4.2 eV),
with the wider bandgap also reducing parasitic absorption.2® Compared to TiO,, crystalline
Sn0; exhibits nearly two orders of magnitude higher electron mobility;'® a property that
suggests it should act as a highly effective ETL. Atomic layer deposition (ALD) has been used to
deposit amorphous SnO; and it is thought that its conduction band is well aligned for barrier-
free electron transfer from various perovskites." Various routes have been used to deposit
planar SnO: including chemical bath deposition (CBD), sol-gel conversion,” chemical vapour
deposition (CVD),”® plasma-enhanced ALD,”* electron-beam evaporation,” thermal
evaporation,”® sputtering,'” spin-coated sol-gel precursor in combination with CBD,"®

1920 and mesoporous Sn02.2"* Importantly, mesoporous SnO, has also

nanoparticle routes,
been demonstrated to have improved UV stability relative to mesoporous TiO,, although has
so far been processed at high temperature, preventing the use of fluorine-SnO, (FTO) layers
due to fluorine migration.?"* Two key papers on planar SnOs-only ETL deposition routes have

reported efficiencies of over 20%, ®%

with work by Jiang et al. using an off-the-shelf
nanoparticle Sn0O. (np-Sn0,) product leading to a record-breaking planar n-i-p device PCE of

23.3%.% This np-Sn0, system has the advantage of not undergoing temperature-sensitive
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phase formation during annealing, which can impact the reproducibility of other SnO, ETL

deposition processes.

In this paper, we utilise a np-SnO; system with a triple cation, mixed-halide perovskite® with
solution composition Cso.05FA079MA016Pbl24sBross and demonstrate highly reproducible
stabilised power output (SPO) efficiencies of up to 19.7% and good batch-to-batch
reproducibility. We explore two scalable np-SnO. coating methods (spray-coating and slot-die
coating) and achieve peak PCEs of over 18% SPO. To demonstrate a rapid process compatible
with roll-to-roll (R2R) manufacture, we investigate both annealing-free and hot air flow (HAF)
flash drying processes (120°C for 1 minute) combined with other low-temperature post-
treatments (ultraviolet-ozone (UVO) and O, plasma) to replace or reduce the commonly used
annealing step (10-30 minutes at 150°C)."?* Using such techniques, we develop a rapid process
that combines spray-coating, HAF at 120°C, and UVO treatment to achieve 18.7% SPO using a
fully scalable ETL deposition process. These results demonstrate the benefit of ex-situ
crystallised nanoparticle metal oxides for achieving efficient, rapidly processed photovoltaic

devices.

4.2.3: Results and discussion

4.2.3.1: Electron transport layer deposition

To establish a stable baseline for experiments using more scalable techniques, we explored the
fabrication of perovskite solar cell (PSC) devices in which the ETL was deposited by spin-
coating np-Sn0O; from a diluted commercially available dispersion. Full details of the techniques
used are given in Experimental Methods. Figure 1 shows the n-i-p configuration of the device,
together with a scanning electron micrograph (SEM) cross-section of a completed device.
Here, the full device structure is as follows: indium tin oxide (ITO), np-SnO, ETL, triple cation
perovskite Cso.o5FA079MAo16Pbl2.4sBross absorbing layer, doped spiro-OMeTAD hole transport
layer (HTL) and Au top contact.

We achieved a narrow distribution of device efficiencies on ITO for large 0.16 cm? cells (see
Figure 1c), with a champion device PCE of 19.8% reverse sweep (Voc to Jsc) efficiency (Figure
1d) with the stabilised power output (SPO) closely matching the reverse sweep PCE at 19.7%
(see Figure 1e). The batch-to-batch reproducibility and device metrics are promising; multiple
devices were realised with a Voc of 1.17 V, corresponding to a loss-in-voltage (Viess) from the
1.62 eV bandgap of 0.45 eV in the best cells (Figure S1). Comparable efficiencies of up to 18.8%

were demonstrated for smaller devices fabricated on fluorine-doped tin oxide (FTO)
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substrates (see Figure S2). For comparison, we also show data in Figure S3 for small cells
fabricated using the SnCl4.5H20 spin-coating method proposed by Ke et al. and developed by
Anaraki et al.®"® Here we found similar performance in some devices, however, we find the
process to have low reproducibility (a broader distribution compared to np-SnO, devices in
Figure S2), with full cell performance parameters given in Table S1. The process also requires
a drying step at 100°C followed by a longer annealing time at higher temperature (180°C for 60
minutes).”® Taken together, we believe that the low reproducibility, and temperature
requirements to convert to SnO,, makes the SnCls.5H.0 conversion process unsuitable for use

in scalable device architectures, with nanoparticle metal oxides being an attractive solution for
rapid processing.
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Figure 1: np-SnO; device structure and performance. ) lllustration of n-i-p layer architecture with a photo of a
completed device in the inset. b) Cross-sectional SEM image of a completed device showing densely packed
perovskite grains and ultrathin np-SnO; layer. ¢) Histogram of all spin-coated device efficiencies (forward and
reverse sweep), showing excellent reproducibility. Champion cell performance is illustrated by d) a current-voltage

sweep and e) stabilised device performance at the J-V determined MPP.,

4.2.3.2: Slot-die coating

Two scalable deposition methods were investigated to deposit the ETL layer. Slot-die coating
is widely used in industry in R2R processes and has the key benefit of minimal wasted material
during coating.?>?® To deposit a range of thicknesses, we used a set solution concentration and
flow speed and then explored a range of head speeds. Surface wetting was enhanced by UVO
treatment of the ITO prior to deposition, with a 3 wt% np-SnO, solution prepared by diluting

with H20. Improved wetting for contact coating methods can also be promoted by mixing the
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primary solvent with ethanol by dropwise addition.”® We note that when diluting using only H.0
(which has a high surface tension of >70 mN m™ at RT) a meniscus forms around the slot die
head and at the substrate edges. Here, we mitigated this effect by placing the target substrate
between two other substrates to ensure a uniform flow across the intended device area (see
Figure S4), with the meniscus defining the thickness of the deposited layer (found to be ~38
nm see Figure S5). This is confirmed by process optimisation results, showing device
efficiencies that are comparable across a range of head speeds from 3 to 15 mm s™ (see Figure
S6a). Champion and average device performance metrics are shown in Table S1for all devices
in both sweep directions, with a maximum PCE of 18.5% and only mild hysteresis for the reverse

sweep direction (Figure S6b).

4.2.3.3: Spray-coating

As a non-contact scalable deposition technique, spray-coating offers the benefit of higher
throughput than is achievable using slot-die or other contact coating methods.?” However, care
must be taken to ensure good wetting of the substrate, the formation of a uniform, levelled wet
film and homogenous drying. In the case of perovskite films, the solvent optimisation is
particularly critical as it is also necessary to control nucleation and crystallisation behaviour.
This can be achieved through careful post-deposition treatments such as vacuum exposure;?®
a technique that has also been used in inkjet printing.?® For the methods outlined here, we are
using an ultrasonic spray coater, which atomises the coating solution using a piezoelectric
transducer into droplets from a moving head, which are directed with gas flow onto a static
coating surface.?” Here we have adopted a single-pass coating approach, operating in ambient

conditions and using non-toxic solvents.

Typically, low surface tension and low boiling point solvents are used for spray-coating. When
using H20 as a solvent to spray-coat SnO,, its high surface tension can lead to the formation of
thick wet films despite its good wetting properties (indeed 30 seconds of UVO exposure is
sufficient to encourage complete wetting, see Figure S7). The thickness of the wet film is also
dictated by the volume of solution that lands on the substrate, the surface energy of the
substrate and meniscus effects at the edge of the substrate. We have optimised the spray-
deposition process to deposit SnO. films on ITO glass and find that the use of a low
concentration solution (1:70 np-Sn02H.0), together with a UVO treatment leads to the
formation of a homogeneous wet film. From this wet film, drying proceeds over the substrate
surface in around 60 seconds. We show this process schematically in Figure 2, with images of

this process and uniform conformal coatings shown in Figure S8. We note that in an industrial
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process, drying could be further controlled by use of an air-blade or hot air flow (HAF) across

the surface, a process that we describe later.
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Figure 2: Scheme illustrating the optimised np-SnO; drying process across the UVO-treated ITO surface: i) spray-
coating, ii) fast reticulation, iii) dry film with poor uniformity, iv) ideal wet film and v) drying proceeds across the

substrate.

4.2.3.4: Topography and device performance

To investigate the uniformity and roughness of the deposited films, we performed atomic force
microscopy (AFM) on spin- and spray-coated np-SnO. (see Figure 3a-c). We found spin-coating
significantly reduced the film root mean square surface roughness (Rrvs) from 2.46 nm for the
uncoated ITO to 1.37 nm, with the spray-coated film being slightly rougher (Rrvs = 2.20 nm).
Examining the topography of the coated surfaces, we find that the np-SnO film (prepared by
both deposition techniques) significantly reduces the surface density of voids in the ITO. We
have compared spin- and slot-die coated surfaces and find that slot-die coated np-SnQ; films
exhibit comparable roughness to spin-coated films (1.37 nm) with annealing having little effect
on film morphology (see Figure S9). We find that the spray-coated films have a reduced layer
thicknesses, which is ~ 17 nm (measured by spectroscopic ellipsometry), with this thickness
being apparently insensitive to spray-coater head speed (see Figure S5). We speculate that this
thin sprayed np-SnO; film dries conformally over the surface, with its greater roughness

possibly reflecting the roughness of the underlying ITO (see Figure 2).

We have also performed surface profilometry mapping on completed devices (glass/ITO/np-
SnOo/perovskite/spiro-OMeTAD/Au) to explore film morphology over larger length-scales (2

mm x 2 mm). A surface map is shown in Figure 3d that was recorded from the surface of a
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device incorporating a spray-coated np-SnQO. layer deposited from an IPA/H>0/np-Sn0O.
solvent mixture, with similar mixtures having been used with slot-die coating to improve
wetting.?® However, we found that de-mixing of this two-solvent system occurs during the
atomisation process in the ultrasonic spray head, as illustrated in Figure S10. Consequently,
this poor uniformity bottom layer leads to a significant number of pinholes, with ring-like
morphological defects resulting from undulations in the np-SnO. layer apparently propagating
through subsequent layers in the completed device. However, this behaviour can be largely
suppressed by judicious choice of spray-solvent. Here, Figure 3e shows a topographic image of
a device surface in which H20 solvent was used to spray-coat the np-SnO,, leading to greatly
reduced density of pinholes and no ring-like features evident. This result highlights the
different challenges with solvent engineering for spray-coating as compared to contact

methods; further details on creating stable solvent mixtures for spray-coating are given in SI
Note 1.
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Figure 3: AFM height maps for uniformity and roughness of a) ITO, b) spin-coated and ¢) spray-coated np-SnO,

layers. Profilometric mapping of completed devices using spray-deposited np-SnO, with d) IPA/H20 mixed solvent
and e) H;0-only solution; here np-SnO; layer inhomogeneity in the IPA/H.0 cast film leads to pinholes in

subsequent layers. ) J-V curve for the best performing spray np-SnO; device.

Device performance metrics for all devices are shown in Table 1. For optimised spray-coated
np-Sn0O; devices, we achieved a champion PCE of 19.2% with a SPO for the best performing cell
of 18.6% (see Figure S11). We find that devices fabricated using a spray-coated np-SnO; layer

exhibit increased J-V hysteresis; a result consistent with a reduced uniformity in layer
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thickness. Despite this, we find that other performance metrics for spray-coated and slot-die

fabricated devices closely match those of average spin-coated cells.

Note that we have found it is imperative to use the np-SnO. films directly after the application
of annealing and UV ozone treatments. We observed that leaving annealed np-SnO; films in
ambient conditions, even if subject to a UVO treatment directly before coating with perovskite,
leads to a substantial loss in Voc (see Table 1). This effect most likely results from the
adsorption of organic species at the surface that cannot be effectively removed through UVO

treatment alone.

Table 5: Champion device performance metrics for spin- and spray-coated np-SnQO, devices, with average &
standard deviation in parenthesis. All devices are thermally annealed (150°C for 30 min) and post-treated with
UVO. Performance for spray-coated cells with np-SnO: layers left in air for 2 days following annealing is also

shown, highlighting the issue of loss of performance resulting from surface contamination.

No. of
Coating | Treatment | Sweep PCE (%) Jsc (mAcm-2) Voc (V) FF (%) cells
Annealed 4 | Forward 19.29 2293 1.16 75.30
, nneate (17.2141.40) | (22.1340.43) | (1.1240.03) | (69.23+4.80)
Spin 15 mins 43
19.82 22.94 117 76.14
uvo Reverse
(18.1740.97) | (22.1540.46) | (1.13+£0.03) | (72.58+2.38)
Annealed 4 | Forward 17.86 22.26 113 70.76
eate (16.6241.75) | (22.1340.26) | (1.13+0.01) | (66.24+6.13)
Spray 15 mins 13
o Reverse 19.22 22.29 1.15 75.27
(18.454+1.18) | (22.1940.20) | (1.1440.01) | (72.76+3.75)
Anmealed + | Forward 14.92 22.21 1.01 66.28
nneate (11.3242.68) | (22.0140.20) | (0.94+0.09) | (53.7648.73)
Spray delayed 15 13
V0 | Reverse 17.01 22.39 1.06 7238
(15.08+3.18) | (22.1140.23) | (1.00+0.11) | (67.09+10.07)

4.2.3.5: Scalable processing

The methods outlined so far have utilised an annealing step of 150°C for 30 minutes to dry,
crystallise and remove solvent from the np-SnO- layer. However, such an extended thermal
treatment is incompatible with rapid R2R or continuous processing, where the duration of the
longest process dictates the maximum web speed. Furthermore, our standard process also
involves a UVO surface preparation treatment for 15 minutes to increase the surface energy
for perovskite wetting and remove surface contaminants. In the following sections, we describe
techniques that we have developed to reduce process time and temperature, whilst

maintaining good device performance.
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4.2.3.6: The Effect of Thermal Annealing

To minimise the cost and duration of film processing, it is desirable to remove the transport
layer thermal annealing step. Fortunately, as the SnO2nanoparticle system is already composed
of pre-crystallised nanoparticle domains, there is no phase change or oxidation process
required to form the SnO, phase. However, it is necessary to understand the effects played by
any thermal treatments and UVO exposure on the transport layer and the SnOo/perovskite
interface. Previous reports on the optical absorption of np-SnO.suggest an bandgap of 3.79 eV
— 3.94 eV for annealed np-SnO; films, but with only limited wavelength range below the

bandgap, required for accurate fitting.'%°

Tauc-like plots from our transmission
measurements indicate optical bandgap values of 4.43 eV for non-annealed and 4.39 eV for
annealed np-SnO; films (Figure S12). These values are significantly higher than those typically
expected for phase-pure SnO. so we applied a band fluctuations fitting model to
spectroscopic ellipsometry data.?’ This confirmed the wide bandgap of 4.48 eV and 4.45 eV for
as-deposited and thermally-annealed at 150°C respectively (see Table S2); this model

discussed in S| Note 2.

Grazing incidence small-angle X-ray scattering (GISAXS) techniques can provide a wealth of
information about thin-film material structure, and has been used extensively for
characterisation of photovoltaic materials. Here, we collected 2D X-ray scattering patterns of
np-Sn0; films (see Figure S13), and fitted an empirical Guinier-Porod model® to in-plane cuts
through this data (see Figure 4) to investigate changes that occur in the lateral structure during
annealing. Using this approach, we determine typical correlation lengths for crystalline
domains within our films of between 1.1and 1.2 nm (see Table 2), with such values agreeing with
the manufacturer’s data. Here, GISAXS measurements were designed to preferentially probe
the np-SnO. layer averaging over the irradiated sample surface, where changes induced by
annealing are most likely to be evident (our complete methodology is explained in SI Note 3).
From the fitted values shown in Table 2 (with further parameters presented in Table S3),
thermal annealing increases the typical domain size for grains in the film from ~1.17 nm to ~1.22
nm;* a result that confirms that thermal annealing increases the average size of the crystalline
domains. We also determine a reduction in the Porod exponent d from ~ 4 (corresponding to
an ideal, smooth surface) to ~3.6; a result that indicates the presence of less well-defined

spherical boundaries between SnO, domains following annealing. We therefore conclude that

* It is noted that this range is in accordance with the manufacturer’s data indicating 1-2 nm particles, as
described in the Supporting Information Methods. We also note that the original work by Jiang et al. (ref.
23) observed some slightly larger crystalline domains using transmission electron microscopy,
suggesting a potentially broader size distribution than from our calculation or the manufacturer’s data.
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the annealed film can be considered as a densely-packed layer of fused spheres that become

joined and then continue their growth during thermal annealing.
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Figure 4: In-plane linecuts and Guinier-Porod fitting of GISAXS from np-SnO; layers with different annealing
conditions; as deposited, 30 mins 150°C annealed and hot air flow (HAF) for 1, 2 and 5 mins. 2D GISAXS patterns

for all samples are shown in Figure S13.

Various rapid thermal processing techniques have been used to process perovskite layers,
notably photonic curing, flash infra-red annealing, intense pulsed light (IPL) and rapid thermal
processing.®**¢ Such techniques have also been used to replace TiOz sintering,®=° however
the high transmissivity of thin np-SnO, complicates their use for this material; for example,
photonic curing or extended thermal annealing will instead cause damage to flexible plastic
substrates like PET or PEN. To replace thermal annealing, we have explored the use of a rapid
thermal hot-air flow (HAF) process at a temperature of (120 + 10)°C for between 1 and 5
minutes, as has been used to process perovskite films.*® Here, a temperature-controlled heat
gun was used to replicate the typical hot-plate thermal annealing process and represents a
technique consistent with R2R processing in air. Our experimental setup is shown in Figure S14.
Guinier-Porod fit parameters extracted from in-plane scatter measurements (Figure 4) from
films processed using HAF show similar trends to those extracted following extended thermal
annealing, with an increase in grain radius and reduction of smoothness determined for
increasing HAF process times (see Table 2). Indeed, both the Porod exponent and grain radius

are found to closely match the extended anneal after only 5 minutes of HAF.
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Table 6: Guinier-Porod fitting parameters for GISAXS profiles of np-SnO; films. Typical grain size is determined

assuming spherical domains, with full details given in SI Note 3.

Sample Re (A" d (Porod exponent) Fitted domain size (nm)
As deposited 9.09 + 0.05 3.984 +0.31 1.173 £ 0.006
Annealed 9.43 + 0.05 3.612+0.24 1.218 + 0.006
HAF 1 min 9.27 £ 0.05 3.829 £ 0.28 1.197 + 0.006
HAF 2 min 9.31 4+ 0.05 3.831+0.27 1.202 + 0.006
HAF 5 min 9.42 + 0.05 3.661 +0.24 1.216 + 0.006

4.2.3.7: Post deposition treatments

Various options exist to clean/process layers for R2R fabrication, including exposure to a
plasma. We note that the UVO system used here did not include an O, gas feed, so we expect
that process times could be significantly reduced by including an oxygen feed or by using more
intense UV light sources. UVO has been widely used as a surface treatment for SnO, and has
been reported to enhance carrier extraction. The UVO process is believed to enhance surface
hydroxylation*? (increasing the surface energy) and to reduce the surface-density of oxygen
vacancies. Again, our objective is to explore an industrially applicable process, so we have also
investigated a 5-minute O, plasma treatment, which is extensively used in industry and explore
its impact on the np-SnO; surface and the SnOo/perovskite interface. O, plasma treatment
combines UV cleaning under vacuum with cleaning by various ionised oxygen species. In
optoelectronic devices this has been used to modify surface electronic properties for

enhanced carrier injection or extraction.***

We first investigated the effect of removing the thermal annealing process on device
performance. Here PV devices were prepared by either drying np-SnQO in air, or by using a
one-minute annealing step at 120°C to match the fastest HAF process that would be compatible
with processing on a flexible substrate. In each case, a further 15-minute UVO (here termed
120 + UVO’) or O, plasma (termed 120 + Oy") post-treatment was applied to the np-SnO, ETL
to understand its effect on cell performance. Table S4 shows device efficiencies following each
treatment, with optimum device performance achieved using the 120 + UVO process, where a
maximum reverse sweep PCE of 18.9% was recorded (champion device shown in Figure 5).
This encouraging result suggests that high performance can be achieved using both reduced
processing time and relatively low annealing temperatures, with even brief annealing having
performance benefit. Table S4 also indicates a reduction in Voc by around 80 mV for devices
treated using an O, plasma compared with those treated using UVO (average ~1.05 V compared

with ~ 1.13 V respectively). This reduction is accompanied by an increase in hysteresis during

Page | 91



scanning, where the J-V sweep for the best performing 120 + O, device (see Figure 5) shows a
significant difference in the forward and reverse sweep PCE, Voc and FF compared with that

processed using the 120 + UVO np-Sn0O..
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Figure 5: J-V curves for the best performing cells using np-SnO» treated with 1 minute 120°C drying and either 15
minutes UVO or 5 minutes Oz plasma prior to perovskite deposition. Key sweep parameters are inset (full
parameters in Table S4), with the O2 plasma-treated np-SnQ; device exhibiting lower Voc and increased

hysteresis.

To first confirm whether these changes in device performance result from changes in the
perovskite deposited on the treated surfaces, we performed white light absorption and
steady-state photoluminescence (SSPL) measurements on bilayer np-SnOs/perovskite
samples, with the np-SnO, exposed to various processing conditions. Figure S15 shows the
optical density for np-SnOy/perovskite samples and corresponding Tauc-like plots where we
assume a direct bandgap. In all cases, films were found to have a similar optical bandgap of
~1.62 eV, corresponding well with PL emission (see Figure S16) at ~1.63 eV in all samples (Table
S5). To further confirm whether changes observed in device performance are due to changes
in the perovskite layer, we recorded grazing-incidence wide-angle X-ray scattering (GIWAXS)
patterns for samples using np-SnO, substrates with either 120 + UVO or 120 + O, plasma
treatment (Figure S17). Here, we found no substrate-dependent effects on the perovskite
crystallinity or orientation. From these observations we conclude the perovskite bulk
composition and structure is comparable in both cases, irrespective of the np-SnQO. layer
treatment; a result that suggests that the observed changes in device performance result from

modification at the SnOs/perovskite interface.
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4.2.3.8: Photoelectron Spectroscopy

To investigate the effect of UVO and O: plasma treatments on the band structure and
composition of the np-Sn0,, we performed ultraviolet (UPS) and X-ray (XPS) photoelectron
spectroscopy (PES) measurements. These highly surface sensitive techniques give a wealth of
information on the electronic nature of surfaces and interfaces, with many reports
investigating doped and undoped SnOyx for many applications, from TCOs to gas sensing.*>™*®
Here we prepared np-SnO; films on ITO at the same thickness as used in completed devices.
PES measurements will also include the effect of surface contaminants and adsorbates, which
will be heavily dependent on the SnO. surface.*® Samples might typically be prepared by
thorough cleaning, followed by Ar® sputtering to remove adventitious carbon or other
detectable species, and remain under high vacuum after preparation.’® Here, however,
cleaning/sputtering of the SnO, will affect its surface composition,” so following UVO or O,

treatments in air, samples were sealed under vacuum and then rapidly transferred to high

vacuum for PES measurements.

By measuring XPS spectra across an extended binding energy range we investigate the surface
elemental composition of the np-SnO. layers. We note that the np-SnO, suspension used here
is stabilised using KOH (with a solution pH of ~11.5, see Figure S18). From survey (wide) scan
spectra shown in Figure S19, we find that the O plasma-treated samples are characterised by
reduced emission from K 2p core levels and weakly detectable emission from In 3d levels. This
indicates that the O, plasma partially removes KOH from the np-SnO. surface, and also etches
the np-SnO; layer, allowing indium in the ITO substrate to be detected. We also find significantly
increased F 1s intensity which we attribute to fluorine contamination arising from degraded
PTFE coatings within the plasma reactor.” Indeed, if fluorine is incorporated into the SnO.
surface, it may increase the optical bandgap.’® We also compared the effect of each processing
step on the adventitious carbon with C 1s core-level spectra (see Figure S20). As expected, we
found that annealing does not remove carbon contaminants, whereas UVO and O, plasma both

significantly reduce carbon species present at the surface.

Various other stable adsorbates are expected to be present at SnO, surfaces, notably Oo, H.0
and hydroxide species, with their concentration heavily dependent on the SnO, surface and
stoichiometry.*****® We probed the O 1s core-level XPS emission to understand changes in
surface oxygen species, with spectra and fits for 120 + UVO and 120 + O, plasma shown in Figure
S21. Two components were fitted (in most cases) using a lower energy feature having a binding
energy of 531.1-531.3 eV together with a higher energy shoulder at 532.4-532.6 eV (fitting

methodology is described in the experimental methods). The peak at 531.2 eV is ascribed to
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lattice oxygen (O-Sn bonds) with the second broader feature originating from adsorbed
species such as -OH groups and carboxides.’®°® In the O, plasma-treated samples, a distinct
third peak was detected at 533.3 eV which we suspect is related to an additional adsorbate
species induced by fluorine modifying the surface.”” In Table S6 we compare the relative areas
of O 1s and Sn 3d, and find that Annealed and 120 + UVO samples have the highest area ratio
for both [O 1s]/[Sn 3d] and Sn-O/[Sn 3d], which is reduced following an O, plasma treatment.
Whilst these values should be treated with caution because of the effect of adsorbates, our
results suggest that 5 minutes of O2 plasma treatment can significantly modify the surface
species, apparently leading to an Sn-rich, O-poor surface.’® A reduced O/Sn ratio has
previously been observed following an O, plasma treatment,’® but the reverse has also been
reported for reduced SnO, surfaces.®® In summary, the SnO, surface following treatment will
be impacted by the initial stoichiometry and crystallinity of the surface, the proportion of
different ionised oxygen species in the plasma, the nature of fluorine contamination and the

process duration.**%

To analyse the electronic structure from UPS spectra, the secondary electron edge (or Ecutorr)
was used to determine the work-function (WF) for each layer, with the onset energy (Eonset)
used to find the valence band maximum (VBM) with respect to the Fermi level (Er) (see Figure
S22). To confirm the VBM positions (ionisation energy, lg) for all samples, we also extracted
Eonset values from XPS valence spectra (see Figure S23). These values agreed with those
determined from UPS measurements (see Tables S5 and S6). As noted above, the energy level
determination will be affected by extrinsic band bending due to adsorbates, with adsorbed
moisture expected to lead to the formation of an accumulation layer at the SnO»/perovskite
interface.”* Noting this, we show an apparent energy level diagram for ITO and key np-SnO,
samples in Figure 64, illustrating the position of Fermi level, the VBM and estimated conduction
band minimum (CBM) using our previously determined optical bandgap values for np-SnO.
(Figure S24 illustrates the energy level determination). Here, it is immediately apparent that
the O2 plasma treatment has caused a significant shift of the Fermi level and ionisation energy.
Changes to the chemical species present, together with reduced layer thickness and modified
oxidation state have significantly altered the surface of the 120 + O, sample surface; a
conclusion confirmed by the ‘As deposited + O2’ sample exhibiting similar shifted energy levels
(see Table S7). We note that this is consistent with literature reports on TCOs treated with O,
plasma; a process that has been shown to down-shift the Fermi level in FTO and ITO surfaces
by 0.5-0.6 eV.***® We also note that the energy levels determined for the annealed sample are

significantly modified following UVO treatment, an observation that may partly result from
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removal of carbon species, as identified in Figure S20. For completeness, we give typical triple
cation perovskite and spiro-OMeTAD energy levels (predominantly measured by UPS at the
top surface combined with optical bandgap) in Table S9, with the triple-cation perovskite CBM
typically in the range -3.79 to -4.46 eV.

Evac 7
1.15
24 120 + UVO
- apparent ni; = 2.00
< 1.10
> <)
2 4 Er=-3.88 3.96 >
> _4.54 -4.42 O 1.05
= -5.07 o]
(O Non-linear relationship -
c >
] 1.00 4 _ tail-off at high intensity
le = 120 + O, plasma
7 . . 0.95 - apparent ng = 1.32
- [ ] 00 ,
ITO Annealed Annealed 120 + UVO 120 + O, 100 1000
ruvo plasma Intensity (Wm)

Figure 6: Understanding the effect of UVO and Oz plasma treatments. a) Electronic structure at the np-SnOz
surface with Fermi level (Eg) from UPS measurements, valence band from UPS and XPS and estimated conduction
band from optical bandgap. b) Stabilised light-Voc measurements for 120 + UVO and 120 + O devices, showing
reduced Voc for plasma treatment. Apparent niq from linear fits are shown, and in the O2 plasma case behaviour

indicates increased non-radiative recombination at the ETL interface.6467

4.2.3.9: Device physics

Previous work has shown that the illumination intensity-dependent variation of Voc can provide
information about the dominant recombination mechanisms in photovoltaic devices.
Classically, the light ideality factor (nis) extracted using this approach determines whether
recombination is primarily bimolecular (band-to-band) or monomolecular (trap-assisted), in
cases with comparable electron and hole densities.®*%> With varied carrier densities, trap
energies and trap locations (bulk or interface), nis can take a range of values (niq ~ 1-2); analysis
is complicated in hybrid perovskite devices by the influence of mobile ions, which lead to
transient modification of interfaces, and therefore carrier extraction behaviour.®?%® Adopting
the approach modelled by Tress et al., we recorded stabilised Voc measurements after a set
illumination period, and find the 120 + O2 sample exhibits behaviour consistent with poor
charge selectivity (see Figure 6b).%* This result suggests increased interface recombination in
this case, despite a lower apparent njy extracted from a linear fit (1.32 compared to 2.00 in the
120 + UVO sample). Transient photovoltage measurements recorded at 1 sun are shown in
Figure S25 and show slower voltage stabilisation for O2 plasma-treated devices. Over tens of

seconds, these changes in Voc are likely to result from dynamic processes at the ETL interface
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caused by the interaction of both mobile ions and charge carriers, modifying carrier extraction

behaviour.56°

We conclude therefore that the observed Voc loss shown in Figure 5 and Table S4 for devices
utilising the 120 + Oy ETL results from a significant modification of the surface chemistry. This
leads to an apparent downshift of the VBM, Fermi level and CBM of the SnO,, resulting in a loss
of electron selectivity, with reduced quasi-Fermi level splitting in the device. While the
observed energy-shifts are significant, they are affected by adsorbates which also affect the
extrinsic electron density at the interface, and may even evolve dynamically under
operation.”*®® However, it is clear that both misalignment and modified doping density will
change the charge and ionic screening behaviour of the interface; a process that most likely
causes the increased hysteresis observed in O, plasma-treated samples.® It is unclear however
whether band alignment and doping effects can be independently modified with Oz plasma.?%¢
It has also been reported that ALD SnO. with different oxidants (such as O2 plasma or ozone)
can lead to changes in the electronic properties of the ETL layer, as well as modifying the
subsequent perovskite growth:;®® a process that may also be influenced by the observed
reduction in KOH.?® It is clear that further research is needed to characterise chemical
reactivity between different substrate transport materials and the perovskite layer during film

formation.%68

Overall, it is evident that O. plasma can have a detrimental impact on the SnOo/perovskite
interface if not properly controlled, however promising results using shorter treatment times
have been achieved.®® Surface preparation equipment (both UVO and O plasma) used in
research laboratories varies greatly in device performance, power and process control, making
exact methods difficult to reproduce between research labs. As such further efforts must be
made to replicate industrially relevant plasma cleaning approaches used in interface

preparation.

4.2.3.10: Rapid processing

Combining the optimised spray-coating, 1-minute HAF and UVO treatment, PV devices were
prepared using this series of processes that has the potential to be fully transferrable to R2R
or other low-cost processing. In Figure 7 we show a histogram of all device efficiencies, as well
as the current-voltage performance and SPO for the champion device with a stabilised PCE of
18.7%. To accompany this, average and champion performance parameters are shown in Table
3, showing comparable metrics to annealed spin- and spray-coated devices presented earlier,

albeit with increased hysteresis and slightly reduced average Voc and FF. The total processing
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time here is around 1 minute (mainly determined by the annealing step), with spatial atomic
layer deposition (SALD) being the only comparably rapid, low-temperature deposition
technique that operates in ambient atmosphere able to create functional SnOy layers for
application in perovskite