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Abstract 
 
Ptychography is a computational microscopic imaging technique which 

has developed very quickly during the past decade. It is a form of coherent 

diffraction imaging (CDI), but which uses many diffraction patterns 

measured from many different overlapping areas on the specimen. 

Ptychography can do lens less imaging, which allows it to avoid the lens-

caused aberration and resolution limitation. Furthermore, ptychography 

can self-calibrate experiential errors in the calculation.  The reason for 

realizing these advantages is that there is a huge amount of information 

redundancy in the recorded data. Because of this large information 

diversity, it is hard for any error or noise to disturb the calculated 

reconstruction of the specimen image. 

 

In this thesis, we investigate some novel applications of the redundancy 

in ptychography. We investigate one of the most important redundancy 

applications in ptychography – mixed state ptychography.  We engineer 

some known mode patterns to speed up ptychography that uses partially 

coherent illumination, which we test experimentally with synchrotron X-

ray radiation. We also use a theoretical model of mixed state object modes 

in ptychography to reduce the influence of specimen damage in the image 

reconstruction. Furthermore, we remove the non-linear intensities in the 

data by using the redundancy in the data itself, without any other 

calibration measurement. 
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Chapter 1 Introduction 
 

One aspect of human nature is to continually explore the unknown world – from the 

enormity of the universe to a microscopic atom. As the only tool that enables humans 

to explore atomic structure, microscopy has hugely boosted the development of 

biology sciences, materials sciences, and medicine. Resolution is the most important 

property of a microscopy. 

 

According to Abbé’s imaging theory [1], the resolution of optical microscopy is limited 

by the diffraction of light; more specifically, it is limited by the wavelengths of visible 

light and the numerical aperture of lenses. As lenses for light can be manufactured 

with a large numerical aperture, resolution is mainly only limited by the wavelengths 

of light currently. Therefore, resolution can be further improved by using 

electromagnetic waves with a smaller wavelength, like X-rays, or particle waves, like 

high energy electrons.  Unfortunately, lenses for these wavelengths are very hard to 

make, so their numerical aperture is very small (see below). 

 

However, a new technique known as the coherent diffraction imaging (CDI) method 

has gradually attracted more attention from researchers. This method can present a 

high-resolution reconstruction without the use of a lens. This thesis will study 

applications of ptychography, which is now a widely recognized CDI method that 

provides the highest resolution and contrast images possible. 

 

Ptychography has experienced rapid development and wide and increasing 

application over the last decade. Ptychography is unlike conventional microscopy 

because lenses are not a necessary component in the formation of an image, so it has 

a huge numerical aperture in theory and can avoid aberrations caused by a lens of 

poor quality. The resolution of ptychography is only limited by the size of the detector. 
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Ptychography works not only in visible light but also for x-ray and electron imaging. 

Historically, at these wavelengths, the maximum aperture size of conventional lenses 

has been minuscule (e.g. using 0.1mrad for x-rays and 30mrad for electrons). It is at 

these wavelengths where ptychography proves to be so effective. Most recently, in 

2018, a Cornell University research group, led by Muller, achieved a resolution record 

that had never been seen before [2] in any type of transmission microscope. See a 

commentary about this achievement in [3]. 

 

The secret behind this resolution is in the redundancy of the ptychography data, where 

there is much more recorded information than is necessary to produce an image. In 

this thesis, we will focus on the application of the redundancy of these types of data. 

First, we developed a method to speed up the ptychography experiment using 

synchrotron x-ray ptychography; this method has been proved effective by 

experiments we conducted at the Diamond Light Source synchrotron in Oxford. 

Second, we proposed a method to minimise the effect of poor partially coherence by 

engineering some known patten of illumination modes. Third, we attempted to improve 

the image quality of electron ptychography when knock-on damage occurred. Finally, 

we developed an algorithm to correct non-linear detector response by using the 

redundancy of ptychography data without any other independent calibration 

measurement. The first three these studies were conducted by employing a 

multimodal decomposition method, where we explored the limits of modal 

decomposition. The last application was based on the self-consistent response 

characteristics of the detector; we recorded a series of diffraction patterns using the 

same pixels on the detector, but from many parts of the object. 

 

As a diffractive imaging method, coherence is extremely important for ptychography. 

However, in most experiments, the irradiating beam is more or less partially coherent, 

which strongly disturbs image reconstruction and reduces image quality. Modal 

decomposition has been proven and employed to overcome the influence of partially 

coherence in optics [4,5].  

 

In 1992, Rodenburg and Bates proved that in theory a ptychographic dataset could be 

used to remove the effects of partially coherence in the illuminating beam [6]. A more 

effective method was developed in 2013 by Thibault et al. [7] using iterative solution 
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methods. However, if we have no information regarding the degree of partially 

coherence in the beam, many modes will be needed for the reconstruction, which will 

require computers to have greater calculation abilities and may take a longer time. In 

this thesis, we examine in detail mixed state ptychography in the context of 

engineering illumination modes to show that we can retain a reconstruction of good 

quality and can speed up the scan using only a few modes with partially coherent 

illumination. We demonstrate this experimentally with X-rays. 

 

With the exception of using modes in probes, we also explore the use of modes in the 

object’s reconstruction. Radiation is often the main experimental limitation in electron 

microscopy, especially when biological structures are considered [8]. The interaction 

between radiation and specimen is also very important in diffractive imaging methods. 

However, this interaction also can lead to radiation damage on or in the specimen, 

which must be taken seriously. This is especially true in the electron microscopy field, 

for the electron is a kind of particle with a rest mass, and charge damage can be quick 

and severe. Radiation damage can change the structure and properties of a specimen 

by heating and or charging it, or even knocking atoms completely out of their positions 

[9,10]. The damage can be minimised by using low dosage techniques, coating the 

specimen, and reducing the current or energy of the illumination beam [11]. In this 

thesis, we propose another method to minimise the effects of radiation damage on a 

reconstruction: treating the damaged specimen as another object state in a multimodal 

decomposition. 

 

Apart from partial coherence, a redundancy in ptychography data can contribute to 

many different applications, and one such application is to correct detector non-

linearity. The quality of the detector also limits reconstructions made by ptychography. 

Because of the manufacturing process, a detector pixel may produce some non-linear 

effects – creating more apparent flux or producing different levels of flux sensitivity – 

which could guide the iterative ptychography algorithms to a wrong solution. Therefore, 

it is necessary to correct the non-linearity and influence of random gains of the data. 

Thanks to the huge diversity of information on ptychography data, we can use anyone-

pixel’s recorded intensity collected from many different areas of the specimen to 

amend abnormal values. 
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1.1. The outline of this thesis 
 

This thesis investigated the mechanism and influence factor of the mixed state 

decomposition method, which is one of the most important applications of the 

redundancy. Meanwhile, based on the research, a simulation experiment has been 

designed to speed up the ptychography experiment under a partial coherent 

illumination by engineering illumination modes. Later, a synchrotron x-ray experiment 

was completed to prove the simulation results that using engineered illumination 

modes can not only improve the reconstruction quality, but also speed up the 

ptychography experiment. This thesis demonstrates another important implication of 

the mixed stated decomposition method that it can be used to represent the 

undamaged object image if the object has been damaged during the experiment. In 

this thesis, except the mixed stated decomposition method, another application of the 

redundancy has been demonstrated that the rich redundancy in ptychography data 

can be employed to correct any non-linear response of detector pixels. 

 

Chapter 2 provides the general background knowledge of some important concepts 

and devices. This chapter is separated into three main parts: the lens imaging, the 

synchrotron, and the propagation approximation. First, we introduce the lens imaging 

system and derive the most important aspects of Abbé’s theory of imaging from it. 

Then, we introduce the structure of a synchrotron facility, the properties of a 

synchrotron x-ray and the design of a Fresnel zone plate (FZP). Finally, we conclude 

the wave propagation and diffraction approbation based on a Fourier transform, which 

is helpful to understanding the calculation processes in this thesis. 

 

Chapter 3 gives a review of the CDI method and provides more details of 

ptychography. We begin the review from the phase problem, which is the purpose of 

CDI methods. To solve the phase problem, we introduce two important phase retrieval 

algorithms: the Gerchberg and Saxton (GS) algorithm [12] and the hybrid input–output 

(HIO) algorithm [13]. We then introduce ptychography, which is a type of CDI method 

but has a unique overlapping scan process. Compared to other CDI techniques, 

ptychography has a great deal of information redundancy within its data, which 

provides it with the ability to correct experimental errors in the reconstruction, produce 
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a large field of view, and enable high noise tolerance. We demonstrate two widely 

employed algorithms in ptychography: the ptychographic iterative engine (PIE) [14] 

and the extended ptychographic iterative engine (ePIE) [15]. We review the sampling 

requirements of ptychography as well as some important applications and sources. 

 

Chapter 4 discusses spatially mixed state ptychography. There are two kinds of 

application in spatially mixed state ptychography: the probe mode and the object mode. 

To begin, we introduce the ePIE-based mixed state algorithm. Then, by using this 

algorithm, we attempt to engineer a partially coherent source and examine the source 

modes. Because we know the exact source mode in these modelling experiments, we 

can investigate the modal decomposition of the mechanism of the probe modes, the 

factors that affect the performance of modal decomposition (such as the sampling 

condition) and the specimen and probe mode structure. We ascertain that each mode 

will conflict with another during reconstruction. Finally, we give an example of how 

object modes work. 

 

Chapter 5 demonstrates a proposed x-ray ptychography experiment in which we use 

a certain number of engineered illumination modes in a partially coherent 

ptychographic x-ray experiment to improve the reconstruction quality, reduce the 

requirement for calculation ability, and increase the speed of the experiment. This 

chapter comprises two parts. The first part is based on the simulation before the 

experiment in which we compare the reconstruction quality of a normal, large aperture 

and four engineered apertures under a partially coherent illumination with and without 

lenses using the Fourier ring correlation. In this test, the four engineered apertures 

provide four modes that are self-coherent but totally incoherent with others. The 

second part is based on the experiment itself, where we introduce some information 

regarding the Diamond Light Source’s beam I13. The experiment’s setup is described 

in detail. The idea behind this experiment is that by engineering suitable modes of 

illumination, we can reduce both the computational requirements and the time the 

experiment takes to be completed. We use two tests, using hole masks and wires to 

block parts of the beam, and we demonstrate our experiment’s results using the wired 

test set, in which we compare the reconstruction quality with a wire crossing the beam, 

first parallel and then horizontal to the coherence direction, using an FZP-only 
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experiment as a reference. The results of our experiment support our idea and have 

the potential to speed up scans. 

 

Chapter 6 examines an idea that it should be possible to use object modes to 

reconstruct an image of a damaging object, say in the electron microscope, before it 

was damaged. At the beginning of this chapter, we introduce the interactions between 

electrons and specimen atoms, demonstrate how these interactions can cause 

damage to the specimen and explain how we can increase the accuracy of an image 

obtained through TEM experiments. Also, we suggest a function that can calculate the 

probability of damage based on the flux, dose rate or exposure time. We then explain 

why a large probe has a reduced chance of damaging the specimen compared to a 

small probe if the total flux is the same. Next, we review the reconstruction results of 

a modelled damaged dataset by using object modes. 

 

Chapter 7 suggests a detector non-linearity correction method for ptychography data 

as ptychography data contains extremely diverse information regarding the features 

of the specimen, so it has the ability to self-correct any error in the data. In this chapter, 

we use a polynomial to fit the recorded values by each detector pixel with a polynomial 

function. We test the performance of the algorithm for a modulus image and phase 

image ptychography data with sine function non-linearity on the detector pixels; sine 

non-linearity and random gain on each detector pixel; and sine non-linearity, random 

gain, and some background offset on the detector pixels. The results show that the 

algorithm works well for modulus specimen data in all situations, but there are some 

limitations to the phase-only specimen data. 

 

Chapter 8 concludes the above-mentioned works of this thesis and summarises the 

research that has been conducted. 
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Chapter 2 General background 
 

In this chapter, we will introduce the lens optical imaging system and its resolution 

limitations. We will briefly discuss the synchrotron light source regarding the properties 

of a synchrotron x-ray, the insertion device, and the characteristics of an FZP. 

Furthermore, we will review the scalar wave theory and propagation approximations. 

 

2.1. Lens imaging 
 

In conventional imaging, the lens has played an essential role in focusing and 

magnifying an image of a specimen since the advent of the microscope. Figure 1 

presents a simple model of optical microscopy, where the focusing and magnification 

optical components exist similarly in electron microscopy and x-ray microscopy as an 

electromagnetic lens [16] and an FZP [17] respectively. 

 

In Figure 1, a light wave emitted from a point source passes the condenser aperture 

and can be focused by the condenser lens onto the specimen. The exit wave goes 

through the objective aperture and is collected by the objective lens to form an inverted, 

visible image of the specimen. The inverted image is further magnified by the 

projector’s lens to present a larger image, where the magnification is equal to  

 

𝑀 =	
𝑚𝑎𝑔𝑛𝑖𝑓𝑖𝑒𝑑	𝑖𝑚𝑎𝑔𝑒	𝑠𝑖𝑧𝑒
𝑟𝑒𝑎𝑙	𝑠𝑝𝑒𝑐𝑖𝑚𝑒𝑛	𝑠𝑖𝑧𝑒 . (1) 
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Figure 1. A simple lens-based microscopy schematic diagram. The radiation is emitted from 
the source and passed through the condenser aperture, which controls which fraction of the 

radiation is used in the following process. Radiation that passes through the condenser 

aperture is collected by the condenser lens, diverting the radiation toward the specimen to 

create more illumination on the specimen. Then, the diffracted light is selected by the objective 

aperture before entering through the objective lens to form a magnified image. The magnified 

image is produced through the projector’s lens to provide further magnification. (There is 

usually no projector lens in an X-ray microscope.) 

 

However, the distance between specimen and lens must lie between the focal length 

and twice the focal length. Figure 2 (see next page) shows a single lens magnification 

process, in which 𝐿! is the distance between specimen and lens, 𝐿" is the focal length 

of the lens and 𝐿# is the distance between lens and magnified image. According to 

Newton’s lens equation  

 
1
𝐿"
=
1
𝐿!
+
1
𝐿#
	, (2) 

 

the magnification can also be calculated by 

 

𝑀 =	
𝐿#
𝐿!
=

𝐿"
𝐿! − 𝐿"

. (3) 
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Figure 2. A single lens magnification process schematic diagram. To produce a magnified 

image of the specimen at the 𝐿! distance, the 𝐿" (the distance between specimen and lens) 

must between 𝐿# and 2𝐿#. 

 

2.2. Resolution limitation 
 

In 1873, Abbé pointed out that the image formation in microscopy can be separated 

into two interfere imaging stages [1]: the diffraction into the back focal plane followed 

by re-interfering in the image plane. When the specimen is illuminated by plane waves, 

each frequency component of the specimen can diffract the radiation, and the smaller 

components (higher frequency) produce a larger diffraction angle. The scattering 

angle of the diffracted waves also depends on the wavelength of the illumination. 

 

After the diffraction process, the specimen’s structure is stored as spatial frequency 

components in reciprocal space, where a higher spatial frequency highlights the 

specimen’s finer details. An objective lens is fixed downstream of the specimen to 

collect and redirect the diffracted waves onto the image plane, as shown in Figure 3, 

where the final image on the image plane results from the interfere between different 

diffracted waves. 

 

Essentially, the whole process is two Fourier transform processes [18,19]. The first 

Fourier transform gives the frequency distribution at the Fourier domain, which is 
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reprojected to the spatial domain by another Fourier transform. The finest resolution, 

according to Abbé’s theory, is given by  

 

𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 	
𝜆	
2𝑁𝐴, 

(4) 

 

where 𝜆 is the wavelength the illumination wave and 𝑁𝐴 is the numerical aperture of 

the objective lens, which describes the half angle that the maximum light cone can be 

collected by a lens, as shown in Figure 4. This can be equivalent to 

 

𝑁𝐴 = 𝑛𝑠𝑖𝑛(𝜃), (5) 

 

where 𝑛	is the refractive index for the wave in the medium and 𝜃 is the largest semi-

angle of light that can be collected by the lens. 

 
Figure 3. The schematic diagram of Abbé’s image theory. The objective lens collects and 

focuses the interfere of diffracted waves at the rear focal plane when a specimen is illuminated 

by a parallel light, which produces the first interfere image of the specimen. Then, another 

interfere occurs between the rear focal plane and image plane, and a second interfere image 

is captured on the image plane. The second interfere is necessary to image formation; without 
it, it would be impossible to produce an image of the specimen.  
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Figure 4. A schematic diagram of a numerical aperture. If the light is emitted from one point, 
the numerical aperture is the half angle that the maximum light cone can be collected by a lens. 

 

In practice, because the lens has a finite size and each wave passes through a lens 

or aperture, diffraction is determined by the widest part of the lens or aperture. Hence, 

the wave is focused as a disk rather than a point, which is called the Airy disk. If there 

are two points on the specimen that are too close separate and where Airy disks 

overlap, the resolution can be calculated as  

 

𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 	
0.61𝜆
𝑁𝐴 , (6) 

 

which is called the Rayleigh resolution limitation [20]. 

 

From Abbé’s theory and Rayleigh’s resolution limitation, it is easy to ascertain that the 

resolution only relates to the wavelengths of light and the manufacturing technique of 

the lens. Today, it is possible to produce a high NA lens. As a result, the resolution of 

optical microscopy is mostly only limited by the wavelengths of light. To overcome the 

limitations of resolution in optical microscopy, x-ray microscopy and electron 

microscopy have been examined and systemically developed. 
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Nevertheless, the lens itself has some shortcomings that can restrict performance, 

including aberrations. As described by Goodhew [21], the most common aberrations 

in electron lenses include the spherical aberration, astigmatism, and chromatic 

aberration. Some of these are also observed in x-ray microscopy [22] [23].  

 

2.3. X-Ray synchrotron and FZP 
 

2.3.1. X-ray sources 

 

X-ray imaging was first found by German physicist Wilhelm Rontgen in 1895, and it 

has widely been used in biological and medical research over the last century. X-ray 

imaging, as a form of electromagnetic radiation, has a higher energy and smaller 

wavelength than visible light, so as Abbé’s theory suggests, an x-ray can provide a 

higher resolution when used to replace the visible light in microscopy. 

 

Early x-rays comprised x-ray tubes and a rotating anode source, where free electrons 

with a given kinetic energy would pass through a vacuum and hit the target metal 

anode until they came to rest. During this interaction, Bremsstrahlung x-ray [21] is 

generated. However, the issue with x-ray tubes and rotating anode sources is that 

they have much less brilliance (a measure of brightness) than a synchrotron light 

source, which we will discuss later [24,25]. Brilliance is a key parameter in measuring 

how an x-ray source performs, and the brilliance is described by 

 

𝑏𝑟𝑖𝑙𝑙𝑖𝑎𝑛𝑐𝑒 = 	
𝑗

𝜃$𝑠$(0.1%𝐵%)
, (7) 

 

where 𝑗 is the x-ray flux,	𝜃 is the spread speed of the beam, 𝑠 is the cross section of 

the beam and 𝐵% is the energy’s bandwidth. A higher brilliance means that there is 

more focused flux within a given wavelength and within a unit of time. 

 

Before X-Ray Free Electron Laser (XFEL), synchrotron light sources were recognised 

as the most advanced x-ray source. A synchrotron light source has key advantages, 

such as high brilliance, high coherence degree, broad energy spectrum and 
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collimation [26]. Rather than bremsstrahlung x-rays, a synchrotron produces an x-ray 

by directing charged particles (electrons or positrons) to move in a curved trajectory 

within a periodic magnetic field [27,28,29] called an insertion device. The structure of 

a synchrotron light source can be divided into an electron source, booster ring, storage 

ring, beam line, insertion device and end station, which includes the experimental 

hutch and workstations, as shown in Figure 5.  

 

Electrons produced from the electron source, which is normally an electron gun, are 

injected into the booster ring after being passed through a linear accelerator. In the 

booster ring, electrons are accelerated to the required energy of the storage ring 

before travelling to the storage ring. In the meantime, some new electrons are injected 

into the booster ring to maintain the beam’s current. The storage ring is the most 

important component of a synchrotron light source. It is in this ring that electrons travel 

almost at the speed of light in the vacuum and a very high kinetic energy measured in 

GeV. The electron moves in a closed-end polygon tube, in which some magnetic 

components bend and focus the electron beam. Electrons in the storage ring gradually 

lose their energy and emit a variety of radiations, including a spectrum of x-rays. The 

produced x-rays pass through a different beamline to the end stations for different 

applications, such as to explore the structure of a biology specimen or materials, x-ray 

absorption spectroscopy [30] or x-ray microscopy [31,32]. 

 

To produce high brilliance x-rays, some insertion devices (ID) are used, and the x-ray 

is emitted when the electron beam passes each magnet. X-rays are then guided by 

beamlines to the end station. This method is called the third-generation synchrotron 

light source, as shown in Figure 6. 
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Figure 5. A simple schematic of a synchrotron light source. The main component of a 

synchrotron light source includes an electron source, booster ring, storage ring, beamlines and 

end stations. The electron beam is emitted from the electron source and accelerated by the 

boost ring to a speed that is high enough to allow it to be injected into the storage ring. The 

radiation from the x-ray is generated in the storage ring as the electrons gradually lose energy 
and are passed along the beamlines to the end station. 

 

 
Figure 6. A simple schematic of a third-generation synchrotron light source storge ring to 

produce radiations. The electron beam in the storage ring is bent by the bending magnets to 

maintain its trajectory. Between the two bending magnets is an ID device, which is also like a 

well-designed magnet to enhance the brilliance and coherence of the emitted x-rays. 
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Widely employed IDs include a wiggler and undulator [28,29], in which are well-

designed periodic magnetic devices. This is shown in Figure 7, where IDs are inserted 

into the storage ring between bending magnets to continually deflect the electron 

beam. IDs can help to improve the brilliance, coherence, and spectral range of 

synchrotron radiations without disturbing the circulating beam’s trajectory through 

displacement or deflection. Wiggler magnets have a stronger magnetic field compared 

to bending magnets, so the energy spectrum of the electron beam will be enlarged. 

Some spectrums have a higher photon energy, which helps to improve the overall 

output power of the electron beam. In contrast, an undulator performs more like an 

energy spectrum filter, where magnets have fewer magnetic fields than bending 

magnetics but are denser. Because the excursion angle is smaller than the bending 

angle, some individual undulations to the input electron beam, and the undulations will 

interfere others downstream constructively or destructively. Therefore, in some 

frequencies, the power of the electron beam is enhanced to produce a high brightness, 

dependent on the design of the undulator. To examine what types of IDs are in the 

storage ring, an undulator strength parameter can be used, which is a representation 

of the motion characteristics of the electron beam. If 𝐾  is the undulator strength 

parameter 

 

𝐾 =	
𝑒𝐵&𝜆&
2𝜋𝑚'𝑐

, (8) 

 

then 𝑒 is the charge of an electron, 𝐵&  is the strength of the magnetic field of the 

undulator, 𝜆& is the spacing distance between two magnetic fields, 𝑚' is the rest mass 

of an electron and 𝑐 is the speed of light in a vacuum. If 𝐾 > 1, the magnets perform 

like a wiggler, but if 𝐾 < 1, the magnets play a role of undulator. If 𝐾~1, the magnets 

behave like a normal bending magnet. 
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Figure 7. The schematic of the magnetic fields of a wiggler and undulator. When an electron 

beam passes through the periodic magnetic fields, it is deflected by a certain angular excursion, 

but the magnetic fields in the ID device do not deflect or displace the beam’s trajectory in the 

storage ring.  

 

More recently, diffraction-limited storage rings have been designed by Hettel [33,34], 

who is inspired by the multiple bend achromatic concept [35] of improving the 

coherence degree and brilliance of current synchrotron sources. Next-generation 

synchrotron light sources, called x-ray-free electron lasers (XFELs) [36,37] that are 

under construction in several countries can provide about 10$$ times more brilliance. 

 

 

2.3.2. Properties of synchrotron x-rays 

 

We will now introduce some of the properties of a synchrotron light source. As 

introduced by Einstein [38], the kinetic energy of a particle is described as  

 

𝐸 = 	
𝑚𝑐$

N1 − O𝑣𝑐Q
$
, 

(9) 
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where 𝑚 is the mass and 𝑣 is the speed of the particle. However, with the speed being 

close to the speed of light (𝑐), 𝑚 will approach infinity. In the storage ring, when 𝑣 is 

almost equal to 𝑐, the centripetal force is provided by the Lorentz force, and we can 

understand the relationship through [39] 

 

𝐸 = 𝑒𝑐𝐵𝑅, (10) 

 

in which 𝐵 is the magnetic induction and R is the radii of the storage ring. So, the beam 

energy has a positive relationship with the magnetic density and size of the storge ring. 

Further, the critical energy of a synchrotron light source can be measured as the half 

power of a magnet, which is used to bend the beam, for  

 

𝐸( = 0.665𝐸$𝑀. (11) 

 

For a synchrotron light source, Paganin [26] describes the early research about it as 

the critical wavelength of a synchrotron light source is equal to 

 

𝜆( =
4𝜋𝑟)
3 V

𝑚𝑐$

𝐸 W
*

, 
(12) 

 

Where 𝑟) is the arc radius of electrons in the bending magnetic field. And that the 

concentrated half angle of a synchrotron light source is  

 

𝜃 ≈ Y1 −
|𝑣|$

𝑐$ . 
(13) 

  

2.3.3. Properties of the FZP 

 

In an x- ray experiment, resolution is mainly limited by the quality of the optical system, 

which depends on the requirement of an experiment. However, glass lenses cannot 

be used because of absorption. Thus, some new optical elements are used to replace 

the lens, such as the FZP [17] and the Kirkpatrick Baez (KB) mirror [40]. As we have 

not used a KB mirror in this thesis, we will not discuss it here. The FZP is formed by a 
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series of concentric circles – called zones – that are opaque and transparent in 

succession. In an x-ray experiment, the FZP optical system is fixed, as shown in Figure 

8. From left to right, we see the x-ray beam, the FZP with a central stop as the 

condenser lens in this system, the order selecting aperture (OSA), the specimen and 

a detector at the far end. 

 

 
Figure 8. A simple schematic of the FZP optical system. The coherent parallel x-ray radiations 

pass through the FZP, which acts as a radiation-focusing device and be focused on the 

specimen. Before reaching the specimen, an OSA helps to block unwanted diffractions 

following the FZP. A detector is placed on the far end of the diffraction plane to collect the 

diffraction.  

 

To focus the light, the FZP depends on the light’s diffraction rather than refraction; 

where the light passes through transparent zones, the exit waves should produce 

constructive interference at the focus. If 𝑟+ is the radius of nth zone, where 𝜆 is the 

wavelength of the radiation and 𝐿"	is the first order focal length, to keep the light in 

focus, the light passing through the zone plane should have this relationship:  

 

N𝑟+$ + 𝐿"$ = 𝐿" +
𝑛𝜆
2 . 

(14) 

 

Finally, we achieve the equation [24] 
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𝑟+$ = 𝑛𝜆 [𝐿" +
𝑛𝜆
4 \ 

(15) 

 

by expanding the above relationship, where 𝐿"	can be calculated by  

 

𝐿" =	
4𝑛𝑟$

𝜆 	 
(16) 

 

and 𝑟 is the width of outer-most zone. Due to Abbé’s theory, if the wavelength is fixed, 

a large NA will create the highest resolution, and the NA of the FZP is controlled by 

the outer most zone’s width by 

 

𝑁𝐴 =	
𝜆
2𝑟. 

(17) 

 

So, the resolution of the FZP is equal to  

 

𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 1.22𝑟, (18) 

 

which means that the resolution of the FZP is directly related to the outer-most zone’s 

width. 

 

The central stop and OSA are used to block the zero- and negative-order diffractions, 

where the zero-order component is a straight light and the negative-order components 

diverge, so they cannot be focused on one focus point. To form a unique, strong focal 

point, all the orders have strong positive interference with the first order zone will be 

kept, and the other orders, that will disturb above interference, need to be blocked. 

Therefore, the central stop is placed before the zone plate to block the zero-order 

straight light, and the OSA is fixed after this to block unwanted diffractions from 

different zones. 
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2.4. Calculation approximates of wave propagation 
 

Before we discuss decoding algorithms, we must understand the main approximations 

regarding wave diffraction. Many books have presented a wave equation derivation 

process using Maxwell’s equations [41,42]. A brief derivation process is presented 

here to show how the Fourier transform can be used to analyse optics. Maxwell’s 

equations suggest the propagation behaviours of optical waves, and it can be 

simplified as scalar diffraction function  

 

∇$𝑔(𝑝, 𝑡) −
𝑛$

𝑐$
𝜕$𝑔(𝑝, 𝑡)
𝜕𝑡$ = 0, 

(19) 

 

in which ∇$ is the Laplace operator, 𝑛 is the index of refraction of a medium, 𝑐 is the 

speed of light in vacuum and 𝑔(𝑝, 𝑡) is the disturbance of point 𝑝 at time 𝑡 in a linear, 

isotropic, homogeneous, nondispersive, and nonmagnetic situation. For 

monochromatic light, 𝑔(𝑝, 𝑡) can be written as  

 

𝑔(𝑝, 𝑡) = 𝑅𝑒_𝐴(𝑝)𝑒(#∅(.)0#$1"2)`, (20) 

 

where 𝐴(𝑝), ∅(𝑝) and 𝑓 are the amplitude, phase, and frequency of the wave, and 𝑅𝑒 

indicates the real part. A time-invariant scalar wave equation can then be factored out: 

 

(∇$ + 𝑘$)𝐴𝑒#∅ = 0. (21) 

 

This equation is called the Helmholtz function, where	𝑘 is the wave number: 

 

𝑘 =
2𝜋𝑛𝑓
𝑐 =

2𝜋
𝜆 , 

(22) 

 

in which 𝜆 is the wavelength of a wave. A general solution of the Helmholtz function is 

called the Rayleigh–Sommerfeld diffraction formula, which applies when there are two 

parallel planes with distance 𝑑 . The left and right planes are the producing and 

receiving planes, respectively, as shown in Figure 9. 
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Figure 9. The wave propagation in free space between two parallel planes. The diffraction 
approximation depends on the distance between the two planes. 

 

If a wave is emitted from a point at the start plane with angle 𝜃 and is received at the 

receiving plane with a propagation distance, r, then the Rayleigh–Sommerfeld 

diffraction formula is  

 

𝑈'%(%#3%(𝑢, 𝑣) = 	
𝑑
𝑖𝜆d𝑈!24'2(𝑥, 𝑦)

𝑒#5'

𝑟$ cos	(𝜃)𝑑𝑥𝑑𝑦, 
(23) 

 

which gives an accurate description of the wave propagation between planes and, 

inside the formula, 

 

𝑟 = j(𝑢 − 𝑥)$ + (𝑣 − 𝑦)$ + 𝑑$, (24) 

 

𝜃 = arccos O
𝑟
𝑑Q	 

(25) 

 

And 

 

𝑈 = 𝐴𝑒#∅. (26) 
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If 𝑑 is small, the cos(𝜃) ≈ 1. The Rayleigh–Sommerfeld diffraction formula will then be 

the same as the Huygens–Fresnel principle. To simplify the Huygens–Fresnel 

principle, the Taylor expansion can be used to give an approximation of 𝑟, resulting in  

 

𝑈'%(%#3%(𝑢, 𝑣) = 	
𝑒#56

𝑖𝜆𝑑 d𝑈!24'2(𝑥, 𝑦)𝑒
#5
$67(809)

$:(30;)$<𝑑𝑥𝑑𝑦, 
(27) 

 

which is the expression of the Fresnel diffraction approximation. Using the Fresnel 

approximation to model a scalar diffraction, the distance between two planes must 

satisfy  

 

𝑑* ≫ 𝑚𝑎𝑥 n
𝜋
4
[(𝑢 − 𝑥)$ + (𝑣 − 𝑦)$]$q, (28) 

 

which arises when the higher order Taylor expansion terms are ignored. 

 

However, if 𝑑 is quite large – 

 

𝑑 ≫ 𝑚𝑎𝑥 r
𝑘(𝑥$ + 𝑦$)

2 s	– 
(29) 

 

the Huygens–Fresnel principle can be simplified as  

 

𝑈'%(%#3%(𝑢, 𝑣) = 	
𝑒#56

𝑖𝜆𝑑 𝑒
#5
$6=8

$:3$>d𝑈!24'2(𝑥, 𝑦)𝑒
?0#$1@6 (89:3;)A𝑑𝑥𝑑𝑦. 

(30) 

 

This result is the Fraunhofer diffraction approximation. Except for the phase factor at 

the start, the expression can be written as Fourier transform results if  

 

𝑓9 →
𝑢
𝜆𝑑	𝑓; →

𝑣
𝜆𝑑. 

(31) 

 

A very useful tool that people can use to choose the correct scalar diffraction 

approximation is called the Fresnel number [43]. If a wave with wavelength 𝜆 passes 
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through an aperture with radius 𝑟 to a detector plane at distance 𝑙, the Fresnel number 

is calculated as 

 

𝐹 =
𝑟$

𝑙𝜆. 
(32) 

 

If 𝐹 ≈ 1, the Fresnel propagation should be used, but if 𝐹 ≪ 1, the propagation is 

closer to the Fraunhofer diffraction approximation. If 𝐹 ≫ 1, the angular spectrum 

method can better describe the propagation of the wave, but this method does not 

relate to this thesis and will not be discussed further. 

 

The lens was the most indispensable component in the past century for microscopy, 

and it is still widely used to diverge and direct light beams in experiments. Therefore, 

it is important to know the transmittance function of a lens. As described by Goodman 

[42], as the refractive index of a lens is larger than that of air, when a wave penetrates 

the lens, there will be a delay. The degree of that delay depends on the thickness of 

the lens at the incident position. In other words, the lens produces a phase change to 

the incident wave, as  

 

𝑝B(𝑥, 𝑦) = 𝑒
0# 5$C%

(9$:;$)
, 

(33) 

 

where k is the number of waves, 𝐿"	 is the focal length of the lens and 𝑥 and 𝑦 are the 

space coordinates on the lens. This equation has an analogous application to an FZP. 

So, if the lens is illuminated by a plane wave, 𝑈(𝑥, 𝑦), and because the lens has a finite 

size, we use a pupil function, 𝑃(𝑥, 𝑦), to identify the light that passes through the lens. 

The exited wave can be calculated as  

 

𝑈E(𝑥, 𝑦) = 𝑈(𝑥, 𝑦)𝑃(𝑥, 𝑦)𝑝B(𝑥, 𝑦). (34) 

 

To calculate the diffraction in the back focal plane, we placed the above equation (34) 

into an equation mentioned earlier (27) and replaced the propagation distance, 𝑑, by 

𝐿":  
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𝑈(𝑢, 𝑣) =	= 	
1

𝑖𝜆𝐿"	
𝑒
#5
$C%	

=8$:3$>
d𝑈(𝑥, 𝑦)𝑃(𝑥, 𝑦)𝑒

F0#$1@C%	
(89:3;)G

𝑑𝑥𝑑𝑦. 
(35) 

 

Except for the pupil function, 𝑃(𝑥, 𝑦), this expression matches exactly the Fraunhofer 

diffraction at the distance 𝐿", which means that we not only achieve the Fraunhofer 

diffraction of a plane wave at a long distance, but we can also obtain it through a 

suitable lens. 

 

2.5. Conclusion 
 

This chapter has reviewed some general information about imaging systems, 

beginning with the lens-based imaging system. We introduced the basic structure of a 

lens imaging system and the resolution limitations based on the theories of Abbé and 

Rayleigh. We then introduced some of the characteristics of the x-ray synchrotron light 

source and the FZP; later, we will use these devices experimentally to demonstrate 

the theoretical parts of this thesis. Further, we have introduced the wave transfer 

function and diffraction approximation, which are helpful to understanding the 

propagation calculation in this thesis. 
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Chapter 3 Coherent diffractive imaging and 
ptychography 

 

 

In this chapter, we will introduce coherent diffractive imaging (CDI). We begin with the 

phase problem and some widely employed algorithms that aim to solve it. Finally, we 

review the history of ptychography and some important tools in my ptychography 

research works. 

 

3.1. Introduction 
 

To achieve a higher resolution and to avoid small numerical aperture and aberrations 

caused by the X-ray and electron lenses, the CDI method has gradually attracted more 

attention from researchers. The general paradigm is shown in Figure 10, where the 

detector is employed to record the interference pattern of the object’s scattered light 

under a substantial coherent source. This is the encoding process; a suitable algorithm 

should then be used to solve the object image.  

 

From Figure 10, we discover an essential issue of the CDI method – the phase 

problem. When the light is scattered by the object, the exit wave is a complex one, 

which includes the modulus and phase information. At the exit wave of the specimen 

the modulus information gives the transmission of the specimen, and the phase gives 

the refractive index changed phase difference, they are both very important for 

measuring the structure and characteristics of the object. The detector in the farthest 

field can only measure the intensity values, and all phase information is lost. Thus, an 

essential part of the decoding process is to solve the phase problem. Once this is 
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completed in the farthest field, the solution can be backpropagated to the specimen’s 

exit wave. 

 

 
Figure 10. A general paradigm of the CDI method. In CDI methods, only the detector records 

the interference pattern, which provides much information regarding the specimen and radiation, 

but this can only be recorded in intensity. Due to the loss of phase information, the final image 

is obtained by decoding calculations. 

 

3.2. Single shot CDI 
 

The first widely known and successful phase-retrieval algorithm for solving the phase 

problem was published by Gerchberg and Saxton in 1972 [12]. The aim of this 

algorithm was to solve the phase problem in electron microscopy experiments. Solving 

this problem depends on recording both the image and diffraction pattern intensity. 

The GS algorithm is an iterative procedure; the basic idea of this algorithm is that an 

amplitude change in one domain will lead to a change in the amplitude and phase of 

another domain. To begin, the GS algorithm has three lots of input data: the generated 

random phase 𝜙  that contains random values between 𝜋  and −𝜋 , the recorded 

intensity in the object plane, 𝐼H , and the diffraction plane, 𝐼6. The iterative schematic is 

shown in Figure 11. 
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Figure 11. The iterative schematic of the GS algorithm. The real space is on the left, where the 
constraints on the image are employed. Reciprocal space is on the right-hand side, where the 

measured intensity as reciprocal space restrictions is applied. In each iteration, the phase of 

the reconstruction is not changed, only the (measured) modulus is readjusted. 

 

At first, it will generate the guess image, 𝑔+, using  

 

𝑔+(𝑢) = j𝐼H ∗ exp�𝑖 ∗ 𝜙(𝑢)�, (36) 

 

where, 𝑢 is the real space coordinate and 𝑛 is the iteration number. Then, we apply 

the fast Fourier transform [44] to the guess image as the guessed exit wave propagate 

to the detector plane: 

 

𝐺+(𝑣) = 	𝑓�𝑔+(𝑢)�. (37) 

 

At the detector plane, we apply the reciprocal plane’s constraint to the 𝐺+(𝑣)  by 

replacing the modulus section with the measured modulus value, but the phase 

remains the same. Then, we apply an inverse Fourier transform to get the updated 

exit wave 𝑔+E (𝑢), for  
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𝑔+E (𝑢) = 𝑓0I Vj𝐼(𝑣)
𝐺+(𝑣)
|𝐺+(𝑣)|

W. 
(38) 

 

Finally, we apply the object plane constraint to the updated exit wave and repeat the 

whole procedure several hundred times, for 

 

𝑔+:I(𝑢) = 	
j𝐼H

|𝑔+E (𝑢)|
∗ 𝑔+E (𝑢). 

(39) 

 

To prove that the error decreases by using their algorithm, Gerchberg and Saxton 

tracked the calculation error by using the square error, which is given by measuring 

the total amplitude’s difference between the measured intensity and the calculated 

amplitude: 

 

𝐸𝑟	(𝑛) = 	�|𝐼(𝑣) − |𝐺+(𝑣)|$|. (40) 

 

When the error value is closer to zero, the reconstruction is closer to the correct value. 

However, the algorithm has its shortcomings, including the fact that the convergence 

of this algorithm may not go in the right direction. This could mean that when it has 

collected less information, the algorithm could drop into a local minimum, where the 

error can drop to zero or jump into an endless ambiguity solution loop without reducing 

the error. 

 

Based on the GS algorithm, Fienup [13] provided a new object constraint to improve 

it, resulting in what is called the error reduction algorithm. Rather than update the 

whole object function, the new real space constraint can be presented as 

 

𝑔+:I(𝑢) = �𝑔+
, (𝑢), 𝑖𝑓	𝑢 ∈ 𝑠
0, 𝑖𝑓	𝑢 ∉ 𝑠 , (41) 

 

where 𝑠 is the support area. This assumes the object is finite, lying only within the 

support. So, during the updated process, only the supported area has been corrected. 
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Other values remain the same. To measure the error value during a calculation, the 

mean squared error method can be used:  

 

𝐸𝑟+ =
∑�|𝐺+(𝑣)| − j𝐼(𝑣)�

$

∑𝐼(𝑣) . 

(42) 

 

However, although the error-reducing algorithm reduces the error quickly at the 

beginning, it gradually slows down. Therefore, to achieve a good reconstruction, the 

error-reducing algorithm needs a large number of iterations, and anyway can converge 

on local minima in the error function space. Fienup [13,45] further updated the error-

reducing algorithm to a HIO algorithm. The new object updated function is given by 

 

𝑔+:I(𝑢) = �𝑔+(𝑢) − 𝛼𝑔+
, (𝑢), 𝑖𝑓	𝑢 ∈ 𝑠

𝑔+
, (𝑢), 𝑖𝑓	𝑢 ∉ 𝑠 , (43) 

 

in which 𝛼  is a feedback constant. Although the HIO algorithm improves the 

reconstruction quality, it still has some flaws, such as that the field of view is smaller.  

 

It can be argued that the proposal of the CDI concept can be traced back to 1952, 

when Sayer found that the Shannon sampling theory could be used in crystallography 

to uniquely solve object structure by recording the intensity of the specimen’s 

interference pattern on a detector [46]: the diffraction pattern. This idea was very close 

to Hoppe’s concept of ptychography. However, it is debatable whether different 

objects have similar diffraction patterns [47,48], which would cause residual ambiguity, 

so it may need more measuring or constraints to guaranty a unique solution. Therefore, 

some different CDI methods have appeared under the basic CDI concept, like Fresnel 

CDI, Bragg CDI, scanning CDI and ptychography, which we will now explore in much 

greater detail. Ptychography is much more powerful than single shot CDI and is central 

to all the work that follows.  

 

 

 



 32 

3.3. Ptychography 
 

Ptychography is a branch of CDI, so it has all the advantages of diffractive imaging, 

including a high resolution and improved phase retrieval contrast. Also, ptychography 

has a huge amount of redundancy, which is its main advantage when compared with 

other CDI methods. Redundancy is based on the large number of diffraction patterns, 

so many experimental errors can be corrected during the reconstruction process [49]. 

Ptychography has better noise and partial coherence tolerance. It also makes lenses 

unnecessary, produces complex images and can self-calibrate. However, in the past, 

the application of ptychography has been limited by the calculation capacity of the 

computer being used and detector technologies.  

 

Unlike other conventional CDI methods, in the scanning process, each of the two 

adjoining scan positions must have a certain level of overlap [6,50], as shown in Figure 

12. When the radiation passes through an aperture, it is driven by a condenser lens to 

the surface of the specimen, either in focus or defocused, and the exit wave contains 

the information of probe and specimen in probe position will be record by a detector. 

The beam is then moved to the next position, overlapping on the previous position, 

and the next interference pattern is recorded by the detector. The process continues 

until the target area has been fully scanned. 

 
Figure 12. A sketch map of the ptychography scanning process. The light is focused by a lens 

onto the specimen, and a related diffraction pattern is recorded at the far end. By moving the 
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specimen, the light can scan each area of it and generate a series of diffraction patterns, where 

each of the two scan positions must have a certain level of overlap. 

 

The concept of ptychography was proposed by Walter Hopper [51] to solving the 

phase problem in crystallography. The name ‘ptycho’ comes from the Greek language 

and means ‘a fold’. This name is used because the diffraction pattern can be 

recognised as the convoluted results of the FT of the probe and the FT of the specimen 

when illuminated, which is like a folding process. Hoppe failed to extend the use of 

ptychography to non-crystalline specimens and ceased his research into 

ptychography [52]. In 1989, Rodenburg [53] compared many phase retrieval methods 

and realised that the geometry in Figure 12 can provide a solution linearly. In 1992, 

Bates and Rodenburg [6] published the Wigner distribution deconvolution method 

(WDDM), which was the start of modern ptychography, and the WDDM proved itself 

in the optical [54], x-ray [55] and electron [56] fields. The most remarkable advantage 

of the WDDM is that it solves the phase problem linearly, but it requires a very dense 

scan to provide a very large 4D dataset (for example, when used for a 

256x256x256x256 byte dataset), which is a challenge for computers. Further, noise 

may negatively affect the deconvolution process. Thus, the development of the WDDM 

method has gradually been surpassed by iterative ptychography. Recently, however, 

due to an increase in the calculation abilities of computers, the WDDM has gradually 

returned to the spotlight [57,58,59]. 

 

3.3.1. Iterative ptychography 

 

Later, Rodenburg and Faulkner proposed an iterative algorithm for ptychography to 

solve the phase problem – the PIE [14,60]. The success of iterative ptychography has 

been demonstrated in optical [61,62], x-ray [63,64] and electron wavelengths [65,66]. 

The PIE algorithm uses the information from an HIO algorithm [13] as there are two 

constraints in each iteration: the real space support and the modulus constraint. 

According to the Fourier shift theorem, if the phase of a pixel is laterally shifted in real 

space, the phase offset will occur in reciprocal space to affect the phase retrieval. 

Therefore, the real space support is used to block everything outside of the support. 

The modulus constraint described as the calculated intensity must equal the measured 

intensity for each scan position. An example of a PIE algorithm is demonstrated in 
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Figure 13, where, if the probe function is 𝑃, the object guess function is 𝑂, the exit 

wave is 𝜓 , the intensity in the Fourier transform is Ψ, the real and reciprocal space 

coordinates are 𝑢  and 𝑣 , respectively, the related scan position is 𝑟 , the record 

intensity is 𝐼 and the iteration number is 𝑛. 

 

• In the 𝑛𝑡ℎ iteration, the probe illuminates the specimen guess at position r, and 

the exit wave is given as  

 

𝜓(𝑢) = 𝑃(𝑢 − 𝑟)𝑂+(𝑢). (44) 

 

• Then, the exit wave propagates the detector, and the propagation process is 

taken by a forward Fourier transform: 

 

Ψ(𝑣) = 𝑓�𝜓(𝑢)�. (45) 

 

• In the reciprocal space, the modulus constraint is applied to replace the real 

part of the Fourier transform of the previous exit wave by the square root of the 

collected real intensity. However, the phase component is left to update the 

previous exit wave: 

 

ΨE(𝑣) = 	j𝐼(𝑣)
Ψ(𝑣)
|Ψ(𝑣)|. 

(46) 

 

• The updated exit wave is then propagated back to the object plane using an 

inverse Fourier transform: 

 

𝜓E(𝑢) = 	𝑓0I�ΨE(𝑣)�. (47) 

 

• The object function is updated by  

 

𝑂+:I(𝑢) = 	𝑂+(𝑢) + 𝛼
|𝑃(𝑢 − 𝑟)|

𝑚𝑎𝑥|𝑃(𝑢 − 𝑟)|
𝑃∗(𝑢 − 𝑟)

(|𝑃(𝑢 − 𝑟)|$ + 𝑐)
[𝜓E(𝑢) − 𝜓(𝑢)], 

(48) 
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where ∗ means the complex conjugate, 𝑐 is a very small number to avoid zero 

and 𝛼 is a feedback controller used for the update function, the value of 𝛼 being 

between 0 and 1. 

 

• The illumination wave then moves on to the next position, where the new 

position overlaps with the previous. 

 

• The process is repeated several hundred times, and the calculation error after 

each iteration is measured by the sum square error (SSE), calculated by 

 

 

𝑆𝑆𝐸 = 	
(𝐼(𝑣) − |𝜓(𝑣)|$)

𝑁 , 
(49) 

 

in which N is the number of pixels in the wave function. To cease updating, the 

SSE value must be lower than a predetermined minimum value, which is 

usually defined by the level of noise in the experiment. 

 
Figure 13. A flow chart of the PIE algorithm. At the real space, a guessed object function will 

be provided to the algorithm, where the real space constraint is applied. After the guessed exit 

wave has been propagated to the reciprocal space, the Fourier space constraint will be applied 

and will backpropagated to the updated exit wave, to real space, to update the guessed object 
function.  

 

The PIE algorithm is much easier to calculate in a computer than the WDDM method 

(at least when it was invented), so it gave a greater boost to the development of 
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ptychography. However, as the above shows, to use the PIE algorithm, the exact 

probe function must be known, which limits the work of the PIE. Guizar-Sicairos and 

Fienup solved the probe function by using the conjugate gradient method [67]. In 2008, 

Thibault et al. [68] used a difference-map algorithm [69,70] to solve the probe function. 

In 2009, Maiden and Rodenburg [15] published the ePIE to solve the probe function, 

based on the PIE method. The ePIE algorithm is mainly used in this work. It is an 

important milestone for PIE-related algorithms as it provides a probe-updated function 

to estimate the accurate probe function from a rough guess. Also, ePIE has high speed 

convergence and good noise tolerance. The process of the ePIE is quite like the PIE 

algorithm – the only differences being in the initial guessing element and the updating 

aspect. The two updating functions are the probe-update function and the object-

update function: 

 

𝑃+:I = 𝑃+ + 𝑎
𝑂+∗(𝑢 − 𝑟)

𝑚𝑎𝑥|𝑂+(𝑢 − 𝑟)|$
[𝜓E(𝑢) − 𝜓(𝑢)]	 

(50) 

 

and  

 

𝑂+:I = 𝑂+ + 𝛽
𝑃+:I∗ (𝑢 − 𝑟)

𝑚𝑎𝑥|𝑃+(𝑢 − 𝑟)|$
[𝜓E(𝑢) − 𝜓(𝑢)], 

(51) 

 

where 𝛼	and 𝛽 are the feedback controllers of the updated process. This algorithm is 

quickly accepted in visible light [71,72], x-ray [73] and electron experiments [74,75]. 

 

As is described above, PIE-related algorithms are serial algorithms, which means that 

the algorithms update each exit wave serially while updating the object and probe 

guess. Thus, this kind of algorithm creates large updates through small changes. 

However, there are similar algorithms that correct the object and probe guess through 

updating all exit waves in parallel simultaneously. There are two important parallel 

algorithms: the conjugate gradient method [67] and the difference-map algorithm 

[69,70]. The conjugate gradient method was the first algorithm to provide probe 

function updating, and the difference-map algorithm is one of the most popular 

algorithms in the x-ray ptychography community. In addition to the above, other 

popular algorithms in phytography include the Proximal Block Implicit–Explicit 
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(PHEBIE) algorithm [76], hybrid projection reflection (HPR) method and Relaxed 

averaged alternating reflections method (RAAR) [77]. 

 

3.3.2. Sampling in ptychography 

 

Sampling is a vital constraint in CDI methods, where the intensity of an object or the 

illuminated area of an object on the detector must be sampled by a suitable pixel matrix 

pitch, which records enough information to efficiently recover the object function. In 

other words, the detector size decides the real space object or illumination size. In the 

conventional CDI method, the sampling condition is controlled by the pixel pitch on the 

detector [78,79,80], in which if the radiation wavelength is 𝜆, the distance between 

object and detector is 𝑑, the real space specimen size is 𝑋 and the detector pixel pitch 

is ∆𝑢 because the physical size of a detector pixel pitch has an angular relationship 

with the specimen, where for a small diffraction angle,  

 

∆𝜃 =
𝜆
𝑋 =

∆𝑢
𝑑 . 

(52) 

 

According to this relationship, we can conclude that to meet the Nyquist frequency on 

the detector plane, the object or illumination size must be smaller than 

 

𝑋 ≤
𝜆𝑑
∆𝑢. 

(53) 

 

However, the wave function is a complex value, but the detector can only record the 

intensity, so this sampling condition does not supply enough information to solve for 

the (complex) numbers required. Later, Sayre pointed out that the Fourier transform 

of the intensity is the autocorrelation of the process. The autocorrelation results are 

twice the size of the specimen, so the equation (53) should be changed to  

 

𝑋 ≤
𝜆𝑑
2∆𝑢. 

(54) 
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To explore the sampling requirement, we must consider the special overlapping scan 

process of ptychography, which contrasts other CDI methods. Bunk et al. [81] proved 

that the more overlap there is, the better the reconstruction quality in ptychography 

experiments. This is with the exception of a 100% overlap, for this becomes more like 

a repeating single shot CDI process than ptychography. From the perspective of the 

richness of data, the larger overlap, in the ptychography there is more information 

about the overlapping area. The huge volume of information in ptychography data not 

only improves reconstruction quality but also provides strong noise tolerance and error 

correction abilities. Also, we see the scan process as a real space sampling process. 

When there is a greater overlap on the object plane, there are fewer intensity changes 

on the detector, which reduces the sampling requirement on the detector plane. Edo 

et al. [82] used experiment results to demonstrate that  

 

∆𝑥 =
1
2∆𝑢, 

(55) 

 

which does not depend on the probe size, and where ∆𝑥 is the pixel pitch on the 

specimen. Because only intensity is collected, a factor is required been added to 

recover the complex (real and imaging) parts of the wave. Similar results were also 

demonstrated by Silva and Menzel [83]. 

 

This is the sampling condition of the diffraction intensity. However, when iterative 

ptychography collects diffraction patterns, it scans the specimen cross-over with a 

certain degree of overlap, and the scanning process is also a form of the real space 

sampling process in ptychography. Therefore, to achieve an accurate measurement 

of the sampling condition in ptychography, it is better to combine real space and 

reciprocal space sampling, for  

 

𝑆.2; =
1

2∆𝑠∆𝑢, 
(56) 

 

where the ∆𝑠 is the step size on the specimen.  
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3.3.3. Super resolution in ptychography 

 

At the Nyquist sampling condition, ptychography is highly over redundant, which 

means that in ptychography, there is much information redundancy. This is a big 

treasure for the ptychography to improve its performance. Edo et al. [84] proposed an 

experimental change to improve the resolution of ptychography, using a curved light 

source to replace the parallel light, which is quite similar to the tilt beam method 

proposed by Kirkland et al. [85]. In a parallel illumination, one detector pixel will record 

only one of the scattering vectors. Therefore, the detector’s size will limit the resolution 

of ptychography. However, if the light is curved, there is no longer a one-to-one 

relationship between the detector’s pixels and the scattering vectors, and the special 

frequency information is spread into several detector pixels, which means that a 

detector of the same size can record more than a parallel wave. Based on the above 

research, Edo proposed a method to achieve a higher resolution using PIE, where 

each of the diffraction patterns are attached on a larger all-zero values matrix. Then, 

the new diffraction patterns are used in the PIE algorithm to recover the missing 

special frequency information caused by the finite size of the detector, which is due to 

the missing spatial frequency information of one diffraction pattern has been stored in 

the data and spread in several overlapped scan position diffraction patterns. 

 

Later, Maiden et al. [86] published the ePIE-based super-resolution algorithm. 

Essentially, the idea of this was to computationally enlarge the size of diffraction 

patterns. This was named the super-resolution ptychographical iterative engine 

(SRPIE). Two procedures in the SRPIE deserve attention. First, when the diffraction 

is enlarged several times, the probe function also resizes to the same size, so the 

probe’s position may not be an integer value and there may need to be a subpixel shift, 

which is achieved in the SRPIE by adding a linear phase ramp on the Fourier transform 

of the probe function. When the probe function is updated, this approach is necessary 

to shift the probe back. The second procedure is through adding a constraint on the 

exit wave at the detector plane and applying a Fourier constraint:  

 

ΨE(𝑣) = �j𝐼(𝑣)∅�Ψ(𝑣)�, 𝑖𝑓	𝑢 ∈ 𝑠
Ψ(𝑣), 𝑖𝑓	𝑢 ∉ 𝑠

, 
(57) 
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where 𝑠 represents the area containing the intensity information. This equation means 

the valid area will be updated as usual, but the constraints area does not change, 

which can help to avoid the Fourier repeating and reducing high frequency noise. 

 

3.3.4. Upsampling in ptychography 

 

In ptychography, as described above, the probe size is unrelated with the sampling 

condition, but it limits the sampling condition in reciprocal space. In some situations, 

the probe’s structure in the reciprocal space is smaller than the size of a detector pixel, 

which could lead to the information on the detector being confused, for detector-

recorded information is the integrated result of different structural components. This 

may be troublesome for conventional CDI methods, but due to the overlapping 

scanning method, each detector pixel is employed several times, so there is abundant 

redundant information in the data, which may be useful to refine the detector pixels’ 

computationally. Upsampling is used to improve the sampling conditions of such a 

coarse detector, proposed by Batey et al. [87]. The basic idea of upsampling is quite 

easy to understand: A large pixel is separated into several smaller pixels. This is 

shown in Figure 14, where a big pixel, A, has been equally separated to four smaller 

pixels, and each small pixel is isolated from the others. 

 
Figure 14. A schematic diagram of pixel separation. A big pixel is separated equally into four 

smaller pixels. The total value of the small pixels is equal to that of the big pixel. 

 

The number of separated pixels depends on the over sampling condition in the 

ptychography data, which can be estimated by using equations (52) and (54): 
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𝜂 = 	
𝜆

2∆𝜃𝑑. 
(58) 

 

Thus, if 𝜂 = 2, we can separate a big pixel into 2 × 2 small pixels. The reconstruction 

algorithm of upsampling is based on ePIE, where we must assume that each detector 

is divided into 𝜂 × 𝜂 small pixels. Therefore, at the detector plane, we must update 

each of the small pixels of the exit wave by recording the intensity as  

 

Ψ(9,;)
E (𝑣) = 	

Ψ(9,;)(𝑣)j𝐼(𝑣)

N∑ ∑ �Ψ(9,;)(𝑣)�
$

;9

, 
(59) 

 

where 𝑥  and 𝑦  are the coordinates of the order of small pixels. The upsampling 

method is a solution to some poor detector ptychography experiments that cannot 

meet the minimum requirements of the Nyquist sampling conditions. However, 

implementing it for general ptychographic reconstruction should be avoided, for it 

artificially separates a large pixel into small pixels; the performance of upsampling is 

strongly affected by real detector data quality.  

 

3.3.5. Scan position correction  

 

The first factor that limits the performance of ptychography is an error with the scan 

position. In this ptychography experiment, the only data collected were the diffraction 

patterns. Each diffraction pattern uniquely corresponds to the real space’s scan 

position, so the accuracy of the specimen’s position limits the quality of reconstruction. 

This has also been revealed by another research [88,89,90]. However, several 

algorithms have been used to solve this problem, such as the conjugate gradient 

method [91] and cross correlation-based methods [92].  

 

We will now introduce an ePIE-based position correction method, which was created 

by Maiden et al. [93], called ‘Jiggle’. To begin the Jiggle method, we generate several 

random positions surrounding one of the original positions with a certain radius. These 

are random positions, and after each position correction iteration, the corrected 
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position will move closer to the real position, so we also need to reduce the annealing 

position area radius. We then propagate the exit waves of the original position and the 

surrounding annealing positions to the detector plane to calculate the intensities. Once 

we have obtained all the guessed intensities, we compare the recorded intensity at 

this position with the calculated intensities to find the closest result. Next, we apply the 

Fourier constraint to the most comparable exit wave at the detector plane, and 

backpropagate to the real space to update the object and probe guess. The same 

procedure will be performed for all diffraction patterns to address the real space’s scan 

position at each iteration. 

 

3.3.6. Error metric for ptychography 

 

To analyse quantitatively the convergence of a ptychographic algorithm, an error 

measurement is necessary. This is because the only data measured in a ptychography 

experiment is the intensity of the diffracted exit waves from the different scan positions 

of the specimen. Hence, the most straightforward way to measure error is to calculate 

the recorded intensities with the calculated exit wave on the detector plane, such as 

the R-factor, which is used in crystallography to measure the reconstruction quality,  

 

𝑅 = 	
∑|𝐹HL! − 𝐹(4B|

∑|𝐹HL!|
, 

(60) 

 

in which 𝐹HL!  is the amplitude of measure data and 𝐹(4B  is the amplitude of the 

calculated data.  

 

The error matrix used in this work was refined by Maiden et al. [15] from the root mean 

square error (RMES), which calculates the normalised error between measurement 

and calculation after each iteration:  

 

𝜀 = 	�
∑ ∑ ��ΨM(𝑣)�

$ − 𝐼M(𝑣)�3M

∑ ∑ 𝐼(𝑣)$3M
, 

(61) 
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where 𝑗 denotes the scan position. However, as a normalised, calculated-based error 

metric, it can give us a good indication regarding accuracy. However, some influential 

factors must be considered, such as the noise and local minima. If there are several 

better solutions, the algorithm may choose one that is not the best and have no to 

chance to jump out. Therefore, it is better to combine this information with other 

measurements to analyse the reconstruction. 

 

Another widely employed error metric is the Fourier ring correlation (FRC) [94,95], 

which is an amended 2D version of the Fourier shell correlation (FSC) [96,97]. The 

basic idea behind the FRC and FSC is to calculate the normalised cross correction 

between two objects that are on the same target structure volume of Fourier space by 

separating the spatial frequency content of them into several calculation-concentric 

rings or shell regions. The cross correction at each calculation ring is given by  

 

𝐹𝑅𝐶(𝑟N) = 	
∑ 𝐹'%"(𝑟)𝐹(4B∗ (𝑟)'∈''

N∑ �𝐹'%"(𝑟)�
$

'∈'' ∑ |𝐹(4B(𝑟)|$'∈''

, 
(62) 

 

in which 𝑚 is the order of the ring, 𝑟 is the special frequency at this ring zone, 𝐹'%" is 

the first object (normally the reference object) and 𝐹(4B is the second object (the 

reconstruction in this work). The FRC is quite a good error measurement and has 

some advantages. First, it can measure the performance of reconstructions 

quantitatively. Secondly, its measurement is made at the Fourier space, which can 

help to avoid subjective bias to the objects as it depends on the structure of specimen 

as well as the illumination. Third, it can measure the performance of a reconstruction 

without knowing the noise criterion in advance. 

 

3.3.7. Fourier ptychography 

 

An important derivative technique is Fourier ptychography, where the real space 

overlapping scan process is replaced by a spectrum shift in Fourier space [98]. 

According to the shift theorem, the spectrum shift in Fourier space can be performed 

by tilting the illumination angle toward the real space. Therefore, Fourier ptychography 

requires a series of tilted lights to illuminate the specimen. The setup of a Fourier 
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ptychography experiment is shown in Figure 15, where the diffracted exit waves are 

collected by an objective lens and focused onto the rear focal plane, where an aperture 

is placed to filter the spectrum of the exit waves. A detector at the far end of the 

aperture records the object’s image. 

 

 
Figure 15. A sample setup of a Fourier ptychography experiment. As the tilted illumination in 
real space is equal to the spectrum shift in Fourier space, when the light is focused on the 

specimen from different angles, the diffractions are collected by an imaging lens and sorted by 

an aperture at the rear focal plane of the lens to filter the spectrum of diffractions. A detector is 

fixed on the image plane to record low-resolution images.  

 

Following the illumination from each titled light, a low-resolution image is recorded on 

the image detector. This low resolution is caused by the aperture on the back focal 

plane, through which only a small portion of the specimen’s spectrum can pass. 

Therefore, the resolution of Fourier ptychography is limited by the tilting angle of the 

light. A higher tilting angle collects higher frequency components from the spectrum of 

the specimen, but where counts might be low. Low angle collects components of a 

lower frequency, which may reduce the signal-to-noise ratio. To easily measure the 

resolution of a Fourier ptychography experiment, Konda et al. [99] provided this 

equation:  
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𝑟𝑒𝑠 = 	
𝜆

𝑁𝐴C + 𝑁𝐴P
, (63) 

 

in which 𝑁𝐴C is the numerical aperture of the lens and 𝑁𝐴P is the highest tilted angle 

illumination numerical aperture and which also proves that, with a fixed illumination 

wavelength and lens, enlarging the tilting angle of the light helps to improve the 

resolution in Fourier ptychography. 

 

Fourier ptychography has some advantages. First, it can produce a high-resolution, 

complex image at gigapixel levels. Second, fewer requirements are placed on the 

detector as it is used to collect the specimen image rather than the diffraction, of which 

the latter has larger dynamic range. Third, as there are no scanning processes on a 

specimen in Fourier ptychography, it can produce a specimen reconstruction much 

quicker; the scanning process is replaced by the spectrum shift created by switching 

on an off an array of sources. Nowadays, Fourier ptychography progress has been 

made in many ways, such as through fast Fourier ptychography [100,101,102] and 3D 

Fourier ptychography [103, 104]. 

 

3.4. Conclusion  
 

In this chapter, based on the phase problem, we have reviewed the basic models of 

CDI and some decoding processes aimed at solving the phase problem, including the 

GS algorithm and the HIO algorithm. Next, we discussed ptychography, which is the 

core technique in this thesis; all the works are based on it. To begin, we introduced 

the special overlapping data collection method and a brief history of ptychography.  

 

The iterative ptychography method was then demonstrated – the main technique used 

to solve the phase problem – based on ptychography-based research. At this point, 

the PIE and ePIE algorithms were introduced and were used in this work. Following 

the decoding algorithm, we reviewed the sampling conditions in conventional CDI 

methods and ptychography, which showed that ptychography data has a much higher 

sampling condition than single shot CDI methods. We introduced the super resolution, 

upsampling and scan position corrections techniques, which I have studied in my past 

research experience, but which has not contributed to this thesis. They are the best 
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examples of the potential of ptychography due to their high information redundancy 

features. Finally, we gave a brief introduction of Fourier ptychography, which is an 

important derivative technique and a key research topic for ptychography, but I have 

not done any research about it. 
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Chapter 4 Modal decomposition of partially 
coherent wave field via ptychography 

 

 

As a type of CDI method, partially coherence is critically limiting reconstruction quality. 

In this chapter, we use two classical light experiments to gain a general understanding 

of temporal and spatial coherence. As recent research suggests, we can separate 

multiple object and illumination states at the same time in spatially mixed-state 

ptychography, where the mixed states come from spatial instability, and they are 

solved by the information redundancy of the data. The spatially mixed states include 

the probe and object states, and the overall mixed state is the mixed interaction result 

of each probe state with each object state. Therefore, if we treat the partial coherence 

as a mixture of many coherent illumination states, the spatially mixed-state 

ptychography can properly deal with it. In this chapter, we theoretically and 

experimentally demonstrate how the algorithm works. Further, we explore the patterns 

of the source illumination mode and the influencing factors in the modal decomposition 

and reconstruction using engineered point sources. 

 

4.1. Coherence 
 

In optics, coherence describes the characteristic that any two points in the wave front 

have a defined phase change at any time. This is very important to the CDI method 

because a good coherent beam can provide high contrast and a stable interference 

pattern on a detector. Normally, coherence can be measured by interferometers as 

the intensity form [105] 

 

𝐼(𝜏) = 𝐼(𝑝I) + 𝐼(𝑝$) + 2ΓI$(𝜏), (64) 
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where 𝐼(𝑝) is the intensity at point 𝑝, 𝜏 is the time advance between two points and 

ΓI$(𝜏) is the mutual coherence function. The mutual coherence function was proposed 

by Wolf [106] to give a general description of the phase correlation of two random 

points on the illumination wave, along and transverse to the propagation, as 

 

ΓI$(𝜏) = lim
Q→S

1
2𝑇¡ 𝑈(𝑝I, 𝑡 + 𝜏)𝑈∗(𝑝$, 𝑡)𝑑𝑡

Q

0Q
, 

(65) 

 

in which 𝑈(𝑝, 𝑡) is a time-independent complex function of a random point, 𝑝, at a fixed 

time 𝑡, and T is the time. The degree of coherence can be calculated as  

 

𝐶 =
ΓI$(𝜏)

j𝐼(𝑝I, 𝑡)𝐼(𝑝$, 𝑡)
	. 

(66) 

 

The value of 𝐶 is between 0 and 1 to represent incoherence, partial coherence, and 

coherence. 

 

4.1.1. Temporal coherence 

 

Coherence can be divided into temporal coherence and spatial coherence. Temporal 

coherence measures the phase correlation between two points in the direction of 

propagation. According to Saleh and Teich [107], the temporal coherence function can 

be written as  

 

𝑓(𝜏) = 	¡𝑈(𝑡)𝑈∗(𝑡 + 𝜏)𝑑𝑡, (67) 

 

and the temporal coherence degree is calculated by  

 

𝐶2 =
𝑓(𝜏)
𝑓(0), 

(68) 
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where 𝑓(0) represents the fully coherent temporal coherence function. This is a key 

definition in the length of temporal coherence, which describes that the illumination 

wave can be recognised as coherent during a coherence time. The length of 

coherence of light can easily be measured using the Michelson–Morley experiment 

[108,109], which is helpful for understanding temporal coherence. However, it cannot 

be used with electrons or x-rays. A simplified module is shown in Figure 16, in which 

a monochromatic illumination is emitted from the light source and propagated to the 

half silver mirror, 𝑚T . At 𝑚T , half of the illumination passes through 𝑚T  and is 

propagated to reflection mirror, 𝑚I. The other half of the illumination is reflected to the 

second reflection mirror, 𝑚$ . The illumination reflected by mirror 𝑚I  back to 𝑚T  is 

reflected to a detector at the bottom, while the illumination reflected by 𝑚$ will pass 

through 𝑚T directly to the detector.  

 

 
Figure 16. Schematic of the Michelson-Morley experiment. In this diagram, 𝑚( is a half silver 

mirror that can split a light beam into two. The reflect mirrors, 𝑚) and 𝑚*, have different path 

lengths to 𝑚(. The detector at the bottom collects the interfere pattern of the two reflected 

beams. 

 

The two illuminations will interfere with each other at the detector to form a diffraction 

pattern. To generate a good coherent diffraction, the path difference between 𝑚T to 

𝑚I and 𝑚T to 𝑚$ must have a relationship in the form 
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𝐿( = 2𝑑 = 𝑐𝑡( , (69) 

 

where 𝑑 is the path difference from 𝑚T to 𝑚I and 𝑚$, 𝑐 is the light speed in a vacuum 

and 𝑡( is the coherence time that is given by 

 

𝑡( = ¡|𝐶2|$𝑑𝜏. 
(70) 

 

The coherence time also has a relationship with the light illumination bandwidth 

defined by 

 

𝑡(𝐵 ≥ 1. (71) 

 

Therefore, the coherence length is approximately 

 

𝐿( ≥
𝑐
𝐵,	 

(72) 

 

where 𝐵 is the bandwidth of the light illumination. 

 

4.1.2. Spatial coherence 

 

Spatial coherence is the phase difference between any two points on the wave front 

at a point in time. To describe the spatial coherence, Young’s double slits experiment 

is widely employed example [110,111,112], as shown in Figure 17.  

 

In Figure 17, 𝑥 and 𝑦 are coordinates; the left side of the mask shows a plane wave; 

𝑃I and 𝑃$ are two pin holes on a block, with distance of 𝐷; 𝐹 is the complex-valued 

wavefront incident at point 𝑦 on the detector and L is the distance between the block 

and the detector. The path difference between the radiation passing through 𝑃I and 

𝑃$ to point	𝑦 is 
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𝐷6#""(𝑦) = ¤Y𝐿$ + [
𝐷
2 − 𝑦\

$

− Y𝐿$ + [
𝐷
2 + 𝑦\

$

¤, 
(73) 

 

and therefore, the phase difference is  

 

∅6#"" =
2𝜋
𝜆 𝐷6#"" , 

(74) 

 

where 𝜆 is the wavelength of the radiation. If the phase difference is 2𝜋, the fringe 

period can be calculated as 

 

𝛾"'#+U% =	
𝜆𝐿
𝐷 . 

(75) 

 

The intensity at point 𝐹(𝑦) is 

 

𝐼V(𝑦) = |𝐹(𝑦)|$ =
𝐼T
2 O1 + cos O∅6#""

(𝑦)QQ, (76) 

 

in which 𝐼T is the recorded intensity of the radiation passing through only one pinhole. 

Michelson has proposed a function to measure the quality of the interfere pattern as 

visibility, 𝑉, which is represent as 

 

𝑉 = 	
𝐼N49 − 𝐼N#+
𝐼N49 + 𝐼N#+

,	 (77) 

 

where 𝐼N49	and 𝐼N#+	are the recorded maximum and minimum intensity values.  
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Figure 17. Schematic diagram of Young’s double slits experiment. On the left-hand side is a 

light block with two pin holes, 𝑃) and 𝑃*. The distance between the two pin holes is 𝐷. On the 

right-hand side is a detector to record the interfere pattern of the beams emitted from the two 

holes. The distance between the light block and the detector is 𝐿.  

 

4.1.3. The Van Cittert–Zernike theorem 

 

To measure the degree of coherence, the Van Cittert–Zernike theorem [113, 114, 115], 

which assumes that spatial coherence dominates the coherence properties of a wave 

(as in the synchrotron source in the next chapter), can be used to characterise the 

degree of coherence of an electromagnetic wave. Matter waves can also be calculated 

using this theorem. The Van Cittert–Zernike theorem describes that, in some 

situations, the complex visibility of a long-distance incoherent source is equal to the 

Fourier transformation of its intensity distribution as 

 

ΓI$(𝑢, 𝑣, 0) = d𝐼(𝑚, 𝑛) 𝑒0$1(N8:+3)𝑑𝑚𝑑𝑛, (78) 

 

where 𝑢 and 𝑣 are the distance between the source and the observation plane on the 

x and y dimensions, m and n are the source direction cosines of a source point and 𝐼 

is the intensity of the source. The Van Cittert–Zernike theorem gives a Fourier 

transform relationship of the mutual coherence and the source intensity distribution. 
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4.2. Mixed-state ptychography 
 

In an ideal ptychography experiment, the illumination is purely coherent. Therefore, 

there is only one probe state and specimen state in the experiment spatially, where 

we use the probe to replace the illumination, as the illumination will be focused on the 

specimen by the lenses. However, partially coherent illumination is employed in x-ray 

and electron experiments to balance the requirements of the degree of illumination 

coherence and flux. In partially coherent illumination, there is more than one probe 

state in the experiment, and each probe mode will interact with the specimen function 

to contribute to the recorded intensity. For the phase problem, the detector can only 

record an intensity, which is the sum of all the intensities caused by the multiple probe 

states. All the phase information is lost. To solve the modulus and phase information 

of the specimen and all probe states, the dataset must contain as much information 

redundancy as possible. Fortunately, one of the most important characteristics of 

ptychography, when compared with CDI methods, is that the dataset has rich 

information diversity. Mandel and Wolf [116] showed that any partially coherent 

wavefield can be divided into several totally incoherent wave components that are self-

coherent but incoherent with each other. 

 

More recently, Thibault and Menzel [7] proved that the modal decomposition method 

can be applied to ptychography because of the high information diversity in its dataset. 

Peng et al. [117] have further improved the theory to resolve the ambiguities in the 

original reconstruction process and experiment setup of multi-state ptychography 

experiments. In this chapter, the reconstruction algorithm will be demonstrated, first 

based on the ePIE algorithm, then some artificially built modes will be used to discuss 

the mechanism of and influence of parameters on modal decomposition experiments. 

 

4.2.1 ePIE-based modal decomposition algorithm  

 

The reconstruction algorithm of modal decomposition is similar to the ePIE algorithm. 

The only difference is that the measured intensity is contributed to by several partially 

coherent probe modes, rather than one probe mode. Therefore, it must be scaled to 
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different intensities because of multi-probe states. If the probe guess function is 𝑃 with 

𝑛 states, the object guess function is 𝑂 with 𝑚 states, the exit wave is 𝜓, the measured 

intensity is Ψ, the real and reciprocal space coordinates are 𝑢 and 𝑣, the related scan 

position is 𝑟, the record intensity is 𝐼 and the iteration number is 𝑖, then the ePIE-based 

modal decomposition process is as shown in Figure 18, and 

 

• In the 𝑖𝑡ℎ  iteration, the 𝑛  probe states on the 𝑚  specimen guess states at 

position 𝑟 are such that the multi-state exit wave will be  

 

𝜓#
(+,N)(𝑢) = 	𝑃#+(𝑢 − 𝑟)𝑂#N(𝑢). (79) 

 

• The multi-state exit wave will propagate to the detector as a forward Fourier 

transform in far field as 

 

Ψ#
(+,N)(𝑣) = 𝑓 O𝜓#

(+,N)(𝑢)Q. (80) 

 

• In reciprocal space, the recorded intensity must be scaled to several small parts 

according to the scaled weight of each mode, as defined by Mandel and Wolf 

[116], to perform the Fourier constraint individually. The total calculated 

intensity must be equal to the measured intensity, as shown in Figure 19. The 

phase part of the mixed-state exit waves will keep updating the pervious exit 

waves as 

Ψ	#
E(+,N)	(𝑣) = �𝐼(𝑣)

�Ψ#
(+,N)(𝑣)�

$

∑ ∑ �Ψ#
(+,N)(𝑣)�

$
N+

Ψ#
(+,N)(𝑣)

�Ψ#
(+,N)(𝑣)�

. 

(81) 

 

• Propagating the updated multi-state exit wave back to the object and probe 

state guesses as 

 

𝜓	#
E(+,N)(𝑢) = 𝑓0I OΨ	#

E(+,N)(𝑣)Q. (82) 

 

• Updating the probe and object state guesses by 
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𝑃#:I+ (𝑢) = 𝑃#+(𝑢) + 𝛼
∑ 𝑂#N

∗(𝑢 − 𝑟)N

𝑚𝑎𝑥 §∑ �𝑂#N(𝑢 − 𝑟)�
$

N ¨
§𝜓	#

E(+,N)(𝑢) − 𝜓	#
(+,N)(𝑢)¨ 

(83) 

 

and 

𝑂#:IN (𝑢) = 𝑂#N(𝑢) + 𝛽
∑ 𝑃#+

∗(𝑢)+

𝑚𝑎𝑥 §∑ �𝑃#+(𝑢)�
$

+ ¨
§𝜓	#

E(+,N)(𝑢) − 𝜓	#
(+,N)(𝑢)¨, 

(84) 

 

where * means the complex conjugate, 𝛼	and 𝛽 are the feedback controllers for 

the update functions and the values are between 0 and 1. 

 

• Then move to the next joint position and repeat the process (79–84) several 

hundred times. 

 

For the probe modes, we can perform an orthogonalizing process to get the unique 

probe modes, where the probe modes are unique and self-coherent but incoherent 

with others. 

 

 
Figure 18. Flow chart of the ePIE-based modal decomposition process. In general, the modal 

decomposition process is a series of parallel ePIE processes at each scan position. However, 

there are two differences. First, at the reciprocal space, an intensity separation process must 
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be applied to each calculated intensity, as shown in Figure 19. Second, to get the isolated probe 

modes, an orthogonalizing process is employed to the calculated probe functions. 

 
Figure 19. The intensity separation in the Fourier constraint process for each scan position. As 

the total calculated intensities must equal the measured intensity in each scan position, the 

measured intensity must be separated in each calculation, according to the weight of each 

calculated intensity in the total calculated intensity, to perform the Fourier constraint, where the 

phase in each calculation keeps the same. 

 

4.3. Probe modes 
 

Here, we separate a partially coherent illumination source into a finite number of point 

sources on the source plane and model the radiation. A monochromatic plane wave 

on the detector can be recognised as a plane wave that emits from a single point on 

the source plane. Consequently, the partially coherent wave is the result of the addition 

of the intensity of different monochromatic waves during propagation. Therefore, each 

mode shows a type of interference pattern on the detector. We select three, four and 

five joint points with the same value on the source plane as examples and transfer 

each point individually, then inversely transform them back. On the image plane, we 

use singular value decomposition (SVD) to orthogonalize the backward results to get 

the source modes, where SVD is a widely used method to perform Eigen 

decomposition to extract the eigenvalue and the eigenvector [118].  
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Figure 20 shows the point source and corresponding source mode patterns, where 

the points on the source plane display as different distribution patterns, and the source 

modes show the interference pattern of different waves after they pass through a circle 

mask. They are shown in descending order of power in each mode. The power of each 

mode gives the participation of the mode pattern in a partially coherent source, where 

the mode patterns and the power distribution can be affected by the source points’ 

spatial distribution on the source plane and the intensity of each source point. 

Therefore, we can change the mode patterns and related power distribution by 

changing the spatial distribution or intensity of the source points. For example, in 

Figure 20 there are three types of source patterns and related illumination modes in 

each row. Comparing the first row and other point sources, the first-row source has no 

vertical source point, so the mode has not shown the influence of any horizontally 

interfere. Also, the first mode of each row shows more power than others because the 

source points are closer to each other. Therefore, the detector will record lots of similar 

information. In the second and third rows, the second and third modes look 

symmetrical with equal power, as point sources are symmetrical. Therefore, they will 

create the same strength interfere from all directions.  

 

 
Figure 20. The point source patterns and corresponding source modes. From top to bottom 

they are Three-point source pattern and three mode patterns with power, four-point source 
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pattern and four mode patterns with power, and five-point source pattern and five mode patterns 

with power.  

 

Unlike with source modes, by using ptychography reconstruction, we can put a random 

number of probe functions into the reconstruction to solve the dataset. However, there 

are only a few modes that strongly contribute to the reconstruction process, while other 

modes are empty modes, which may record artificial noise information in the dataset. 

 

Here, the five-point source (the third row in Figure 20) is used as above. We employ 

the ePIE algorithm with eight modes at random to show the modal decomposition 

results. after five hundred iterations. The reconstruction results are shown in Figure 

21 (see next page), in which the first image shows the reconstruction result of Lena, 

which has been widely used in the digital image processing community. In these 

results, the power of the last three probe modes is significantly smaller than the first 

five, as they do not have a clear interfere pattern because they are pure artefacts and 

do not exist in the original data. This means that they contribute no information to the 

object reconstruction, which is why they are called the empty modes. 
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Figure 21. The object reconstruction and eight orthogonalized probe modes. Modes one to five 

are almost the same as the source mode, and modes six to eight are the empty modes, which 

contributed nothing to the reconstruction. 

 

As introduced above, power is a measure of the importance of the mode’s pattern to 

the reconstruction process. From Figure 21, we learned that although we know there 

should be five mode patterns, more than 99% of the power is concentrated in the first 

three patterns. From this conclusion, we can infer that we may not need to calculate 

all the modes to achieve a good reconstruction result. To prove this idea, we 

performed another simulation, in which we engineered a new source mode pattern, as 

shown in Figure 22, in which there are no symmetrical mode patterns with the same 

power. In this test, we only tried to extract two to five modes each time and compare 

the reconstruction image quality using Fourier ring correlation (FRC). 
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Figure 22. Five-point source and mode patterns. By changing the spatial distribution of the 

source points, we can avoid any symmetrical mode patterns with the same power. 

 

The results are shown in Figures 23 and 24. Figure 23 shows the reconstructions from 

two to five mode calculations, but only the centre part of each result, as this area has 

been scanned more times than the boundary part, which helps to record more 

information in the data. As a result, any artificial effect will be spread over more 

diffraction patterns giving the best possible results in the reconstructions. From the 

results, it can be intuitively seen that the last two results are better than the first two, 

and that by inputting more modes into the calculation, the reconstruction improves. 
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Figure 23. The image reconstruction results with different modes in the calculation. This clearly 

shows that with more modes in the calculation, the reconstruction is improved. 

 

Figure 24 displays the FRC results of each reconstruction result, with the object image. 

From Figure 24, the reconstruction quality using two modes is significantly lower than 

the others. The reason for this is that using only two modes cannot fully overcome 

partially coherence in all directions. However, when we use three modes, the three-

mode patterns have contributed more than 86% to the reconstruction. In other words, 

if we can calculate three modes, we can reduce the negative effect of partially 

coherence of the reconstruction by more than 86%. With more modes in the 

construction, the influence of partially coherence can be further reduced. However, as 
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the last two modes have less influence, they cannot improve the reconstruction to a 

great degree. 

 
Figure 24. The Fourier ring correlation result. The result compares the centre part of the 

reconstruction result with the specimen image using different numbers of modes. From the 
results, using more modes in the calculation results in a better reconstruction and that the 

improvement depends on the power of mode, where more power results in a greater 

improvement. The negative peak common to all reconstructions is because we use only part of 

the whole image to check the autocorrelation results, where we break the smooth distribution 

of the frequency component. 

 

4.3.1. Probe mode power separation in the reconstruction  
 

From the above results, if we put more probe functions into the reconstruction, we can 

achieve a better a result. But what is hidden in the modal decomposition? To answer 

this question, a tracking experiment was done to plot the mode power distribution 

during the modal decomposition process at each iteration. A new five-point source 
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was used to give equal mode powers, and the modal decomposition results are shown 

in Figure 25, where five source modes with equal power were used. We used equal 

power modes in this test because it can give a more obvious result. After each iteration, 

the power of each orthogonalized probe mode was recorded. The recorded data were 

then plotted together, where the order of the mode pattern may vary because they 

have approximately the same power.  

 

 
Figure 25. The point source pattern and source modes. The five source modes have 

approximately equal power. The source points on the source plane have some intensity and a 

symmetrical spatial distribution. 

 

The plot result is shown in Figure 26, where the five source modes have approximately 

equal power at the end of 500 iterations. In the beginning, most of the intensity is 

occupied by one of the mode patterns, and the other seven modes only have only a 

little. This is as a result of the probe functions that were used having a similar structure 

when they are used in the calculation. With more iterations, more mode patterns have 

been separated out and can direct the reconstruction in a more accurate direction. In 

the beginning, the power of each mode depends on the guessed probe functions. 

However, instead of working out all the mode patterns at the same time, the power is 

gradually shared to all other modes. The larger power modes are easier to generate 
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because they have a greater contribution to the reconstruction. Finally, all the valid 

modes will be represented by approximately equal power. The remaining modes 

received almost nothing from this process and did not contribute to the reconstruction. 

Therefore, they are empty modes in this test. 

 
Figure 26. The plot of the power distribution of the nine modes. Modes 1–5, as the source 

modes, have approximately equal power at the end. Modes 6–8 are empty modes. Except for 

the beginning probe function guess, through the iterations, the modes with greater power 

participate in the reconstruction earlier. 

 

4.3.2. Factors influencing modal decomposition 

 

To explore the parameters that could have an effect on modal decomposition, we 

realised that modal decomposition is a ‘number-of-numbers’ issue. In other words, 

how many mode functions can we solve given a certain number of measurements? If 

we want to rebuild an L × L pixel specimen using K modes and each mode is M × M 

pixels, the total number we are going to solve is 2 × L^2 + 2 × K × M^2, where every 
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value is multiplied by two because they are complex values. For this reason, the 

minimum requirement is that our data should record more data than needs to be 

solved. To prove the number-of-numbers argument, we are going the reduce the data 

by reducing the overlapping levels to check if we can still work out all the known modes. 

In this test, we use a square probe function. The point source is in Figure 22. However, 

we reduce the overlap level from 80% to 30%. The table below shows that the overlap 

levels, the number of diffraction patterns (dp) and the number of modes has been 

successfully calculated. 

 
Table 1. The overlap levels, the number of diffraction patterns (dp) and the number of modes has been 

successfully calculated. 
Overlap levels Number of collected dp Number of true modes 

80% 400 5 

70% 169 5 

60% 100 5 

50% 64 4 

40% 49 0 

30% 36 0 

 

From the Table 1 and Figure 27, it can be seen that when the overlap of any two 

adjoining scan positions is reduced, it is more difficult to work out all the mode patterns. 

If too little information is recorded, it is not possible to work out even one correct mode 

pattern. In addition, the real-space scan process can be treated as the real-space 

sampling for ptychography, which identifies the first factor affecting the modal 

decomposition, the sampling. The sampling in the reciprocal space is the density of 

pixels on the detector, which will assist in recording more frequency-component 

information. If the probe function that is sampled in the reciprocal space is much 

smaller than the Nyquist sampling condition, much of the collected data will be empty 

data, meaning that the data are not enough to solve the number-of-numbers argument. 

According to the minimum sampling requirement of ptychography [82] 

 

∆𝑥 =
1
2∆𝑢,	 

(85) 
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where ∆x is the sampling unit in the real space and ∆u is the sampling unit in the 

reciprocal space. Therefore, as the sampling increases in one, it will decrease in the 

other. Therefore, when the overlap on the specimen is reduced, the sampling 

requirement on the detector is increased. If the detector cannot satisfy the new 

requirement, there will not be enough information to solve the object and probe 

functions. 

 

 
Figure 27. Square probe source modes and the modal decomposition result with 60%, 50% 
and 40% overlap. 

 

Next, we artificially built two orthogonal moduli-only probe modes and checked the 

reconstruction result, which is shown in Figure 28. The images on the left show the 

artificially built probe modes in this experiment, where the two probes have two 

different values, 1 and −1. The two images on the right show the modal decomposition 

results of the two artificial modes. In theory, because the two probe modes are 

orthogonal probes, the modal decomposition results should be exactly the same as 

the probe patterns. However, the result shows two orthogonal mixed states of the 

probe mode patterns, which proves that during each iteration the information in the 

different modes conflicts with each other, and the final modal decomposition results 
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show the result of a compromise. This is a possible shortcoming of modal 

decomposition, which has no effect on the modal decomposition and reconstruction 

but could result in being unable to uniquely separate all the similarly structured modes 

from orthogonalization. 

 

 
Figure 28. The artificial probes and orthogonal modes. The two images on the left show the 

artificial probe patterns. The two images on the right show the orthogonal probe modes. The 

results show that the states in different modes come into conflict with each other during 

reconstruction. 

 

Even if the minimum data requirements are met, the diversity of the image structure 

and mode structures could affect the modal decomposition. In other words, several 

modes can only be separated when the diffraction pattern has enough valid 

information. To prove this idea, we created two simulation experiments. The first 

experiment was used to show that the structure of the specimen will affect the modal 

decomposition. The experiment used a white slash line as the specimen and used the 

five-point source shown in Figure 20 to generate the partially coherent illumination for 

the experiment. The modal decomposition results are shown in Figure 29.  
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Figure 29. The modal reconstruction and modal decomposition results of a slash line phase 

image. In this figure, although no correct mode pattern has been calculated, we can also get a 

good reconstruction because there is enough information in the data to solve a simple 

structured specimen. 

 

Figure 29 shows that the phase image is represented, but all the modes are destroyed. 

This is because of the lack of diversity in the diffraction data along the direction of the 

line. This can also be explained by the number-of-numbers argument that the dataset 

has not recorded enough information to solve all the mode patterns, and most of the 

valid diffraction patterns record the same structure information. Therefore, mode 

pattern ambiguities will occur along the direction of the line. The second experiment 

showed how the probe mode structure could affect the reconstruction. As shown in 

Figure 30, the same slash line example was used but with different sources, to give 

different partially coherent illumination. The reconstruction and modal decomposition 

results are shown in Figure 31. The source mode has the same direction as the slash 

line with different patterns. The reconstruction result was worse than the previous one, 

with some ghost parallel line structure, which is due to the lack of referenced structure 

information along the other directions in the mode pattern and the large amount of 

ambiguity along the direction of the line and between different mode patterns.  
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Figure 30. A new, engineered partially coherent source and related source modes with powers. 

In this source, all the probe modes have the same interfere features along the direction of the 

slash line. 

 

To plot a graph that describes the relationship between the object structure and the 

minimum number of probe modes that will give an acceptable reconstruction result, 

we have searched for a unique solution to give a quantitative description of the 

structural diversity of the specimen and the probe, including the size of the 

compressed image, the Shannon entropy, and the frequency histogram. It has been 

noted that the diffraction pattern contains all the structural information that is needed 

because the diffraction pattern is the result of the convolution of the object and probe 

functions. Therefore, we attempted to analyse the diffraction pattern using the peak 

signal-to-noise ratio of the diffraction pattern, the structural similarity of the diffraction 

patterns and the probe function on the detector, but the result was not very precise. 

Therefore, it is not possible to give a precise number for the number of modes needed 

in a reconstruction because this depends on the source and object structures. 
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Figure 31. The reconstructed phase image and modal decomposition results. In this figure, the 

reconstruction has some ghost parallel lines with the real slash line. In this test, this is due to 

the object function and probe modes not being able to provide reference position information 

in directions other than in the direction of the slash line. 

 

4.4. A sample of object state modes 
 

The object modes can be understood as having more than one specimen or noise 

information recorded in the same dataset. To simplify things, the illumination in this 

part is purely coherence. Figure 32 shows example results of two-object state modal 

decomposition and reconstruction. The top row shows the two-object phase image, 

and the bottom row gives the reconstruction results, where it is clear that all the object 

phase images are fully separated. However, due to the reconstruction, object mode 

order is random. Therefore, the order of the reconstruction images may not be the 

same as the object images. Therefore, the modal decomposition is treated as a 

number-of-numbers problem. All the parameters that affect the reconstruction of the 

probe modes will also affect the object modes. There are some potential uses for 
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object state modes, such as reconstruction denoising and dealing with radiation 

damage. 

 

 
Figure 32. The object mode example. The top row shows the two object phase images, and the 

bottom row shows the reconstruction results. 

 

4.5. Conclusion 
 

In this chapter, we examined the mechanism of modal decomposition, where the order 

of the probe modes in modal decomposition deal with different modes in descending 

order of power. We showed some parameters that could affect the modal 

decomposition and proved that, because most of the power is occupied by a few 
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modes, it is not necessary to generate all the modes to achieve a good reconstruction 

quality of the specimen. In addition, it was found that during reconstruction, different 

modes conflict with each other. In some complex situations this may generate some 

compromised modes rather than real modes. Aside from the collected data, it was also 

shown that the diversity of the structures of the object specimen probe modes can 

affect the modal decomposition. It was also shown that modal decomposition might 

not work for some very simple, structured object images. However, in the beginning 

we aimed to find a unique value to represent the structure of the specimen and the 

mode pattern to quantitatively analyse the relationship between the specimen or the 

probe mode pattern and the reconstruction quality. However, this was not practical 

given the strong dependence of the reconstruction quality on the structure of the probe 

and the sample. Sampling conditions and iteration algorithms also affect modal 

decomposition. These need to be treated with care during the reconstruction. 
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Chapter 5 Engineering illumination modes in 
X-ray ptychography 

 

 

As a kind of coherent diffractive imaging (CDI) method, ptychography has widely been 

used in the x-ray microscopy community. As the name shows, coherence is important 

to all CDI methods; so, in theory, the quality of a ptychography experiment is highly 

limited by the degree of beam coherence. To achieve a highly spatially coherent beam, 

x-ray-synchrotron-experiment facilities must be a large distance from the source, and 

a suitable aperture must be used to contain the radiation that passes through the 

aperture relatively coherently because, compared with the beam diameter, the 

coherence width is small. As described above, mixed-state ptychography methods are 

widely used to deal with partial coherence in ptychography experiments, as any 

partially coherent beam can be separated into a series of probe modes, which are self-

coherent but incoherent with one another. However, an adequate number of modes 

must be used to fully cover the partial coherence and avoid the ill-condition of the 

reconstruction. A key application of ptychography-data redundancy in this thesis is the 

artificial engineering of probe modes to optimally solve the partial coherent problem. 

To prove this idea, we designed some simulation experiments in which some positive 

results were gained and realised some insufficiencies where improvement is needed. 

 

The real experiment was done at Diamond Light Source’s I13 beamline, where two 

set of tests were conducted using hole masks and wires, and our experiment results 

were demonstrated with the wire test set in which the reconstruction quality was 

compared with a wire parallel with and cross the coherence direction, and an FZP-

only experiment as reference. The results of our experiment bear out our idea and 

have the potential to speed up the scan. 
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5.1. Simulation theory 
 

If a partially coherent beam passes through an aperture that has a wider diameter (2𝐷) 

than the beam coherence width	𝐷, the exit beam is mostly incoherent as most of the 

beam pairs are incoherent with others. However, if the partially coherent beam passes 

through an aperture with a diameter that is the same as the beam-coherence width, 

the exit beam will become relatively coherent. Therefore, if we engineer a certain 

number of totally incoherent but self-coherent modes for our partially coherent 

radiation, we only need to find the number of modes necessary to avoid having many 

unnecessary modes.  

 

This method has some advantages. The first is overcoming the negative influence of 

partial coherence, as we use more coherent flux in the experiment; the second is 

reducing the calculation, as of a large number of modes are a waste of calculation in 

the mixed-state ptychography method; the third is a larger field of view; the fourth is 

that we can speed up the experiment; the last is that we can achieve better 

reconstruction with only a few modes. 

 

5.2. Round aperture tests 
 

We started by modelling various experimental aperture set-ups. In the first experiment, 

we prepared two aperture masks, as show in Figure 33; one of them is a large-

diameter circle aperture and the another has four small-diameter circle apertures. We 

set the mask-area pixel value to 0, or opaque, and the aperture-area pixel value to 1, 

or transparent. Also, the total aperture area of both masks is the same to ensure that 

the same amount of flux can pass through them at the same time. The distance 

between two apertures, vertically and horizontally, is the same as the aperture 

diameter of the four-aperture mask to minimise any interference in the test. 
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Figure 33. Two designed aperture masks. On the left is a large aperture mask, and on the right 

is a four-aperture mask. They have the same aperture area. 

 

The partially coherent radiation source function we used here is the truncated cos 

function 

 

𝑆(𝑥, 𝑦) = 𝐶 × O1 + 𝑐𝑜 𝑠 O𝛽 × j𝑥$ + 𝑦$QQ, (86) 

 

where 𝐶 controls the intensity of the source, β is the source width in angle space, and 

𝑥  and 𝑦  are real space coordinates, where they are simulation parameters which 

model the broad qualities of the for the purposes of our calculations experiment source. 

In Figure 34, we give an example image of the source function and the related partially 

coherent function at 𝐶 = 0.5 and 𝛽 = 20. 
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Figure 34. The source function generated by equation (1) at 𝐶 = 0.5 and 𝛽 = 20 and the related partially 

coherent function. The image on the left is the source function and the one on the right is the partially 

coherent function. 

 

The source propagates to the aperture as function  

 

𝑏(𝑢, 𝑣) = 𝑓�𝑆(𝑥, 𝑦)�, (87) 

 

in which 𝑢  and 𝑣  are the coordinates in the Fourier space, and 𝑓  is the Fourier 

transform. When the illumination passes through the apertures and lens, the one-point 

source probe function is formed by  

 

𝑝(𝑥, 𝑦) = 𝑓0I©𝑏(𝑢, 𝑣) × 𝑀 × 𝑒#∅ª, (88) 

 

where 𝑀 is the aperture mask function, and 𝑒#∅ is the phase change caused by the 

lens. Then, the partially coherent function is given by the sum of the probe functions 

of all points: 

 

𝑝(𝑆(𝑥, 𝑦)) =�𝑝(𝑥, 𝑦)
4

. (89) 

 

On the detector, if there is not a lens in the experiment, the diffraction pattern is given 

by the convolution of a coherent diffraction pattern with the partially coherence source 

function as  
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𝐼 = 	 |𝑓(𝑝(𝑎))|$⨂𝑆, (90) 

 

in which ⨂ denotes the convolution. If there is a lens in the experiment, the diffraction 

pattern is equal to 

 

𝐼 = 	�|𝑓(𝑝(𝑎)𝑂)|$
4

, (91) 

 

where 𝑂(𝑥, 𝑦) is the object function. The experiment is designed as Figure 35. From 

the left to the right, the figure shows the partially coherent source, one of the masks 

from Figure 33 with a big aperture or four smaller apertures, a condenser lens, which 

is not necessary for a ptychography experiment, the specimen at the specimen holder 

and the detector at the far end. 

 

 
Figure 35. The setup of the simulation experiments. The incoherent illumination passes through 

the aperture and lens, which is used to focus the relatively coherent illumination on the 

specimen, and the diffraction pattern is recorded on the detector at the far end. 

 

Here, we use a bird photo as the phase of a pure-phase complex specimen, and the 

phase changes between 0 and 0.1𝜋. At the start of the reconstruction, we guess four 
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isolated aperture probes and each one on the right position of one hole. Therefore, in 

theory, because the diameters of each hole are close to the coherence width, each of 

the probe functions should be self-coherent but totally incoherent to one another. So, 

when the reconstruction is finished, we can attain the same four apertures without 

interfere from the other hole probes. However, when we did the four-aperture mask 

simulation test, we found that it does not work as well as we thought. This is due to 

the fact that the Fourier transform of a round aperture at any spatial position is the 

same, and it is hard to separate the recorded data of hypothesised aperture functions. 

Therefore, we artificially cut parts of the aperture functions to make four dissimilar 

apertures, and we kept the shape of the large aperture, as show in Figure 36.  

 

 
Figure 36. Two redesigned aperture masks. On the left is a large-aperture mask, and on the right is a 
four-aperture mask with cut-offs. 

 

When the coherence width of the beam is near the diameter of the cut-off apertures, 

we do normal ptychography for each aperture mask with four mode functions in the 

calculation and keep the same step size to gain a fair result. Figure 37 provides the 

object-phase image and phase-retrieval results from the large-aperture mask, cut-off 

aperture mask and four-aperture mask. According to the result, the reconstruction 

quality of the cut off aperture is significantly better than that of the others. First, we 

compare the reconstruction quality of the cut-off aperture and large aperture, where, 

as the size of the cut-off aperture is quite close to the coherence width of our simulated 

illumination, the illumination is more relatively coherent passed the cut-off aperture 



 79 

than the large aperture. Also, we only put four modes into the calculation, which may 

not be enough to deal with the partial coherence in the large aperture’s reconstruction. 

Therefore, we are going to compare the cut-off aperture and four-round-aperture tests. 

As mentioned before, the Fourier transform result of a round aperture is not related to 

the spatial position of the aperture, which means that by doing inverse Fourier 

transform, there are several ambiguous ‘correct’ results. Meanwhile, with the 

reconstruction one position gives more stronger, the algorithm treats the four-aperture 

modal decomposition process as one small-aperture reconstruction with four modes, 

so all of modes are gradually calculated in the same way and becomes the other states 

of one illumination mode, as show in Figure 38. 

 

 
Figure 37. The object-phase image and phase-retrieval results, achieved by using the big 

aperture, four, small, cut-out apertures and four, small, round apertures.  
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Comparing the large-aperture and cut-off-mask reconstruction, the cut-off 

reconstruction is more ideal, as the illumination is more coherently passed through the 

cut-off aperture. Also, four modes are not enough in the calculation for the large 

aperture to overcome the partial coherence. Comparing the cut-off and round aperture, 

the contrast in the round aperture still good because of the coherence width. However, 

the round aperture is not represented at the right position and causes some 

overlapped repeat features, because the Fourier transform result of a round aperture 

is not related to the spatial position of the aperture, which can break the ambiguity of 

the centre symmetric diffraction pattern. 

 

 
Figure 38. The modal-decomposition results of the big aperture, four, small, cut-off apertures 

and four, small, round apertures. The most remarkable result is that we separated the four 

isolated coherent modes of the cut-off aperture. As described, this is due the fact that each of 

the isolated modes are self-coherent but incoherent with others. Also, it proved our idea that 
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by using small apertures with the same size as the width of the illumination coherence, or 

smaller, we can remove the partially coherence from the reconstruction.  

 

5.3. Corners simulation experiment 
 

Another experiment we proposed to overcome the Fourier ambiguity in the Fourier 

domain of four round apertures, is to split the large aperture into four aperture corners, 

as shown in Figure 39, where the left side of the large aperture is the same as in Figure 

36, and on the right side, we separate the same big aperture into four aperture corners; 

any two corners have a gap distance equal to the side length of the corner. We did 

this corner shape because in the real experiment we will use some optical components, 

and the corner can easily be built by adding wires to the lens. 

 

 
Figure 39. The aperture masks used in the simulation. On the left, the large aperture is the 

same as in Figure 36, but on the right, four corners are used to replace the artificially engineered 
round apertures and each aperture has one-fourth the large aperture’s area to provide the same 

flux in both experiments. 

 

We use the same source to do the same experiment by using the corner mask and 

comparing the reconstruction results with the large-aperture reconstruction in Figure 

40. In Figure 40, on the left-hand side is the reconstruction of the large aperture as in 

Figure 37, and on the right-hand side is the reconstruction of the corner aperture. The 

reconstruction results are as we thought: the corners use the coherence area on the 
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partially coherent beam more than the large aperture and break the ambiguity of the 

centre symmetric diffraction pattern. 

 

 
Figure 40. The reconstruction results of the corner aperture compared to the large aperture. 
The results prove our idea once more and confirm that the corner aperture is available to be 

applied in our experiment. 

 

We also provide an FRC result to quantitatively analyse the difference in 

reconstruction in Figure 41 (see the next page). The top line is the FRC-reconstruction 

result of the corner aperture, and the bottom line is the FRC result of the large aperture. 

It is clear that, in any normalised spatial frequency, the corner aperture can provide a 

much better result than the large aperture because the beam is more coherent when 

it passes the corner aperture.  In figure 42, we demonstrate the modal decomposition 

results of large aperture and corner aperture to verify that the corner aperture is as 

good as cutoff apertures. 
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Figure 41. The FRC results of the large-aperture and corner-aperture reconstructions with the 

object function. The line on the top is the FRC result of the corner aperture, which shows steady, 

high reconstruction quality. The line at the bottom is the FRC result of the large aperture’s 

reconstruction. There is a significant gap between the corner and large-aperture results, as the 
illumination is more coherent past the corner aperture than the large aperture. 
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Figure 42. The modal decomposition result of the large aperture and the corner aperture. It is 
clear that the illumination passes each corner more coherently than the large aperture, and any 

two corner apertures are as incoherent as four isolated coherent beams. 

 

5.4. Corner aperture lens simulation 
 

We now examine a more realistic experimental set-up using a lens. These calculations 

emulate the true experiments we present later. We test if the lens works well. It causes 

a phase-change defocus function in the form according to  

 

𝐷∅ = 𝑒0I#∗@∗WB∗=9$:;$>, (92) 

 

where the 𝐷𝑙 is the defocus length, 𝜆 is the illumination wavelength and x and y are 

the coordinates in the Fourier space.  

 

In this part, we model real data to conduct the simulation experiments. The x-ray 

energy in the simulation is 9.7keV, and the wavelength, after calculation, is 

1.278 × 100IT metres. The lens (FZP) diameter is 400 × 100X metres, the focal length 

470 × 100*metres and the NA is 0.0043 mrad. The detector pixel size is 55 × 100X 

metres, and there is a total of 256 x 256 pixels. The defocus is 4× 100Imetres, and 
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the camera length is 15 metres. These values are typical for the I13 beamline at the 

Diamond Light Source where the physical experiments take place. 

 

5.5. The corner-aperture lens-simulation experiment 
 

Here, we use the above lens function for the four-corners mask experiment and 

compare two pairs of results to test whether a lens can improve the performance of 

ptychography at low coherence levels. 

 

The first pair of results are the reconstruction and FRC results of the corner and large- 

aperture masks at a coherent level, where beta (𝛽) in our source function (86) is equal 

to 18. In another pair of results, we change 𝛽 to 12 to simulate a less-coherent level. 

The reconstructions are compared in Figure 43, in which the upper row contains the 

phase-retrieval results of the large aperture and mask at a partially coherent level, 

where 𝛽 in equation (86) is set to 18. The bottom row contains the results at a lower 

coherence level, where 𝛽  in equation (86) is set to 12. At first, we compare the 

reconstruction of the corner mask with that of the large aperture mask at the same 

coherence level. We find that in any coherence level, the corner aperture 

reconstruction is better than that of the large aperture, as it is relatively coherent. Also, 

we find that the corner mask can provide a larger field of view, as it is more widely 

distributed. Then, by comparing the large and small apertures’ reconstructions at 

different coherence levels, we can find that the large aperture mask’s reconstruction 

deteriorates more quicky than that of the corner mask. One reason is the difference in 

coherence, as the illumination is more coherent past the corner aperture, so the 

collected the data will record more useful information as redundancy. Another possible 

reason is that the strong interference between any two corners, as show in Figure 44, 

also contributes to the diffraction pattern, so relative overlap is larger than in the case 

of the large aperture. 
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Figure 43. The reconstruction results of the large and corner apertures with the lens at different 

coherence levels. We put four modes into the calculation, and the results shows that the corner 

aperture always performs better than the large aperture at different coherent levels. Also, 

because of the beam passed through the corner apertures is more relatively coherent than 

passed through the large aperture, so the reconstruction quality is better at any time. 
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Figure 44. The modal decomposition result of the corner mask with the lens and with beta 𝛽 =

18. In this result, the strong inference between any two apertures is caused by the diffraction 

at the border of the apertures when the illumination passes the aperture mask and is magnified 

by the lens. 

 

In Figure 45, we use the FRC to quantitatively analyse the reconstruction difference, 

where from the top to bottom, the lines represent the corner-aperture mask at beta 

𝛽 = 18, large aperture mask at beta 𝛽 = 18, corner aperture mask at beta 𝛽 = 12 and 

large aperture mask at beta 𝛽 = 12 . From the result, we can find that the 

reconstruction quality of the corner-aperture mask is better than that of the large 

aperture at the same coherence level, and reconstruction quality drops slowly when 

decreasing coherence level. 
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Figure 45. The FRC results of the large and corner apertures at two different coherence levels. 

From top to bottom, the lines represent the corner-aperture mask at beta 𝛽 = 18, large aperture 

mask at beta 𝛽 = 18, corner aperture mask at beta 𝛽 = 12 and large aperture mask at beta 

𝛽 = 12. The corner-aperture results are better than those of the large aperture at two different 

partially coherence levels and when the coherence level is decreasing; influence on the corner 

aperture is smaller as well. There is a cross point between big aperture and four corner aperture 

experiment when 𝛽 = 18, which is due to the FRC frequency is more continue in the big 

aperture than corner experiment, as there are some interferences between corner apertures. 

 

To find what is behind the modal decomposition, we conducted a test at beta 𝛽 =

18	and in a larger step size situation to amplify the effect of each probe mode, and the 

modal decomposition result is shown in Figure 46. In the figure, we can find that there 

is an interference pattern between the different corner probes along horizontal, vertical 
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and diagonal directions, which is the reason why we cannot separate each isolated 

mode. 

 
Figure 46. The modal decomposition result of the corner mask in a purely coherent situation. 

From the results, it is clear that there is some interfere between different probes horizontally, 

vertically and diagonally. 

 

5.6. Simulation discussion 
 

The above results prove that our idea is tenable in the true experiment. By using small 

apertures or corners, the reconstruction quality has been significantly improved and 

provides a better tolerance to partial coherence in the beam as more information is 

recorded by the coherent illuminations. The number of necessary modes was 

significantly reduced to reduce calculation requirements and ill-conditioned 

reconstructions. Also, the small aperture or corners give a large field of view with a 
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lens, as we believed. The simulation results show us how to conduct the experiment 

in a real facility. 

 

5.7. Diamond experiment  
 

5.7.1. The Diamond Light Source and beamline I13 

 

The Diamond Light Source is a UK government-funded national third-generation 

synchrotron facility, which can create light millions of times brighter than the sun. The 

name Diamond is an abbreviation of dipole and multipole output for the nation at 

Daresbury (Daresbury was the site of the first UK synchrotron and the original planned 

location of the Diamond). The first beamline in the Diamond Light Source was opened 

in 2007, and, currently, there are 32 beamlines in operation. Each beamline directs 

generated light or x-rays to the lab facilities and have different purposes in research 

and study. An image of the Diamond Light Source from the official website is presented 

in Figure 47. The storage ring has a circumference 561.517 metres, in which the 

electrons have 3GeV energy that gives 300mA maximum beam current, and the 

revolution frequency is 533.8KHz. 

 

 
Figure 47. Bird’s-eye-view photo of the Diamond Light Source on the official website. 
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The beamline I13 is the longest beamline at the Diamond Light Source (about 250 

metres) and is divided into two beamlines. The first is coherence-branch line I13-1, 

which can provide highly coherent x-ray radiation to do CDI experiments, such as 

classical CDI, ptychography and Bragg CDI, at 6-20keV. Another beamline is Diamond 

Manchester Imaging Branch Line I13-2, which can provide an 8-20KeV energy range 

for real space imaging and 3D tomography. For our experiment, we used beam line 

I13-1 as we need to change the coherence degree of the x-ray beam and compare 

the results at different coherent degrees of the large and multi-aperture probes. 

 

5.7.2. Experiment setup 

 

The general experiment setup is quite close to our simulation. The only difference is 

that zone-plate optics are used to replace the lens; Figure 48 presents a schematic of 

zone-plate optics and Figure 49 the real setup. In the Figure 48, from along the beam 

front, the main components are as follows: the Fresnel zone aperture (FZA), which is 

a mask to isolate the zone plate; the central stop (CS), which is used to stop the direct 

beam; the FZP, which is used to replace the lens, the masks used in this experiment 

to engineer illumination modes; the order-sorting aperture (OSA) to block unwanted 

illumination; the camera to correct to the position of the zone-plate-optics components; 

the specimen; and a detector at the far end to collect the diffraction patterns. 

 

 
Figure 48. A schematic of zone-plate optics. In the zone-plate-optics system, there is a Fresnel 

zone aperture, central stop, Fresnel zone plate and an order-sorting aperture. A camera is 

applied to correct the position of the zone-plate-optics components and a detector at far end. 
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Figure 49. The real experiment’s zone-plate-optics system setup. 

 

The source size of beamline I13-1 is 302.7 and 3.6 micrometres horizontally and 

vertically, as shown in figure 50, respectively, with divergences of 18.5 and 2.2 urad, 

where the shape of the source size is determined by the optics of the main ring. In this 

experiment, we used an energy of 9.6keV. The FZP has a diameter of 400 microns 

and a 150-nanometre outer zone width, which gives a focal length of 47 centimetres 

at a voltage 9.6KeV. The centre stop size of the FZP system has a 60-micron diameter. 

Before the experiment, we prepared some Tungsten hole foils of 10 by 10 millimetres 

and drilled holes of different sizes into each foil, as shown in Table 2. We used a 5-

micron-diameter OSA and a Siemens star-test specimen, fixed 16 millimetres 

downstream of the OSA. The detector we used is the Excalibur photo-counting x-ray 

detector, which was 14.55 metres downstream of the FZP optics system.  

 
Table 2. The mask characteristics of the experiment 

Hole matrix Thickness (𝑢𝑚) Diameter (𝑢𝑚) Hole pitch (𝑢𝑚) 
5X5 200 50 100 

10X10 100 20 40 

20X20 100 10 20 

40X40 100 5 10 
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Figure 50. X-ray source, source slits, and the partially coherent beam. Due to the shape of x-

ray source is oval, we use the gap between to source slits to control the coherence level of the 

x-ray beam. Smaller slits gap gives better coherence level of the beam. 

 

5.7.3. Ideas to prove with experiments 

 

There are some ideas we would like to prove in this experiment. The main goal is to 

prove that small apertures can provide better reconstruction quality than large 

apertures in partially coherent situations and the same flux through the specimen. This 

is because if the coherence width of the beam is about the size of each small aperture, 

the illuminations that pass each aperture are roughly coherent, when the beam 

illuminated to the aperture mask. On the other hand, the coherence width of the beam 

is much smaller than the size of the large aperture, which means the illumination that 

has passed the large aperture will not as coherent as in the case of the small aperture. 

 

The second idea is to check if we can speed up ptychography reconstruction. As 

described above, if the illumination passes through the small aperture, it is relatively 
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coherent; the recorded data in the small-aperture experiment has a much higher 

known-to-unknown ratio. This means there is a much lower redundancy requirement 

to work out the reconstruction, so a good reconstruction can be achieved at a low-

level overlap, which helps speed up the data collection of the ptychographic scan. Also, 

as the illuminations that pass through each small aperture are self-coherent but 

incoherent with others, we can use only a few modes to achieve good reconstruction, 

which reduces calculation time. 

 

The last idea we want to prove is that when where are at least two orthogonal modes, 

each mode can be separated individually. We would like to find a relationship between 

coherence width and number of modes. In theory, at a small source-slits width, x-ray 

is coherent, while due to its self-correction ability, ePIE can reduce the weak, partial 

coherent impact; therefore, no more modes are necessary. However, if the source-slit 

widths are too wide, the reconstruction cannot be well-represented by using only ePIE. 

We must add more modes to the calculation to reduce the negative effect of the 

partially coherence. 

 

5.7.4. The experiment processes 

 

5.7.4.1. Experiments using hole masks 

 

The first experiment we did was using the 50-micron aperture set to test our 

proposition. Before collecting data, we adjusted the zone plate optics (ZPO). To begin 

with, we used a camera to find the aperture position and marked the position as a 

reference to correct the position of the ZPO components, as shown in Figure 51, in 

which the x and y coordinates give the specimen spatial position in microns; the 

number above the coordinates is the experiment number, and the blue line is the mark 

we made as a reference. We put the OSA under the camera, and we used the camera 

to find the OSA’s position and move it to the reference point. Once we found the 

position to be correct, we moved the OSA out of the line of the camera and put the 

FZP and the CS in the correct positions. When we centred all of the elements of the 

FZP, we moved the camera away and switched the detector on to collect data and 

adjust the specimen to the desired experimental defocus position. Then, we conducted 
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a ptychography scan with 16 by 16 scan positions and the step size was fixed to 1 

micron with an under-0.1-second exposure time and a 16-millimetre defocus. The 

reconstruction results are shown in Figure 52, where the left-hand side is the probe 

reconstruction, and the right-hand side is the specimen phase result. From this result, 

we can see the strong interference between any two adjoint holes, as the illumination 

is diffracted at the boundary of each hole. Also, we can achieve reconstruction by 

using the aperture mask and approach a 0.2-micro resolution. 

 

 
Figure 51. The aperture mask and reference mark in front of the camera. The reference mark 

is used to find the correct ZPO-component positions. 

 

Then, we change the defocus and scan positions to change the size of the probe 

function on the specimen and the number of diffraction patterns. In Figure 53 and 54, 

we show the reconstruction results of the experiment with a defocus value of 6 and 16 

millimetres under a 0,01-second exposure time. When we change the probe defocus, 

we change the overlap levels, as the large defocus gives more overlap. In Figure 53, 

the overlap level is too small to record enough information to solve the object and 

probe functions; therefore, the reconstruction quality is quite low and the field of view 

smaller. However, when we increase the defocus, as shown in Figure 54, any two, 
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joint scan positions have a large overlap and record more data, which gives better 

reconstruction quality than in Figure 53. 
 

 
Figure 52. The object and probe reconstruction of our first experiment in beamline I13. In the 
probe function, we can see strong inference between any two adjoint holes, and we can 

approach a resolution of 0.2 micro. The crosses on the right image are reconstruction result, 

because of the interference between the probe functions passed the apertures, as shown on 

the left image. 

 

 
Figure 53. Reconstruction at a 6-millimetre defocus, 1-micon step size and 0.01-scond 

exposure time. These results show that the defocus is too small, so the step size is too large 

to collect enough information to solve the object and probe functions and provide a large field 

of view. 
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Figure 54. Reconstruction at a 16-millimetre defocus, 1-micron step size and 0.01-second 
exposure time. These results show that with a longer defocus, the probe function gradually 

becomes clear, and more features of the reconstruction are visible because with the defocus 

increase, any adjoining positions have more overlap, and more information are recorded. 

 

In Figures 55 and 56, we use a 16-millimetre defocus and 0.1-second exposure time 

but change the step size from 5 to 10 microns. The theory is as same as with the 

defocus: changing the step size affect the overlap levels, and a larger step size results 

in smaller overlap levels. Therefore, the reconstruction in Figure 55 is better than that 

in Figure 56, as it has smaller step size and larger overlap. 

 

 
Figure 55. Reconstruction at a 16-millimetre defocus, 0.1-second exposure time and 5-micron 

step size. When we increase the step size, we reduce the known and unknown ratio of the 

structure of the specimen and illumination functions by reducing the overlap levels. 
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Figure 56. Reconstruction at a 16-millimetre defocus, 0.1-second exposure time and 10-micron 

step size. When we further increase the step size, the redundancy in the data is not enough to 

provide good reconstruction. 

 

Then, we moved the aperture 178 millimetres downstream, and there are only four 

holes under the illumination. We did a test experiment to check the performance, 

where we used a 16-by-16-strip grid with a step size of 1 micron, an under-0.1-second 

exposure time and a source-slit size of 40 microns. The results are in Figure 57 – on 

the left is the probe reconstruction, and on the right, the object phase result.  

 

We then did the first modal decomposition calculation, where the scan grid is 32 by 32 

positions with a 1-micron step size and under-0.025-second exposure time, but the 

source-slits gap changed from 40 to 640 microns as we are going to test the results at 

different coherence levels. In Figures 58, the object-phase reconstruction is shown as 

well as modal decomposition results with 4 modes in a 640-micron slit- gap situation. 
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Figure 57. The first four-hole ptychography reconstruction. From the result, we can see that the 

reconstruction is much clearer, so the setup is acceptable for this experiment, and we will do 
the other experiments at this defocus. 

 
Figure 58. The modal decomposition result and reconstructions at the source-size of 640 

microns. We can see a clear structure and 0.2-micron resolution. Also, as the coherent width 

of the beam is much larger vertically than horizontally, the first two modes show that one of the 

columns is brighter than the other. 

 

5.7.4.2. Halfway discussion 

 

Until now, we have correctly tested all the key experiment elements and they work 

well. The conclusions of Figures 53, 54, 55 and 56 are as we predicted, that more 

exposure time gives more flux, which gives better reconstruction quality. Also, larger 

step size and small defocus reduces reconstruction quality, which is due to the step 

size being larger and the overlap level smaller, so the amount of information on the 
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ratio of known and unknown real space reduces and there is not enough to give a 

unique solution. 

 

When we used four holes to do ptychography reconstruction and added four modes 

to the modal decomposition calculation, there was strong interfere between any two 

joint small probes in the reconstructions in Figures 57 and 58, which is the same as 

our four-corner simulation results, so we cannot clearly separate each small probe 

mode. However, because the beam coherence shape is oval instead of round, the 

modal decomposition results show two strong and weak vertical-direction small probe 

combinations, which give us a hint that we can possibly replace our aperture mask 

with a semicircle mask to fit the illumination shape. With this idea, we designed a 

second experiment. 

 

5.7.4.3. Experiments using wires 

 

Because the source size is a horizontal oval, we changed our multi-probe experiment 

to use wire experiments, where we are going to put a 100-micron-diameter gold wire 

behind the FZP instead of the apertures so that the gold wire divides the FZP into two 

small semicircles. We designed two types of wire experiments. In the first experiment, 

we put a wire vertically in the direction of the coherence width; in the second, we put 

a wire horizontally across the direction of the coherence width.  

 

Because the vertical wire is in the same direction as the coherence width’s direction, 

it is possible to isolate two coherent modes. To test this idea, we did two modal 

decomposition tests in a 50- and 640-micron slit-gap situation, where the scan grid is 

32 by 32 with a step size of 1 micron and an under-0.25-second exposure time, and 

the modal decomposition results are shown in Figure 59. The left side of the figure 

gives the modal decomposition result at the 50-micron slit gap, where the beam 

coherence width in the horizontal direction is much larger than the largest width of the 

two semicircles. Due to the high coherence, we find that we can almost clearly isolate 

two coherent modes, even if there is still interference, where the third and fourth 

modes provide interfere and noise patterns. When we enlarge the source-slit size to 

640 microns, the beam becomes less coherent; the modal decomposition results are 
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shown on the right side of Figure 59. In this test, because the coherent width of the 

beam is smaller than the largest width of the two semicircles, the illumination passing 

through each semicircle becomes less coherent. Therefore, except for the interfere, 

there are more than one illumination states in each semicircle. 

 

 
Figure 59. The modal decomposition of the lens in the vertical wire experiment at source slits 

of 50 and 640 microns. The left-hand side of the Figure the is the result of the slits being at 50 

microns, and on the right-hand side at 640. Note the percentage of power in each mode. The 
results prove we can separate two coherent illumination modes by using a vertical wire. Also, 

if the coherence level is too low, there are more illumination states in each semicircle. 

 

It seems that the wire experiment works as we proposed, so we are going to use the 

wire to replace the aperture mask and test our initial targets. Except for the horizontal 

and vertical wires, we used the FZP-only experiment as a reference experiment for 

testing the result. In Figure 60, a diffraction pattern model of each experiment we 

collected from the synchrotron is shown to provide a general understanding of how 

the wire is placed and separates the illumination. In each diffraction pattern, except for 

the wire-blocked areas. (The lines crossing the images are gaps on the detector, which 

is made from several chips.) 
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Figure 60. A real diffraction-pattern sample of the zone-plate-only experiment, vertical wire 

experiment and horizontal wire experiment. The light lines on each diffraction pattern are the 

chip gaps on the detector. The radial lines are the shadow image of the specimen. 

 

So, we are going to collect the data of the FZP-only, vertical wire and horizontal wire 

experiment data, where we use a 32 by 32 scan grid with a 0.5-micron step size and 

an under-0,025-second exposure time, but the slits-gap changes from 20 to 640 

microns with a slit-step size of 5 microns. In this experiment, we are going to show 

that if the vertical wire is in the same direction as the coherence width, the illumination 

passing through the vertical-wire lens is more coherent than that which passes through 

the horizontal wire and lens. Therefore, we can use less modes to achieve good 

reconstruction.  

 

Because the illumination on the specimen is more coherent in the vertical wire 

experiment, the data has a much higher known-to-unknown ratio, which means it has 

a much lower redundancy requirement than others. This may help speed up the 

ptychography experiment. 

 

5.7.4.4. The experiment results and discussion 

 

We are going to demonstrate how the modes affect the phase-retrieval process with 

different number of modes used in the calculation of the first experiment. Here, we are 

going to use an ePIE algorithm to process the single-wire lens only – vertical and 

horizontal results with 2 and 10 modes in the 640-micron slit-gap situation – which are 

the most incoherent results we can collect, by 500 iterations. Figure 61 shows that 
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while the first row provides the reconstruction of the horizontal wire, vertical wire and 

lens with 10 modes, the second row provides the reconstruction with 2. When we 

compare the reconstruction results with 10 modes, the reconstruction qualities are 

quite close, but the lens result shows some uneven background features, which is 

because, at this partially coherent degree, 10 modes cannot fully overcome the partial 

coherence in the reconstruction. However, for the wire experiment, the ratio between 

the beam coherent width and the aperture size is larger than in the lens-only 

experiment. Therefore, in general, the degree of coherence in the horizontal and 

vertical wire experiments is higher than in the lens only experiment, and they collected 

more information to solve the object function at a high quality. However, comparing 

the 2 modes results in 10 mode results; the vertical-wire results retain good quality, 

but the horizontal and lens-only results worsen. 

 

Because the vertical-wire-separated two parts are relatively coherent, it is not 

necessary to use lots of modes to solve the partially coherence; also, as the beam is 

more coherent on the specimen in the vertical-wire experiment then in the others, it 

records lots of useful information as redundancy to contribute to the reconstruction. In 

the lens experiment, there are not enough modes to solve the partial coherence, so 

the reconstruction worsens. The horizonal-wire results are a special situation, where 

because the wire in the experiment crosses the coherence width, lots of coherent 

illumination is blocked by it and the rest of the illumination is incoherent.  

 

The second experiment is about whether the vertical wire can achieve good 

reconstruction in a situation with less overlap. As discussed above, because the 

illumination in the vertical-wire experiment had more coherence than in the other two, 

it recorded more useful information to contribute to reconstruction. In this experiment, 

we use the same data with 10 modes but reduce the overlap level between any two-

joint scan positions to one-fourth. The results are shown in Figure 62. Comparing the 

vertical-wire results with the others, it shows a significant difference. The vertical wire 

retains acceptable reconstruction quality, but the others do not.  
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Figure 61. Reconstruction of the horizontal-wire, vertical-wire and FZP-only experiments with 2 

and 10 modes. Because the illumination in the vertical-wire experiment has more coherence 

than other two, it records more useful information to contribute to reconstruction and does not 
need many modes to solve the partially coherence. For the other two experiments, because 

the illumination is not highly coherent, many modes are necessary to retain good reconstruction 

quality. So, if we reduce the number of modes in the calculation, they do not have enough ability 

to solve the partial coherence, and the reconstruction worsens. 

 

 
Figure 62. Reconstruction of the horizontal-wire, vertical-wire and FZP experiments with 10 

modes in a lower-overlap situation. From the result, because the coherent beam in the vertical-

wire experiment recorded more information, although we reduced the overlap, it still has 

enough data to solve the object function. 
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5.5. Conclusion 
 
In this chapter, we introduced our experiment process, experiment setup, experiments, 

and related results. We compared the vertical-wire, horizontal-wire and lens-only 

reconstruction results at a low, partially coherent level. Also, we reduced the overlap 

level of the three different experiment setups at the same partially coherent level. From 

the results, we find that by adding a wire in the direction of coherence, we can separate 

a large, partially coherent probe function into two, separate, relatively coherent probe 

functions, which can help efficiently use the coherent part of the partially coherent 

beam. Furthermore, as the probe’s coherence level was improved with the wire, a 

large number of modes are not necessary. This way, only a few modes contributed to 

the calculation, so reducing the number of modes has a negligible influence on 

reconstruction. Also, if we reduce the degree of overlap, we reduce the known and 

unknown real-space-information ratio of the data, and it does not have enough 

bandwidth to calculate with many modes. In this situation, because the vertical wire 

improves the probes’ overall degree of coherence, only a small number of modes need 

to be solved, which requires less data. This result shows us that we can speed up the 

ptychography experiment by engineering mode patterns. 
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Chapter 6 Damaged specimen reconstruction 
by ptychography 

 

This chapter provides a general knowledge about radiation damage in TEM 

experiments. It also demonstrates a proposed method, based on mixed state 

ptychography, to improve the image reconstruction of a damaging specimen. The 

focus is on exploring the use of ptychography, for both the scan and reconstruction 

processes, to determine whether the effect of radiation damage can be minimised in 

the data recorded. Pixel information relating to the specimen was recorded several 

times in the ptychography experiment to test if large amounts of diverse information in 

the multiple imaging collection system could self-calibrate any errors in the dataset 

and correct any damaged pixels at reconstruction. 

 

6.1. The interaction between electrons and specimen atoms 
 

As a particle, an electron beam can approach minute de Broglie wavelengths (of the 

order of 10-9 m). This has been used in TEM to provide higher resolutions than 

electromagnetic waves to boost research in a variety of fields, such as chemistry, 

biological science, materials science, and pharmacy. While TEM can assist 

researchers to obtain an atomic resolution, a specimen can experience radiation 

damage when it has been over exposed in TEM, including a surface or inner structure 

change on the specimen. Since radiation damage negatively affects the reconstruction 

of the specimen, the chance of damage is reduced by using effective coping methods. 

 

There are four types of interactions between electrons and specimens: non-interaction, 

elastic scattering, inelastic scattering, and absorption. Non-interaction is the simplest 

case as the electrons pass through a gap in a specimen directly, without any 

interactions. 
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Elastic interaction is important in TEM when forming the diffraction pattern and image. 

Elastic scattering occurs when the incident beam passes through the electron cloud 

of a specimen atom. Because of the coulomb force of the nucleus and orbital electrons, 

the incident electrons will change direction and get closer to the nucleus or orbital 

electrons, increasing the angle. Hall [119] provided two equations to calculate the 

scattering field radius of the nucleus, 𝑅+, and the cloud electrons, 𝑅%, being 

 

𝑅% =
𝑒
𝑉∅	, 

(93) 

and 

 

𝑅+ =
𝑁𝑒
𝑉∅	, 

(94) 

 

where e is the electron charge, 𝑉 is the acceleration voltage of the incident beam, ∅ 

is the scattered angle of the incident beam, and 𝑁 is the number of cloud electrons. 

Goodhew et al. [120] points out that the probability of an incident beam being scattered 

through a certain angle is 

𝑝(∅) ∝
1

𝐸$ sin(∅)Y	, 
(95) 

 

in which 𝐸 is the kernel energy of the incident beam. The above equations show that 

the incident beam is more likely to be scattered at a small angle, and an electron with 

more energy has less chance of being scattered at a large angle. 

 

Inelastic scattering arises from the interaction between an incident beam, atom 

nucleus and orbital electrons. Unlike elastic scattering, energy is lost and transferred 

during the interaction, representing both heat and other useful signals, including x-ray 

fluorescence, Auger electrons or secondary electrons that could contribute to other 

research. Since inelastic scattering is the reason for radiation damage, this is further 

discussed below. 
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Finally, during the interaction between an incident beam, atom nucleus and orbital 

electrons in a thick specimen, the incident beam electron can lose all its energy and 

be ‘absorbed’ by the specimen. Absorption, however, is rare because electron energy 

in a TEM will exceed 100keV. 

 

6.2. Type of radiation damage in TEM 
 

Radiation damage is a significant research area in the physics, materials science, 

biological science, and chemistry fields. It is mainly caused by inelastic scattering, 

which can lead to surface or structure changes of a specimen in a TEM experiment. 

Generally, radiation damage can be attributed to heating, atomic displacement, and 

radiolysis. 

 

Heating is the most common cause in TEM experiments because the energy lost 

during collision between the incident beam electrons and atoms are converted to heat 

and emitted to the environment. The ‘generated’ heat is described as [121] 

 

𝑇 = 	𝐸B°
2𝑅

𝑑(4𝜋𝑘𝜆), 
(96) 

 

where 𝐸B°  is the average energy lost during inelastic scattering of a single incident 

electron, 𝑅 is the radial distance, 𝑘	is the specimen thermal conductivity and 𝜆	is the 

interacted electron mean-free path. The heating could be affected by several variables, 

such as the conductivity of the specimen, the energy, diameter and current in the beam, 

and/or the specimen surface conditions. 

 

Another common result of radiation damage is atomic displacement caused by 

inelastic scattering. As the elastic scattering process conserves energy and 

momentum, deflecting an electron in an atomic nucleus field must transfers some 

energy to the nucleus. According to Egerton and Malac [9,122] the transferred energy 

can be calculated as 
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𝐸2 = 𝐸N49sin	(
∅
2)

$, (97) 

 

and 

𝐸N49 =	
𝐸(1.02 + 𝐸

10X)

(465.7𝐴) , 

 

(98) 

 

in which 𝐸2 is the transferred energy in eV, 𝐸N49 is the largest amount of transferred 

energy when the deflected angle is 180 degrees and the electron back is scattered, 𝐸 

is the kernel energy of the incident beam and 𝐴 is the specimen atomic mass number. 

Banhart [123] gives another equation to calculate the maximum transfer energy as 

 

𝐸N49 =
2𝐸(𝐸 + 2𝑚𝑐$)

𝑀𝑐$ , 
(99) 

 

where 𝑚	and 𝑀 are the mass of electrons and atoms, respectively. Therefore, if the 

transferred energy is more than the intermolecular force between specimen atoms, 

what remains is the specimen structure. The nature stable can be determined by [124] 

 

𝐸6 =
O100 + 𝐴𝐸N5 Q

T.[
− 10

20 , 
(100) 

 

where 𝐸N is the displacement energy of the specimen. The specimen atom nucleus 

will be removed from its position, affecting the structure the specimen. Atomic 

displacement is called knock-on damage. Knock on damage from the surface is called 

sputtering, where the detached atom nucleus at the surface of the specimen flies out 

to surround the space. Williams and Carter [125] and Medlin and Howitt [126] indicated 

that a crater will be caused if more than half of the surface atoms sputter out towards 

the surface. Compared with other materials, a crystalline structure specimen is more 

likely to sputter [127,128]. 

 

There are other radiation damage results, such as radiolysis, in which the chemical 

bonds of specimen atoms are broken by inelastic interactions. Water radiolysis is a 
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basic radiolysis model where water atoms are separated into hydrogen and 

oxyhydroxides under the ionizing radiation [129,130,131]. Electrostatic charging is 

caused by inelastic scattering. The beams interact with the specimens and create 

multiple secondary electrons that can either be kept in the specimen at high-kernel 

energy incident beams or escape to the surrounding area when the beam-kernel 

energy is at a low level and must be rebalanced. If the specimen has been charged, 

there will be an inner electric field inside the specimen that could destroy it. 

 

6.3. Method used to minimise radiation damage 
 

Before discussing the strategies to minimise radiation damage, the electron dose must 

be considered. The electron dose describes the number of electrons per unit area on 

the specimen. The dose rate of the specimen is crucial to the probability of radiation 

damage and the imaging results. According to Egerton [132,133] pointed out the dose-

limited resolution to maintain balance and control radiation damage. If the critical dose 

specimen can tolerant before damage is 𝐷, and  

 

𝐷 =
𝐼𝑡
𝑑$	, 

(101) 

 

the maximum recorded electrons should be  

 

𝑁 =
𝐹𝐷𝑟$

𝑒 	, 
(102) 

 

and the dose-limited resolution is described as 

 

𝑟 = 	Y𝑁
𝐹𝐷
𝑒 = 𝑆𝑁𝑅(𝐷𝑄𝐸)0T.[𝐶0I [

𝐹𝐷
𝑒 \

0T.[

, 
(103) 

 

where 𝐼 is the beam current, 𝑡 is the irradiating time of the 𝑑 diameter beam on the 

specimen,	 𝐹  is the single-collection device’s efficiency of a TEM, 𝐷𝑄𝐸  is a 
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measurement of the efficiency of the detector, 𝐶 is the cross contrast of the unit area, 

and 𝑆𝑁𝑅 is the record signal to noise ratio, the latter of which is represented as 

 

𝑆𝑁𝑅 = 	j𝐷𝑄𝐸
|Δ𝑁|
√𝑁

= j𝐷𝑄𝐸
𝐶𝑁
√𝑁

= 𝐶j(𝐷𝑄𝐸)𝑁, 
(104) 

 

where an 𝑆𝑁𝑅 value larger than 5 is sufficient for purposes of this experiment [134]. 

 

The most common strategy to minimise radiation damage is cooling the specimen, 

which is useful for materials that are sensitive to heat. By cooling the specimen, the 

critical dose can be increased to improve the resolution in TEM experiments [121]. 

 

Next, changes need to be made on the incident beam. First, the most direct way of 

reducing the energy of an incident beam was proven by Bradley and Zaluzec [135], 

who stated that if the incident-beam energy is less than twice the damage requirement, 

it reduces the probability of radiation damage. Second, the incident-beam current can 

be reduced because the probability of damage depends on the dose rate and 

accumulation. Salisbury et al. [136] and Cazaux [137] pointed out that if the beam 

current is smaller than the damaged intensity requirement of the specimen, radiation 

damage can be avoided. In addition, a low-beam current will reduce the chance of 

radiation radiolysis. Some results indicate that the damage probability of a high-dose-

rate experiment can be reduced within a short recording time [138]. However, reducing 

the incident-beam current has some disadvantages, including longer recording times 

for experiments that may increase the risk of instability affecting the image. Lastly, the 

beam diameter can be reduced. While this has been explored in previous work 

[139,140], the mechanism is not yet clear. 

 

Changes can also be made to the specimen. Coating is widely used to protect the 

specimen. In the TEM experiment the specimen is thin, and sputtering becomes the 

main result of the knock-on damage. Some results show that the damage can be 

significantly reduced by coating the specimen in carbon or carbon nanotubes [141]. 

Furthermore, coating some non-conductive materials can reduce the effect of 

electrostatic charging by increasing the critical dose value, which can also be reduced 

by using SIO coating [142] or reducing the beam current. In addition to the above 
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methods to reduce the probability of radiation damage, low dose techniques are a 

rapidly developing technology, especially in the biotechnology and healthcare fields. 

 

6.4. Simulation 
 

The above introduction is relevant for all types of TEM experiments. The first step is 

to build a damage probability model, which compares the damage probability between 

using big or small probes. With that result, a probe is chosen to generate damaged 

data and use object or probe modes to minimise the effect of the damage on the 

reconstruction. To achieve this goal, the specimen is treated at different damage levels, 

allowing the possibility of using two or more modes to extract the object function in 

different states of damage. 

 

6.4.1. The damage probability model 

 

To simulate radiation damage, we can use a simple to calculate the no damage 

probability, where it just a model to simulate the damage probability.  The assumption 

is that the number of damage events remains constant for 𝑇 every second of exposure 

time. For each exposure, 𝑝 and 𝑞 are the probability of damage, non-damage, and the 

process, is memoryless, meaning that the probability 𝑝 and 𝑞 will not change for each 

exposure. If 𝑈(𝑡)  is the probability of non-damage after time 𝑡,	𝑡	= 0 and 𝑈(𝑡) = 1. If 

the time gap is ∆𝑡, when t = n∆𝑡: 

 

𝑈(𝑡) = 	𝑞2 , (105) 

  

¡𝑞2𝑑𝑡 =
𝑞2

ln 𝑞 + 𝑐, 
(106) 

  

∆𝑈 = −𝑞∆𝑡𝑈				𝑖𝑓	𝑐 = 0, (107) 

  

𝑑𝑈 = 	−𝑞𝑈𝑑𝑡, (108) 
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¡
1
𝑈𝑑𝑈 = −𝑞¡𝑑𝑡, (109) 

  

ln 𝑈 = −𝑞𝑡 + 𝑐, (110) 

 

and  

 

𝑈 =	𝑒0\2		𝑖𝑓	𝑐 = 0.	 (111) 

 

The above will result in the probability of non-damage for exposure time t. The next 

step is to generate a random number between 0 and 1. If the random value is larger 

than the non-damage probability, the atom in a specimen will be damaged during the 

exposure. In contrast, if the random number is smaller than the non-damage 

probability, the specimen remains intact. In its subsequent exposure, the probability is 

calculated from resetting t = 0. Except for the exposure time, this model can also be 

used to analyse the flux and probe energy of each pixel. 

 

6.4.2. The damage probability between big and small probes 

 

When assessing the effects of different probe sizes, larger sizes were expected to 

allow each atom the ability to provide more information before being damaged. This 

influences the best way of performing an electron-ptychography experiment, being 

with either a focused or defocused probe. Figure 63 illustrates a straightforward 

method of understanding scanning with two schematic diagrams using a big and small 

probe. As Figure 63 shows, for the same atom in a specimen, a larger probe means 

that the atom will contribute five times more diffraction patterns than the small aperture, 

provided that the total flux per atom is the same in both scan geometries. 

 

The same setup was used in the simulation, with changes that defocused the degrees 

to change the size of the probe. The simulation setup is shown in Figure 64, indicating 

the incident beam, the objective lens, and the specimen, from left to right. Defocusing 

allowed for a larger probe size on the specimen. 
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Figure 63: The scanning process illustrating the difference between big and small 

probes for the same atom. Using a larger probe provides more diffraction patterns that 

record the information of an atom before it is damaged, allowing for ptychography to 

solve for the damaged atom at the correct position. 

 

 

 
Figure 64: The setup of the damage-probability test. When an incident beam is focused 

by a lens, the focused illumination size can be enlarged or reduced by moving the 

specimen close to, or further away from, the back focal plane of the lens. 
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Because the probability of damage is measured by the number of electrons that hit 

the specimen, we assumed a total of N electrons in each scan. Figure 65 illustrates 

that when using two probes, where the left and right images show the effects of the 

small and large probes, respectively, the large probe has twice the amount of defocus 

than the small probe. Because of the rough relationship between defocus and probe 

radius on the specimen, 

 

tan(𝜃) = 	
𝑝𝑟𝑜𝑏𝑒	𝑟𝑎𝑑𝑖𝑢𝑠
𝑑𝑒𝑓𝑜𝑐𝑢𝑠	  (112) 

 

if the defocus is doubled, the probe radius would also approximately double, and the 

illumination area would become four times larger. The average electrons per atom 

would be about of 1/4 the average electrons per atom when using the small probe. 

Therefore, in each scan position, using a bigger aperture is more likely to reduce the 

probability of radiation damage, while also reducing the flux on each scan position 

atom. 

 

After checking the average electron per atom, the next step is to check the number of 

accumulated electrons per pixel. This is done on the same scan step size to keep the 

total intensity in this experiment the same. Here, the total electron per scan is 

normalized to be 1, then the probe is scaled according to the probability of electron 

distribution. The result of the accumulated electrons per pixel of the big and small 

probe is shown in Figure 66, where the left and right images indicate the accumulated 

electron distribution of the small and large probes, respectively, while the total 

electrons per scan is normalized to be 1. The result clearly shows that when using a 

big aperture, each atom will receive fewer electrons, before exposure time. 
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Figure 65: The big and small probe in this simulation. The big probe is built by a large defocus. 

 

 
 

Figure 66: The accumulated electron distribution of the small and big probes in this simulation, 

where the total electron pre-scan position is 1. The grey bar indicates that, by using a big 

aperture, each atom will receive fewer electrons before exposure time. 

 

Using the small probe, each pixel receives, on average, four times the number of 

electrons than when using the big probe. However, except for the pixels on the outer 

part of the scan, each pixel will be scanned more times when using the big probe. This 

results in more recorded diffraction patterns in the data for the pixel, which is important 

when proposing the below method to recover the damaged specimen. 
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6.5. Using mixed state ptychography to improve the reconstruction of the 
damaged specimen 

 

Pixel information on the specimen has been recorded several times in this model 

ptychography experiment. Ptychography has many advantages, including the 

abundant and diverse information obtained using the multiple imaging collection 

system. This means that the ptychography can self-calibrate any errors in the dataset, 

making it able to correct the damaged pixel at reconstruction. 

 

The first idea is that the damaged and undamaged specimens are treated as two 

individual specimen states, meaning that two object modes can be used to represent 

the damaged and undamaged specimen images as the data in the reconstruction. The 

specimen object image in the simulation is a phase image, being an object modulus 

as an all-in-one matrix, which is a simulated atomic image created by convolving a 

regular grid of dots with a gaussian filter and a standard deviation of 3 pixels. (Note 

that in this model, we are not putting in real atomic dimensions.) The specimen phase 

image is shown in Figure 67, where the phase changes within a range of 0 and 1.9. 

 

During the experiment, the big probe function is used, with an approximate 20% 

overlap for any two joint probe positions. By using the damaged probability model, and 

assuming the radiation damage will happen, on average, after N electrons hit a pixel, 

the exposure time t is changed to a number of electrons that is greater than N to 

calculate the undamaged probability after removing any damaged pixels on the atom. 

In this simulation, 𝑞 is equal to 0.15, which give a high damage rate and the specimen 

will be damaged quickly in a reasonable level of damage in the simulation setup. By 

generating a random number between 0 and 1, with a random value higher than the 

non-damage probability, the specimen in the test will be damaged during scanning. If 

the random number is smaller than the non-damage probability, the specimen remains, 

and the next position is scanned. 
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Figure 67: The simulated atom specimen phase image 

 

 

6.5.1. Simulation without noise 

 

The first experiment tests the damage data reconstruction using two object modes, 

where the damaged specimen is treated as another state of the specimen. If this holds 

true, two results will be obtained: one with some or less damage, and another with all 

the damaged atom positions, the latter of which is related to the number of diffraction 

patterns recorded with valid information about the missing atom. For example, if an 

atom has been kicked out at the first scan, there are no diffraction patterns with 
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information about the atom. In Figure 68, the object phase image illustrates the before-

and after-radiation damage, where the empty holes are the atoms that have been 

knocked out from the specimen. All the damage appears in the middle of the specimen 

because the pixels in the centre have been scanned more times, making it more prone 

to damage. 

 

 
Figure 68: The object phase image before and after radiation damage. The damaged phase 

image shows empty holes where the atoms have been knocked out. 

 

Figure 69 shows the modal decomposition results of the reconstruction. The left and 

right indicate the first and second object modes, respectively. The first object mode 

shows the specimen before damage, where every missing atom has been successfully 

recovered. The second object mode is a mixed-state mode, where there will be an 

individual state of the specimen after a single atom has been damaged and has 

caused blurs. The contrast in the second mode depends on the information ratio in the 

data regarding the missing atom positions. Where there is a higher information ratio 

in the diffraction pattern with a lower contrast, such as in the top three missing atoms 

in the figure on the right, there is a larger contrast among the atoms because there is 

less information about the atoms in the data. The results show the results we expected. 
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Figure 69: The modal decomposition result of missing atoms. The first mode has been 

generated as the object state before damage. The second object mode gives the mixed state 
of missing atoms, where the contrast of missing atoms depends on the valid information ratio 

in the data, and a larger information ratio results in less contrast. 

 

Figure 70 illustrates the use of object mode for some isolated atoms, with the red 

circles indicating the positions of the damaged atoms. In the previous experiment, the 

specimen phase image indicated repeating structures that could be helpful using an 

iterative algorithm. However, the isolated atoms have almost no repetitive structure, 

making it fair to test the performance in the object mode. 

 

The modal decomposition results are shown in Figure 71. The left and right images 

show the first and second object modes, respectively, with red circles highlighting the 

difference between the two. The results indicate that modal decomposition works with 

an isolated atom image as much as with regular structure atom images. However, both 

images result in some background blurs because the missing atoms cause 

reconstruction ambiguities in the area. 
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Figure 70: The object phase image before and after radiation damage. The red circles in the 

left image show the atoms that are missing on the right image. 

 

 
Figure 71: The modal decomposition result of missing atoms. The first mode has been 

generated as the object state before damage, while the second gives the mixed state of missing 

atoms. Red circles, two of which have been emphasised with pointer, show the position of 

damaging atoms. The contrast of missing atoms in the second mode depends on the validity 

of information in the data, with more information resulting in less contrast. The blurs in both 
images are because of the missing atoms causing reconstruction ambiguities in the area. 
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6.5.2. Simulation with noise 

 

The second experiment tests the reconstruction of object modes in noisy 

environments. Noise is a significant issue affecting the reconstruction of objects. As 

the control-radiation-damage part is introduced, the damage probability is reduced by 

the flux in the experiment, which reduces the chance of damage along with the signal 

to noise ratio of each diffraction pattern. The same damage condition is used in this 

experiment with the addition of some Poisson noise to each diffraction pattern. Figure 

72 shows the object-phase image before damage on the left, and the damaged-object-

phase image, with holes indicating the damaged atom positions, on the right. 

 

 
Figure 72: The object phase image before and after radiation damage. The damaged phase 

image shows holes where the atoms have been knocked out. 

 

The modal decomposition result is shown in Figure 73. The left and right images 

illustrate the first and second object modes, respectively. The results indicate that, for 

repeating structured objects, noise has less of an effect in the modal decomposition 

reconstruction as the repeat structure provides a large amount of universal corrected 

information to the data. 
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Figure 73: The modal decomposition result of missing atoms. Because of the repeating 

structure, there are numerous redundancies in the data required to solve the object modes. 

 

The next experiment tests the object modes on some isolated atoms. Figure 74 shows 

the damaged atom positions using red circles. 

 

 
Figure 74. The object phase image before and after radiation damage. Isolated atoms are used 

to avoid repetitive structures, with the missing atoms highlighted using red circles. 

 

The modal decomposition result is shown in Figure 75. The left and right images 

illustrate the first and second object modes, respectively. The results indicate that 
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noise affects the reconstruction of low information ratio atoms, such as the top two 

missing atoms near the border with less illumination. However, the atom in the middle 

of the specimen has a large information ratio in the data and thus has a strong noise 

tolerance and a clearer reconstructed image. 

 

 
Figure 75: The modal decomposition result of missing atoms. The atom in the centre has a 

higher information ratio in the data, with better noise tolerance and clearer reconstruction than 

the atoms in the border. The red circles are described in the caption of Fig 74. 

 

6.6. Analysis  
 

Based on the above results, the object mode has the potential to represent the object 

state before damage, even if the damaged areas have less contrast than other 

undamaged structures. However, the performance of the additional object mode 

method depends on several factors. The first issue relates to when radiation happens. 

If the structure has less information across the whole data, it is harder for it to be 

clearly represented. If the radiation damage happens at the first scan, there is no 

diffraction pattern record of any information on the existence of the structure, so it 

cannot be worked out. The second factor is the damage position. The reason is the 

same as the first because, during the ptychography experiment, the centre was 

scanned more times than the edge, so more diffraction patterns could record the 

information about the centre structure of the specimen. The last factor is the noise, 
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which is a common influencing factor for all experiments. Generally, noise reduces the 

valid signal of the object structure. 

 

6.7. Conclusion 
 
In this chapter, the interaction between primary electrons and the specimen atoms 

was introduced, which helped to form the interference pattern about the inner structure 

of the specimen on the detector. In addition, the interactions can damage the 

specimen by changing the structure or the chemical property thereof. The methods to 

reduce the probability of radiation damage in the experiments was reviewed. Except 

for changing the experimental equipment, the results indicated that the effect of 

damage on a specimen can be reduced through reconstruction because of the wide 

bandwidth of ptychography data, where the specimen can be treated before and after 

damage as two individual states. To prove this idea, mixed-state ptychography was 

simulated to reduce the radiation-damage effect on the reconstruction. The results 

showed that the object mode works for both no-noise or noisy data at varying levels, 

depending on the illumination number and damaged position. 
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Chapter 7 Detector correction algorithm 
 

Previous chapters examined a major use of redundancy in ptychographic data. 

However, there are many more applications of this redundancy. While the other 

chapters mostly focus on examining the capabilities of modal decomposition, this 

chapter explores a slightly different issue in ptychography related to faults that can 

occur in the detector. As a CDI method, the phase retrieval computation results of 

ptychography are really depends on the quality of the raw data, which is collected by 

the detector pixels. Therefore, the detector imperfection is a serious problem to 

ptychography.  In this chapter, a new application of redundancy is examined and 

shown capable of calibrating a detector’s non-linearity responds. 

 

7.1. The detector and the detector mechanism 
 

As a type of CDI method, ptychography uses recorded data to represent the specimen 

after calculation, rather than from the image directly. At each scanning position, the 

interference pattern is recorded by a detector. Because most radiations are invisible, 

an intermediate material was required to convert the invisible radiation to quantifiable 

data. 

 

Historically, detectors have developed from gas filled detectors, including the 

ionization chamber [143], the proportional counter [144] and the Geiger-Muller tube 

[145], to liquid-filled detectors, including the liquid ionization chamber, the liquid 

proportional counter, the Cherenkov detector [146], the Bubble chamber [147] and the 

liquid-scintillator detector, to the solid-state detector, including the semiconductor 

detector and the chemiluminescent detector. The detector described in this chapter is 

based on a semiconductor detector. More information about these various types of 
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detectors can be found in the following references [143,144,148]. Here, a brief 

description of a TEM detector is provided. 

 

The core part of the semiconductor detector is the P-N junction. There are two types 

of semiconductor materials: P-type and N-type. The N-type semiconductor material 

contains more free electrons and holes, due to the electron band jumps and a positive 

charge leave. As the name suggests, the P-N junction is created by joining P-type and 

N-type semiconductors together. 

 

If there is no bias, the free electrons will move from N to P, leaving positive electrons 

and holes on the N-side and negative charges on the P side. Then, the holes will 

combine on both sides with free electrons to give a positional balance condition at the 

P-N interference. The balanced area is called the depletion layer. There is a tiny 

current flow in the P-N junction due to thermal agitation, called the dark current. The 

mechanism of the radiation detector enlarges the radiation-caused current, which 

should be high enough to facilitate measurement. A common method used to build a 

high electron field in the P-N junction is by adding a reverse bias. The theory suggests 

that, when the radiation passes through the depletion region, numerous free electrons 

and holes are created and form a measurable current that has a positive relationship 

with the energy of radiation. It adds a reverse bias to generate a larger depletion region, 

providing more current flow in the P-N junction. 

 

When the electrons are incident upon the reverse-bias-based detector, the charges 

are added to the P side and form new electron-hole pairs and a pulse that can be 

measured. The pulse can be calculated using Ramo’s theorem [149], being 

 

𝑖 = 𝑐𝑣𝐸] , (113) 

 

in which 𝑐 is the electron charges or holes, 𝑣 is the moving speed of charges or holes 

and 𝐸] is the weighting electric field at the 𝑣 direction. 𝐸] is calculated by 

 

𝐸] =
1
𝑑 (114) 
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at unit potential situation, and 𝑑 is the depth of depletion region. 𝑑 is the sum of the 

depth at the P- and N-junction sides as 

 

𝑑 = 	𝑑( + 𝑑^ , (115) 

 

𝑑( = �
2𝜖𝑉

𝑒𝜌4 O1 +
𝜌4
𝜌6
Q
	, 

(116) 

 

and 

𝑑^ = �
2𝜖𝑉

𝑒𝜌6 O1 +
𝜌4
𝜌6
Q
	, 

(117) 

 

where 𝑑(  and 𝑑^  are the P- and N-side junction depths, 𝜌4  and 𝜌6  are the impurity 

concentrations at acceptor and donor, respectively,	𝑒 is the charge of an electron, 𝑉 

is the potential difference, and 𝜖 is the permittivity of the P-N junction. 

 

The moving time for a charge and a hole at a distance of 𝑥 away from a collection of 

electrodes are 

 

𝑡( =
𝑥
𝑣%
, (118) 

 

 

And 

 

𝑡^ =
𝑑 − 𝑥
𝑣^

	, (119) 

 

where 𝑣% and 𝑣^ are the moving speed of charges and holes, respectively. Therefore, 

the total charge for the charges and holes are 

 

𝑞( = 𝑖(𝑡( , (120) 
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and  

 

𝑞^ = 𝑖^𝑡^ , (121) 

 

where 𝑖( and 𝑖^ are the induced current of charges and holes, respectively, and the 

cumulative total charge is 

 

𝑞 = 𝑞((𝑡) + 𝑞^(𝑡) = (𝑖( + 𝑖^)𝑡.	 (122) 

 

As previously mentioned, there is always some dark current on the detector. Apart 

from dark current, environmental background noise and the efficiency distinction of 

different detector pixels or chips will significantly affect the performance of 

ptychography phase retrieval processes. This is due to the relationship between 

different record data that are severely damaged because of the above perturbations. 

 

One of the most significant advantages of ptychography is the extremely abundant 

and diverse information in its multiple imaging collection system, allowing it to self-

calibrate any errors in the dataset, such as partial coherence, scan position errors and 

missing data. As a result, it may be possible to correct any detector-pixel-record errors. 

 

During the scanning process, the illumination scans different areas on the specimen 

while the exit wave is recorded by the same detector. In other words, each detector 

pixel records different information for each scan position. In the phase retrieval 

process, there will be one or more estimated object and probe functions in the 

beginning that produce the estimated exit wave recorded by the detector using the 

recorded intensity as a constraint to update the estimations. In an ideal situation, the 

final intensity estimate should equate to the real intensity for each detector pixel, 

meaning that the plot of estimated intensity against the real intensity should be a 

straight line with a gradient of one, as shown in Figure 76. 

 

However, if the detector is not perfect, all the perturbations could disturb the linear 

relationship and deteriorate the reconstruction quality. Any record diffraction pattern 



 130 

can be recognised as the convolution result of the probe function and related 

illuminated area on the specimen. If a part of the specimen has been scanned several 

times, parts of this information will be spread over many diffraction patterns, resulting 

in a real-space specimen constraint that can help to correct any imperfect detector-

pixel measured intensity as the Fourier constraint. Based on this, a new algorithm 

Detector-pie is proposed. It is based on the ePIE algorithm, with an external detector 

correction process included therein. 

 

 
Figure 76: The measured versus the estimated intensities. In an ideal situation, the measured 

intensity should be equal to the estimated intensity. 

 

 

7.2. Detector Correction 
 

The detector-correction algorithm is divided into two parts: the iterative-phase-retrieval 

and the detector-correction parts, per Figure 77. The detector-correction begins by 

calculating the exit wave, being the product of the current probe function 𝑝#(𝑟 − 𝑑) and 

the current estimate of the object function 𝑜#(𝑟). The exit wave, 𝜓#(𝑟), is then forward 

propagated to the detector and recorded as 𝐼%(𝑟), where 

 

𝐼%(𝑟) = 𝑓(𝜓#(𝑟))𝑓∗�𝜓#(𝑟)�. (123) 



 131 

 

Normally, the exit wave at the Fourier space will be updated by the measured data 

𝐼N(𝑟) . However, in the detector-pie, an attempt is made to correct the imperfect 

measured data 𝐼6(𝑟)  by the forward estimated calculation 𝐼%(𝑟) . The relationship 

between 𝐼N(𝑟) and 𝐼%(𝑟) is modelled as a Taylor expansion, being 

 

𝐼%(𝑟) = 𝑐T + 𝑐I𝐼N(𝑟) + 𝑐$𝐼N$(𝑟) + 𝑐*𝐼N*(𝑟) + 𝑐Y𝐼NY(𝑟) + ⋯+ 𝑐+𝐼N+(𝑟),															(124) 

 

where 𝑐+ is the nth order detector pixel response that provides better convergence 

accuracy. The best fit curve is modelled as 

 

𝐼%(𝑟) = 𝑃�𝑐+, 𝐼N(𝑟)�, (125) 

 

in which 𝑃 is a polynomial function. At the beginning, 

 

𝐼NI = 𝐼6 , (126) 

 

once the reconstruction has converged, then the next estimate of 𝐼N+ is given by 

 

𝐼N+:I = 𝐼N+ + 𝛾(𝐼N+0I − 𝐼N+ ), (127) 

 

where 𝛾 is the updated step size between 0 and 1. The next iteration will use the 𝐼N+:I 

to determine the Fourier constraint as 𝐼N((𝑟)  to provide a more accurate 

reconstruction. After the detector correction, the updated exit wave at the Fourier 

space 𝜓#E(𝑟) , is equal to 

 

𝜓#E(𝑟) = j𝐼N((𝑟)
𝜓#(𝑟)
|𝜓#(𝑟)|

, 
(128) 

 

and will be employed to update 𝑝#(𝑟 − 𝑑) and 𝑜#(𝑟). 
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Figure 77: The flow chart of the detector-correction. 𝑝!(𝑟 − 𝑑) and 𝑜!(𝑟) are the estimated probe 

and object functions, 𝜓(𝑟) and Ψ(𝑟) are the exit waves at the real and Fourier spaces, 𝐼+ is the 

calculated intensity, 𝐼, is the intensity using the Fourier constraint, DC represents the detector-

correction process and 𝐼,- is the corrected intensity using the next-iteration calculation. 

 

7.3. The simulation  
 

The first step of the simulation is making the data non-linear. In this simulation 

experiment, a sine non-linearity is inserted into the test dataset, where choosing sine 

non-linearity is due to the sine function using a relatively simple Taylor expansion of 

 

sin(𝑥) = 𝑥 −	
𝑥*

3! +
𝑥[

5! −
𝑥_

7! + ⋯, 
(129) 

 

while only using the first four terms in the 7th degree. Before making all the pixels non-

linear, a few pixels were randomly chosen to perform non-linearity, where the number 

of pixels began from 1, then 10, 100, 1,000, until the break down number was found, 

beyond which the algorithm did not work. The non-linear pixels are generated as 

 

𝐼6 = 𝐴 + 𝐵𝑠𝑖𝑛(𝐶𝐼'), (130) 
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where 𝐴, 𝐵  and 𝐶	are constants. In the simulation, 𝐴 was set as the noise on the 

detector without any illumination and 𝐵 and 𝐶 were set as the amplification effects of 

the detector pixels. Because 𝐶𝐼'  should not be more than 1
$
, the maximum of 𝐶𝐼' 

should be less than 1
$
, as 

 

𝐶𝑚𝑎𝑥(𝐼' 	) ≤
𝜋
2, 

(131) 

 

and 

 

𝐶 ≤
𝜋
2 ,

𝑚𝑎𝑥(𝐼' 	)
. 

(132) 

 

 

 

Here, the 𝑚𝑎𝑥(𝐼' 	) of the test dataset is 𝐼N49 and 𝐼C = 1.1 × 𝐼N49, then 

 

𝐶 = 	
𝜋
2𝐼C

. (133) 

 

 

If A = 0, for some small value, 

 

sin(𝑥) ≈ 𝑥, (134) 

 

 

and 

𝐵𝑠𝑖𝑛(𝐶𝐼') = 𝐵𝐶𝐼' = 𝐼' . (135) 

 

 

Therefore, 

𝐵 = 	
1
𝐶 =

2𝐼C
𝜋 . 

(136) 
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For the perfect data, Lenna was used as the object image. The reconstruction with 

collected diffraction patterns, as shown in Figure 78, was used to generate a test 

dataset without any perturbation as 𝐼', where all the detector pixels work perfectly. The 

test dataset provides the best possible reconstruction as a reference. Next, a 

continuous set of data was generated with the intensity value from 1 to 100 counts, 

with a step size of 1 count. The intensity of the linear situation was checked before 

and after the sine non-linearity. The results are shown in Figure 79. In the figure, the 

blue line reflects the real intensity values, and the red line is the sine non-linear value. 

Clearly, the sine non-linear works better with a wider range of intensities in the data 

and has less of an affect for a low value. 

 

 
Figure 78: The object function and reconstruction using generated test data. This is the 

reference image where all the detector pixels work perfectly. 
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Figure 79: Simulation results of linear data and sine non-linear data. The two lines indicate that 

the sine non-linear has a stronger effect on larger values. 

 

7.3.1. Non-linear noiseless detector 

 

In the experiment, a complex image, with a size of 512 by 512 pixels, was used as the 

object. The modulus image is white with a value of 1 being totally transparent, and the 

phase image is Lenna with a phase change from 0 to 0.05𝜋 as a weak phase. The 

probe function is a defocus probe, where any two joint probe positions have 

approximately 70% overlap to provide sufficient information content during the 

scanning. The detector size is 256 by 256 pixels, and there is the sine non-linear on 

the detector. There are three individual experiments, being the ideal data 

reconstruction, the ePIE reconstruction without detector correction and the ePIE 

reconstruction with detector correction.  
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There was a total of 500 iterations during the reconstruction. For the detector 

correction experiment, the detector correction began at the 300th iteration and was 

employed after every 10 iterations. In the detector correction process, only two-degree 

polynormal fittings were used in the calculation. Figure 80 gives the reconstruction 

result using non-linear data without and with detector correction, being the left and 

right images, respectively. Comparing the two results, reconstruction without detector 

correction shows a messy image with some non-existent features. In contrast, the 

correction removes almost all the messy and non-existent features and provides a 

better contrast, meaning that the algorithm works well, and the non-linear intensity 

values have gradually been corrected. 

 

 
Figure 80: The phase reconstruction result with non-linear test data with and 

without detector correction. After the correction, the reconstruction shows better 

contrast, and the blurs in the left image have been removed when compared to 

the image on the right. 

 

The same experiment was performed for a modulus image, where the modulus image 

is Lenna, with a value from 0 to 255. The same probe and overlap level were used to 

perform the reconstruction with 500 iterations, and the detector correction began from 

the 300th iteration. The results are shown in Figure 81, with the left and right images 

showing the reconstruction results without and with correction, respectively. This test 

shows that there was not a significant difference between the images because for the 
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modulus image, the transferred power in the incident wave had more various values 

for all probe positions, so there was more information to calibrate the detector. 

 

 
Figure 81: The modulus image reconstruction results with sine non-linear detector. The results 

show almost no difference, because at each scan position, every detector pixel records various 

values that provide more information about how to calibrate the detector. 

 

7.3.2. Non-linear and random gain on all detector pixels 

 

In the next test, an extra random gain, being the intensity sensitivity of the pixel, was 

added to each pixel to enlarge the gain effect. With gain values between 0 and 2 

normal distributions, the detector pixels could be dead or record large and unrealistic 

intensities. The same experiments were performed on the data, and the 

reconstructions after 500 iterations are shown in Figure 82. In the figure, the left and 

right images show the results before and after reconstruction, respectively. The results 

show that after detector correction, reconstruction gives a better reconstruction and 

large field of view. This can further promote the reconstruction quality by providing 

more corrections. 
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Figure 82: The phase reconstruction result with a non-linear and random gain on each pixel 

test data with and without detector correction. After correction, the phase image is clearer and 

shows a larger field of view than the image before correction. 

 

The same experiment was performed for the modulus image object, except for the 

random gain on the detector that was randomly distributed between 0 and 2. The 

results were compared after 500 iterations, with the detector correction starting at the 

300th iteration, and each 10th iteration thereafter. The results shown in Figure 83 

indicate that, after correction, reconstruction provides clearer details on the image, 

better contrast, and a larger field of view. 

 
Figure 83: The modulus image reconstruction results with non-linear test data, with and without 

correction.  
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7.3.4. Non-linear, random gain and noise on all detector pixels 

 

In addition to the sine non-linear and random gains, this test includes an offset to the 

detector, being a value between 0 and 30. The modulus reconstruction results are 

illustrated in Figure 84, where the sine is non-linear, the gain distributed on the 

detector is between 0 and 2 and the random offset value is between 0 and 30, where 

the maximum is about 1.5% of the average recorded intensities. The reconstruction 

results are almost identical to the non-linear and gain experiments. This is because 

the offset value is not strong. 

 

After the test, the detector correction was found to not work in this situation as some 

phase information disappeared, as shown in Figure 85. By tracking the correction 

process for the phase image, the intensity difference in each scan position was almost 

constant in the ideal situation. However, when gain and noise were added to each 

diffraction pattern during the best fitting process, the measured intensity yielded 

incorrect linear values. 

 

 
Figure 84: The modulus image reconstruction results with a non-linear test data, without and 

with correction. 
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Figure 85: The phase image reconstruction results with a non-linear test data, without and with 

correction. Because the intensity of the phase image has a less intense difference at various scan 

positions, when noise and gain are included on the detector, more intensity differences are 

artificially included into different diffractions. Therefore, when best fitting the data, the intensity 

values are pushed in the wrong directions. 

 

7.4. Conclusion 
 

In this chapter, we tested our detector correction idea for non-linear or bad quality 

detectors in a model ptychographic experiment. This was done to improve the 

reconstruction quality, given the abundant and diverse information available in 

ptychography data. We used a polynormal to best fit the nonlinear data and gradually 

correct the non-linear data to linear data. We explored the correction method for a 

non-linear detector, a non-linear detector with random pixel gains and a non-linear 

detector with random pixel gains and dark current across all the detector pixels. We 

investigated modulus-only and phase-only images. The results showed that the 

detector-correction method works well for modulus images in any situation but does 

not work so well for a phase image with dark current. Therefore, to make the algorithm 

work well, it is better to have a pre-recorded diffraction pattern about the dark current 

on the detector. 
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Chapter 8 Conclusion 
 
 
This thesis has focused on the use of the redundancy in ptychography data to solve 

for partial coherence (and thus increase the speed of an experiment), to improve the 

reconstruction quality for a damaged specimen and to facilitate the correction of 

nonlinearities in detectors. 

 

The key application of the ptychographic redundancy is the spatially mixed state 

ptychography, where the mixed states come from spatial instability or spatial 

oscillations, or from partially coherence in a wavefield. The overall mixed state is the 

mixed result of the interaction of each probe state with each object state. To calculate 

the probe states and object states from the data, we used the ePIE algorithm, a variant 

of one of the commonly used reconstruction algorithms. Except for the Fourier 

constraint part, where the total calculated intensity of each mode in Fourier space 

needs to be kept the same as the recorded real intensity, the mixed stated algorithm 

is the same as the ePIE. 

 

We began by theoretically exploring spatially mixed states of the probe/illumination 

modes. In order to simplify the results, our illumination source was simulated as a 

series of different numbers of source points. Each point has a certain intensity and a 

different spatial distribution to the other point sources, and each of them gives a 

different state in the probe. If the exact number and state of probe modes are known, 

then a calculation will give some ‘empty’ probe modes when more probe mode states 

are used in the reconstruction than the real number of underlying modes. The empty 

modes are pure artefacts without a clear pattern, and they have no contribution to the 

reconstruction. Meanwhile, each probe mode patten has a related power value to 

measure the participation in the reconstruction process; the larger the power, the more 

important the related mode pattern is in the reconstruction process. Therefore, we 

used the calculation results to show that, except for the empty modes, acceptable 

reconstructions can be obtained by using just a few large power modes.  
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To give a direct understanding of how the modal decomposition works, we tracked the 

power changes of each mode pattern in the calculation with iterations by using a series 

of equal power modes. The tracking results showed that the mode patterns with strong 

power will be worked out more quickly, while the empty modes do not participate in 

the calculation until the end.  

 

After establishing the above findings in relation to probe modes, we studied the 

influencing factors in the modal decomposition process. The first factors we 

considered were the overlap and step size. A calculation showed that if the overlap 

between two adjoint scan positions is reduced, this will reduce the known to unknown 

ratio in the dataset. So, if the modal decomposition process is treated as a ‘number to 

number argument, with a small overlap, then there will not be enough information to 

solve the specimen function and probe mode functions.  

 

Next, we investigated how the specimen and probe mode structures affect the modal 

decomposition. We used the simplest object imaginable – a single line – and we used 

two different spatially distributed points as the sources to carry out the modal 

decomposition. The two results demonstrated that if there is more structural diversity 

in the probe modes, it is easier to get a good reconstruction. We also examined this 

with an object with less complexity; surprisingly, even though it was very simple and 

had the same influence on the probe mode, it did not substantially affect the probe 

reconstruction. 

 

As mentioned above, the probe modes can be employed to treat remove the effects 

of partial coherence, and it may not be necessary to put a large number of modes into 

calculations in order to get a good reconstruction. We realised that it may be possible 

to artificially engineer some known mode patterns in order to overcome the partially 

coherence by using just a few modes. Because ptychography is a type of CDI method, 

the coherence critically limits the reconstruction quality; therefore, it would be better if 

the influence of partially coherence on the reconstructions could be reduced. To 

achieve this goal, we designed a four-aperture mask, with the diameter of each 

aperture being about the same as the coherence width of the illumination. Meanwhile, 

we also used a large aperture mask, with the same area as the total area of the four 
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apertures, to ensure that the same amount of flux could pass through both masks. (In 

this stage, we did not use a lens, only the aperture masks.) After the calculation, the 

four-aperture mask did not show a better reconstruction than the large aperture mask, 

because the illumination that passed each aperture on the four-aperture mask 

recorded a very similar interfere pattern on the detector, which misleads the 

reconstruction direction.  

 

Later, we used cut-off apertures, which were not identical, to replace the round 

aperture on the four-aperture mask, as they generated different interfere pattens on 

the detector. The calculation was then repeated. By using FRC to give a quantitative 

comparison, the cut-off aperture worked better than the large aperture in the situation 

where the coherence width of illumination was roughly equal to the diameter of the 

cut-off aperture. Continuing this approach, we used four-corner masks to replace the 

cut-off aperture; this had the advantages of breaking symmetry as before and was 

also a very easy way of implementing the concept experimentally, as it was simple to 

build by adding two wires on to an aperture or lens. We did the same calculation using 

the corner masks, and the results proved successful. To make the simulation closer 

to a real-world situation in x-ray ptychography, we placed a lens downstream of the 

masks and used some real parameters to do the model calculation again. The method 

proved as effective as our aperture-only calculation, and, indeed, the separation of the 

modes was even clearer. After conducting another test, we realised that by using a 

lens there would be some connected interfere fringes between each two probe modes, 

which helped us considerably in understanding the true experiment. 

 

The true experiment was conducted at Diamond Light Source's l13 beamline. Before 

we went to the synchrotron, we ordered several masks with holes in them for the 

experiment. Initially, we conducted some experiments by using the masks with holes 

to check the influence of defocus and overlap. If the exposure time, the defocus and 

the partially coherence level were fixed, the masks with holes could give a very good 

reconstruction, but the interfere between each hole was too strong to separate each 

small probe mode out.  

 

Because the coherence width of the x-ray beam in the I13 is much larger in the vertical 

direction than in the horizontal direction, we proposed to use a wire to replace the 
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mask to separate the beam horizontally and vertically. At the same time, we used a 

lens-only experiment as a reference to compare the reconstruction quality when there 

was no wire blocking the beam into separate modes. We collected a large amount of 

data by changing the source slit’s width to vary the source coherence at fixed defocus 

and overlap situations. Following the calculation, we demonstrated that, as the vertical 

wire has the same direction as the coherence width, the illumination passing through 

the vertical wire and lens is more coherent than that passing through the horizontal 

wire and lens. Therefore, it was possible to get a good reconstruction using only two 

modes. For the other two experiments, they required more modes to treat the partial 

coherence, due to there being less coherence in the data. On the other hand, because 

the data in the vertical wire experiment had a much higher known to unknown ratio of 

numbers, it had a much lower redundancy requirement than the other, so a good 

reconstruction could be worked out at a low-level overlap, which could help speed up 

the data collection in ptychographic scans. This is a key finding from this thesis. 

 

We then went on to show that not only the probe modes but also the object modes 

can help to improve the reconstruction in ptychography. In the real world, radiation 

damage is an inevitable issue in microscopy experiments, especially for electron 

microscopy experiments. A lot of research has focused on how to describe the 

mechanism of radiation damage in electron microscopy and how to reduce the risk of 

damaging the specimen. Here, we investigated how to improve the reconstruction 

quality in ptychography when the damage was occurring. In other words, rather than 

trying to stop the damage by physical means, we aimed to use the redundancy in the 

ptychographic data set to reconstruct what the specimen looked like before it was 

damaged. The main idea is that different states in the object appear as different object 

modes. It is logical to think that a pre-damaged mode can be found even in data that 

has lots of damaged specimen information. 

 

To begin, we built a mathematical model to calculate the damage probability of each 

atom on the specimen during the scanning. By comparing the accumulated electron 

distribution result using a big probe function and a small probe function, we found that 

using a big probe function can reduce the chance of knock-on damage but creates a 

lower reconstruction quality as each atom will receive fewer electrons. However, we 

decided to use a big probe function to do the following tests. In the first test, we used 
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two object modes to do the modal decomposition, with evenly distributed damage and 

randomly distributed atoms. Following the calculation, we found that the whole 

specimen function can be represented even if it has been damaged. However, the 

reconstructed missing atoms have a very low contrast compared to the undamaged 

atoms, as there are only a few diffraction patterns that have recorded the missing atom, 

so there is not enough information to allow it to be worked out. Also, the reconstruction 

quality of missing atoms is related to their position; because the centre part of the 

specimen has been scanned more times than the boundary area, more information 

has been recorded for the centre atoms. Next, we put Poisson noise into the modelled 

data, and showed that it still works. However, due to a shortage of time, a more 

detailed study of this topic will have to await further research. 

 

Apart from modal decomposition, the redundancy in ptychography data can also be 

applied to other aspects of the technique. The last chapter endeavoured to exploit the 

redundancy to correct non-linearities in the detector. Detector non-linearity is quite 

common in electron microscopy instruments, especially those that use a charged 

coupled device bonded via optical fibres to a scintillator. In short, the detector non-

linearity is caused by the deviating signal or the dark current on the detector.  

 

To correct the non-linearity, we have created an algorithm, based on ePIE, with an 

extra best-fitting process, which we have modelled theoretically. Before applying the 

Fourier constraint, we supposed that the calculated intensity is closer to the real 

intensity than the measured non-linear diffraction patterns, because the calculated 

intensity involves data from very many probe positions, not just one. We used a 

polynomial function to fit the calculated intensity to the measured intensity. Then we 

used the fitted intensity to do the Fourier constraint and the update. In this project, we 

put the sine non-linear to the measured intensity and in three different situations to 

test the performance of this algorithm for the modulus image and phase image.  

 

After the calculation, we found that the algorithm works very well for the modulus 

image in the presence of non-linearities only, and in the non-linear with random gain 

and non-linear with random gain and offset situations. However, it does not work as 

well for phase images as for modulus images. This is because for the phase image, 
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the transferred power in the incident wave is about constant for all probe positions, so 

there is not much information to calibrate the detector.  

 

There are some meaningful future works for my research. The most straightforward 

work is to prove my damaged object reconstruction results and detector correction 

algorithm by real experiments.  

  

There is more work that can be extended in my synchrotron experiment. Firstly, 

because the wire will block most of the flux in the wire experiment, the total flux in the 

two experiments is different. So, there should be an extra experiment to compare the 

reconstruction quality of wired experiments and FZP only experiments with different 

numbers of mode and different speed at same flux condition. Secondly, if the total 

experiment flux is fixed, to speed up a ptychography experiment, we can not only use 

large step size with long exposure time, but also small step size with short exposure 

time, where, in a unit time, the same number of photons will go through each object 

pixels in both situations. Therefore, we can compare the performance of the two 

experiments to test if dose fractionation can be applied in ptychography and the modal 

decomposition method. Finally, in our experiment, we use only one wire. So, we can 

try more wire tests, which could be more persuasive. 
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