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Abstract 

A layered sodium quaternary transition metal oxide, Na[Ni,Mg,Mn,Ti]O2, was 

studied as a potential Na-ion battery cathode candidate. The material was found 

to possess a mixed phase layered rock salt type structure, consisting of two 

individual polymorphs, with nominal formulae P2-“Na0.64[Mn0.8Mg0.2]O2” and 

O3-“Na[Ni0.5Mn0.5]O2”. From impedance measurements, the activation energy 

associated with the total conductivity of the material is 0.33(1) eV, and the 

layered oxide was found to be a mixed (ionic and electronic) conductor. 

Electrochemical testing revealed the material to possess a discharge capacity of 

125 mAh g-1, in a full-cell, as well as good rate capability and cycling stability: 

95% charge retention after 200 cycles (at a discharge rate of 28 mA g-1). From 

in operando X-ray diffraction measurements, the O3 polymorph is only present 

in the bottom ~ 20% state of charge (SoC), and above 4 V there is a significant 

alteration of the P2 structure, with evidence of an intergrowth “Z” phase. From 

galvanostatic intermittent titration technique (GITT) measurements, the P2-

type phase was found to be the most conductive form of the cathode. 

The individual P2-Na0.64[Mn0.8Mg0.2]O2 and O3-Na[Ni0.5Mn0.5]O2 polymorphs 

were also studied separately. A solid solution was found to exist for 

Nax[Mn0.8Mg0.2]O2 (0.5 ≤ x ≤ 1), which can be indexed according to the 

hexagonal space group P63/mmc. The O3-Na[Ni0.5Mn0.5]O2 polymorph formed 

over a narrow temperature range when synthesized in air. From impedance 

measurements, the P2-type material was more conductive that the O3. 

Electrochemical testing (vs. Na/Na+) revealed the P2-Na0.64[Mn0.8Mg0.2]O2 

material to have a discharge capacity of around 45 mAh g-1 and good initial 

cycling stability. The O3-Na[Ni0.5Mn0.5]O2 layered oxide showed a higher 

specific capacity (~ 125 mAh g-1) but poorer charge retention. 

Electrochemical impedance spectroscopy (EIS) was performed on full-cell 

sodium-ion batteries consisting of a layered oxide cathode and a hard carbon 

anode. This was executed using both two- and three-electrode measurements 

(with an Na metal reference electrode) on a novel commercially-relevant pouch 

cell design. It was demonstrated across a range of formalisms that the sum of 

the positive and negative electrode impedances is similar to that of the full-cell 
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(within 6% difference). This indicates that this three-electrode configuration 

affords a superior measurement to many former cell designs. Furthermore, 

using a range of different complex formalisms to view impedance data, e.g. 

spectroscopic plots of Z’’ and C’, was found to afford a more in-depth analysis 

of the results; this allows for a more facile separation of electrode components 

across a range of frequencies. 

Examining EIS data for a three-electrode cell measurement showed that an 

increasing cathode resistance dominates the impedance of these layered oxide 

Na-ion batteries during cycling. Modelling the response using ideal equivalent 

circuits found that the cathode impedance spectrum consists of three different 

resistive components. Comparison between the impedance results for different 

cell designs made it possible to assign these three components to separate 

physical elements of the sodium-ion battery. The cathode-electrolyte interface 

was found to be primarily responsible for an increase in the total cell resistance 

during cycling. Importantly, from performing impedance measurements during 

charge/discharge, the resistance of the cathode-electrolyte interface was found 

to increase dramatically above approximately 80% depth of discharge. These 

findings suggest that to optimise performance and extend battery life, these 

layered Na-ion cells should not be discharged below ~ 20% SoC. 

The long-term performance of layered oxide Na-ion batteries was recorded 

with EIS measurements performed at regular intervals. A ‘knee point’ is 

observed to occur, after which capacity fading intensifies, eventually resulting 

in an end to the operational life of the battery. A reduced discharge rate 

recovers most of this capacity loss, indicating that the degradation is primarily 

due to a deterioration in ionic transfer rather than an irreversible loss of sodium 

or of active material. At the ‘knee point’, the resistance associated with the 

anode significantly increases, which is credited to a decrease in the 

conductivity of the carbon matrix due to structural degradation caused by 

successive Na insertion/extraction. In summary, it is hypothesised that while a 

charge-transfer resistance at the cathode is responsible for a limited capacity 

over the cycle life of the Na-ion battery, the major degradation mechanism at 

fault for eventual end of life is structural degradation of the hard carbon anode.  



 v  

Contents 

 

Acknowledgements………………………………………………….ii 

Summary……………………………………………………..……..iii 

Chapter 1 - Introduction…………………………….….….....1 

1.1  Batteries………………………………….……………......1 

1.1.1 Overview…………………………….…...………........1 

1.1.2 Principle of Operation……………….………..…..…...3 

1.1.3 Basic Concepts……………………….………….….…6 

1.1.4 Definitions…………………………….……...…........15  

1.2  Sodium-Ion Batteries………………………….……........21 

1.2.1 Overview……………………………….……….…....21 

1.2.2 Anodes………………………………….…….….…..23 

1.2.3 Electrolytes……………………………….……….…25 

1.2.4 Cathodes………………………………………….….26   

1.3  Layered Sodium Oxides as Na-Ion Cathode Materials.....29 

1.3.1 Classification and Structure…………………….…....29 

1.3.2 Single Transition Metal Oxides………………….......31 

1.3.3 Multiple Metal Oxides…………………………….…33 

1.3.4 Mixed Phase Systems………………………….….....35 

1.4  Performance Limiting Factors in Batteries………….......38 

1.5  Impedance Spectroscopy of Batteries……………….…..43 

1.5.1 Studying Performance Limiting Factors in 

Batteries…………………………………………..….43 

1.5.2 Two-Electrode Impedance Studies………………..…46 

1.5.3 Three-Electrode Impedance Studies………….…...…48 

1.5.4 Beyond Lithium-Ion Impedance Studies……........….56 

1.6  Aims………………………………………………...…...60 

1.7  References……………………………………….….…...61 



 vi  

Chapter 2 - Experimental…………………………..….…....77 

2.1  Solid State Synthesis…………………………………….77 

2.2  X-Ray Diffraction ……..…………………………..…....78 

2.3  Rietveld Refinement………………………………...…..80 

2.4  Scanning Electron Microscopy…………………….........83 

2.5  Thermogravimetric Analysis………………………........ 84 

2.6  Differential Scanning Calorimetry…………………....... 86 

2.7  Battery Assembly…………………………………...…...87 

2.8  Four Point Probe Conductivity Measurements……...…..88 

2.9  Constant Current/Constant Voltage Cell Testing…….… 90 

2.10 Cyclic Voltammetry…………….…………………...… 92 

2.11 Galvanostatic Intermittent Titration Technique…….…. 93 

2.12 In Operando X-Ray Diffraction………………..…........ 96 

2.13 Electrochemical Impedance Spectroscopy……...…..….. 97 

2.13.1 Theory……………………………………………..…97 

2.13.2 Impedance Spectroscopy for Electroceramics….…..108 

2.13.3 Characterisation of Batteries by Electrochemical 

Impedance Spectroscopy……...........…………….…115 

2.14 References……………………………………...……...124 

Chapter 3 – Structural Characterisation and Properties                

of Mixed Phase Na[Ni,Mg,Mn,Ti]O2….....................130 

3.1  Introduction…………………………………….…........130 

3.2  Experimental…………………………………....…...…132 

3.2.1 Materials………………………………………..…..132 

3.2.2 X-Ray Diffraction……………………………...…...132 

3.2.3 Materials Characterisaton……………………..……132 

3.2.4 Electrochemical Testing………………………..…..133 

3.3  Results and Discussion……………………………........135 



 vii  

3.3.1 Structural Characterisation and Thermal Stability.....135 

3.3.2 Electrical Properties…………………………….......146 

3.3.3 Electrochemical Testing……………………….…....151 

3.3.4 In Operando Studies……………………....….…….160 

3.4  Conclusions………………………………….……...….171 

3.5  References………………………………………….......173 

Chapter 4 – Synthesis and Characterisation of                                            

P2-Na0.64-[Mn0.8Mg0.2]O2 and O3-Na[Ni0.5Mn0.5]O2...178 

4.1  Introduction……………………………………………..178 

4.2  Experimental…………………………………………....180 

4.2.1 Synthesis…………………………………………….180 

4.2.2 X-Ray Diffraction………………………………...…180 

4.2.3 Materials Characterisation…………………………..181 

4.2.4 Electrochemical Testing…………………….………182 

4.3  Results and Discussion…………………………..……..183 

4.3.1 Synthesis and Structural Characterisation of 

P2-Na0.64[Mn0.8Mg0.2]O2…………………………….183 

4.3.2 Synthesis and Structural Characterisation of 

O3-Na[Ni0.5Mn0.5]O2………………………………..189 

4.3.3 Electrical Properties of P2-Na0.64[Mn0.8Mg0.2]O2 

and Na[Ni0.5Mn0.5]O2…………………………….....194 

4.3.4 Electrochemical Testing of P2-Na0.64[Mn0.8Mg0.2]O2 

and O3-Na[Ni0.5Mn0.5]O2………………………...…200 

4.4  Conclusions……………………….……………………204 

4.5  References………………………………….…..…...….206 

Chapter 5 - Two- and Three-Electrode Impedance         

Spectroscopy of Layered Oxide Sodium-Ion   

Batteries…………………………………………….209 



 viii  

5.1  Introduction…………………………………………….209 

5.2  Experimental………………………………...…….……211 

5.2.1 Cell Components……………………………………211 

5.2.2 Cell Designs………………………………………...211 

5.2.3 Testing Configuration………………………………213 

5.2.4 Testing Procedures………………………………….214 

5.2.5 Geometry Correction……………………….……….215 

5.3  Results and Discussion………………………….……...216 

5.3.1 Performance Comparison of Two- and 

Three-Electrode Cells………………………………216 

5.3.2 Two-Electrode Impedance Studies…………………222 

5.3.3 Three-Electrode Impedance Studies………………..233 

5.4  Conclusions…………………………………………….244 

5.5  References……………………………………………...246 

Chapter 6 – Investigating the Dominating Cathode         

Impedance in Layered Oxide Sodium-Ion 

Batteries…………………………………………...…248 

6.1  Introduction…………………………………………….248 

6.2  Experimental…………………………………………...250 

6.2.1 Cell Designs………………………………………...250 

6.2.2 Cell Testing Procedures…………………………….252 

6.2.3 Analysis of Cell Data……………………………….253 

6.3  Results and Discussion………………………………... 256 

6.3.1 EIS After Charge/Discharge (Three-Electrode 

Cell)………………………………………………....256 

6.3.2 Assigning Cathode Resistive Components………....260 

6.3.3 EIS During Charge/Discharge (Three-Electrode 

Cell)…………………………………………….…...269 

6.4  Conclusions…………………………………………… 279 

6.5  References………………………….………………….. 281 



 ix  

Chapter 7 – Long-Term Cycling and Identifying Failure 

Mechanisms in Layered Oxide Sodium Ion      

Batteries…………………………………….………...284 

7.1   Introduction…………………...…………………….... 284 

7.2  Experimental……………………………………….......286 

7.2.1 Cell Designs………………………………...………286 

7.2.2 Cell Testing Procedures…………………………….286 

7.3  Results and Discussion………………………………....288 

7.3.1 Long-Term Performance of Sodium-Ion Cells…......288 

7.3.2 Long-Term Impedance Studies of Sodium-Ion 

Cells………………………………………………...291 

7.4  Conclusions………………………………………….... 319 

7.5  References…………………………………………...... 321 

Chapter 8 - Conclusions and Future Work…………….....324 

8.1  Conclusions…………………………………….…......324 

8.1.1 Structure-Composition-Properties-Performance 

Relationship in Layered Oxide Sodium-Ion  

Cathodes………………………………………….....324 

8.1.2 Use of Impedance Spectroscopy to Determine 

Performance Limiting Factors in Prototype 

Commercial Na-Ion Batteries…………………..…..326 

8.2   Future Work………………………………………….330 

Appendices……………………………………………….... 332 

  Appendix A   Rietveld Refinement Parameters…………….…..332 

  Appendix B   Capacitor and Inductance Impedances…………...335 

  Appendix C   Mass Balancing of Sodium-Ion Cells…………....338 

  Appendix D   Differential Capacity Plots…………………….....339 



 x  

  Appendix E   Capacity Plots (1-4.3 V)……………………..…...340 

  Appendix F   Bragg’s Law Calculations…………………......…341 

  Appendix G   In Operando XRD Patterns…………………...…342 

  Appendix H   Starting Rietveld Model of  

           P2-Na0.64[Mn0.8Mg0.2]O2………………..………..343 

  Appendix I   XRD Pattern of Na0.64[Mn0.8Mg0.2]O2………....….344 

  Appendix J   Warburg Impedance…………………………...….345 

  Appendix K   Circuit Fitting Example…………….…………....347 

  Appendix L   MacMullin Numbers ……………………….....…349 

  Appendix M   Calendering Studies………………………...…...350 

  Appendix N   DC Bias Three-Electrode Measurements….…….351 

  Appendix O   Lithium-Ion Impedance Spectra…………………352 

 

 



 Laurence A. Middlemiss, PhD Thesis, Chapter I 

  

1 
 

Chapter I 

Introduction 

1.1 Batteries 

   1.1.1 Overview 

A growing global energy demand, coupled with a desire to reduce carbon emissions 

and mitigate climate change, has led to a move towards renewables, and away from 

fossil fuels. However, in order to facilitate the deployment of intermittent renewable 

energy sources, such as wind and solar, efficient and reliable energy storage is 

needed as a crucial accompaniment.1 To date, of the various energy storage 

technologies, rechargeable batteries have proven one of the most promising. These 

have the advantage of being able to be made to a variety of different sizes and 

specifications, and are able to deliver electrical power instantaneously. Hence, they 

are not limited by location or energy source, and are used for a wide range of diverse 

applications. Figure 1.1 illustrates this dramatic growth in the global battery market 

over the past 30 years, with a breakdown of contributions from the different battery 

technologies.2 

 

Figure 1.1   The world battery market 1990-2018. Adapted from reference 2. 
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Over the past decade, the world battery market has more than doubled, with the 

majority of this growth due to the increase in popularity of lithium-ion (Li-ion) 

batteries (LIBs). These have now overtaken lead-acid as accounting for the largest 

percentage of the global battery market. Li-ion technology first came to widespread   

attention in the 1980s with the discovery of layered transition metal oxide materials,3 

which were subsequently used in batteries that had two to three times the energy 

density of any that preceded it. Figure 1.2 compares the specific power and energy 

density of the most popular commercially-available rechargeable battery 

chemistries.4 Today, LIBs have a specific energy greater than 100 Why/kg (at the 

cell level), and are capable of thousands of cycles during their lifetime.5 Lithium-ion 

batteries were responsible for the portable consumer electronic boom in the 1990s, 

and their presence in everyday life is now ubiquitous. They are found in the mobile 

phones, laptops and tablets that people use on a regular basis, and are also becoming 

increasingly used in stationary applications, such as electricity grid storage, and in 

uninterruptible power supplies. Furthermore, lithium-ion batteries are currently at the 

forefront of the rapidly expanding electric vehicle (EV) sector.  

 

Figure 1.2   A Ragone plot comparing the power and energy densities of the most 

common rechargeable battery technologies. Adapted from reference 4. 

However, concerns surrounding the long-term sustainability, cost and safety of 

lithium-ion batteries, have led researchers to seek alternative battery chemistries.6 Of 
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the ‘beyond lithium’ technologies looked at to date, sodium-ion (Na-ion) batteries 

(SIBs) have received the most interest and development.7 Sodium-ion batteries, in 

contrast to Li-ion, can be made from abundant and cheap materials, and are less 

susceptible to dangerous overheating.8 Furthermore, several electrode materials have 

appeared in academic literature over the past few years, with energy densities 

comparable with those of their LIB counterparts.9 Furthermore, in the commercial 

sector, Faradion, a British battery research company, has managed to develop a 

layered sodium transition metal oxide with a specific capacity similar to that of the 

commonly used Li-ion cathode material, lithium iron phosphate (LFP, LiFePO4);
10 

this has also been demonstrated to have an energy density on par with LFP at the cell 

level. 

The ability to maintain a high capacity over time, i.e. battery cycle life, is an 

important performance criterion with respect to the widespread commercialisation of 

sodium-ion technology. Hence, an investigation into performance degradation and 

capacity fading in Na-ion batteries is imperative to fully characterise them and 

appreciate their worth. An identification of the problem interfaces and rate-limiting 

steps inside the cells is also of the utmost importance to completely understand their 

full potential. Furthermore, as cathode materials offer a lower Na-ion storage 

capacity than anodes, the ability to better understand the structure-composition-

property relationship of sodium-ion cathode materials is also crucial. It is hoped that 

findings in these areas will, in the future, lead to an ideal Na-ion battery being 

developed with optimised energy density and power output. 

   1.1.2 Principle of Operation 

An electrochemical cell either converts stored chemical energy into electrical energy 

or vice versa. A battery is a device consisting of one or more electrochemical cells 

connected to one another.* During the operation of a battery, a positively charged ion 

is removed from one electrode, transported through the electrolyte, and inserted into 

the other electrode. This is accompanied by an electron moving around the external 

circuit in order to balance the charges of the two electrodes; the electrolyte is an 

                                                           
* In this thesis, the word ‘battery’ refers to a single electrochemical cell, unless stated otherwise. 
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ionic conductor, but electronic insulator. An oxidation reaction occurs at the first 

electrode and a reduction reaction at the second one. The electrode, which electrons 

leave when the battery is supplying power (during discharge), is the negative 

terminal and is referred to as the anode. The electrode, which electrons enter during 

discharge, is the positive terminal and is referred to as the cathode. Electrons move 

in the opposite direction to current by convention, and so current flows from the 

positive terminal to the negative one (Fig. 1.3). 

 

Figure 1.3   Electrons moving in the opposite direction to current flow in a circuit. 

Certain batteries may only be discharged once; these are known as single-use or 

primary batteries. Secondary or rechargeable batteries may be charged and 

discharged several times during their lifetime.† The electrochemical reactions that 

occur in a battery at the separate electrodes may be described by what are known as 

half-reactions. Combining these together gives the overall redox reaction for the 

battery. The half-reactions that occur during the discharge of a sodium-ion battery 

are given below for the most common SIB electrode materials: a layered sodium 

transition metal oxide (NaTMO2) cathode and a hard carbon (C6) anode. When the 

cell is discharged, Na+ ions are removed from the hard carbon anode and migrate 

across the electrolyte to be intercalated into the sodium oxide cathode matrix. During 

charging, the same reactions occur, but in reverse.  

𝑥𝑁𝑎𝐶6   ⇌   𝑥𝑁𝑎+ + 𝑥𝑒− + 𝑥𝐶6 

𝑁𝑎1−𝑥𝑇𝑀𝑂2 + 𝑥𝑁𝑎+ + 𝑥𝑒−   ⇌   𝑁𝑎𝑇𝑀𝑂2 

𝑁𝑎1−𝑥𝑇𝑀𝑂2 + 𝑥𝑁𝑎𝐶6   ⇌   𝑁𝑎𝑇𝑀𝑂2 + 𝑥𝐶6 

                                                           
† In this thesis, the word ‘battery’ refers to a rechargeable one, unless stated otherwise. 

Anode: 

Cathode: 

Overall: 
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Chemical potential μ is energy that can be released/absorbed due to change in the 

number of particles of a particular species at a point in space. Electrochemical 

potential 𝜇̅ also takes into account contributions from any electric forces at play, 

such as external electric fields and electrostatics.11 Each chemical species has an 

electrochemical potential, which represents how easy it is to add more of that species 

to a particular location. Charged species always move from higher to lower 

electrochemical potential. In a lithium-/sodium-ion battery, the electrochemical 

potential of an electrode is determined by energies involved in both the electron 

transfer and Li+ or Na+ ion transfer.12 Lithium is the smallest metal and very 

electropositive, meaning it has one of the greatest (most negative) electrochemical 

potentials. Hence, it is readily oxidised, making it a good candidate as an anode 

material. The higher the electrochemical potential (the less negative), the more 

readily a material is reduced, and the more suitable it is as a cathode material. Hence, 

the 𝜇̅ of electrode materials in Li-/Na-ion batteries tend to be measured relative to 

that of lithium/sodium metal, respectively. 

The electrochemical potential of a sodium-ion electrode is determined by how much 

energy is released/absorbed on removal/insertion of an electron and Na+ ion 

from/into its structure. How easily a sodium ion is removed/inserted depends upon 

the specific site energy of the Na+ ion, which is ultimately affected by its local 

environment.13 Therefore, the elements the electrode possesses, and in particular the 

valence states, ionic radii, and electronegativity of these, is extremely important in 

determining its electrochemical potential. The crystal structure and electrode 

microstructure, e.g. particle size, are also contributing factors. For a cathode, the 

more energy released when electrons/Na+ ions are inserted or removed, the higher its 

electrochemical potential, and the harder it is to insert/remove sodium into the 

structure. The electromotive force (emf) of an electrochemical cell, also known as 

open circuit voltage (OCV)14, is defined as the difference in electrochemical 

potential of the cathode and anode divided by the elementary positive charge e (Eq. 

1.1).15 The elementary positive charge is the charge of an electron (1.60 x 10-19 

coulombs).  

𝑉𝑂𝐶𝑉 =
𝜇̅𝑐𝑎𝑡ℎ𝑜𝑑𝑒 − 𝜇̅𝑎𝑛𝑜𝑑𝑒

𝑒
 (1.1) 
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Ideally, for a battery, the cathode should have a high electrochemical potential and 

the anode a low one, this will create a large potential difference (voltage) in the cell, 

which results in a greater energy density. However, the voltage needs to be within 

the electrochemical window of the electrolyte in order to avoid decomposition.16 The 

electrochemical window is the energy gap (Eg) between the highest occupied 

molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) of 

the electrolyte.17 An anode which has an electrochemical potential below the LUMO 

of the electrolyte must be selected, and a cathode chosen with 𝜇̅ above the HOMO 

(Fig. 1.4). If this is not the case, the electrolyte may either be reduced on the surface 

of the anode or oxidised at the cathode interface, and subsequently decompose. 

 

Figure 1.4   Schematic energy diagram of a sodium-ion battery at open circuit. The 

relative energies of the electrolyte window, Eg, and the relationship between the 

electrochemical potentials of electrodes and the HOMO and LUMO of the 

electrolyte are all shown. 

   1.1.3 Basic Concepts 

       1.1.3 (a) Current, voltage, and resistance 

Electric current I (in ampere, A) is the rate of flow of charge Q (in coulomb, C) and 

is given by Equation 1.2. 

𝐼 =
𝑑𝑄

𝑑𝑡
 (1.2) 
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The charged species may be electrons or ions. Direct current (DC) means that current 

flows in one direction all of the time, and alternating current (AC) means that it 

changes direction and strength periodically (sinusoidally). Current may also be a 

combination of DC and AC. In order for the flow of charge to occur, a potential 

difference (voltage) is required. In a battery, voltage is a measurement of the 

difference in charge between the two electrodes. The more electrons there are at an 

electrode, the lower (more negative) its potential. Electrons will spontaneously flow 

from a negative potential to a positive one. The more electrons at the anode, the 

greater the charge separation between the two electrodes in a battery and the higher 

the overall voltage of the cell. During charging of a battery, an external power supply 

has a voltage greater than that of the cell, which forces electrons from the cathode to 

the anode, thus creating an overall positive cell voltage. During discharge, the load 

connected to the battery has a voltage which is lower than the voltage of the cell, 

meaning that electrons flow in the opposite direction, thus lowering the overall cell 

voltage. It is not possible to force a current through a circuit element without 

applying a voltage across the element. Similarly, it is not possible to produce a 

voltage without supplying current to force some place to have that voltage. It is 

sometimes said that a voltage causes current to flow, and sometimes that a current 

causes a voltage to be produced, but at the deepest level, the two are inseparable, and 

caused by charge separation. 

Batteries can be cycled using either a constant current (galvanostatic) or a constant 

voltage (potentiostatic), see Section 2.9 for more on this. It is possible to either 

control the current and measure the voltage, or control the voltage and measure the 

current, but it is not possible to control both simultaneously. Manufacturers and 

scientists will often use advanced battery cyclers, which are capable of high 

precision currents, in order to test cells under different conditions. They are able to 

simulate battery loading, and can be automated with a custom program written by the 

user. Certain batteries, such as lithium-ion ones, operate over ‘tight’ voltage 

windows, as overcharging these cells causes damage. Overcharging an LIB causes 

metallic lithium plating to occur at the anode as Li+ ions are reduced to Li metal, and 

simultaneously, electrolyte solvents are oxidised at the cathode, leading to 

flammable gases being produced.18 This causes performance degradation and, in the 

most severe cases, can lead to a fire/explosion. For safety reasons, and to optimise 
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battery performance and lifetime, battery packs often contain an electronic control 

system known as a Battery Management System (BMS). The BMS is capable of 

measuring the current, voltage, and temperature of the battery, as well as several 

other important parameters. 

Resistance is a material’s tendency to resist the flow of charge (current). A material 

with infinite resistance is referred to as a perfect insulator, and a material with zero 

resistance is referred to as a perfect conductor. In reality, most materials fall 

somewhere between these two extremes with some amount of energy being lost as 

heat. Resistance is the opposition to direct current, and impedance, Z, is the 

opposition to alternating current. For more on impedance, see Section 2.13. Voltage 

V (in volts, V), current I (in ampere, A) and resistance R (in ohms, Ω) are all related 

to one another via Ohm’s Law (Eq. 1.3). This states that the current between two 

points is directly proportional to the voltage across the points, with the resistance 

acting as a constant of proportionality. 

𝑽 = 𝑰𝑹 

 

Figure 1.5   Charge and discharge curve of a battery with the iR drop indicated. 

Each battery in a circuit has an internal resistance associated with it, which is made 

up of ohmic and non-ohmic (polarisation) contributions.19 The ohmic resistance 

exists because the components (electrodes, electrolyte) of a cell are not perfect 

conductors. It consists of an electronic component (from the resistivity of materials, 

(Ohm’s Law) (1.3) 
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e.g. wires and current collectors) and an ionic component due to electrochemical 

factors, e.g. ion mobility in the electrolyte.20 The ohmic resistance manifests itself in 

the cycling profile of a battery as an ohmic (iR) drop at the beginning of the cell 

discharge (Fig. 1.5).21 Polarisation resistances arise from electrochemical reactions 

and diffusion processes inside the cell; they increase with battery lifetime. Resistive 

losses in a battery cause the operating voltage to be lower than what it should be 

theoretically. This is referred to as an overpotential.22 Consequently, the cell requires 

more energy than thermodynamically predicted to drive an electrochemical reaction, 

with the missing energy lost as heat. The overall internal resistance of a battery 

varies with chemistry, age, temperature, and discharge current. A larger internal 

resistance leads to a greater energy consumption, which reduces the efficiency of the 

battery, and can cause safety issues due to increased heat. 

      1.1.3 (b) Charge and Coulomb’s Law 

All charged particles at rest will experience an electrostatic force between one 

another. The force is attractive if the particles are oppositely charged, and repellent if 

they are like charges. For two charges, the force acting between them is quantified 

according to Coulomb’s Law (Eq. 1.4).23 This states that the force F (in newtons, N) 

acting between two stationary charged species is the product of the magnitude of the 

charge on object one Q1 and the magnitude of the charge on object two Q2 (in 

coulombs, C), divided by the square of the distance between them r (in metres, m). 

The term ke is a proportionality factor and is known as Coulomb’s constant or the 

electrostatic constant. The value of the constant depends on the medium the charges 

are in (ke = 8.99 x 109 N.m2.C-2 in air). 

𝑭 = 𝒌𝒆

𝑸𝟏𝑸𝟐

𝒓𝟐
 

The force is attractive (has a negative sign) if the particles are oppositely charged, 

and is repulsive (positive) if they have the same signs. The coulomb is the SI unit of 

electric charge and is equal to the amount of charge transported by a current of one 

ampere in one second (1 C = 1 A x 1 s). Therefore, ‘coulomb counting’ becomes a 

useful way of estimating the state of charge of a battery by measuring the in- and 

out-flowing current (see Section 1.1.4 (b)). 

(Coulomb’s Law) (1.4) 
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      1.1.3 (c) The Nernst Equation 

The Gibbs free energy is the amount of work that can be done by a chemical system 

(reaction) on its surroundings. Voltage or potential difference can be thought of as 

the work required to move an electron from one point to another. Therefore, for an 

electrochemical (redox) reaction, it is possible to relate the Gibbs free energy to the 

voltage. At an electrode-electrolyte interface, a potential difference develops 

between the two components. The voltage of an electrode (and that of a battery) is 

not constant, but changes during (dis)charging, as the concentrations of components 

in the electrode and electrolyte alter. When the concentration of species across the 

electrode and electrolyte are at equilibrium, the voltage is referred to as the standard 

electrode potential.24 Hence, each half-reaction in an electrochemical cell has a 

standard electrode potential associated with it. This relation between Gibbs free 

energy and standard electrode potential (voltage) leads to one of the most important 

equations in the field of electrochemistry: the Nernst equation (Eq. 1.5). 

𝜟𝑮 = −𝒏𝑭𝑬 

This states that the change in Gibbs free energy ΔG (in kJ mol-1) is equal to the 

product of the number of electrons transferred n, Faraday’s constant F (in C mol-1) 

and the standard electrode potential E (in volts). A joule is defined as the energy 

required to move a charge of one coulomb through a potential difference of one volt 

(1 J = 1 C.V). Faraday’s constant is the magnitude of electric charge per mole of 

electrons and is equal to 96,485 C mol-1 (the elementary positive charge of an 

electron, 1.60 x 10-19 C, multiplied by the Avogadro constant, 6.02 x 1023 mol-1).25 If 

ΔG has a negative sign, the electrochemical reaction occurs spontaneously, and if it 

is positive, it does not. For a battery, the change in Gibbs free energy denotes the 

change in internal energy during the ion and electron insertion/extraction. This is 

dependent upon the interaction of atoms/electrons in the electrode, and, therefore, the 

chemistry of the transition metal(s), as well as the structure of the electrode.12 These 

factors ultimately determine the electrochemical potential of the electrode. 

The Gibbs free energy of an electrode is mainly dependent upon site energy.13 

Different positions within the crystal structure possess different site energies and, 

hence, produce different potentials when ions are inserted into/extracted from them. 

(Nernst Equation) (1.5) 
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The lower the site energy of a lithium/sodium in the electrode structure, the greater 

its stability. This means more energy is consumed to transfer it from the occupied 

site to a free state, and the higher the electrochemical potential. The 

insertion/extraction of alkali metal ions to/from either octahedral, tetrahedral or 

prismatic sites result in different ΔG.26 The main classes of crystal structures for Li-

ion insertion cathodes are layered, spinel and olivine (Fig. 1.6).27 

 

Figure 1.6   Crystal structures of the three main classes of insertion cathodes for Li-

ion batteries. Adapted from reference 27. 

Spinel and olivine crystal structures exhibit flat potential plateaux in their charge-

discharge profiles,28,29 whereas layered electrodes display sloping profiles.30 A 

sloping region in the voltage plot indicates that a change in free energy results in a 

voltage change, in accordance with the Nernst equation. A flat section corresponds to 

a region where the removal/insertion of Li+ does not lead to a significant alteration in 

electrochemical potential. When subjected to the insertion/extraction of Li+ ions, the 

robust 3D frameworks of spinel/olivine crystal electrodes exhibit negligible change 

to their structures, retaining the same site energy and displaying an almost constant 

electrochemical potential.13 However, the layered structures are distorted to a larger 

extent leading to a slight alteration in site energy and a sloping potential profile. As 

well as the three ordered crystalline structures, there are also disordered rock salts, 

which have received a lot of interest in recent years as promising cathodes.31 Rather 

than containing separate, distinct layers of Li+ ions and transition metal elements, 

these possess randomly assigned cations. Disordered rock salts also exhibit a sloping 

charge-discharge voltage profile.  



 Laurence A. Middlemiss, PhD Thesis, Chapter I 

  

12 
 

      1.1.3 (d) Theoretical Capacity/Faraday’s Laws 

Perhaps the most important characteristic of a battery is its capacity. This is the 

discharge current the electrochemical device is capable of delivering over time and 

has units of ampere hour (Ah). It is a measurement of the charge stored by a battery 

(1 Ah = 3,600 C), and is determined by the mass of active material. As batteries are 

often used for mobile devices, where weight is an important factor, it is often more 

useful to think in terms of specific capacity, which has units of Ah kg-1 (or mAh g-1).  

Faraday’s laws of electrolysis relate the theoretical capacity of an electrode to the 

amount of active material it contains.32 They can be summarised mathematically by 

Equation 1.6: 

𝑸 =
𝒏𝑭

𝑴
 

where Q is capacity (in C), n is the number of electrons transferred (unitless), F is 

Faraday’s Constant (96,485 C mol-1), and M is the molar mass of the electrode after 

discharge (g mol-1). The use of Faraday’s Laws to calculate the theoretical capacity 

of a lithium cobalt oxide cathode is given below. 

𝐶𝑜𝑂2 + 𝐿𝑖+ + 𝑒−    →   𝐿𝑖𝐶𝑜𝑂2 

The molar mass of LCO is 97.87 g mol-1, therefore, using Equation 1.6: 

𝑄 =
1 × 96,485 𝐶 𝑚𝑜𝑙−1 

97.87 𝑔 𝑚𝑜𝑙−1
= 985.8 𝐶 𝑔−1 

÷ 3,600 

𝑄 = 0.2738 𝐴ℎ 𝑔−1 

× 1,000 

𝑸 = 𝟐𝟕𝟒 𝒎𝑨𝒉 𝒈−𝟏 

In reality, the capacity exhibited by an electrode is likely to be lower than its 

theoretical one for a variety of different reasons. In the case of lithium cobalt oxide, 

it is only practically possible to extract ~ 50% of the lithium from the material, 

before the electrode begins undergoing irreversible, detrimental structural changes.33  

(1.6) (Faraday’s Laws) 

Discharge: 
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      1.1.3 (e) Capacitance 

Capacitance C (in Farads, F) is the ability of a body to store electrical charge. It is 

measured as the ratio of electric charge of a system to its corresponding electric 

potential (Eq. 1.7).34 

𝐶 =
𝑄

𝑉
 

The most commonly encountered example of capacitance is in capacitors. A 

capacitor is a device that stores electrical energy in an electric field. Energy is stored 

purely through the physical separation of electrostatic charges, and there is no 

chemical or phase changes during charge/discharge (such as in a battery). The most 

basic capacitor design is a parallel plate one, which consists of two conductive 

(usually metallic) plates separated by an insulating region (Fig. 1.7). The insulator 

may be a vacuum or some form of dielectric, e.g. air. The non-conductive region 

prevents DC current passing through the capacitor. When a capacitor is connected to 

a DC power supply it is charged: a potential difference is applied across the two 

parallel plates causing electrons to build up on one plate and the other to become 

electron-deficient. Hence, an electric field is created, the strength of which decreases 

with increasing separation distance. When the potential is removed, the plates remain 

charged and the stored energy can be discharged through an external load. 

 

Figure 1.7   A schematic of a parallel plate capacitor. 

(1.7) 
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A dielectric is a type of insulator that can be polarised by an applied electric field 

(dipoles can align), but does not allow charge to actually flow through it.35 

Permittivity is a measure of polarisability of a dielectric (how easily it forms 

instantaneous dipoles). A material with high permittivity polarises more in response 

to an applied electric field than a material with a low permittivity, and is therefore 

capable of storing more energy. The dielectric constant ε’ (also known as the relative 

permittivity, εr) is the absolute permittivity of a material ε relative to that of a 

vacuum of free space e0 , and is given by Equation 1.8. The dielectric constant is 

unitless, and both ε and e0 are in F cm-1. The vacuum of free space is the absolute 

permittivity of a vacuum and has a value of 8.854 x 10-14 F cm-1. Dielectric constant 

values range from 1 for a vacuum (by definition) to about 2 x 1014 for materials that 

possess high polarisability. 

𝜀′ =
𝜀

𝑒0
 

The permittivity of the dielectric in a capacitor is important for determining the 

overall capacitance of the device. The higher the permittivity of the medium used, 

the greater the capacitance will be. In a parallel plate capacitor, the capacitance is 

also proportional to the surface area of the conducting plates A (in cm2) and inversely 

proportional to the separation distance d between them (in cm); this leads to 

Equation 1.9. 

𝑪 =
𝒆𝟎𝜺′𝑨

𝒅
 

There are several strategies which have been looked at to increase the capacitance of 

modern-day devices. One method is to ‘interleave’ additional plates within the 

capacitor body, which increases the overall surface area of each parallel plate; such a 

construction is employed in the widely-used multilayer ceramic capacitors 

(MLCCs).36 Another is to coat the metallic plates with a porous electrode material, 

e.g. activated carbon, and use a liquid electrolyte as the dielectric. This setup leads to 

the formation of electrical double layers at the electrode-electrolyte interface, which 

have very high surface areas, and low separation distances of a single layer of 

solvent molecules. Such devices are referred to as supercapacitors.37 

(1.8) 

(1.9) (Capacitance) 
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Resistance (in Ω) and capacitance (F) are geometry-dependent terms, and so it is 

often more useful to think in terms of resistivity ρ (Ω.cm) and permittivity ε (F cm-1). 

𝜌 = 𝑅
𝐴

𝑑
 

𝜀 = 𝐶
𝑑

𝐴
 

An electrical circuit, which contains resistors and capacitors, may be characterised 

by its RC time constant (Eq. 1.12). This is represented by the symbol τ and has the 

units of seconds (1 Ω = 1 s F-1). 

𝝉 = 𝑹𝑪 = 𝝆𝜺 

Capacitance and RC time constants are important when it comes to discussing 

impedance spectroscopy later on in this work (see Section 2.13). 

   1.1.4 Definitions 

      1.1.4 (a) C-Rate 

Table 1.1    C-rate and charging/discharging time. 

C-rate (Dis)charge Time 

5C 12 minutes 

2C 30 minutes 

1C 1 hour 

C/2 (0.5C) 2 hours 

C/5 (0.2C) 5 hours 

C/10 (0.1C) 10 hours 

C/20 (0.05C) 20 hours 

 

The term C-rate is used to specify the speed at which a battery is charged or 

discharged relative to its capacity. A 1C rating means that the cell is discharged in 

(1.10) 

(1.11) 

(1.12) (Time Constant) 
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one hour. Therefore, for a 100 Ah battery, a current of 100 A is drawn for one hour. 

A 2C rating means that the cell is (dis)charged twice in one hour, so for a 100 Ah 

cell, a current of 200 A is provided. A C/2 (0.5C) rate confers that the cell takes 2 

hours to dis(charge) so a current of 50 A is used. Table 1.1 shows some examples of 

the charge/discharge times at various C-rates. While, in theory, a 2C rate should 

deliver the same amount of capacity in 30 minutes as a 1C rate does in an hour, in 

reality, a higher current often results in a greater amount of internal resistive losses, 

thus lowering the actual achievable capacity.  

      1.1.4 (b) State of Charge and Depth of Discharge 

The state of charge (SoC) of a battery is how much energy it presently holds 

compared to the maximum it may possess. It is an important parameter as it indicates 

how much longer the battery will last for before it needs to be recharged. It is the 

available capacity expressed as a percentage of the cell’s current maximum capacity 

(Eq. 1.13), e.g. the capacity at its last full charge, rather than the rated capacity of the 

cell when it was manufactured. This is an important distinction because the capacity 

of a battery decreases over time (this is known as capacity fading), hence, the state of 

charge is a measure of the short-term capability of a battery. A complementary way 

of presenting a battery’s SoC is to refer to its depth of discharge (DoD). The depth of 

discharge is the percentage of the capacity which has been removed from a fully 

charged cell (Eq. 1.14). Hence, as the depth of discharge increases, the state of 

charge decreases. A battery that has been fully discharged has 100% DoD and 0% 

SoC, whereas a battery which is fully charged has 0% DoD and 100% SoC. In this 

work, the term state of charge is used when referring to a battery undergoing 

charging, and the depth of discharge when referring to one undergoing discharging.  

𝑺𝒐𝑪 =  
𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝑪𝒂𝒑.

𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝑴𝒂𝒙. 𝑪𝒂𝒑.
× 𝟏𝟎𝟎% 

𝑫𝒐𝑫 =  
𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝑴𝒂𝒙. 𝑪𝒂𝒑. −𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝑪𝒂𝒑.

𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝑴𝒂𝒙. 𝑪𝒂𝒑.
× 𝟏𝟎𝟎% 

There are several different methods available for estimating the state of charge. The 

most widespread technique for determining the SoC of lithium-ion batteries, and the 

(1.13) 

(1.14) 
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one that will be used in this study, is the coulomb counting method.38 This is based 

on the principle that charge is the integral of current with respect to time (Eq. 1.2). 

Therefore, the capacity of a cell can be calculated by measuring the current entering 

(charging) or leaving (discharging) a cell and integrating (accumulating) this over 

time. 

      1.1.4 (c) State of Health and Cycle Life 

The state of health (SoH) of a battery gives a measurement of its general condition, 

and its ability to deliver its specified performance, compared with when it was first 

manufactured. It is a crude indicator of battery lifetime and gives an idea as to how 

much longer the battery will last for before it needs replacing. It is calculated as a 

percentage of the current total capacity of the cell compared with the capacity when 

it was new, which is also referred to as the nominal capacity (Eq. 1.15). Hence, a 

battery has a 100% SoH after being manufactured, which then decreases over time.  

𝑺𝒐𝑯 =
𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝑫𝒊𝒔𝒄𝒉𝒂𝒓𝒈𝒆 𝑪𝒂𝒑.

𝑵𝒐𝒎𝒊𝒏𝒂𝒍 𝑫𝒊𝒔𝒄𝒉𝒂𝒓𝒈𝒆 𝑪𝒂𝒑.
× 𝟏𝟎𝟎% 

 

Figure 1.8   Lithium-ion batteries cycled at different temperatures with their knee 

points indicated. Adapted from reference 39. 

The cycle life of a battery is how many cycles it is capable of during its lifetime, or 

more precisely, how many cycles a battery is capable of before it fails to meet 

(1.15) 
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specific performance criteria. For many battery applications, particularly mobile 

ones, the end of practical operation for a cell is often deemed as when its state of 

health drops below 80%. The capacity decay of lithium-ion batteries is characterised 

by a gradual linear decline in capacity up to a certain point, before transitioning to a 

more dramatic reduction. This change in gradient of the capacity plot is often 

referred to as the ‘knee point’ (Fig. 1.8).39 The ‘knee point’ signals the beginning of 

the end of operational life of the battery, as its capacity rapidly fades after this. As 

there is no widely accepted standard approach or algorithm for identification of the 

‘knee point’, its location is subjective to the visual inspector, and, therefore, is 

considered more of a region than occurring at one particular charge/discharge cycle. 

      1.1.4 (d) Specific Energy and Specific Power 

Table 1.2   Comparison of approximate energy densities for three Li-ion battery 

chemistries, from active material to battery pack level.40–42 

Chemistry Specific 
Capacity 

Nominal 
Voltage 

Energy 
Density 
(Material 

Level) 

Energy 
Density 

(Cell 
Level) 

Energy 
Density 
(Pack 
Level) 

LiCoO2 165 mAh g-1 3.6 V 600 Wh kg-1 175 Wh kg-1 140 Wh kg-1 

LiFePO4 140 mAh g-1 3.2 V 450 Wh kg-1 130 Wh kg-1 105 Wh kg-1 

LiMn2O4 120 mAh g-1 3.7 V 450 Wh kg-1 130 Wh kg-1 105 Wh kg-1 

Batteries have a nominal (average) voltage. This is the battery’s voltage at 50% 

depth of discharge. The specific energy (Wh kg-1), or gravimetric energy density, is 

calculated by multiplying the specific capacity by nominal voltage (Eq. 1.16). 

𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄 𝑬𝒏𝒆𝒓𝒈𝒚 = 𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄 𝑪𝒂𝒑. 𝒙 𝑵𝒐𝒎𝒊𝒏𝒂𝒍 𝑽𝒐𝒍𝒕𝒂𝒈𝒆 

Watt-hour is the unit of energy for electrochemical devices (1 J = 1 W.s). Care 

should be taken when mentioning the energy density of a battery as this can refer to 

either the active material or the composite electrode, or alternatively, the device at 

the cell or pack level.‡ A range of different Li -ion battery chemistries and their 

                                                           
‡ In this thesis, the term ‘energy density’ refers to the active material, unless stated otherwise. 

(1.16) 
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corresponding energy densities are given in Table 1.2. There is a decrease in energy 

density at each higher level of the battery assembly process, due to the presence of a 

greater amount of inactive components (Fig. 1.9).43 The energy density decreases by 

approximately 15% on going from the active material to electrode level, due to the 

current collector, binder and conductive additive. There is then a further 65% 

reduction from the electrode to the cell level because of the weight of the anode, 

separator, electrolyte, cell case etc., and finally a 20% decrease on going from the 

cell to battery pack level, due to components such as packaging and connecting 

wires. Consequently, for Li-ion cathode materials, there is approximately a four-fold 

decrease in energy density between the active material and end battery pack level. 

 

Figure 1.9   The energy density of the battery decreases from the active material to 

electrode, cell, and pack level. Adapted from reference 43. 

There are three main cell formats used in commercial electric vehicles: cylindrical, 

prismatic and pouch cells (button or coin cell formats are used for other 

applications). Each of these designs has its own advantages and drawbacks. It is also 

possible to express the energy density of a battery in the form of volumetric energy 

density (Wh l-1). This is a measure of how much energy a battery contains in 

comparison to its volume. Once again, this decreases moving up through the 
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assembly chain, but not in proportion to gravimetric energy density. For example, 

while there is a 20% decrease in going from cell to the pack level in terms of specific 

energy, the volumetric energy density decreases by over 50% due to the amount of 

space taken up by the packaging, wiring and cooling system. 

Power P is the rate at which energy is transferred, and is measured in watts. A watt is 

the work done when a current of 1 A flows across a potential difference of 1 V (Eq. 

1.17), hence, 1 W = 1 V.A.  Specific power (W kg-1), is the maximum available 

power per unit mass. It is also possible to think about power in terms of power 

density (W l-1). Batteries for specific applications such as power tools are geared 

towards possessing a high specific power, rather than a large specific energy. 

𝑷 = 𝑽𝑰 

      1.1.4 (e) Faradaic/Coulombic Efficiency 

The faradaic or coulombic efficiency of a battery describes how efficiently charge is 

transferred around the electrochemical system. For a cathode, it is the ratio of 

discharge capacity to charge capacity (for the same cycle), and is given by Equation 

1.18. A higher coulombic efficiency equates to a longer battery cycle life and is 

therefore desirable. Lithium-ion batteries have one of the best coulombic 

efficiencies, which is usually over 99%. After charging a battery it is not possible to 

re-insert all of the lithium back into the cathode. This can be due to a variety of 

reasons, e.g. parasitic side reactions between the electrolyte and anode which 

consume lithium. In theory, a cell which has zero internal resistance and is free of all 

side reactions will have a coulombic efficiency of 100%. 

𝑪𝒐𝒖𝒍𝒐𝒎𝒃𝒊𝒄 𝑬𝒇𝒇. =
𝑫𝒊𝒔𝒄𝒉𝒂𝒓𝒈𝒆 𝑪𝒂𝒑.

𝑪𝒉𝒂𝒓𝒈𝒆 𝑪𝒂𝒑.
× 𝟏𝟎𝟎% 

      1.1.4 (f) Round Trip (Energy) Efficiency 

While the faradaic/coulombic efficiency of a battery describes how efficiently charge 

is transferred around the electrochemical system, it can often be more useful to think 

in terms of energy efficiency (Eq. 1.19). This takes into account also the voltage at 

which a battery is charged/discharged and, hence, the total amount of energy 

(1.17) 

(1.18) 

(Power) 
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retrieved. Often a battery is discharged at a lower voltage than it is charged at, 

leading to a lower specific discharge energy. This difference in voltage is referred to 

as potential hysteresis.13 This occurs partly due to an internal cell resistance, which is 

most pronounced as the iR drop between the end of charge and the start of discharge. 

Furthermore, more energy is required to remove Li+/Na+ ions from the host lattice 

and electrons from the transition metals on charging (and promote them from the 

ground state) than is accompanied with the opposite processes on discharge. The 

combined result of these effects is that the energy spent during charge is higher than 

that delivered during discharge, resulting in an energy efficiency less than 100%.  

𝑬𝒏𝒆𝒓𝒈𝒚 𝑬𝒇𝒇. =
𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄 𝑪𝒉𝒂𝒓𝒈𝒆 𝑬𝒏𝒆𝒓𝒈𝒚

𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄 𝑫𝒊𝒔𝒄𝒉𝒂𝒓𝒈𝒆 𝑬𝒏𝒆𝒓𝒈𝒚
× 𝟏𝟎𝟎% 

Energy efficiency is also sometimes referred to as round trip efficiency because it is 

the energy retrieved in a round trip around the storage system. It is a critical factor in 

assessing the usefulness of a storage technology. The higher the round trip 

efficiency, the less energy lost during storage, and the more efficient the system is as 

a whole. Batteries tend to have a round trip efficiency around 85-95% (depending on 

the chemistry), which is higher than most other storage technologies, e.g. 

hydroelectricity (70-85%), compressed air (40-70%).44 

1.2 Sodium-Ion Batteries 

   1.2.1 Overview 

The significant growth in interest in sodium-ion batteries over the past decade has 

been demonstrated by a dramatic rise in the number of patents and publications. 

There has been approximately 80 times the number of peer-reviewed papers 

published on Na-ion technology in the last 10 years (2010-2020) than existed in total 

prior to this date.§ 

Interest in sodium-ion batteries stems from concerns surrounding current lithium-ion 

technology. Lithium metal can only be found in certain regions globally, with 

                                                           
§ Based on article search in the database of Web of Science (September 2020). 

(1.19) 
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relatively few known deposits in Europe.45 Current resources are being depleted at a 

steadily increasing rate, and the cost of lithium metal is increasing.46 In contrast, 

sodium is the fourth most abundant metal in the Earth’s crust, and Na metal is only a 

fraction of the cost of lithium47 (Table 1). Furthermore, a major component of most 

lithium-ion cells is cobalt, which is toxic, relatively expensive, and there are also 

human rights concerns surrounding its supply chain.48 Lithium and sodium have 

relatively similar chemistries, meaning that current manufacturing for LIBs can be 

easily transferred to Na-ion. Due to these different factors, is predicted that when 

fully-commercialised, sodium-ion technology will be 30% cheaper to manufacture 

than Li-ion.49 Furthermore, lithium-ion batteries are susceptible to overcharging, 

which can lead to thermal runaway, whereas sodium-ion cells have improved 

thermal stability and can be stored at 0 V, which means that they can be transported 

more safely.50 However, there are a number of challenges associated with sodium-

ion batteries stemming from the larger size and lower reduction potential of Na. This 

means it is difficult to achieve cell voltages as high as seen with LIBs, and the 

theoretical capacity of the metal is much lower.51 

 

Table 1.3   Lithium versus sodium characteristics.45,51 

Category Lithium Sodium 

Abundancy 20 ppm 23,000 ppm 

Cost $1500/ton $150/ton 

Ionic Radius 76 ppm 106 ppm 

Atomic Weight 6.9 g mol-1 23 g mol-1 

Voltage vs. SHE -3.04 V -2.70 V 

Theoretical Capacity of 

metal 

3,829 mAh g-1 1,165 mAh g-1 

 

Sodium and lithium-ion batteries both operate on the same basic principles. During 

charging, Li+/Na+ metal ions move out of the cathode, travel through the electrolyte, 

before inserting into the anode. At the same time, electrons travel through an 

external circuit. During discharging, the reverse process occurs and the electrons do 



 Laurence A. Middlemiss, PhD Thesis, Chapter I 

  

23 
 

work. Crucial to this is the presence of a partially permeable separator, which allows 

ions to pass through, but is an electronic insulator and so prevents a short circuit 

between the two electrodes. The structure of an Na-ion cell is shown in Figure 1.10. 

Unlike with lithium, sodium metal does not react with aluminium at low voltages to 

form an alloy at the anode, so this can be used instead of a more expensive copper or 

nickel current collector.52 

 

Figure 1.10   Schematic of a sodium-ion battery. 

   1.2.2 Anodes 

Another important difference between lithium and sodium-ion batteries is the type of 

anode material used. Whereas LIBs use sheets of graphite for intercalating Li+ ions 

at the anode, sodium ions are too large to fit between these so, instead, some 

alternative material must be used. A wide range of these have been examined, 

primarily carbon and alloy-based structures. Crucial to this selection is consideration 

of the solid electrolyte interphase (SEI).53 This forms by reaction between the 

electrolyte and anode during the first charge when the salts and solvent in the 

electrolyte are reduced by raising the voltage.54 Similarly with lithium-ion cells, SEI 

formation leads to capacity fading.55 While a stable SEI layer is necessary, as it 
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limits further electrolyte-electrode reaction,56 its thickness must be controlled, as 

over time an increase can lead to performance degradation and limit cycle life.57 

The SEI layer that forms on carbon-based materials is usually the most stable,58 and 

thus this is one of the reasons these materials have received the most development to 

date as Na-ion anodes. Hard carbons were amongst the first materials looked at for 

SIBs.59,60 These showed modest capacity (200 mAh g-1) but inferior cycling stability 

and coulombic efficiency. Work done by Jeff Dahn’s group around the year 200061 

was able to raise this to 300 mAh g-1, which was more in line with LIBs.  

Carbonaceous materials have the advantage that the electrochemical potential of C is 

close to Na metal.62 However, this also means that a high current density/depth of 

discharge represents a safety hazard as sodium plating can occur, which leads to 

dendrite formation, and eventually a short circuit.62 This problem can be 

circumvented through use of expanded graphite (Fig. 1.11), which is prepared by the 

oxidation and partial reduction of graphite.63,64 This has a higher voltage and shows 

improved safety, although a slight reduction in energy density (284 mAh g-1). 63 

 

Figure 1.11   Sodium storage in expanded graphite. Adapted from reference 63.  

Significant work has also taken place on sodium alloy materials. Research performed 

in Asia demonstrated a tin sulfide anode capable of achieving 400 mAh g-1.65 

Phosphorous-based structures have also been studied, and are capable of achieving a 

theoretical capacity much higher than metallic sodium.66 More recently, major 

advances have come about by an abandonment of conventional materials in favour of 
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alternative designs. Antimony nanoparticles anchored on interconnected carbon 

nanofibres have been shown to give a high performance anode,67 as do MoS2 

nanoflowers (400 mAh g-1).68 Low potential titanium oxides have also been 

extensively studied. The well-known spinel Li4Ti5O12 anode for LIBs is able to also 

accommodate Na+ ions, and possesses one of the best cyclabilities to date among 

these oxide anode materials.69  

   1.2.3 Electrolytes 

The electrolyte in SIBs must be able to efficiently shuttle Na+ ions between 

electrodes over time, while retaining good stability. The ionic conductivity is 

dependent upon the concentration of charge carriers, as well as the viscosity and 

permittivity of the electrolyte medium, whereas crucial to the chemical stability is 

the ability to form an effective SEI layer. Electrochemical stability is also important, 

and the electrolyte must be able to operate across a wide voltage window. As with 

their LIB counterparts, the ionic conductivity of Na-ion solid electrolytes trails 

substantially behind those of liquid ones. Thus, the major electrolytes currently 

looked at for SIBs are based on solutions of salts in mixtures of either organic 

solvents or ionic liquids (ILs). 

 

Figure 1.12   Most commonly used salts and solvents in Na-ion battery electrolytes. 
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Non-aqueous electrolytes consist of a sodium salt dissolved in some organic solvent. 

Most salts researched to date use the same weakly coordinating anions as in lithium-

ion batteries (Fig. 1.12), e.g. chlorate (ClO4
-) and hexafluorophosphate (PF6

-).70 One 

advantage of chlorate over PF6
-, is that the latter can react to give toxic hydrogen 

fluoride gas.71 The trifluoromethanesulfonimide (TFSI-) anion is also problematic in 

that it corrodes aluminium.72 Most solvents looked at so far have been carbonates, 

such as propylene carbonate (PC), as these have a high dielectric constant, large 

electrochemical window, and low volatility. Each of these has its own advantages 

and disadvantages, which has led to mixtures being looked at. A comprehensive 

study by Bhide et al.73 found that NaPF6 has the highest conductivity amongst Na-

ion salts: 12 mS cm-1 in an ethylene carbonate (EC) : dimethyl carbonate (DMC) 

solvent system.74 Subsequent work by Rosa Palacín suggested that an EC:PC:DMC 

mixture is the optimum solvent for SIBs.75  

While non-aqueous liquids are the most promising sodium-ion battery electrolytes to 

date, the flammability of the organic electrolytes poses potential safety problems. 

Therefore, ionic liquids - an ionic salt doped with some sodium salt equivalent – are 

being developed as an alternative. So far, the fluorosulfonimide ions (FSI- and   

TFSI-) have proved the most promising for use with these. NaTFSI with 

imidazolium-TFSI ILs show an ionic conductivity as high as 5.5 mS cm-1.76 Chang 

and co-workers even claim that for certain electrodes, FSI-based ILs are capable of 

outperforming organic electrolytes.77 However, ionic liquids are plagued with a 

number of drawbacks: they are more viscous than their organic-based counterparts, 

so require a higher operating temperature (generally at least > 50 ºC), and purity and 

dryness are often an issue.70 To date, ILs have shown great potential, but still are yet 

to surpass non-aqueous electrolytes for sodium-ion battery use. 

   1.2.4 Cathodes 

By far the most research which has taken place into sodium-ion batteries has been on 

their cathode materials. Similar to lithium-ion technology, the capacity of the 

cathode component of the cell trails behind that of the anode. Hence, improving the 

working voltage and specific capacity of cathode materials is key to enhancing Na-

ion battery energy density, and enabling them to compete alongside Li-ion 
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technology. The biggest challenge to their design is limiting the volume change that 

occurs due to larger sodium ion (de-)insertion. Furthermore, sodium ions prefer 

octahedral or prismatic coordination, whereas lithium ions tend to adopt either 

octahedral or tetrahedral.45 This means that sodium and lithium compounds are not 

necessarily isostructural, leading to different electrochemical properties. This can be 

either advantageous or detrimental, and a number of promising materials now exist 

with energy densities exceeding those of graphite/LiMn2O4, as shown in Figure 

1.13.78 (Note that for this figure, the energy content at the active material level of a 

graphite/LiMn2O4 and graphite/LiCoO2 cell is taken as 300 and 380 Wh kg-1 

respectively; ~ 65% the energy density of just the active cathode material).  

 

Figure 1.13   Average voltage against specific capacity for Na-ion cathodes. Energy 

density is given based on weight of active materials only (using hard carbon with a 

reversible capacity of 300 mAh g-1 and Vave. = 0.3 V). Adapted from reference 78. 
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The two main classes of Na-ion cathode materials can be broken down into 

polyanionic compounds and transition metal oxides. Polyanionic materials are 

promising cathode candidates due to their robust covalent framework, which confers 

suitable conductivity channels for Na+ ions, and ensures good stability.62 The most 

common LIB polyanionic cathode is LiTMPO4 (TM = Mn, Fe, Co, Ni), with lithium 

iron phosphate being used for applications worldwide.79 However, sodium analogues 

have proven disappointing due to the lack of obvious channels for diffusion.80 More 

recent work has focused on pyrophosphates, Na2TMP2O7, as well as 

sulfates/fluorosulfates. Of these, NaFeSO4F was surprisingly found to have a higher 

ionic mobility than LiFeSo4F, from pellet impedance measurements.81 Possibly the 

most well-known polyanionic compound, however, is the type of material referred to 

as an Na Super Ionic Conductor (or NASICON).82 This has an open 3D framework 

built-up of corner-sharing TMO6 and XO4 polyhedra: AnTMTM’(XO4)3, which form 

large tunnels, and have an ionic conductivity above 10-3 S cm-1.83 The vanadium-

based NASICON phosphate Na3V2(PO4)3, has yielded some of the most interest so 

far amongst polyanionic compounds, due to its high energy density (~ 400 Wh      

kg-1),84 however, it is limited in its commercial potential due to the toxicity and cost 

of vanadium. 

Sodium transition metal oxides were historically the first compounds considered as 

cathode materials for Na-ion batteries.85–87 The chemistry of these is complicated as 

many different phases and polymorphs exist as the Na to transition metal ratio 

changes. The reduction of β-NaMnO2 produces Na0.44MnO2.
47 This material has S-

shaped tunnels, and was first looked at in sodium-metal polymer cells by Doeff et al. 

during the 1990s.88 Vanadium-based oxides, NaxV2O5, are also well reported in the 

literature for Na-ion cathode materials,89,90which may possess channel structures. A 

more recent paper on Na1.25V3O8 nanowire looks particularly encouraging, with a 

capacity of ~ 100 mAh g-1 up to 1000 cycles.91 However, it has been research done 

on layered oxides which has shown the most potential for Na-ion cathode materials 

to date; these have been studied extensively over the past few years. 
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1.3 Layered Sodium Oxides and Na-Ion Cathode Materials 

   1.3.1 Classification and Structure 

Layered sodium transition metal oxides are a popular choice of cathode material for 

Na-ion batteries because they have easy-to-synthesize, simple structures, which are 

capable of high redox potentials and specific capacities. Importantly, they do not 

show any decrease in ionic conductivity compared to LIB materials.92 Furthermore, 

the larger sodium cation means that unfavourable alkali ion/transition metal mixing 

is not expected to occur, as is seen with Li-ion.45 Since 2010, the substitution of 

elements into these oxide layers has been a key focus of Na-ion cathode 

development. Electrochemically active elements can be used to raise the operating 

voltage of the battery, as well as bring about a smoother charge-discharge profile, 

while incorporating a small amount of electrochemically inactive elements can 

enhance stability and result in a better cycle life.93 

 

Figure 1.14   Classification of layered sodium transition metal oxide polymorphs. 

Adapted from reference 47.  
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The structure and classification of layered oxides were first laid out in a seminal 

paper by Claude Delmas in 1980.94 The layered structure is built of sheets of edge-

sharing TMO6 octahedra, with alkali ions inserted between these metal oxide slabs. 

The stacking of these sheets with different orientations gives rise to polymorphism. 

Sodium-based materials, NaxTMO2 form cation-ordered rock salt superstructures, 

which can be classified into four major groups: O3, P2, O2, and P3 (Fig. 1.14). The 

letters indicate the environment in which the Na+ ion is located: either octahedral (O) 

or prismatic (P), and the number is how many oxide sheets form the repeat unit in 

the c-direction. The O3- and P2-type phases are the most common. The O3 phase 

(0.7 ≤ x ≤ 1) consists of close packed ABCABC oxide layer stacking, and the P2-

type phase (0.6 ≤ x ≤ 0.7) a close packed ABBA array. Note that it is only the TMO6 

layer that is rock salt-like in these compunds, and the rock salt ordering is lost in the 

third dimension. Hence, the term ‘layered rock salt type structure’ is more accurate 

when referring to these materials. 

The intercalaction electrochemistry of these layered oxides is heavily dependent 

upon the structure of the phase, including the amount of sodium and the stability of 

the structures to Na (de-)insertion. A general characteristic of these polymorphs is 

that the O3 phase has a higher sodium content than its P2 counterpart, and so the 

latter consequently has much more vacancies in its structure. Hence, the O3 

polymorph has a greater initical charge capacity due to a larger sodium reservoir, 

whereas the P2 phase is thought to generally afford better electrochemistry due to its 

higher ionic conductvity. This comes about because Na+ ion hopping in O-layered 

structures must take place through unfavourable interstitial tetrahedral sites. In the P-

phases, in contrast, there is an on open path for diffusion through adjacent prismatic 

sites.95,96  

Sodium extraction during cycling generally induces phase transitions.47 During this 

process, the TMO2 planes undergo gliding, and move from octahedral 

accommodation of the sodium ions to prismatic and vice versa. For example, the 

extraction of Na+ ions from O3 creates vacancies and allows sodium at prismatic 

sites to be energetically stabilised, thus forming the P3 polymorph (x ≈ 0.5) with 

ABBCCA stacking.97 The extraction of sodium ions from between the TMO6 slabs 

leads to greater repulsion between oxygen layers, which in turn results in an 
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expansion of the TMO6 interlayer distance.98 This leads to Na+ ions occupying 

prismatic sites due to the large Na ionic size. Sodium ions occupy two different types 

of trigonal prismatic sites: Na1 contacts the two TMO6 octahedra of the adjacent 

slabs along its face, whereas Na2 contacts the six surrounding TMO6 octahedra along 

its edges (Fig. 1.15). Adjacent Na1 and Na2 sites are too close together (considering 

the Na+ ionic radius) to be occupied simultaneously.7  

 

Figure 1.15   Crystal structure of P2-NaTMO2. (a) View perpendicular to the c-axis 

to show the AABB oxygen stacking. (b) View parallel to the c-axis to show relative 

positions of Na1 and Na2. Adapted from reference 98. 

The P2 phase is generally more stable structurally as it does not undergo slab gliding 

to O2 (ABACAB) unless a lot of Na is removed (~ 70%).92 Desodiation shifts the 

phase toward O2 due to gliding (π/3 rotation) of the TMO6 octahedra and contraction 

of the crystal structure, reducing the interlayer distance.7 An O3/P3 transtion to 

O2/P2 is not possible without high temperature, as it requires the breaking/reforming 

of TM-O bonds. Addressing these phase transitions is a major challenge to enhancing 

electrochemical reversibility and cyclability in these layered oxide materials. 

   1.3.2 Single Transition Metal Oxides 

A range of layered single transition metal oxides, NaTMO2 (TM = Ti, V, Cr, Mn, Fe, 

Co, Ni), were investigated for their electrochemical properties as far back as the 

1980s.87,99,100 Sodium cobalt oxide was the first layered oxide to be studied for Na 
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insertion.85 The trigonal O3 phase is able to de-intercalate around 0.5 Na while 

undergoing a phase transition to monoclinic P3.99 However, as one of the driving 

forces behind Na-ion battery research is the use of cheaper, more sustainable 

elements compared with Li-ion, research into Na-ion cathodes has primarily focused 

on using more environmentally friendly elements than cobalt. 

 

Figure 1.16   The charge-discharge profiles of (a) O3 α-NaMnO2, and (b) P2-

Na0.6MnO2, cycled over the voltage range 2.0 – 3.8 V. The different Na migration 

paths are shown as insets. Adapted from references 47, 106 and 107.  

One of the most early studied and well characterised single transition metal oxides 

was sodium manganese oxide, NaxMnO2. This compound can form either a 3D 

structure with tunnels (x = 0.4 and 0.44), or a 2D layered structure (x = 1.0 and 0.7). 

The 2D phases can be either O3 low temperature monoclinic α-NaMnO2, O3 high-

temperature orthorhombic β-NaMnO2, or a range of sodium-deficient P2-type 

phases.101 These materials have been extensively studied by Grey and co-

workers,102–104 and the conduction in all of them is found to be limited by the Jahn-

Teller effect of high-spin Mn3+, which encourages electronic localisation and 

unfavourable Na+/electron binding, lowering the diffusion rate.86,105 The α-NaMnO2 

polymorph is the most stable; 0.8 Na can be reversibly de-intercalated, giving an 

initial capacity > 180 mAh g-1.106 The P2-Na0.6MnO2 cathode by comparison shows a 

discharge capacity of just ca. 140 mAh g-1 (2–3.8 V) (Fig. 1.16).107 It is suspected 
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that moisture uptake may play a role in destabilising the structure of this P2-type 

layered oxide.108 

Similar to the sodium manganese oxides, the Jahn-Teller effect is also of importance 

in the structure and properties of NaNiO2. This material can be synthesized 

stoichiometrically due to the presence of low-spin Ni3+, which induces really strong 

Jahn-Teller distortion.97 This alters the lattice parameters, forming an O3 hexagonal 

unit cell above 220 ºC, and a distorted monoclinic one below.99 When this material 

was initially studied ca. 30 years ago, it was thought to only (de-)intercalate ~ 0.2 

Na,109 but more recently, a capacity of 123 mAh g-1, and coulombic efficiency > 

99%, has been demonstrated between 1.25-3.75 V by Ceder et al.110 

Layered sodium iron oxide also exists as two polymorphs, α-NaFeO2 and β-

NaFeO2,
111 although only the low temperature ordered honeycomb structure, α-

NaFeO2, is known to be electrochemically active (80 -100 mAh g-1).112 The structure 

of this O3 phase is stable up to ~ 0.1 Na removal, with Mossbauer spectroscopy 

indicating Fe4+ formation.99 Both O3-NaVO2 (120 mAh g-1) and P2-Na0.7VO2 (100 

mAh g-1) have also been reported in the literature.113 In contrast, there are relatively 

few Ti3+ systems, as these are highly reducing. While some of these single TM 

systems display good reversible capacity over a suitably wide voltage range, their 

electrochemistry has more importantly been used as the basis for other more 

complex systems. 

   1.3.3 Multiple Metal Oxides 

Some of the best capacities so far have been achieved with layered oxides containing 

multiple metal elements in addition to sodium. A cooperative effect between 

different transition elements, Mn, Fe, Ni, Co etc., can help to activate the redox 

reaction at a target voltage, thus enabling a smoother charge-discharge profile. 

Furthermore, inactive spectator elements, such as Mg and Ti, are considered as a 

way of enhancing capacity retention and improving structural stability.97 

Of the binary O3 polymorphs, Na[FexMn1-x]O2 (0.5 ≤ x ≤ 1) has been well studied, 

and found to have a discharge capacity as high as 105 mAh g-1 (at x = 0.5).52 

Increasing the manganese concentration in this system improves performance by 
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reducing the reliance on the Fe3+/4+ redox reaction and the Jahn-Teller distortion 

caused by high-spin Fe4+. Nickel works in a similar way in O3-Na[Fe1-xNix]O2 (0.5 ≤ 

x ≤ 0.7) by suppressing polarisation during cycling through limiting Fe4+ formation. 

This material has a capacity of 112 mAh g-1 and a coulombic efficiency of ~ 90% (x 

= 0.5).114 However, of all the O3 phases studied, the Na[Ni1/2Mn1/2]O2 cathode 

developed by Komaba and co-workers is one of the most promising to date, and has 

received much attention from other research groups around the world.115,116 This 

material is capable of achieving around 125 mAh g-1 (2.2-3.8 V), with 75% capacity 

retention after 50 cycles.117 X-ray absorption spectroscopy shows via a combination 

of X-ray absorption near edge structure (XANES) and extended X-ray absorption 

fine structure (EXAFS) that nickel is the only redox active element in this structure – 

manganese remains as Mn4+, while Ni2+ goes to Ni4+, via Ni3+ (Fig. 1.17).   

 

Figure 1.17  XANES spectrum at the Mn K-edge (6539 eV), and EXAFS spectrum 

at the Ni K-edge. Adapted from reference 117.  

Similar to O3, there has been much development of binary P2-type polymorphs. The 

compound P2-Nax[Ni1/3Mn2/3]O2 shows a lower initial capacity than O3-

Na[Ni1/2Mn1/2]O2,
118 but exhibits superior structural stability and capacity retention 

due to the P2-O2 transition occurring at a higher voltage.119 The P2-type polymorph 

Na2/3[Fe1/2Mn1/2]O2 has a capacity of 190 mAh g-1 (1.5-4.2 V)52 and an energy 

density of 520 Wh kg-1, which is greater than that of some well-established Li-ion 

cathodes (LiMn2O4 and LiFePO4). However, the material undergoes an irreversible 
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phase change above 3.4 V,120 and Na-Fe-Mn systems are known to be quite 

hygroscopic.121 Various research groups have investigated the effect of doping 

layered sodium oxide P2 materials with electrochemically inactive magnesium122 

and titanium.123 The Bruce Group, in Oxford, found that a small amount of 

magnesium, such as in P2-Na2/3[Mn1-xMgx]O2 (0 ≤ x ≤ 0.2), improves the overall 

performance without compromising the capacity much (150 mAh g-1 for x = 0.2).124 

Furthermore, these materials are found to possess smoother charge-discharge profiles 

(less phase transitions) as Mg2+ decreases polarisation by suppressing the Jahn-Teller 

distortion of Mn3+.125 Work performed in Japan found that Na0.67[Mg0.28Mn0.72]O2 is 

capable of an anomalous capacity beyond 200 mAh g-1, which is thought to be due to 

an oxide ion contribution induced by the magnesium.126 A small amount of titanium 

is also thought to enhance long-term cycling performance.127 For example, Ti4+ 

improves stability and cyclability in P2-Na2/3[Ni1/3Mn2/3-xTix]O2 by suppressing 

Na+/vacancy ordering and restricting the P2-O2 phase transition.128 

Layered oxides containing more than two metals in addition to sodium have proven 

to be useful in boosting electrochemical performance. A sodium analogue of the 

well-known Lithium Nickel Manganese Cobalt Oxide (NMC) cathode, O3-

Na[Ni1/3Mn1/3Co1/3]O2, developed by Tarascon and colleagues, is capable of 0.5 Na 

(de-)intercalation and a capacity of 120 mAh g-1.129 The ternary P2-

Na0.67[Mn0.65Fe0.2Ni0.15]O2, is one of the most promising, with a discharge capacity 

greater than 200 mAh g-1, and 70% capacity retention after 50 cycles.130 These 

layered ternary131, and even quarternary132 metal oxides, have gained increasing 

attention in recent years, as researchers try and find ways of increasing the energy 

density of sodium-ion cathode materials, whilst achieving good structural and 

electrochemical stability.133 

   1.3.4 Mixed Phase Systems 

The structure of the layered sodium oxide cathode hugely affects its electrochemical 

properties. The well-known O3 and P2 polymorphs each possess their own intrinsic 

strengths and weaknesses. The O3 phase has a higher sodium reservoir, and shows 

much more reversible capacity. However, structural degradation occurs above 4 

V,117 and the material is prone to complex phase transitions. The P2 polymorphs, in 
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contrast, possess greater rate capability, and are generally more stable. However, 

they are prone to over-extraction of sodium at high voltages, and their specific 

capacity is limited by the large number of unoccupied Na+ ion sites.134 Recently, 

research groups have looked into cathodes made up of a mixture of these two layered 

phases in order to overcome their individual limitations, and combine the high 

energy of the O3 with the high power of the P2. This is sometimes referred to as 

utilising a ‘synergetic’ effect. 

Despite the fact that earlier studies on lithium-ion batteries reported the co-existence 

of P- and O-phase intergrowth,135 which was later confirmed in sodium-ion batteries 

by phase diagram work,136 until very recently, Na-ion cathode research has almost 

exclusively been restricted to phase pure materials. The first mixed phase material 

reported was in 2014 by Johnson and co-workers, when the partial substitution of Na 

for lithium formed Na0.7[Li0.3Ni0.5Mn0.5]O2+δ with mixed phase intergrowth.137 This 

has a discharge capacity of 130 mAh g-1 and high rate performance. A year later, 

scientists started with P2 as the major phase and introduced some O3 to form 

Na0.66[Li0.18Mn0.71Ni0.21Co0.08]O2+δ, which has one of the highest energy densities of 

all reported SIB materials so far – 640 Wh kg-1,138 however, this material is limited 

in its charge retention. 

 

Figure 1.18   SEM images of (a) P2-, (b) O3-, and (c) mixed P-/O- 

Nax[MnyNizFe0.1Mg0.1]O2. Adapted from reference 139.  

One of the most comprehensive works done to date on mixed phase layered sodium 

oxides was performed by Passerini and co-workers at the Helmholtz Institute in 

2015.139 This compared the performance of O3, P2 and mixed phase quaternary 
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Nax[MnyNizFe0.1Mg0.1]O2 (0.67 ≤ x ≤ 1; 0.5 ≤ y ≤ 0.7; 0.1 ≤ z ≤ 0.3). It was found 

that the type of material produced could be fine-tuned to either the O3, P2 or mixed 

phase material by modifying the synthesis conditions. A larger quantity of transition 

metals in higher oxidation states, such as Mn4+, favours P2, whereas low charge 

Ni2+, along with more sodium, favours the O3. Quenching also increases the 

likelihood of forming O3, whereas slow cool leads to P2. Hence, utilising 

intermediate conditions such as 0.76 equivalent Na+, with slow cooling, leads to a 

mixture of O- and P-phases. These results are confirmed by SEM images (Fig. 1.18). 

Appropriate reaction conditions108 are required in order to get the beneficial effects 

arising from intimate mixing of the polymorphs, and blending P2 and O3 phases 

together post-synthesis does not suffice. The best electrochemical performance is 

obtained for the mixed phase material, e.g. ~ 125 mAh g-1 after 50 cycles, compared 

to just 90 and 110 mAh g-1 for the O3 and P2 polymorphs respectively, with superior 

charge retention also present in the mixed phase cathode. It is thought that this 

reduced capacity fading arises from the volume changes associated with the phase 

transitions in the O3 and P2 structures cancelling each another out in the mixed 

phase material. This lowers the overall volume change for the electrode and reduces 

strain, leading to a high energy density of 490 Wh kg-1. 

Other O3/P2 biphasic compounds have since been investigated. A range of sodium-

deficient layered oxides Nax[Ni0.2Fex-0.4Mn1.2-x]O2 were synthesized via conventional 

solid state reaction.140 Tuning the sodium content was found to lead to a different O3 

: P2 ratio with x = 0.78 found to be the optimal cathode design - 86 mAh g-1 with 

90% charge retention after 1,500 cycles. The introduction of lithium into 

Na0.67[Mn0.55Ni0.25Ti0.2-xLix]O2 leads to a hybrid O3/P2 structure, with improved 

performance.141 Li was found to mainly reside on the TM site so that the P2 phase 

dominates, with some Li on Na sites to generate an O3 minority component.  

Another Li-substituted mixed phase material, Na0.67[Li0.18Mn0.8Fe0.2]O2, was capable 

of 125 mAh g-1 and a high coulombic efficiency.142 Despite the great promise these 

mixed phase cathodes display, there has been little work performed in this area 

relative to the large field of sodium-ion battery research. In particular, understanding 

the structures and electrical properties of these mixed phase layered O3/P2 materials, 

and how they differ to their single-phase components is lacking. 
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1.4 Performance Limiting Factors in Batteries 

A key criterion with respect to rechargeable batteries is cycle life, i.e. how many 

cycles a battery can undergo before significant loss of performance. All batteries 

experience reduction in performance during storage, as well as cycling.143 This can 

be due to a variety of degradation (ageing) mechanisms, which can be associated 

with one or more of the components/interfaces of a cell. Degradation leads to 

decrease in (energy) capacity and/or power.144 Identifying performance limiting 

factors in batteries, and ways in which these can be overcome, are large areas of 

interest within the battery research community. 

For lithium-ion cells, degradation pathways can be divided into three possible 

primary processes:145 

 Loss of the lithium metal 

 Loss of the active cathode/anode material 

 Deterioration of ionic transport through components and across interfaces 

The first two of these affect the thermodynamic behaviour of the cell, whereas the 

last impacts the cell kinetically. Loss of the Li metal component or of the active 

cathode/anode material results in an irreversible drop in capacity. A deterioration of 

ionic transport leads to a rise in internal cell resistance, which is monitored by 

measuring the impedance. This increase in resistance means that the cell’s power 

capability drops. Certain ageing routes cause both a fall in capacity and power. An 

impedance increase, and the associated fall in capacity, can often be reversed by 

changing the operating conditions of the battery e.g. cycling at a lower C-rate.  
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Table 1.4   Summary of the major known degradation mechanisms in Li-ion cells.146 

Cause Effect Result 

Electrolyte decomposition Loss of lithium metal, 

deterioration of ionic transport 

Capacity fade, 

impedance rise 

Solid electrolyte interphase 

(SEI) 

Loss of lithium metal, 

deterioration of ionic transport 

Capacity fade, 

impedance rise 

Binder decay Loss of lithium metal, loss of 

active electrode material, 

deterioration of ionic transport 

Capacity fade, 

impedance rise 

Particle contact loss Loss of active electrode material, 

deterioration of ionic transport 

Capacity fade, 

impedance rise 

Particle cracking (solvent 

co-intercalation) 

Loss of active electrode material, 

deterioration of ionic transport 

Capacity fade, 

impedance rise 

Metal plating Loss of lithium metal Capacity fade 

Transition metal dissolution Loss of active electrode material Capacity fade 

Structural 

disordering/unfavourable 

phase transitions 

Loss of active electrode material Capacity fade 

Changes in porosity Deterioration of ionic transport Impedance rise 

Decrease in electrode 

surface area 

Deterioration of ionic transport Impedance rise 

Oxidation of conductive 

additive 

Deterioration of ionic transport Impedance rise 

Current collector corrosion Deterioration of ionic transport Impedance rise 

Separator pore blocking Deterioration of ionic transport Impedance rise 

A summary of the major degradation mechanisms in lithium-ion batteries is given in 

Table 1.4. These mechanisms can be related to either the individual active cell 

components: electrolyte, positive or negative electrode, as well as a deterioration in 

inactive materials: binder, separator, current collector etc. Many of the degradation 

mechanisms are linked to one another. For instance, electrolyte decomposition, 

changes in electrode porosity and decrease in surface area may all be connected to 
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the formation of the solid electrolyte interphase. SEI formation, growth and decay is 

one of the most well established and problematic ageing mechanisms in LIBs.147 An 

ionically-conducting, electronically-insulating, and mechanically robust SEI is 

essential for a long Li-ion battery life. However, the SEI consumes lithium (causing 

a fall in capacity), and also limits the power due to a decrease in porosity and usable 

surface area of the electrode, thus restricting the transfer of Li+ ions across the 

electrode-electrolyte interface. An analogous surface film has also been reported to 

form at the cathode,148 sometimes referred to as a solid permeable interphase (SPI) or 

cathode electrolyte interphase (CEI),149 but this has been less extensively studied, 

and its impact on cell ageing is, therefore, not so well understood. 

Lithium plating, where Li+ ions are reduced to Li metal, is also another major cause 

of capacity loss,150 as it depletes the inventory of usable lithium. Furthermore, Li 

metal reacts with the electrolyte to exacerbate its decomposition, thus lowering its 

conductivity, while also contributing to the SEI. Lithium plating also causes 

dendrites to form, which increases the probability of a short circuit. Inhomogeneity, 

poor mass balance, and geometric misalignment of the electrodes, all increase the 

risk of metal plating.151 

Volume changes in the electrodes during repetitive Li+ insertion/removal can cause 

mechanical disintegration,57 which leads to particle contact loss that hinders the 

electronic pathway. In most severe cases, particle cracking occurs; this can be 

brought about by solvent molecules intercalating between graphite sheets, and can 

lead to active particle isolation.152 Structural changes in the electrode bulk during 

cycling are particularly problematic for the cathode. For materials such as layered 

oxides, phase changes occur, which are accompanied by volume changes that distort 

the crystal lattice and cause mechanical stress over time.153 Jahn-Teller distortion of 

certain transition metal elements, and cation exchange between Li and TM, also have 

an effect.154 This can lead to structural disordering, which can restrict the pathways 

for Li+ ion diffusion. Transition metal dissolution from the cathode not only hinders 

the redox activity of this electrode, but TM can also deposit on the surface of both the 

cathode and anode, increasing their impedances.155 This is most prominent for 

manganese-containing materials, e.g. LiMn2O4.
156 Figure 1.19 illustrates some of the 

most commonly reported degradation mechanisms in Li-ion cells. 
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Figure 1.19   Schematic showing some of the known degradation mechanisms in a 

lithium-ion cell. Adapted from reference 152. 

The inactive components of a battery also contribute to cell ageing. The binder can 

react with lithium in the anode to give LiF, which causes the binder to decay.157 This 

in turn leads to degradation of the mechanical properties of the electrode, which 

causes a rise in cell impedance due to disruption of the electronic conduction 

network. Furthermore, lithium/active material particle isolation can occur due to 

binder breakdown, which leads to a drop in capacity.158 At high voltages, oxidation 

of conductive carbon additives takes place, which also decreases the electronic 

conductivity of the electrode.159 In addition to this, the current collector can corrode 

if it reacts with the electrolyte. This is particularly problematic for the copper current 

collector at the anode, which at a low enough cell voltage can be oxidised to Cu2+ 

ions. These ions then dissolve in the electrolyte and, when the voltage is raised 

again, plate onto the anode surface.160 Furthermore, stress induced during cycling 

changes the structure of pores in the separator and leads to lower Li+ ion mobility. 

This is caused primarily by dendrite growth, however, high temperatures can also 
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cause the softening of separators and the closing of their pores.151 Electrolyte 

decomposition products may also deposit in them and hinder Li+ ion diffusion.161 

Many of the aforementioned ageing routes can be mitigated by careful selection of 

the materials, e.g. correct binder, active material, and operating the battery in optimal 

conditions, e.g. temperature, C-rate, and voltage window. High temperatures 

exacerbate electrolyte decomposition and cause the SEI to break down, as well as 

enhancing transition metal dissolution.147 Low temperatures restrict Li+ ion diffusion 

in the anode, which intensifies Li metal plating.162 High C-rates increase the cell 

temperature and also cause lithium deposits because the transport rate of Li+ ions 

from the electrolyte exceeds the insertion rate, resulting in lithium accumulating at 

the anode surface.163 Good mass balance and geometric alignment of the electrodes 

is important to avoid the plating mechanism.151 Avoiding fully charging and 

discharging cells has also proven optimal for prolonging the cycle life for Li-ion 

technology.164 Too high a voltage can cause electrolyte decomposition and film 

formation on cathode particles,165 as well as lithium plating,166 while too deep a 

discharge can result in current collector corrosion.160 It is also possible to pre-treat 

the electrodes and current collectors, as well as using electrolyte additives, to aid 

with SEI formation.57 Doping of the cathode structures can help to mitigate phase 

changes, as well as tuning the voltage range they operate at.153 Contaminants, in 

particular water, contributes to cell degradation. It reacts with the electrolyte salt 

LiPF6 to form HF, which is very reactive, and can attack various active and passive 

components of the cell.167 Therefore, preventing moisture uptake during cell 

assembly and cycling is hugely important. 

While extensive research has taken place over the past few decades into the causes 

and effects of lithium-ion battery ageing, much is still unknown about the precise 

pathways that occur. The exact mechanisms of capacity/power fading, and their 

prevention are of great interest to the battery research community. While 

determining the causes of performance loss and cycle life limitation in sodium-ion 

batteries is also of the utmost importance with regards to realising their commercial 

potential, similar studies into studying the degradation (ageing) mechanisms of 

sodium-ion technology have yet to materialise to any great extent. 



 Laurence A. Middlemiss, PhD Thesis, Chapter I 

  

43 
 

1.5 Impedance Spectroscopy of Batteries 

   1.5.1 Studying Performance Limiting Factors in Batteries 

 
Figure 1.20   Some of the main characterisation techniques used to study battery 

ageing. 

Evaluating ageing mechanisms in batteries is a difficult topic. Several attempts have 

been made, which vary in complexity and accuracy for separating effects. A 

summary of the main techniques used to characterise battery degradation is provided 

in Figure 1.20. These different strategies can be divided into those that take place 

either ex situ (outside the battery) or in situ (inside the battery). Ex situ techniques 

are also referred to as post-mortem analysis, as they are performed after the cell has 

been cycled and disassembled. The battery is deconstructed into its various parts and 

analysis (Raman spectroscopy, X-ray techniques, etc.) performed on the separate 

components.168 It can be difficult to preserve the various parts of the cell ‘intact’, 

without contamination of the materials to be studied, and sample preparation prior to 

performing certain measurements such as SEM/TEM, may introduce artefacts into 

the results. Furthermore, destructive testing eradicates the ability to gather 
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information on dynamic processes that occur during battery operation, therefore 

curtailing its usefulness. 

In situ techniques can be further divided into those that take place ex operando 

(outside the cell functioning) and in operando (taken during the cell functioning). 

Custom built in situ cells, needed for atomic force microscopy (AFM), neutron 

studies etc., normally require a specialist design, which diverges from a conventional 

coin, pouch cell setup, i.e. larger electrode geometry, a vacuum etc.151 The 

compatibility between electrochemical cell designs and experimental setup may 

introduce features which affect the electrochemical performance, and, hence, impact 

degradation processes. 

Cyclic voltammetry provides information about electrode polarisation curves that are 

of interest for characterising ageing effects.169 However, the response is a composite 

of all electrochemical processes, and data analysis using this technique is, therefore, 

quite complex. Open circuit voltage measurements take place ex operando, as the 

cell must be paused from charging/discharging. OCV measurements are dependent 

upon the different degradation modes occurring inside the battery, and by developing 

a suitable model and diagnostic algorithm, may be used to extract important cell 

parameters, such as state of health.152 However, OCV readings only give information 

on degradation of the thermodynamic behaviour of a cell and not the kinetic one. DC 

resistance measurements are able to provide information on a cell’s kinetics by 

measuring the voltage drop in response to a load.170 While this provides information 

on the total resistance inside the battery, it does not allow for a separation of the 

different individual resistive components, and, hence, allow the user to identify the 

problem interfaces and rate-limiting steps inside the cell. 

Electrochemical impedance spectroscopy (EIS) is a non-destructive technique which 

provides a considerable amount of information in a relatively short space of time, 

while preserving integrity of the battery.169 It allows in operando dynamic 

measurements during battery cycling as well as ex operando measurements at 

various states of charge and discharge. In EIS, a small AC signal is applied over a 

wide frequency range and the response measured (a more detailed explanation of the 

theory of impedance spectroscopy is given in Chapter II). As the measurement 

occurs across a wide frequency range, it enables the separation of different 
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components and processes within the cell, which operate on different timescales 

(Fig. 1.21). Furthermore, EIS is particularly sensitive to systems that contain several 

impedance elements, including bulk components and interfaces, which makes it 

well-suited to study a multi-component device such as a battery.146 

 

Figure 1.21   Impedance scan showing the separation of processes operating on different 

timescales. 

Although the interpretation of collected EIS results is not always straightforward, the 

analysis of generated data may be aided through the use of models in the form of 

equivalent electrical circuits.171 These help to assign different parts of the obtained 

impedance spectrum to different components and processes inside the 

electrochemical cell. As well as being used to analyse battery kinetics, 

electrochemical impedance spectroscopy can also extract important behavioural 

parameters.171 An impedance measurement can be conducted at any point during a 

battery’s lifetime and at any point during its (dis)charging cycle. The generated 

spectrum is dependent upon the state of health of the battery and its state of charge. 

Therefore, by performing EIS measurements for a battery at various predefined SoC 

and SoH values, it may be possible to deduce relationships between certain EIS 

parameters from equivalent circuits and the state of the cell. Thus, it may then be 

possible in future to estimate the SoC and SoH value of a battery from impedance 

spectroscopy measurements. All of the above makes EIS one of the most powerful 

techniques for studying performance limiting factors in batteries. As a result of this, 
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there have been several research studies conducted in this field, looking at different 

systems and setups for performing impedance measurements, as well as various 

analysis strategies examined for interpreting the results obtained. 

   1.5.2 Two-Electrode Impedance Studies 

One of the earliest comprehensive reviews into impedance spectroscopy of batteries 

was by Huet in 1998.172 This article investigated the relationship between the various 

impedance parameters encountered in the EIS spectra of lead-acid and nickel-

cadmium batteries. While it was found that impedance testing was an effective 

method for detecting potentially problematic cells, the author concluded that further 

work was needed to accurately extract SoC and SoH values from measurements. One 

of the earliest works into impedance spectroscopy on high power lithium-ion 

batteries was performed by Zhang et al. in the year 2000.173 This studied the capacity 

fade of Sony LCO/graphite cells, and noted the increase in the interfacial resistance 

at these electrodes during cycling. This work was the first full-cell study,** and 

followed on from previous papers which looked at LiCoO2 and graphite electrodes 

separately (vs. a Li metal counter electrode). 

More recently, in 2011, two highly cited papers have been published by the Sauer 

Group in Germany. In the first of these, tests were carried out on a commercial 

cylindrical 6.5 Ah high power Li-ion cell.174 The cathode consisted of nickel-cobalt-

aluminium and the anode, graphite. The influence of temperature (-30 – 50 °C) and 

SoC on the impedance response was investigated. The impedance spectra were found 

to consist of two major components (arcs), which increased in size at lower 

temperature. Furthermore, the low-frequency arc increased below 30% SoC, which 

the authors attribute to a combination of a rise in charge-transfer and diffusion 

resistance. The second publication follows on from the first and focuses on using 

these data for the modelling of impedance spectroscopy for high power LIBs.175 

Equivalent circuit models were developed and the estimated parameters from these 

used to predict the voltage from current, temperature and SoC. It is hypothesised that 

it is possible to use these battery models to predict vehicle range, battery lifetime etc. 

                                                           
** In this work, the term ‘half-cell’ refers to active material vs. either sodium or lithium metal, and 
‘full-cell’ to vs. a non-metallic counter electrode. 
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One limitation to analysing two-terminal EIS data is that it can often be difficult to 

deconvolute impedance components that have similar time constants (RC products), 

and separate out the resistive contributions at each electrode.176 Half-cell 

measurements can be used to study separately the impedances associated with the 

two electrodes but may not accurately reflect the processes occurring in a full-cell 

battery at different states of charge and discharge. An alternative strategy is the use 

of symmetric cells in which two cells are disassembled and the cathode of one is 

replaced with the anode of the other, and vice versa.177,178 

Khalil Amine and co-workers at Argonne National Laboratory were some of the first 

researchers to look at these symmetric cell setups. In 2001, they took some 18650 

(cylindrical) cells with a LiNi0.8Co0.2O2/graphite chemistry, as well as some in-house 

built coin cells, and deconstructed and reassembled them to form symmetric cells.177 

These were in the fully charged state and their impedances were measured over time. 

The resistance at each electrode was found to increase with storage time, but to 

stabilise after around three weeks. The impedance at the cathode was found to be 

significantly greater than at the anode, which the authors attributed to an increase in 

the charge-transfer resistance. They also produced another paper using the same sort 

of experimental setup.179 They reported in this that power fading for these stored 

symmetric cells was accelerated at greater SoC, and with a higher temperature. 

 

Figure 1.22   Schematic showing the preparation of symmetric pouch cells. Adapted from 

reference 178. 
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Later, researchers in Japan studied symmetric pouch cells.178 These were developed 

from 5 Ah Li-ion (LCO/carbon) batteries consisting of 7 x 7 cm electrode sheets. 

The standard full-cells were first charged and discharged over two cycles, before 

being disassembled and symmetric cells constructed using a newly designed 

separable cell module (Fig. 1.22). These cells were also found to possess a larger 

cathode resistance compared with the anode. However, it was discovered that the 

process of fabricating the symmetric cells resulted in an artificial growth in certain 

impedances such as the charge-transfer resistance at the cathode. Gordon et al., a few 

years later, studied modifications induced by the sample preparation protocol in 

symmetric cell work.180 They found that impedance measurements are highly 

sensitive to the deconstruction and reassembly of the cells. They claim it is better to 

avoid washing/drying electrodes to preserve their interfaces and state of lithiation 

intact. Otherwise, a rinsing of the electrodes in dimethyl carbonate and a gentle 

drying is optimal.  

Such approaches using symmetric cells are limited because they are unable to be 

charged and discharged in the same way as a fully functioning conventional battery. 

This means that the arduous process of disassembling and reassembling cells must 

therefore be carried out repeatedly, in order to gather information at different states 

of charge and states of health. Furthermore, as has been mentioned, the process of 

disassembling and reassembling cells is thought to possibly introduce additional 

artefacts/impedances, which may affect the validity of collected results. 

   1.5.3 Three-Electrode Impedance Studies 

One way in which researchers have tried to circumvent the previous limitations of 

conventional two-electrode and symmetric cell EIS studies, is via a three-electrode 

setup. A three-electrode cell design incorporates a spectator reference electrode, 

which does not interfere with the cycling of the battery.181 An example of one of the 

earlier setups is given in Figure 1.23. The battery is charged/discharged as usual, but 

as well as recording the impedance across the entire cell, the impedances of the 

cathode and anode can be individually measured separately against the reference. It 

is therefore possible to monitor how each electrode contributes to the overall 

impedance of the battery. 
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Figure 1.23   An example of a three-electrode test cell. Adapted from reference 181. 

One of the earliest studies into this type of three-electrode setup was work performed 

by Nagasubramanian in the year 2000 on 18650 (cylindrical) cells.182 This 

communication paper presents two- and three-electrode EIS results for commercial 

Sony cells at different temperatures between -40 and 35 °C. A Li reference electrode 

was inserted in the mandrel hole that runs along the length of the cell at the centre. 

This and a follow-up paper183 were able to separate out the impedances of the two 

electrodes and determined the cathode resistance to dominate over the anode for 

these LIBs. Another highly cited study was performed in the year 2000 by Song et al 

on LiCoO2/graphite batteries.181 Three-electrode measurements were performed on 

purpose-built test cells (Fig. 1.23), as well as retrofitted commercial prismatic cells. 

This paper highlighted the advantage of using a three-electrode cell over half-cell 

(two-electrode) configurations, by showing a direct comparison. However, one 

limitation with the study was that a ground impedance correction had to be 

performed in order to get good agreement between the full-cell measurement and 

anode + cathode spectra. 

Since these early studies, a number of different three-electrode configurations for 

lithium-ion batteries have been reported using a variety of cell types and reference 

electrodes.184 Tarascon and co-workers tested various shapes, positions and types of 

reference electrodes to determine the most reliable and accurate configuration.185 

These results are displayed in the current vs. working potential plots in Figure 1.24. 
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The reference electrode needs to maintain a stable potential under prolonged and 

extensive testing and not interfere with the normal cell operation. Furthermore, the 

reference electrode should be non-polarisable and have a low internal resistance. 

Hence, in the graph below, a suitable reference electrode candidate should possess a 

vertical line. Therefore, lithium metal and lithium titanate (LTO, Li4Ti5O12) meet this 

criteria, whereas silver has its voltage affected by current flow, and is therefore 

discounted. Other studies have favoured LTO over Li metal at high current 

densities,186 as the latter is known to react with the electrolyte.187 

 

Figure 1.24   Polarisation curves at 0.2 mV s-1 for three different reference 

electrodes. Adapted from reference 185. 

The study by Tarascon uses a plastic Li-ion battery with the LTO reference electrode 

sitting in the centre, directly between the two active electrodes. Impedance was 

followed as function of cycle number and storage time. When the validity of the 

measurement was checked, less than 5% difference was found between the sum of 

the half-cell impedance results and the two-electrode measurement in the real part 

(Zreal) of the spectrum and less than 10% difference in the imaginary region (Zimag). 

Impedance is performed as a function of the electrode potential during the first 

(formation) cycle as well as a function of the number of charge-discharge cycles. 

The resistances and capacitances are quantified using equivalent circuits. The rate 

performance of the cell is said to be limited by the charge-transfer resistance at the 

cathode, whereas capacity loss during storage is mostly attributed to the negative 
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electrode and, more precisely, to the instability of its passivating layer. Another 

study by researchers in Taiwan a couple of years later used a similar three-electrode 

plastic cell configuration on 750 mAh LCO/mesocarbon microbead (MCMB) 

batteries.188 The authors claim that in a fully charged battery the main contribution to 

the resistance comes from the SEI of the anode; whereas, in a fully discharged state, 

the contribution comes from the charge-transfer resistance at the cathode. SEM and 

energy dispersive X-ray spectroscopy (EDX) were also performed to complement 

the impedance results. 

One of the main issues with early three-electrode EIS studies is that few checked the 

validity of the experimental setup, through summing the individual impedances of 

the cathode and anode, and comparing the combined spectra with the impedance of 

the full-cell.189 This is a significant omission as three-electrode impedance 

measurements may suffer from measurement artefacts associated with distortions 

caused by electrical/electrochemical and geometrical asymmetry in the experimental 

setup. These effects have been detected and reported by several authors in the field 

over the years.190,191 

Much research into the origin of these impedance artefacts, and strategies for 

overcoming them, has been performed at the Karlsruhe Institute of Technology 

(KIT), in Germany, over the past decade. In a paper dating back to 2012,192 

researchers there claimed that geometrical asymmetry in three-electrode impedance 

measurements is created by misalignment of the cathode and anode, which affects 

the reference electrode potential. They assert this results in quantitative scaling 

factors (shifting) of the impedance response for the two electrodes. Electrochemical 

asymmetry is due to different kinetics at each electrode, and can lead to inductive 

artefacts. Both geometrical and electrochemical asymmetries result in an 

inhomogeneous electrolyte current density at the reference electrode, which may be 

responsible for distortions in the measured impedance spectra, e.g. cross 

contamination of the electrode responses.193 These may show up as additional 

artificial components in the impedance spectrum. An example of geometrical and 

electrochemical asymmetry in a three-electrode cell with identical (symmetric) 

electrodes is displayed in Figure 1.25. The impedance response of each electrode is 
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shifted relative to each other, and there is evidence of an inductive loop at high 

frequency for electrode 2, and a second artificial semi-circle for electrode 1 

 

Figure 1.25   Simulated impedance spectra for a three-electrode cell possessing both 

geometrical and electrochemical asymmetry. Both the cathode and anode are 

identical (the cell is symmetric). Adapted from reference 192. 

Care must be taken, therefore, to ensure that the design of the battery does not affect 

the cell performance and electrode impedances.194 It is important to have good 

geometrical alignment of the two electrodes, with the reference equidistant between 

the two. Keeping the electrolyte and separator resistances low is also thought to help. 

The researchers at KIT used finite element modelling extensively to evaluate the 

reliability of different three-electrode setups.193,195 They have investigated how the 

shape and position of the reference electrode may affect the impedance results, as 

well as the geometry of the cell setup and location of the reference. 

The most popular three-electrode cell geometries are point-,196 wire-197 or ring-

type.198 A point-type reference electrode is a small piece of, say, Li metal for Li-ion 

batteries, which is placed away from the centre of the cell. A wire-type reference is 

similar to the point-type but extends within the electrolyte into the centre of the cell. 

A ring-type, often utilised in coin cells, surrounds the centre of the battery. Some 

examples of the different types of three-electrode cell setups used are displayed in 

Figure 1.26.193,194,199 
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Figure 1.26   Some of the different three-electrode cell designs: (a) coin cell, where 

a mesh reference electrode is placed between two separators;193 (b)  coaxial  cell  

developed  from  a  modified  Swagelok;194  (c)  commercial  pouch  cells  retrofitted  

with  a  third  reference  electrode.199 Adapted from references 193, 194 and 199. 

The coin cell in (a) used a bespoke mesh reference electrode, in place of a more 

conventional type.193 Researchers at KIT compared a range of reference electrode 

geometries and found that this design gave the largest potential for error-free EIS 

measurements. The cathode is NMC, lithium metal as the anode, and LTO as the 

reference.  The electrochemical and geometrical asymmetries are negligible because 

the mesh is efficient at measuring the potential between the electrodes, where the 

current distribution is homogeneous. However, the greater surface area of the mesh 

creates multiple transport paths which leads to an additional polarisation process 

within the cell and can cause distortions at certain frequencies. 

The design in (b) was developed to overcome limitations with the imprecise 

electrode alignment and an asymmetric reference electrode geometry of Swagelok 
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cells.194 The cell used lithium iron phosphate and lithium metal. Typically, in a three-

electrode Swagelok cell (also known as a T-cell), the reference electrode contacts the 

electrolyte/separator at its outer rim. The reference voltage is susceptible to 

fluctuation under changing current, such as during impedance measurements, and 

can lead to a distortion of data: artificial loops are often seen in the impedance 

response. In the design used by these authors, the reference electrode is moved to a 

coaxial position in combination with precise alignment of the electrode stack. This 

led to improved performance, but the measurements were still limited, particularly in 

the high frequency region. 

In design (c), a commercial pouch cell was retrofitted with a reference electrode, in 

order to monitor the behaviour of the individual positive and negative electrodes, 

using two different methods: “patch” and “wire”.199 The “patch” method, where a U-

shaped piece of Li metal encases the electrode stack, lead to significant disruption in 

the battery structure and to deterioration in cell performance. However, the “wire” 

method, where a Li-plated Cu wire was inserted down one side of the pouch, gave a 

performance close to that of a conventional two-electrode cell in terms of capacity 

and voltage. However, this design was not tested for EIS measurements. 

Recently, a paper by Petr Novak’s group attempted to address the issues with 

accurate and reliable three-electrode measurements: cell geometry, electrode 

arrangement, and having one electrode with a much higher impedance than the 

other.200 The authors came up with an in-house cell design (Fig. 1.27) to circumvent 

this, which uses ring electrodes arranged concentrically around a reference electrode. 

The reliability of the impedance spectra was confirmed by using symmetric 

electrodes, which gave reproducible and overlapping responses. However, the long-

term cycling stability is hindered by the O-rings used, which are thought to swell 

with the electrolyte. 
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Figure 1.27   Drawing of a three-electrode EIS cell built for ring electrodes aligned 

concentrically, with a reference electrode in the centre. Adapted from reference 200. 

Many other papers over the years have dealt with trying to assign the different 

components in the impedance response to various processes inside the battery, with 

varying successes.201–203 A study by Michel Armand and co-workers used 

commercial 5.7 Ah LMO/graphite pouch cells taken from an electric vehicle.204 A 

three-electrode configuration is fabricated by retrofitting an LTO reference electrode 

into the cell. EIS measurements are performed at different SoC and SoH. The 

authors claim that the high-frequency response in the impedance spectrum reflects 

porosity effects and the graphite particles–composite matrix electric transfer. The 

SEI layer and charge-transfer phenomena are thought to be in the medium and 

medium to low frequency domains respectively, and their impedance contributions 

depend on the Li content of the graphite particles. 

The most recent progress in this field has been made by Hubert Gasteiger’s group 

since 2017. They developed a general transmission line equivalent circuit model to 

analyse the impedance of a high-voltage LiNi0.5Mn1.5O4 (LNMO) cathode.205 A full-

cell Swagelok setup (vs. graphite) is used with a gold wire micro-reference for three-

electrode impedance measurements in both, non-blocking conditions (where charge-

transfer reactions are able to occur occur) at a potential of 4.4 V, and in a blocking 

configuration achieved at 4.9 V. This is performed over 85 cycles at 40 °C. The 
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authors claim a superior equivalent circuit to conventional approaches and an 

impedance analysis strategy which enables in situ quantification of the cycle 

dependent charge-transfer, contact, and pore resistances, over the course of extended 

charge/discharge cycling. From follow-up studies,206 they assert that the origin of the 

dominating high-frequency semi-circle is not related to the charge-transfer or surface 

film resistance, but to the contact resistance between the cathode and the current 

collector. 

In a separate paper by the same group, the authors use their three-electrode Swagelok 

cell setup to measure the anode impedance at non-blocking conditions (10% SOC) 

and blocking conditions (0% SOC) in a graphite/LNMO full-cell.207 By 

simultaneously fitting EIS spectra in blocking and non-blocking conditions using a 

general transmission line model, the anode impedance is able to be deconvoluted 

into contributions of a) the separator resistance, b) the charge-transfer resistance, and 

c) the ionic contact resistance evolving at the separator/anode electrode interface. 

They propose that the main contributor to a rising anode impedance is the ionic 

contact resistance. It is claimed that this is most likely caused by manganese 

dissolution from the high-voltage cathode (LNMO), as the same phenomenon is not 

detected for an LFP cathode. 

   1.5.4 Beyond Lithium-Ion Impedance Studies 

While numerous studies have taken place into using impedance spectroscopy to 

probe the performance limiting factors in lithium-ion batteries, there has been very 

little research performed to date on ‘beyond lithium’ technology. A paper published 

in 2010 looked at how the EIS spectra changed for Li-air batteries with cycling, and 

how this was linked to capacity fade.208 It was found that a build-up of discharge 

products decreases the porosity of the cathode, which in turn increases the cell 

resistance. 

Other papers have looked at impedance growth in lithium-sulfur (Li-S) batteries. 

Figure 1.28 shows the schematic for sulfur particles in the cathode prior to (a), and 

after (b), being reduced.209 By analysing the changes in impedance spectra as a 

function of temperature and DoD, an equivalent circuit model was proposed (c). The 
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resistance Rel is the electrolyte, Rbulk is the contact resistance in the bulk of the 

electrode, and Rct represents the charge-transfer resistance. The terms CPEdl and 

CPEdiff refer to the constant phase elements of the electrode double layer and Li+ ion 

diffusion respectively. The authors suggest that the middle-frequency impedance 

component, which is attributed to the charge-transfer resistance, is the most 

significant factor in the capacity fade of these Li-S batteries, a claim which has since 

been supported by other papers.210 

 

Figure 1.28   Schematic of physical/chemical processes involved in the cathode of a 

lithium-sulfur battery: (a) sulfur particles prior to being reduced; (b) sulfur particles 

after being reduced; (c) the proposed equivalent circuit for the lithium-sulfur cell. 

Adapted from reference 209. 

Reports of impedance measurements performed on sodium-ion batteries in the 

literature are relatively scarce. The vast majority of these have been half-cell 

measurements to study the kinetics of individual cathode/anode materials, rather than 

trying to identify ageing mechanisms in full-cell Na-ion batteries. A paper by Park et 
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al. in 2013211 outlined a new sodium-ion cathode material, Na1.5VPO4.8F0.7, with an 

energy density of ~ 600 Wh kg-1, and ~ 84% capacity retention after 500 cycles. 

Impedance spectroscopy showed that the charge-transfer resistance in the 

electrochemical half-cell decreased with decreasing Na content (Fig. 1.29), which 

the authors claimed suggested that the reaction kinetics was rapidly improved as 

more Na vacancies were generated in the structure. Researchers in the US have also 

investigated the transport properties and interfacial kinetics of P2- type layered oxide 

materials Na2/3[Ni1/3Ti2/3]O2 and Na2/3[Ni1/3Mn1/3Ti1/3]O2 using: DC conductivity, 

potentiostatic intermittent titration technique (PITT), and impedance spectroscopy.212 

Due to its faster ionic/electronic transport in the pristine/intercalated states, and 

faster interfacial kinetics, the manganese-doped material was found to exhibit an 

improved rate performance. 

 

Figure 1.29   The evolution of EIS spectra as the NaxVPO4.8F0.7 vs. sodium metal 

half-cell is charged. The size of the arc reduces with decreasing Na content. The 

inset shows the equivalent circuit for the fitting of the EIS spectra. RHF, Rct and CPE 

represent the high frequency resistance, charge-transfer resistance, and constant 

phase element, respectievly. Adapted from reference 211. 

More recently, in 2017, a paper by the Goodenough Group aimed to address the 

large interfacial resistance that occurs in all solid-state Na-ion batteries between the 

cathode and the electrolyte by replacing a NASICON material (Na3Zr2(Si2PO12)) 

with a plastic-crystal (Fig. 1.30).213 Na3V2(PO4)3 was used as the cathode and 
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sodium metal as the anode. Resistances were evaluated by EIS, and equivalent 

electrical circuits used to divide the total cell resistance into contributions from the 

electrolyte, cathode, and anode. It was found from impedance measurements that 

addition of the plastic-crystal electrolyte into the cathode significantly reduces 

interfacial resistances on the cathode side, hence, suggesting an improved 

performance. 

 

Figure 1.30   The initial EIS profiles of solid-state cells with the Na3Zr2(Si2PO12)  

solid electrolyte particles or the plastic-crystal electrolyte in the cathode. Data shows 

a reduced resistance for when a plastic-crystal electrolyte is used. Adapted from 

reference 213. 

In 2018, researchers in Japan utilised a symmetric cell approach to study the 

Na2FeP2O7 cathode in temperatures ranging from 25 to 90 °C using an ionic liquid 

electrolyte.214 They used equivalent circuits to divide up the different resistive 

components inside the cell, and claimed that improvements in rate capability at 

increased temperature originated from a decrease in the charge-transfer resistance. 

However, importantly, these studies did not employ a three-electrode cell design, 

which would have allowed for a more accurate assignment of the separate parts of 

the impedance spectrum to different components and processes inside the cell. 
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1.6 Aims 

To date, layered oxides have demonstrated the greatest potential, and received the 

most attention, as cathodes for sodium-ion batteries. Of these, the mixed phase class 

of materials have shown particular promise, but are relatively unexplored. In 

particular, it is not well understood how the structure and properties of these lead to 

an enhanced electrochemical performance over conventional single phase materials.  

Electrochemical impedance spectroscopy is a grossly undervalued technique for the 

characterisation of Na-ion batteries. The electrical properties of the active cathode 

materials have not been extensively studied, even though they are likely to play an 

important role in the overall cell performance. This has been particularly overlooked 

for the promising mixed phase systems, despite these materials possessing a unique 

complex structure which requires unravelling. Full-cell impedance measurements 

also offer a useful tool for identifying electrochemical processes inside batteries and 

understanding the sources of capacity fading and cell degradation. Crucially, three-

electrode measurements afford a separation of the different components at each 

electrode, which allows for greater analysis and, hence, a better understanding. 

Previous EIS studies for lithium-ion batteries fail to check the validity of the 

experimental setup, and also do not plot data using a wide range of different 

formalisms, thus limiting their interpretation and usefulness. 

Using impedance spectroscopy, with in-depth analysis, to investigate the electrical 

properties of mixed phase layered sodium-ion cathodes, from raw active material to 

their performance in a full battery, is a previously unexplored area, which will be 

addressed in this work. The aim of this thesis is to identify and overcome 

degradation mechanisms in layered oxide sodium-ion cells. This includes two major 

objectives: 

(i) To better understand the structure-composition-properties-performance 

relationship in layered oxide sodium-ion cathodes (chapters III-IV). 

(ii) To use three-electrode impedance spectroscopy to determine the 

performance limiting factors in prototype commercial Na-ion batteries 

(Chapters V-VII). 
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Chapter II 

Experimental 

2.1 Solid State Synthesis 

All samples reported in this thesis were synthesized by conventional solid state 

reaction (shake ‘n’ bake). Starting reagents were dried according to the conditions 

set out in Table 2.1. Sodium peroxide (Na2O2) was placed directly into a glove box 

upon being received from the supplier. Amounts of reagents were weighed using a 

balance, mixed and ground with acetone (Fisher Scientific) using an agate pestle and 

mortar, before being placed into a gold crucible and heated in a furnace. 

Table 2.1    Purity, supplier and drying temperature of starting reagents. 

Reagent Purity Supplier Drying 

Temperature 

Na2CO3 ≥ 99% Sigma Aldrich 180 °C 

Na2O2 ≥ 99% Alfa Aesar Undried 

Mn2O3 ≥ 99% Sigma Aldrich 625 °C 

MnO2 ≥ 99% Sigma Aldrich 180 °C 

NiO ≥ 99% Sigma Aldrich 800 °C 

MgO ≥ 99% Sigma Aldrich 1000 °C 

 

Samples were mixed for 30 minutes initially, before being pre-reacted at a lower 

temperature of ~ 700 °C. Subsequent grindings of the partially reacted mixtures took 

place for 20 minutes, with compounds synthesized between 700 and 1000 °C. For 

certain materials, powders were pressed into ‘green’ pellets prior to the firing. A 

muffle furnace was used for materials synthesized and cooled in air. Synthesis in 

other atmospheres (O2/N2) took place in a tube furnace. 
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2.2 X-Ray Diffraction 

Powder X-ray diffraction (PXRD) is the main technique used for identifying non-

molecular, crystalline, inorganic solids. Each crystalline material has its own 

characteristic XRD pattern (a ‘fingerprint’). The diffraction pattern of most inorganic 

solids can be found in the Powder Diffraction File (PDF) database.1 The matching of 

an experimental diffractogram collected for an unknown sample to a known pattern 

in the database is known as phase analysis/identification. Crystal structure 

determination is another important use of X-ray diffraction. After an internal 

standard has been employed for peak position calibration, pattern indexing 

(assigning Miller indices) and lattice parameter determination can be performed, as 

well as calculation of the unit cell volume. Full crystal structure determination, 

including finding the fractional coordinates of the atoms present in the cell, e.g. by 

Rietveld refinement, can also be performed (see Section 2.3). 

When X-rays interact with matter, they can either be scattered or absorbed. If there is 

no loss of energy on scattering, the scattered X-rays are coherent with the incident 

beam; these are the type used in X-ray diffraction (XRD) experiments. Crystals, 

which have regular repeating structures, are able to diffract radiation that has a 

wavelength similar to interatomic separations. The most universal approach to 

treating diffraction by crystals is via Bragg’s Law.2 The Bragg approach to the X-ray 

diffraction is to treat the crystal as a simplified series of layers/planes. For some 

simple crystal structures, the planes may also correspond to layers of atoms, but this 

is not usually the case. The derivation of Bragg’s Law is shown in Figure 2.1.3 

 

Figure 2.1   Derivation of Bragg’s Law.3 
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In the X-ray diffraction of crystals, some X-rays are reflected off a plane with the 

same angle of reflection as the angle of incidence, and others are reflected by 

succeeding planes. In Figure 2.1, X-ray beams 1 and 2 are reflected by adjacent 

planes within the crystal, A and B. The angle of incidence for each X-ray beam is 

also known as the Bragg angle, θ, and the distance between pairs of planes is 

referred to as the d-spacing, d. In the Bragg approach, the only X-ray beams of 

interest are those which undergo constructive interference because destructive 

interference causes a cancellation of the diffracted X-rays, and, therefore, no 

resultant peak in the diffraction pattern. Constructive interference occurs when 

the phase difference between waves/beams is an even multiple of π (180°), and the 

waves are referred to as being in-phase. Destructive interference occurs when the 

difference is an odd multiple of π, and the waves are said to be out of phase. For 

XRD, we are only interested in what conditions reflected beams 1’ and 2’ are in-

phase. Beam 22’ has to travel an extra distance, xyz, compared with beam 11’. 

Therefore, for 1’ and 2’ to be in-phase, xyz must equal a whole number of 

wavelengths: 

𝑛𝜆 = 𝑥𝑦𝑧 

where λ is the wavelength of the incident beam and n is an integer (referred to as the 

order of reflection). Basic trigonometry also tells us that the following is true for 

Figure 2.1. 

𝑥𝑦 = 𝑦𝑧 = 𝑑𝑠𝑖𝑛𝜃 

𝑥𝑦𝑧 = 𝑥𝑦 + 𝑦𝑧 

𝑥𝑦𝑧 = 2𝑑𝑠𝑖𝑛𝜃 

𝒏𝝀 = 𝟐 𝒅𝒔𝒊𝒏𝜽 

For a given set of planes, several solutions of Bragg’s Law (Eq. 2.4) are usually 

possible, for n = 1, 2, 3, etc. It is customary, however, to set n = 1.3 In crystals with 

thousands of planes, Bragg’s Law imposes a stringent condition on the angles at 

which reflection may occur. If the incident angle is incorrect by more than a few 

tenths of a degree, cancellation of the reflected beams is usually complete. 

(2.4) 

and 

(Bragg’s Law) 

∴ 

(2.1) 

(2.2) 

(2.3) 
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The diffractometer used for phase identification and structure determination on 

powder samples in this work was a linear position sensitive detector (PSD), Mo Kα1 

(λ = 0.70926 Ǻ). Patterns were collected in the range from 5 to 40 ° with a scan rate 

of 0.1 °. An internal silicon standard of SRM 640e from the National Institute of 

Standard and Technology (NIST) was added for 2θ peak position calibration, prior to 

pattern indexing and lattice parameter determination. The WinXPOW software 

(version 3.05 of STOE & Cie GmbH, Germany) was used for the analysis of 

collected XRD data. 

2.3 Rietveld Refinement 

The X-ray diffraction of powder samples results in a pattern characterised by 

reflections (peaks in intensity) at certain 2θ positions, for which the d-spacings may 

be calculated. The height, width and position of these peaks can be used to determine 

many aspects of the material’s structure. One approach to this, and the most popular 

in use today, is the Rietveld refinement method, first reported in 1969,4 which has 

become extremely valuable as a method to confirm structural details of powdered 

samples. The Rietveld method uses a non-linear least squares approach to refine a 

theoretical line profile until it matches/fits the measured profile. Each iteration of the 

refinement is dependent on the results generated by the last, and multiple refinement 

iterations eventually converge to a possible solution. The Rietveld method is a whole 

pattern refinement in which the experimental powder XRD profile is compared with 

a calculated profile (including all structural and instrumental parameters) whose 

parameters are adjusted by refinement. 

A starting model of a crystal structure which is close to the final structure is required 

to commence the refinement and generate the calculated patterns. For a known 

structure type, this means that reasonable initial estimates for the values of some 

refinable (free) parameters are required, including peak shape, unit cell dimensions, 

and coordinates of the atoms in the crystal structure. The outcome of the refinement 

is dependent on the quality of the collected data, the quality of the model (including 

initial approximations), and the experience of the user. A good high resolution XRD 

(or neutron diffraction) data set is often required for the refinement. This is to try and 
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ensure that all the intensities of each individual peak can be determined, since there 

is a tendency for peaks to overlap - especially at lower 2θ angle. Due to this, a longer 

data acquisition time (especially using Mo radiation) is desirable, and since the 

Rietveld method is a whole pattern refinement, which includes the background 

scatter, a good signal to noise ratio is important to avoid any unaccounted peak 

intensities. Nowadays, there are numerous widely available software packages for 

performing Rietveld refinements. The GSAS (General Structure Analysis System) 

with graphical user interface EXPGUI was used for the refinements presented in this 

work.5,6 

 

Figure 2.2   Parameters refined using the Rietveld method. 

Several parameters are refined during the Rietveld process, summarised in Figure 

2.2.7 For a full explanation on each of these see Appendix A. Each refinement is 

unique and there is no definitive list of parameters to include and the order in which 

to refine them; it is left up to the user to determine the best sequence. If too many 

variables are refined at once, the least squares fitting will be destabilised, or a false 

minimum may be produced wherein some of the structural parameters are incorrect. 

The strategy, therefore, should be to proceed with caution: refine each variable one-

by-one and then either fix them at their refined values or allow the number of refined 

parameters to increase gradually. A damping factor can be used during the early 
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steps of refinement to avoid the refined model drifting away from the initial value. 

Several residual/reliability factors (R-factors) can be used to assess the quality of a 

single crystal structure refinement (Eqs. 2.5-2.7).8 From these, a goodness of fit (Eq. 

2.8) can be calculated, which can be used as a numerical figure of merit for 

quantifying the quality of the refinement. 

𝑅𝑝 =
∑ |𝑦𝑖(𝑜𝑏𝑠) − 𝑦𝑖(𝑐𝑎𝑙𝑐)|𝑖

∑ |𝑦𝑖(𝑜𝑏𝑠)|𝑖
 

𝑅𝑤𝑝 = {
∑ 𝑤𝑖[𝑦𝑖(𝑜𝑏𝑠) − 𝑦𝑖(𝑐𝑎𝑙𝑐)]2

∑ 𝑤𝑖[𝑦𝑖(𝑜𝑏𝑠)]2
}

1
2

 

𝑅𝑒𝑥𝑝 = {
𝑁 − 𝑃

∑ 𝑤𝑖 [𝑦𝑖(𝑜𝑏𝑠)]2
}

1
2
 

𝜒2 = (
𝑅𝑤𝑝

𝑅𝑒𝑥𝑝
)2 

where  yi(obs) = intensities of observed data at step i 

  yi(calc) = intensities of calculated data at step i 

  wi = weighting factor at step i 

  N = number of data points 

  P = number of parameters 

The profile R-factor (Rp) is an equation used to determine the difference between 

calculated and observed data. However, the weighted profile R-factor (Rwp) is more 

useful as it also considers the standard deviation of the background and peak 

intensities. The expected profile R-factor (Rexp) is used to assess the quality of data 

being used. Ideally, the refined Rwp values should approach the statistical Rexp, and 

the goodness of fit (χ2) should be as close to 1 as possible. When assessing the 

quality of a refinement, Rwp and χ2 are often quoted in the results. However, it is 

usual practice to also present graphically the experimental and calculated profiles 

together with a difference profile and markers showing the positions of the expected 

Bragg peaks. All this information considered together is used to assess the quality of 

the refinement. 

Profile R-factor: 

Weighted Profile 

R-factor: 

Expected Profile 

R-factor: 

Goodness of fit: 

(2.5) 

(2.6) 

(2.7) 

(2.8) 
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2.4 Scanning Electron Microscopy 

Scanning electron microscopy (SEM) passes a focused electron beam across the 

surface of a sample in order to generate an image. The electrons in the beam interact 

non-destructively with the sample, and the signals (electrons and X-rays) produced 

make it possible to obtain information about surface topography, particle 

morphology, and chemical composition of the material studied. Objects can be 

magnified up to 300,000 times using this technique, and it is possible with high-

performance machines to obtain resolution below 1 nm.9 For conventional scanning 

electron microscopes, a magnification up to 30,000 is achievable, equating to a 

spatial resolution 50 – 100 nm, meaning that areas 1 – 5 μm in width can be imaged.  

 

Figure 2.3   Scanning electron microsocpe.10 

A schematic of a scanning electron microscope is shown in Figure 2.3.10 The entire 

machine is operating under vacuum in order to prevent electrons interacting with air 
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particles. Electrons are generated by a suitable source, e.g. tungsten filament or a 

field emission gun. The electron beam is accelerated through a high voltage by an 

anode and passes through a system of apertures and electromagnetic lenses to 

produce a thin, focused beam. The position of the beam is controlled by the scanning 

coils, which are used to raster the beam across the surface of the specimen. As the 

beam scans the surface of the sample and interacts with atoms, electrons are 

produced which are collected by detectors. The most common mode of SEM 

operation is using a secondary electron (SE) detector, which registers electrons 

emitted from the outer surface of the sample (inelastic interactions). Backscattered 

electrons (BSEs) are electrons from the primary beam, which are reflected back after 

elastic interactions between the beam and the sample. BSEs originate from deeper 

regions of the sample than SEs, which means that they contain different information 

about the sample. Secondary electrons can be used to construct a physical image of 

the surface, whereas BSEs, which are more sensitive to atomic number, can be used 

to obtain chemical composition information.  

In the work in this thesis, samples prepared for SEM were placed on carbon coated 

stubs to mitigate any charging effects during imaging. Determination of 

microstructure information was performed with an Inspect F50 scanning electron 

microscope (SEM) (FEI, Oregon, USA) using an accelerating voltage of 20 kV and a 

probe diameter of 6 – 10 mm. Data were recorded and analysed using LINK ISIS 

software. 

2.5 Thermogravimetric Analysis 

Thermogravimetric analysis (TGA) measures the mass change of a sample as a 

function of temperature. It is a widely used technique in materials science to 

characterise and verify solid substances. It can provide information about physical 

phenomena, such as phase transitions, the uptake and loss of atmospheric species; as 

well as chemical phenomena, such as thermal decomposition and solid-gas reactions 

(oxidation/reduction).11 The specimen under investigation is subjected to a controlled 

temperature programme, which may consist of heating/cooling steps as well as 

regions of constant temperature (isotherms). A TGA instrument (Fig. 2.4) consists of 
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a sample pan, which resides inside a furnace, connected to a high precision micro 

balance.12 A thermocouple near the pan monitors the sample temperature and is 

linked up to a temperature programmer and controller. A TGA run often takes place 

in the presence of flowing gas, which may be inert or reactive. An oxidising 

atmosphere, e.g. air, oxygen, combusts organic materials and oxidises metals. The 

TGA curves (thermograms) produced by the instrument may help to assess thermal 

and oxidative stability of the sample, product lifetime, decomposition temperatures, 

as well the moisture and volatile content of the material. 

 

Figure 2.4   A simplified schematic of a TGA instrument.12 

In this work, measurements were performed in either flowing air, nitrogen, or 

oxygen, using a PerkinElmer Pyris 1 or a PerkeElmer TGA 4000 (PerkinElmer, 

Massachusetts, USA).  Pyris Manager software was used for data analysis.  For each 

measurement, 10-20 mg of powder sample was placed in an alumina crucible. The 

heating/cooling rate was fixed at 5 °C/min, and the measured temperature ranges 

varied according to each sample.  
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2.6 Differential Scanning Calorimetry 

Differential scanning calorimetry (DSC) is a thermoanalytical technique used to 

study how physical properties of a material are affected by change in temperature. 

The technique works by determining the amount of heat needed to maintain the same 

temperature between a sample and an inert reference (Fig. 2.5).13 A sample of known 

mass is heated/cooled and changes in heat flow are measured simultaneously for 

both the sample and reference. The difference in input energy required to match the 

temperature of the sample to that of the reference corresponds to an alteration in the 

heat capacity of the material. Results from the experiment are output as DSC curves 

of heat flux vs. temperature or time, with peaks indicating heat absorptions 

(endotherms) and releases (exotherms). These heat changes may be caused by a 

thermal event, such as melting, decomposition, loss of solvents, or a polymorphic 

transition. TGA and DSC are often used together because the two techniques provide 

complementary information. DSC expands the capability of TGA as it makes it 

possible to observe reactive changes which occur without the loss/gain of mass. 

 

Figure 2.5   A schematic of a DSC instrument.13 

For each measurement in this study, 20-30 mg of powder sample was placed in an 

alumina crucible, and heated at 5 °C/min heating/cooling rate, in an air/argon (80/20) 

atmosphere. The sample temperature was compared with that of an inert reference 

material (an empty alumina crucible). The measured temperature ranges were 
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dependent on the sample. The data were collected using a NETZSCH 404 C thermal 

analyser (Netzsch, Selb, Germany) and analysed using Proteus Analysis software. 

2.7 Battery Assembly 

Positive electrode (cathodes) were prepared by mixing dried active material, carbon 

black conductive additive and polyvinylidene fluoride (PVDF) binder with N-

methyl-2-pyrrolidone (NMP) in a THINKY ARE-250 non-contact planetary mixer to 

form a uniform slurry. This was then cast onto carbon-coated aluminium foil. For 

graphite anodes, the procedure was slightly different, and a mixture of styrene-

butadiene (SBR) and carboxymethyl cellulose (CMC) was used as the binder, in a 

water solvent, which was cast onto a carbon-coated copper foil current collector. The 

separators used in cells to isolate the two electrodes from one another were cut from 

glass microfibre filter paper (GF/A, Whatman), which were soaked in liquid 

electrolyte prior to cell assembly. Lithium-ion electrolyte used was 1 M LiPF6 in 1:1 

EC : DMC, supplied by Sigma-Aldrich. Sodium-ion electrolytes were prepared in a 

glove box with the solvent mixture dried over molecular sieves prior to dissolution 

of the dried salt.  

 

Figure 2.6   A schematic of a 2032 coin cell. 

All cells were assembled in an argon-filled glove box. Half-cell in this work refers to 

active material vs. either sodium or lithium metal and full-cell to vs. a non-metallic 

counter electrode. Electrochemical half-cell testing was performed using CR2032 

coin cells (Fig. 2.6) with a metal-disk, 11 mm in diameter, as the negative electrode. 

Steel coin cells were used for Li-ion battery research, and aluminium-clad ones for 
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Na-ion work. The latter were used to try and avoid passivation of the steel by the Na-

ion electrolyte at higher voltages. Circular positive electrodes, 12 mm in diameter, 

were punched from cathode coatings. Cell casings, spacers, springs, separators and 

electrodes were all dried in an 80 °C vacuum oven for 16 h prior to being taken into 

the glove box for battery assembly. 

Full-cell testing took place using a pouch cell configuration. Square positive 

electrodes (20 x 20 mm) were cycled against negative electrodes (22 x 22 mm). The 

anode was slightly larger than the cathode to try and prevent alkali metal plating. 

Electrodes were punched using cutting dies along with a hydraulic swing arm clicker 

press. Laminate-type prismatic pouch cells (7 x 5 cm) containing aluminium current 

collector tabs to connect the electrodes to the battery tester were dried at 70 °C 

overnight before being taken into the glove box for battery assembly. 

2.8 Four-Point Probe Conductivity Measurements 

In conventional two-terminal resistivity measurements, there is an impedance 

associated with the leads connected to the sample. For semiconducting materials, it is 

necessary to eliminate this contact/lead resistance in order to obtain a more accurate 

resistivity measurement. In a four-point probe conductivity setup (Fig. 2.7), the 

points of the instrument are usually in a line, with a current passed between the two 

outside points and the voltage measured between the two inner ones.14 For a 

semiconducting thin film, such as an electrode sheet, the value measured by the 

instrument is given in terms of a sheet resistance Rs  (Eq. 2.9). 

𝑅𝑠 =
𝝅

𝑙𝑛2
(
𝑉

𝐼
) 

This is reported in Ω/□, which is dimensionally equal to Ω, but is exclusively used 

for sheet resistance. The resistivity ρ of the electrode coating (in Ω cm) can then be 

calculated by multiplying the sheet resistance by the thickness t (in cm) of the 

coating (Eq. 2.7). 

𝜌 = 𝑅𝑠 × 𝑡 

(2.9) 

(2.10) 
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Therefore, from a four-point probe conductivity measurement, it is possible to 

calculate the resistivity of the sample, providing that the thickness of the coating is 

known. 

 

Figure 2.7   Four-point probe conductivity measurement of an electrode coating. 

A Jandel cylindrical four-point probe was used for the measurements conducted in 

this work. The probe consists of four equally spaced tungsten metal tips, each with a 

radius of 500 μm and a 1 mm spacing (S) between them. For an accurate four-point 

probe measurement, the thickness of the film must be less than 40% of the probe 

spacing, and the edges of the sheet from the probe must be at least four times S.15 

Therefore, this setup is capable of measuring samples < 400 µm thick which have an 

area > 0.64 cm2. The electrode coatings were deposited on a layer of 75 μm thick 

insulating polyester (PET) film, so that there was not a short circuit during the 

measurement via the Al current collector. The coating was then cut into smaller 

sheets which were dried in a 60 °C vacuum oven. Some of the coatings were 

calendered at 80 °C using an electric hot rolling press machine (MSK-HRP-01, MTI, 

Richmond, CA, USA). The electrode sheets were pressed to various densities by 

varying the gap size between the rolls. After calendering, the coatings were again 

dried in a vacuum oven at 60 °C for 16 h, before the four-point probe conductivity 

measurements were performed. 
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2.9 Constant Current/Constant Voltage Cell Testing 

One of the primary ways to characterise a potential new battery technology is cell 

cycling, where a battery is charged and discharged over several cycles and its 

performance monitored and analysed. Manufacturers and scientists will normally use 

advanced battery cyclers, which possess multiple channels and are capable of high 

precision currents, in order to test cells under different conditions. The voltage of a 

battery is a measurement of the difference in electric potential (charge) between the 

two electrode terminals. Prior to cycling a cell, it may have an open circuit voltage 

(OCV) close to zero, or slightly negative if there is a modest excess of electrons at 

the positive terminal (cathode). During charging of a battery, electric current is 

forced through it. This is done by the charger generating a voltage higher than the 

voltage of the cell. An external variable power supply makes it possible to build up a 

positive (positive polarisation) or negative potential difference at the working 

(positive) electrode in order to charge/discharge the battery. Once the cell begins to 

charge, electrons are forced from the positive to the negative terminal, meaning there 

are more electrons now at the negative (anode) terminal, and, as a result of this, the 

overall voltage of the cell is positive. During discharge, a voltage is generated by the 

battery cycler which is lower than the terminal voltage of the cell, meaning that 

electrons flow in the opposite direction, thus lowering the cell voltage.  

Cell cycling can take place using either the constant current (CC) method, constant 

voltage (CV), or a combination of both (CC/CV). An example of a CC/CV charging 

profile for a battery is given in Figure 2.8.  Under constant current conditions, the 

battery cycler limits the amount of current to a pre-determined level until a set 

voltage is reached. The amount of current used is often based on the capacity rating 

of the cell and set as a function of C-rate (see Section 1.1). The switch from CC to 

CV at the top of charge occurs seamlessly and the current then tapers off to a 

minimum value as the battery saturates. Charging ends when the current decreases 

below a set percentage of the capacity rating of the cell, e.g. when the current drops 

to below 0.02C. The bulk of the charge comes from the constant current step, and a 

constant voltage at the end is implemented in order to try and maximise the capacity 

utilised. 
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Figure 2.8   Constant current/constant voltage (CC/CV) charging profile. 

Constant current/constant voltage is the preferred method for cycling a lithium-ion 

battery because it is safe and efficient.16 If a constant voltage step was applied to an 

empty cell, the charging current would likely be so high that it would damage the 

battery. Similarly, the constant voltage step allows the battery to continue drawing 

current until it is fully charged, without increasing the voltage beyond the limit of the 

cell. During discharge, a constant current is used, with a lower voltage limit set to 

prevent the battery from over-discharging. Similar to the four-point probe setup, 

battery testers usually have separate pairs of wires for current and voltage in order to 

increase the accuracy of the measurements. Just a few microamps of current flowing 

in the voltage leads will create some error when measuring the potential difference. 

The current and voltage leads should be kept as far away from each other as is 

physically achievable, in order to minimise electromagnetic coupling, and then come 

together as close to the battery as possible. 

Constant current mode is sometimes referred to as galvanostatic testing and constant 

voltage as potentiostatic. Both cycling conditions operate by injecting different 

amounts of current through the cell; however, in galvanostatic testing, the cell 

current signal is measured and determines how much current is injected, whereas in 
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potentiostatic testing, it is the voltage which is measured and controlled. Battery 

cyclers provide multi-purpose test functions for research laboratories. They are able 

to simulate battery loading and can be automated with a custom program written by 

the user. In this study, electrochemical CC/CV testing on half-cells and two-

electrode full-cells was performed using a Maccor Series 4000 Automated Test 

System. Three-electrode cells were cycled using a Solartron Potentiostat 1470E. All 

cells were held in temperature-controlled environmental chambers. The Maccor 

Information Management System (MIMS) Client and Scribner MultiStat softwares 

were used for data analysis. 

2.10 Cyclic Voltammetry 

 

Figure 2.9   A typical cyclic voltammogram (CV) profile showing the characteristic 

peak anodic (ip,a) and cathodic (ip,c) currents, as well as the potentials (Ep,a and Ep,c) 

at which these are reached. 

Cyclic voltammetry (CV) is a potentiodynamic technique which is able to yield 

important thermodynamic and kinetic information on the electrochemical behaviour 

of battery materials.17 The technique works by applying a potential scan across a 

cell, whilst measuring the current response. The voltage is increased linearly (at a 
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constant scan rate) up to a pre-set limit, at which point the scan is reversed, and 

continues down to a lower voltage cut-off. This process can occur once or several 

times. The measured current is plotted against the applied voltage in order to give a 

cyclic voltammogram trace (Fig. 2.9). During the forward (anodic) ‘sweep’, the 

current will increase sharply when there is an oxidation reaction (loss of electrons 

from the material). Similarly, in the reverse (cathodic) sweep, the current will fall 

sharply when there is a reduction reaction (gain of electrons). Hence, the 

voltammogram contains peaks which correspond to redox reactions occurring in the 

materials inside the battery. The position and magnitude of the peaks yield important 

information about these redox reactions, including their reversibility. In addition to 

identifying the various redox processes that occur, CV can also be used to obtain 

information on the reaction kinetics of electrochemical reactions, including ion 

diffusion.18 

In this work, cyclic voltammetry was used in order to try and identify and study the 

different redox reactions occurring in sodium-ion cathode materials. Two-electrode 

half-cells were built using a coin cell design, with the active cathode material being 

tested vs. sodium metal. Hence, the Na metal disk served as both the reference and 

counter electrode for the testing procedure. Multiple scans were performed for each 

cell that was tested, between upper and lower voltage limits. The experiment was 

performed using a multichannel potentiostat (1470E) supplied from Solartron 

Analytical. While the CV technique is fairly straightforward to perform, the analysis 

of voltammograms, and the assignment of peaks to specific redox processes within 

electrode materials, is much more difficult. The shapes of voltammograms are 

dependent upon such parameters as particle size, electrolyte concentration and 

electrode thickness, as well as a range of experimental conditions, e.g. temperature 

and scan rate.19 

2.11 Galvanostatic Intermittent Titration Technique 

Rechargeable batteries function by transferring ions between the two electrodes. 

During cycling, Li+/Na+ ions must be able to diffuse through the bulk of the 

electrode to the surface, in order to reach the electrode/electrolyte interface, and 
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similarly the reverse process needs to occur at the opposite electrode. The ease at 

which Li+/Na+ ions move through the electrode is measured by the chemical 

diffusion coefficient, DLi
+/DNa

+. As the rate of mass transport through the electrode 

(solid state diffusion) is often the rate-limiting step in the charge/discharge of a cell, 

D is an important parameter which is inherently linked to the rate capability and 

power output of a battery. Galvanostatic intermittent titration technique (GITT) is a 

useful electrochemical method which can be employed to obtain the diffusion 

coefficients of electrodes in batteries.20 

 

Figure 2.10   A section of a galvanostatic intermittent titration curve vs. time. The iR 

drops are labelled together with ΔEt and ΔEs for one charge step. 

During the GITT procedure, the battery undergoes a current pulse followed by a 

period of relaxation. The pulse creates a Li+/Na+ concentration gradient in the 

electrode, and, during the subsequent relaxation period, this disappears and the 

distribution of alkali ions returns to equilibrium. This sequence of pulses and 

relaxations is repeated until the cell is fully charged. The battery is then discharged 

in a similar manner, but this time using a negative current. An example of what the 

voltage-time profile looks like for the GITT procedure is shown in Figure 2.10. 

During the current pulse, the voltage quickly increases to a value proportional to the 
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iR drop, before gradually increasing for the remainder of the pulse (ΔEt).
21 This 

voltage increase is proportional to the concentration gradient induced in the electrode 

by the pulse. During the relaxation stage, the potential decreases sharply to begin 

with, once again due to the iR drop, before slowly decaying to a voltage where the 

electrode is in equilibrium (the cell has reached its open circuit voltage). The 

difference between the OCV after the relaxation period and at the start of the current 

pulse is referred to as the steady-state potential difference (ΔEs). Hence, the greater 

the value of ΔEs, the quicker the Li+/Na+ concentration gradient in the electrode 

disappears. During the discharge part of a GITT procedure, the same processes 

happen in reverse, the voltage drops during the negative current pulse and then 

increases again during the relaxation period. 

After performing a GITT protocol, providing that small currents are used for short 

durations, Equation 2.11, which is based on Fick’s Law,22 can be used to calculate 

the chemical diffusion coefficient (D), where τ (s) is the duration of the current 

pulse; nm (mol) is the number of moles; Vm (cm3 mol-1) is the molar volume of the 

electrode; S (cm2) is the electrode area; ΔEs (V) is the steady-state voltage change, 

and ΔEt (V) is the voltage change during the current pulse. A number of assumptions 

are made in calculating D using this equation, including that current distribution 

through the electrode is uniform, diffusion is one-dimensional, and that 

volume/structural changes in active materials are negligible.23 

𝑫 =
𝟒

𝝅𝛕
(

𝒏𝒎𝑽𝒎

𝑺
)

𝟐

(
∆𝑬𝒔

∆𝑬𝒕
)

𝟐

 

The value given for the diffusion coefficient is most likely estimated to an order of 

magnitude, since the value is dependent upon a square of a combination of 

experimental values, and, therefore, uncertainties in experimental data are amplified. 

Galvanostatic intermittent titration technique can be performed using a standard 

laboratory battery cycler. In this study, the GITT protocol was performed using a 

Maccor Series 4000 Automated Test System, with the cells held in temperature-

controlled environmental chambers. The Maccor Information Management System 

(MIMS) Client, along with ViewData, were used for data analysis. 

(2.11) (Diffusion Coefficient) 
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2.12 In Operando X-Ray Diffraction 

The electrochemical performance of batteries is inherently linked to the structures of 

the solid state materials they possess and the changes these undergo during cycling. 

A major cause of known cell degradation is unfavourable structural changes, e.g. 

phase transitions, in the electrode materials during charge/discharge.24 Therefore, to 

be able to optimise existing materials and develop novel high-performing electrodes, 

a thorough understanding of the structural properties and stability of these during 

battery operation is required. In operando X-ray diffraction offers a non-destructive 

and real-time way to observe structural processes occurring at the electrodes during 

battery operation.25 The technique has the advantage over ex situ measurements in 

that it measures the dynamic real-time response during cycling, which is necessary to 

detect the formation of intermediate, metastable (non-equilibrium) phases; this 

provides a greater depth of understanding into how batteries function and degrade. 

Furthermore, with XRD measurements performed ex situ, it is not always possible to 

know the exact voltage data is being recorded at as, after removing the battery from 

the cycler, the cell will resort to its OCV. Performing XRD scans, while 

electrochemically testing the cell simultaneously, enables the user to correlate both 

electronic and structural changes accurately, which provides a greater insight into the 

complex reaction mechanisms occurring inside the battery. 

A photograph of the in operando XRD setup used in this work is shown in Figure 

2.11. A pouch cell design was used to conduct the measurements with the X-ray 

diffractometer operating in transmission mode (the X-ray beam passing through the 

battery). The cell consists of an aluminium pouch containing electrodes deposited on 

carbon-coated Al current collectors and two glass fibre separators soaked in 

electrolyte solution. The advantage of using this cell design is that it is commonly 

used in laboratories as a prototype for scaled-up, mass produced pouch batteries and, 

therefore, is not too far removed from what is used commercially. The pouch was 

mounted on a stage which has a mechanism to apply pressure to the cell for proper 

operation. The current collector tabs of the cell had crocodile clips placed on them, 

which were in turn connected to wires that ran through the back of the XRD machine 

to a battery cycler positioned outside the diffractometer. 
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Figure 2.11   In operando XRD experimental setup. 

Scans were performed using a Malvern Panalytical Empyrean X-ray diffractometer, 

with a high-performance hybrid pixel GaliPIX3D Detector with CdTe sensor. The 

Empyrean supports an accelerating voltage of 60 kV and a tube current of 36 mA, 

which enables high-intensity 22.16 keV Ag radiation for pouch cell research. Data 

were recorded over the 2θ scan range 5 - 25 ° with a stepsize of 0.1 °. Each XRD 

pattern took ∼ 16 min to record. The pouch cell underwent CC/CV cycling using a 

Maccor Series 4300 Automated Test System. The Maccor Information Management 

System (MIMS) Client software was used for data analysis. The Data Collector 

software, along with HighScore (versions 5.5 and 4.9 of Malvern Panalytical, 

respectively) were used for processing collected XRD data. 

2.13 Electrochemical Impedance Spectroscopy 

   2.13.1 Theory 

Electrochemical impedance spectroscopy (EIS) is a technique used to gain 

information about the electrical properties of materials and their interfaces. A 

material can be either insulating (a dielectric) or exhibit some level of conductivity. 

The conduction can be either ionic or electronic, and may be either short-range (AC) 

or long-range (DC).26 Long-range conduction is diffusive and is due to the random 

motion of charge carriers over extended distances, whereas short-range conduction is 

sub-diffusive (dispersive), due to the correlated motion of charge carriers over short 
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distances.27  Broadly speaking, impedance can be thought of as the AC analogue to 

DC resistance, and includes a frequency-dependent reactance component, made up 

of a combination of capacitive and inductive contributions. The electrical properties 

of a material comprise transport, polarisation and magnetic processes, which can be 

considered as resistive, capacitive and inductive effects, respectively. 

In impedance spectroscopy, an AC signal is applied over a wide frequency range and 

the characteristic response measured. The technique may be used to investigate the 

dynamics of bound or mobile charges in the bulk or interfacial regions of any kind of 

solid or liquid. In doing so, it may be possible to distinguish between, and measure, 

different electrical property types. Impedance spectroscopy has the advantages that it 

is in situ, non-destructive, and can be used on a variety of materials and devices. 

However, while the technique is relatively straightforward to use, analysis and 

interpretation of collected data is often less so. 

For an introduction to the concepts of resistance and capacitance see Section 1.1. In 

impedance spectroscopy, an electric stimulus (a known voltage or current) is applied 

to a system and the response (resulting current or voltage) measured.28 The voltage V 

delivered by mains AC electricity varies sinusoidally with time t and can be 

represented by Equation 2.12: 

𝑉 = 𝑉0𝑠𝑖𝑛𝜔𝑡 

where V0 is the amplitude signal and ω is the radial frequency (radians/second), 

which is calculated from frequency f (Hz) using Equation 2.13. 

𝜔 = 2𝜋𝑓 

For a pure resistor, there is no phase difference between the voltage and current 

signals. In an impure resistive linear (or a pseudo-linear) system, the current 

response (I) is a sinusoid at the same frequency but shifted in phase (ϕ), and has a 

different amplitude (I0): 

𝐼 = 𝐼0(𝑠𝑖𝑛𝜔𝑡 − 𝜙) 

This is illustrated in Figure 2.12. An expression analogous to Ohm’s Law (Eq. 1.2) 

allows us to calculate the overall impedance Z of the system: 

(2.12) 

(2.13) 

(2.14) 
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𝑽 = 𝑰𝑹 

𝑍 =
𝑉

𝐼
=

𝑉0sin (𝜔𝑡)

𝐼0sin (𝜔𝑡 − 𝜙)
= 𝑍0

sin(𝜔𝑡)

sin (𝜔𝑡 − 𝜙)
 

The impedance is therefore expressed in terms of a magnitude and a phase shift and 

is a vector quantity. In order to ease the handling of circuits with multiple 

components, the impedance can be expressed in terms of complex exponential 

functions through the use of Euler’s relationship (Eq. 2.16). 

                     𝒆𝒋𝝎𝒕 = 𝒄𝒐𝒔𝝎𝒕 + 𝒋𝒔𝒊𝒏𝝎𝒕   (where  𝑗 =  √−1 ) 

Equation 2.15 then becomes the following where Im is used to designate the 

imaginary component of the complex number: 

𝑍 = 𝑍0

𝐼𝑚(𝑒𝑗𝜔𝑡)

𝐼𝑚(𝑒𝑗(𝜔𝑡−𝜙))
 

which can be rewritten as 

𝑍 = 𝑍0

𝑒𝑗𝜔𝑡

𝑒𝑗𝜔𝑡. 𝑒−𝑗𝜙
 

Therefore, the impedance is a frequency-dependent complex number characterised 

by the ratio of voltage to current and the phase angle shift between them, Φ: 

𝒁∗ =
𝑽

𝑰
=  𝒁𝟎𝒆𝒋𝝓 = 𝒁𝟎(𝒄𝒐𝒔𝝓 + 𝒋𝒔𝒊𝒏𝝓) = 𝒁′ + 𝒋𝒁′′ 

 

Figure 2.12   Relationship between the sinusoidal AC voltage signal and current 

response. 

(2.15) 

(2.16) 

(2.17) 

(2.18) 

(Euler’s Formula) 

(Ohm’s Law) 
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As mentioned previously, for a perfect resistor there is no phase difference between 

the voltage and current signals and so, at all frequencies, the impedance of a resistor 

is given by Equation 2.19. Hence, the impedance of a resistor is real and takes the 

value of the resistor’s resistance at all frequencies. The impedance of a pure 

capacitor, on the other hand, has only an imaginary component, and is inversely 

proportional to the product of ω and capacitance C (Eq. 2.20).29 The impedance of 

an inductor also only possesses an imaginary component and is proportional to the 

product of ω and inductance L, (Equation 2.21). The derivations for the impedances 

of a capacitor and inductor are given in Appendix B. 

𝑍∗ = 𝑅 

𝑍∗ =
1

𝑗𝜔𝐶
 

𝑍∗ = 𝑗𝜔𝐿 

The j term can be removed from the denominator of Equation 2.20 through the 

following: 

𝑍∗ =
1

𝑗𝜔𝐶
×

𝑗

𝑗
 

=
𝑗

𝑗2𝜔𝐶
 

As 

𝑗2 = −1 

hence 

𝑍∗ = −
𝑗

𝜔𝐶
 

While resistance is always positive, reactance can be positive or negative. Therefore, 

in accordance with the above equations, a capacitive reactance translates into a 

negative imaginary impedance and an inductive reactance translates into a positive 

imaginary impedance.  

Resistor: 

Capacitor: 

Inductor: 

(2.19) 

(2.20) 

(2.21) 
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While impedance spectroscopy is a relatively easy technique to use, the difficulty 

usually lies in performing a meaningful interpretation of the results obtained. It is 

often beneficial to plot gathered data using different complex formalisms to highlight 

separate features of it. There are four commonly-used formalisms to represent 

collected data: impedance, Z*; admittance, Y*; permittivity, ε*, and electrical 

modulus, M*.30 These formalisms are inter-related by Equations 2.22-2.25. 

𝑍∗ = (𝑌∗)−1 

𝑌∗ = 𝑗𝜔𝐶0𝜀∗ 

𝜀∗ = (𝑀∗)−1 

𝑀∗ = 𝑗𝜔𝐶0𝑍∗ 

The blank capacitance C0 is the capacitance for the same volume of free space as that 

of the sample being measured and is given by Equation 2.26, where eo is the vacuum 

of free space (8.854 x 10-14 F cm-1), d is the thickness of the region under 

consideration (cm) and A the surface area (cm2). 

𝐶0 = 𝑒𝑜

𝐴

𝑑
 

Impedance spectroscopy data may also be presented in different graphical ways to 

highlight separate features of the results. The use of complex plane plots, also known 

as Nyquist plots, is one of the most common graphical presentations, in which the 

imaginary (reactive) component Z’’ is plotted against the real (resistive) component 

Z’ using the same linear scales. Spectroscopic plots may also be used, in which either 

the real or imaginary component, on a linear scale, is plotted against frequency on a 

logarithmic scale. These various ways of data presentation give different weightings 

to a data set and can aid greatly in subsequent analysis and interpretation. 

Real world materials and devices are a combination of resistive, capacitive and 

inductive processes. Hence, the electrical properties of these can be represented by 

networks of R, C and L components. When performing analysis of impedance 

results, models are used in the form of equivalent electrical circuits, comprised to a 

first approximation of resistance and capacitance elements (inductance can often be 

Impedance: 

Admittance: 

Electrical modulus: 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

Permittivity: 
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neglected), with the objective of assigning these to different physical processes and 

components within the material/device. Each electrically distinct region of a sample 

can be represented by its own parallel RC element. The origin of this may be 

understood by considering an ideal insulator (dielectric). In an equivalent electrical 

circuit, this would be best represented by a capacitor, which would capture all the 

charge and prevent it from passing through the material. However, in reality, ideal 

insulators do not exist and DC current is able to ‘leak’ through. Therefore, a more 

accurate description of such a component is a ‘leaky capacitor’.31 This can be 

represented electrically by placing a resistor in parallel with a capacitor. The 

capacitor describes the insulating dielectric properties of the material, but the resistor 

describes the leakage behaviour, as DC current is able to pass through the resistor 

and bypass the capacitor, thus evading the charge storage device. At low frequency, 

the impedance of the capacitor is high (Eqn. 2.20), so current mainly flows through 

the resistor, and as the frequency increases, more current flows through the 

capacitor. The magnitude of R controls the degree to which the capacitor leaks and 

the magnitude of C controls the permittivity of the medium which makes up the 

resistor. Hence, to a first approximation, each electrically distinct component of a 

sample may be represented by a parallel RC element, which is characterised by a 

unique time constant, τ (in seconds), given by the magnitude of the RC product (Eq. 

1.12). In impedance spectroscopy, electrical components and parallel RC elements 

are separated on a frequency scale according to their time constants. This allows the 

electrical make-up of a material to be evaluated. 

𝝉 = 𝑹𝑪 

Conduction can be thought of as the movement (hopping) of charge carriers 

(ions/electrons). There is often a significant and variable time delay between 

successive charge carrier ‘hops’. The overall conductivity of the system is 

determined not by the time taken for an individual hop, but by the residence or 

waiting times between sequential hops. The residence time determines the R value of 

the time constant, and because it is an average value, broad relaxation processes are 

detected by impedance spectroscopy, rather than sharp resonances (as seen with 

other spectroscopic techniques e.g. NMR, IR). Broad relaxations are detected at 

different frequencies with a relaxation maxima given by Equation 2.27. The term 

(Time Constant) 
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ωmax represents an angular frequency where the real and imaginary components of 

impedance have the same value. Hence, at this frequency, equal amounts of current 

are flowing through the resistor and capacitor. This relationship is of fundamental 

importance for understanding impedance spectroscopy. 

𝜔𝑚𝑎𝑥𝑅𝐶 = 1 

There is an activation barrier associated with a charge carrier hop. If the average 

residence time depends only on the activation barrier, independent of other processes 

in the structure, this overall conduction is given by an ideal parallel RC element. 

Increasing the temperature of the sample increases the vibrational energy of 

ions/electrons and increases the success rate for a hop. This in turn causes the 

average site residence to decrease and, hence, R is reduced. Very resistive processes 

may occur at such a low frequency that measuring them by impedance spectroscopy 

at room temperature would take an unfeasibly long time. By increasing the 

temperature, these phenomena can be brought into the ‘frequency window’ of the 

measurement. Similarly, extremely conductive processes that occur at very high 

frequencies may be observed by cooling the sample down. 

 

Figure 2.13   A parallel RC element (a) and its impedance complex plane plot (b). 

A parallel RC element along with its impedance complex plane plot are shown in 

Figure 2.13. In order to understand the origin of this graphical presentation and the 

derivation of the Z* equation, it is important to first be aware of the principle that 

impedances add in series and admittances add in parallel. The admittance is also the 

(2.27) 
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reciprocal of impedance (Eqn. 2.22). Therefore, the summation of the reciprocals of 

equations 2.19 and 2.20, gives the admittance for a parallel RC element: 

𝑌∗ =
1

𝑅
+ 𝑗𝜔𝐶 

The impedance can then be derived as follows: 

𝑍∗ = (𝑌∗)−1 =
1

1
𝑅 + 𝑗𝜔𝐶

 

____ =
1

1
𝑅 (1 + 𝑗𝜔𝑅𝐶)

 

=
𝑅

1 + 𝑗𝜔𝑅𝐶
 

In order to separate real, Z’ and imaginary, Z’’ components, the numerator and 

denominator are both multiplied by the complex conjugate of the denominator         

(1 - jωRC): 

𝑍∗ =
𝑅(1 − 𝑗𝜔𝑅𝐶)

(1 + 𝑗𝜔𝑅𝐶)(1 − 𝑗𝜔𝑅𝐶)
 

      =
𝑅 − 𝑗𝜔𝑅2𝐶

1 − 𝑗2𝜔2𝑅2𝐶2
 

As 

𝑗2 = −1 

hence 

𝑍∗ =
𝑅 − 𝑗𝜔𝑅2𝐶

1 + (𝜔𝑅𝐶)2
 

𝑍∗ =
𝑅

1 + (𝜔𝑅𝐶)2
− 𝑗

𝜔𝑅2𝐶

1 + (𝜔𝑅𝐶)2
 

As the imaginary component is purely capacitive, it is written with a negative j, and 

the notation for the complex impedance in this instance is: 

(2.28) 

(2.29) 

(2.31) 

(2.30) 



 Laurence A. Middlemiss, PhD Thesis, Chapter II 

  

105 
 

𝑍∗ = 𝑍′ − 𝑗𝑍′′ 

Therefore, by combining the preceding derivation with Equation 1.12, we get: 

𝑍′ =
𝑅

1 + (𝜔𝜏)2
 

𝑍′′ =
𝑅𝜔𝜏

1 + (𝜔𝜏)2
 

Hence, the Z* complex plane plot (Fig. 2.13) takes the form of a semicircle with a 

maximum frequency that occurs according to Equation 2.27, with height R/2. 

Impedance data plotted in such a way for an ideal parallel RC element is said to 

exhibit a Debye-like response. The diameter of the semicircle, and low frequency 

intercept on the Z’ axis, is R (this is found when ω = 0).  

 

Figure 2.14   Spectroscopic plots for a parallel RC element: (a) Z’’ and (b) M’’. 

Most materials and devices consist of multiple electrically distinct regions. Hence, 

we can represent this electrically as several parallel RC elements connected together 

in series. As mentioned previously, data from impedance spectroscopy 

measurements may be presented using different complex formalisms, and in 

different graphical formats, to highlight separate features of the results. Figure 2.14 

presents data as a spectroscopic Z’’ plot in (a) and M’’ plot in (b), which allows 

separate visualisation of the Z’’, M” components against frequency on a logarithmic 

scale. A spectroscopic plot of Z’’ against log frequency (a) is scaled according to R, 

meaning that for a series of parallel RC elements, the largest Z’’ peak will 

(2.32) 

(2.33) 
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correspond to the most resistive component. For an ideal parallel RC element, Z’’max 

= R/2, and for a perfect Debye peak, the full width half maximum (FWHM) will 

measure 1.14 decades on the log f scale.32 The electrical modulus M’’ spectroscopic 

plot (b) is scaled according to C0/C and has a maximum value at C0/2C (the C0 terms 

are changed to e0 if data has been geometry corrected prior to plotting it). This means 

that for a series of parallel RC elements, the component with the largest M’’ peak 

possesses the smallest capacitance. 

 

Figure 2.15  (a) A series combination of two parallel RC elements, (b) 

corresponding impedance complex plane plot, (c) corresponding spectroscopic plot 

of  capacitance C’ on a logarithmic scale. 

For the circuit shown in Fig. 2.15 (a) of two parallel RC elements connected in 

series, we can simply add together the impedances of the separate components. The 

resulting impedance complex plane plot (b) therefore consists of two semicircles of 

diameters R1 and R2. The total DC resistance (RTot) of the system can be calculated 

by adding the separate resistive components together: 

𝑅𝑇𝑜𝑡 = 𝑅1 + 𝑅2 + ⋯ 

If the time constants for the RC elements are separated by at least two orders of 

magnitude, then the components are well separated in the impedance response and 

there are two distinct semicircles,31 as is shown in Figure 2.15. However, if the time 

(2.34) 
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constants are more similar, then a composite arc is formed in the complex plane plot, 

and it is less easy to distinguish between the separate components. In such a case, the 

total resistance is still readily obtained but a data fitting procedure is required to 

deconvolute the total resistance into its separate components. In such an instance, it 

can be useful to examine a combined Z’’/M’’ spectroscopic plot, as these formalisms 

give different weightings to data, as was previously discussed. 

Another useful data presentation to help in separating different electroactive regions 

within a sample is a plot of capacitance C’ against log f (c), where C’ is just the 

geometry corrected capacitance, given by:  

𝐶′ = 𝐶
𝑑

𝐴
 

To a first approximation, each plateau (constant capacitance region) in the C’ plot 

can be assigned to a separate electroactive region. Hence, the high frequency plateau 

in (c) is attributed to the limiting high frequency capacitance, C1. However, the value 

of each plateau is often just an approximation of the capacitance of the component 

assigned to it. In reality, each plateau is a composite value, with multiple 

contributions coming from separate RC components. 

 

Figure 2.16   A parallel RC element with a contant phase element (CPE) connected 

in parallel. 

As mentioned previously, the residence time between successive ion/electron hops, 

determines the R value of the time constant. If the average residence time depends 

only on the activation barrier, independent of other processes in the structure, this 

overall conduction is given by an ideal parallel RC element. In reality, however, 

(2.35) 
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other factors are at play e.g. the availability of vacant sites, interaction between 

charged species. These constraints to independent conduction steps present 

themselves in impedance data in the form of distorted/depressed semicircles in the 

complex plane plot and asymmetric Z'', M’’ peaks, whose peak maxima no longer 

coincide.33 Therefore, an additional component, a constant phase element (CPE), is 

required to account for the frequency dependency of the response and represent 

departure from ideality.34 A constant phase element is a combined variable resistor 

and variable capacitor, and is often placed in parallel to the RC element (Fig. 2.16).35 

The impedance of a constant phase element is defined as: 

𝑍∗ =
1

(𝑗𝜔)𝑛𝑌0
 

where Y0 is a constant and 0 < n < 1. For a value n = 1 the CPE reduces to a perfect 

capacitor, and for n = 0 it is a resistor. When the parameter is assigned a value 

between 0 and 1 it is a non-ideal capacitor with a resistive component. Constant 

phase elements are successful in providing good fits to data in all formalisms. No 

other function that has been used previously to model non-ideality has achieved this 

degree of data analysis and universal applicability.31 

   2.13.2 Impedance Spectroscopy for Electroceramics 

 

Figure 2.17   Examples of electroceramic materials studied by impedance 

spectroscopy. 

An electroceramic is an inorganic solid, usually a polycrystalline oxide, possessing 

electrical properties that can be exploited for useful applications.36 These electrical 

properties depend on both the overall crystal and defect structure of the solid, as well 

(2.36) 



 Laurence A. Middlemiss, PhD Thesis, Chapter II 

  

109 
 

as any interfaces present within the material. Properties may range from insulating to 

a variety of conduction types (Fig. 2.17). Impedance spectroscopy enables the 

overall electrical properties of the sample to be divided into component parts, which 

can then be systematically studied or modified. It is the only widely-applicable 

technique for characterising the electrical microstructure of materials. The total 

resistance of the solid is measured and, through appropriate data analysis, can be 

deconvoluted into contributions from different regions within the sample’s structure. 

Furthermore, the technique makes it possible to determine the nature of the 

conducting species (ions/electrons). 

The brickwork layer model (BLM)37 is a useful approach for analysing impedance 

spectroscopy of electroceramics (Fig. 2.18). In this, an electrode is applied to either 

side of an idealised solid, assumed to consist of cubic conductive grains, referred to 

as the bulk of the material, surrounded by thin high-resistive grain boundaries. Each 

of these electroactive regions - bulk, grain boundary, sample-electrode interface – 

has a resistance and capacitance associated with it; and so to a first approximation, 

an electroceramic may be modelled by several parallel RC elements connected in 

series. Hence, each electrical component of the solid possesses a different time 

constant and, therefore, they can be separated out according to frequency in the 

generated impedance spectrum and characterised one by one. The physical origins of 

these electrical properties can then be determined by varying the temperature, 

atmosphere etc.  

 

Figure 2.18   Brickwork layer model (BLM) for an electroceramic. 
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In an electroceramic, the grain boundary resistance is assumed to be greater than the 

bulk of the sample. The origin of this may be due to resistive impurity phases at the 

grain boundaries and/or space charge effects.38–40 Assuming the relative permittivity 

of the grain boundary and the bulk are the same, then in accordance with Equation 

1.9, the grain boundary will have a larger capacitance, as it is thinner. As the bulk 

has a smaller resistance and capacitance than the grain boundary, it possesses a 

smaller time constant (Eq. 1.12). The time constant is inversely proportional to 

frequency (Eq. 2.27), and, therefore, this component of the electroceramic will 

appear at a higher frequency in the EIS spectrum. Hence, the bulk of an 

electroceramic is usually the highest frequency component in an impedance complex 

plane plot. The capacitance values of the different electroactive components in the 

solid will vary by several orders of magnitude, depending on the geometry of the 

regions responsible. A capacitance in the picofarad region is typical for a sample 

bulk (for a material with permittivity ~ 10), with thinner regions of the 

electroceramic possessing higher capacitances. A summary of typical capacitance 

values is provided in Table 2.2.41 Hence, by calculating the capacitance for each arc 

in an impedance complex plane plot through use of Equation 2.27, it may be possible 

to determine which region of the sample is being measured at a particular frequency. 

Plotting data as C’ against f on logarithmic scales also allows for a quick separation 

of the different phenomena, at least in theory, with each showing up as a plateau. 

Table 2.2    Capacitance values and their possible interpretations.41 

                                                           
* Capacitance values are corrected for overall sample geometry of the electroceramic, rather than 
geometry of region or phenomena. 

Capacitance / F cm-1 * Phenomenon 

10-12 Bulk 

10-11 Minor, second phase 

10-11 – 10-8 Grain boundary 

10-10 – 10-9 Bulk ferroelectric 

10-9 – 10-7 Surface layer 

10-7 – 10-5 Sample-electrode interface 

10-4 Electrochemical reactions 
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In a well-sintered dense ceramic, the grain boundary will usually possess a 

capacitance 2-3 orders of magnitude greater than the capacitance of the bulk.31 

However, in a poorly sintered ceramic, which contains some porosity, the 

capacitance values may be more similar. This results in less well separated 

components (arcs) in the impedance complex plane plot and makes it difficult to 

distinguish between the different regions. Impedance data can therefore be used as 

an indicator for quality of a ceramic and be used to refine fabrication procedures. A 

way of gaining greater insight into the origin of the different features in a complex 

plane plot is by presenting data as combined Z’’/M’’spectroscopic plots.42 The bulk 

component usually has the smallest capacitance as a consequence of its geometry, so 

the M’’ spectroscopic plot can be used to identify this component of a data set. The 

capacitance of the bulk can then be calculated, as the maximum has a value 

corresponding to e0/2C, which in turn can be used to estimate the resistance of the 

bulk from Equation 2.27. Furthermore, the largest Z’’ peak in the data set indicates 

the most resistive component, which is often the grain boundary. 

If the dominant Z’’ and M’’ peaks in combined Z’’/M’’spectroscopic plots occur at 

separate frequencies, then the impedance response has both a bulk and grain 

boundary contribution, and the electroceramic is electrically heterogeneous. If the 

combined Z’’/M’’spectroscopic plots show only single overlapping peaks at the 

same frequency, then the material can be described as electrically homogeneous with 

the response dominated by the bulk; there is no significant grain boundary 

impedance. However, if the peaks have broadened significantly and are slightly 

offset, this indicates that here is some degree of electrical bulk inhomogeneity in the 

sample. The origin of this heterogeneity might be the existence of regions with small 

deviations in dopant level compared to one another, or possibly core-shell 

microstructures, where there is a compositional gradient from the surface of grains to 

their interior.43 Impedance data for a sample possessing core-shell microstructures 

may even possess two bulk-related M’’ peaks if the time constants of the core and 

shell are different enough.44 The formation of core-shells is dependent upon ceramic 

processing conditions, and, hence, it is important to remember that impedance data is 

controlled by the fabrication procedure used, as well as the material present. 



 Laurence A. Middlemiss, PhD Thesis, Chapter II 

  

112 
 

From impedance data and appropriate equivalent circuit analysis, values for the 

resistances and capacitances of the different electroactive regions may be 

determined. Furthermore, from similar impedance measurements over a range of 

temperatures, activation energies Ea (eV) may be calculated for the different regions 

of the electeroceramic via the Arrhenius equation: 

𝝈 = 𝑨𝒆
−𝑬𝒂
𝒌𝑻  

where σ is conductivity in siemens (S), A is a pre-exponential factor/constant (S), k is 

the Boltzmann constant (8.6173 x 10-5 eV K-1), and T the absolute temperature (K). 

By obtaining the resistance at different temperatures from impedance data, Arrhenius 

plots may be constructed of the logarithm of conductivity σ against reciprocal 

temperature 1/T.45 For a single rate-limited thermally activated process, an Arrhenius 

plot gives a straight line, from which the activation energy can be determined via the 

gradient. If a similar Ea is obtained for the bulk and grain boundary components, this 

often indicates a poorly sintered (porous) ceramic.31 The values of the activation 

energies can be used to help identify the type of conduction in the electoceramic, i.e. 

whether it is ionic of electronic. 

The nature of the mobile charge species can also be inferred from examining low 

frequency impedance data. For electronically-conducting electroceramics, electrons 

are able to cross freely between the sample and electrode, so there is no resistive 

barrier associated with this and thus no response in the impedance spectrum. For 

ionic conductors, on the other hand, ions are not usually able to move between the 

sample and electrode, and, therefore, there is a build-up of ions at the sample-

electrode interface. In such an instance, this contact is referred to as a 

blocking/double layer capacitor (Cdl). The sample-electrode interface is a very thin 

region of the electroceramic, and, therefore, this phenomenon shows up at low 

frequency, as a spike, in the EIS spectrum.46 Such a spike is indicative of ionic 

conduction in the sample, and its imaginary impedance is given by Equation 2.38. 

𝑍′′ = −
1

𝜔𝐶
 

 Ideally, the spike should be vertical and, therefore, represented in an equivalent 

circuit by a capacitor connected in series to the rest of the impedance components. 

(2.37) 

(2.38) 

(Arrhenius Equation) 
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However, a high surface roughness usually results in an inclined spike, and a 

constant phase element is, therefore, often more suitable to model the response.47,48  

 

Figure 2.19   Schematic, idealised impedance spectrum of an ion conducting 

electroceramic showing bulk (b), grain boundary (gb), charge-transfer (ct) and 

Warburg (W) components. 

Depending on the nature of the ionically-conducting system, electrode reactions may 

also occur. This is where there is electron exchange with ions at the two electrodes. 

There will be a resistance associated with this, referred to as a charge-transfer 

resistance (Rct), which is placed in parallel to the double layer capacitor in the 

equivalent circuit.49 Hence, for such systems, the low-frequency spike collapses to an 

additional arc,50 which will have a capacitance in the microfarad region, consistent 

with Table 2.2. When this occurs, there will also be an additional component at low 

frequency, an inclined spike which represents the impedance associated with the 

solid state diffusion of ions to/from the electrodes.51 The electrode is said to be 

partially blocking, and such a scenario is also indicative of ionic conduction in the 

material. When the spike is at an angle of 45° to the Z’ (real) axis, this indicates 

infinite diffusion, and is referred to as a Warburg impedance W,52 which takes the 

form of a constant phase element where n = 0.5. Figure 2.19 shows an idealised 
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impedance complex plane plot, along with the appropriate equivalent circuit, for a 

material exhibiting ionic conduction. At very high temperatures or very low 

frequencies, the Warburg element will also eventually collapse to an arc, as ions are 

able to diffuse through the entire thickness of the electrode. 

Often, the charge-transfer and diffusion controlled regions at low frequency in the 

impedance spectrum are not well defined. The observed electrode response depends 

on the relative magnitudes of Rct and W.52 If the electrode reactions proceed quickly, 

such as at high temperatures, the charge-transfer component may be small and 

difficult to observe in the impedance spectrum. Hence, the Warburg element 

dominates the response at low frequency in such an instance, and the circuit in 

Figure 2.19 can be approximated without the charge-transfer resistance and double 

layer capacitance. A low-frequency spike indicates that a significant amount of ionic 

conduction is present in the sample, but there may also be a degree of electronic 

conductivity also. For mixed conductors with a larger amount of electronic 

conduction there is no spike, but another arc at low frequency due to a parallel 

electronic pathway.53 The circuit for an ionic conductor is then modified by placing 

an additional resistor in parallel with the sample (Re), and a second in parallel with 

the Warburg element (Rw,e); as shown in Figure 2.20.54 

 

Figure 2.20   Equivalent electrical circuit for a mixed conductor. 

In this work, pellets were pressed with 0.4 tons pressure and heated at the desired 

sintering temperature for 1 h. Platinum or gold electrode paste was painted on both 

sides of the pellet and dried by heating in a furnace. Impedance measurements 

performed in air, at room temperature and above, were collected with an Agilent 

E4908A analyser at 100 mV AC with a sweep frequency from 10 Hz to 1 MHz in 
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air. Low temperature impedance measurements were carried out using an Oxford 

Instrument cryocooler and an Agilent E4980A Precision LCR meter over the 

frequency range from 20 Hz to 1 MHz with 100 mV alternating voltage. Data 

collected in N2/O2, at room temperature and above, used a Solartron 1260 analyser 

at 100 mV AC over the frequency range 10-1 to 106 Hz. Impedance data were 

corrected for overall pellet geometry and for blank capacitance of the conductivity 

jig. Analysis was performed  using ZView software.

   2.13.3 Characterisation of Batteries by Electrochemical    

Impedance Spectroscopy 

All batteries possess an internal resistance, which is defined as an opposition to 

current flow. This is made up of a contribution of electronic and ionic resistances. 

Electronic resistance originates from the resistivity of the component materials of a 

battery and their interfaces. Ionic resistance is controlled by electrochemical factors, 

e.g. conductivity of the electrolyte, ion transfer across the electrode-electrolyte 

interface, diffusion through the electrode.55 An increase in the internal resistance of a 

battery over time can indicate declining battery capacity or degradation,56 hence, it is 

an important parameter for analysing cell performance. The internal resistance of a 

battery can be measured and monitored via a number of different methods. 

The DC internal resistance (DCIR) measurement works by applying a brief step 

(dis)charge current (pulse) and measuring the voltage drop.57 Only the DC resistance 

is obtained, with no information on the reactance of the system, meaning it is not 

possible to separate out different resistive contributions within the cell. In essence, 

the battery is treated as one large resistor using this technique. Furthermore, the 

measured value is dependent upon voltage amplitude and duration, and time taken to 

record data.58 The instantaneous voltage drop after the current pulse is due to ohmic 

resistance (current collectors, electrolyte), however, a further drop will occur due to 

electrochemical processes (charge-transfer, diffusion). Hence, a different time taken 

to record the measurement will give a different value. The 1,000 Hz AC internal 

resistance (ACIR) test is another method. A 1 kHZ signal excites the battery and 

Ohm’s Law used to calculate the resistance. However, similar to DCIR, this method 
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only gives information at a single point in time, which is dependent on the feature in 

the impedance spectrum at this frequency. The advantages of electrochemical 

impedance spectroscopy are that it is a non-destructive technique and provides a 

considerable amount of information across a wide frequency range in a relatively 

short space of time, while preserving the integrity of the battery. Furthermore, as the 

technique is particularly sensitive to systems that contain several impedance 

elements, including bulk components and interfaces, this makes it particularly well-

suited for studying a battery, which is a multi-component device.  

 

Figure 2.21   Kinetic steps in a sodium-ion battery. 

A standard battery consists of two electrodes, an electrolyte, separator and current 

collectors. The different kinetic processes that occur inside a sodium-ion battery are 

illustrated in Figure 2.21.59 The electrode is a porous structure, consisting of active 

material and conductive carbon additive particles, held together by a binder. The 

electrolyte conducts sodium ions, which are able to pass through the permeable 

separator. At the electrode, the Na+ ions move into the electrolyte-filled cavities. 

There is an ionically-conducting passivating layer at the surface of the active 

material particles, formed by decomposition reactions. Electrons travel from the 
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current collector to the active material via hopping between particles. This leads to 

the formation of a double layer at the electrode-electrolyte interface where there are 

electrons at the surface of electrode particles and a layer of ions in the electrolyte 

surrounding them. At the active material surface, a charge-transfer reaction occurs 

where a positively charged ion and electron pair up to maintain local 

electroneutrality. The ion then diffuses (D) into the bulk of the electrode. Each of 

these kinetic steps inside a battery operates on a unique time scale (and thus 

possesses its own individual time constant). Therefore, conducting the EIS 

measurement across a wide frequency range allows for the dynamics of each 

elemental step to be analysed separately and, hence, each component of the cell to be 

characterised one by one. In this way, it may be possible to differentiate between 

individual resistive contributions inside the battery and, therefore, in doing so, 

determine what the major performance limiting factor is, i.e. identify the rate-

limiting step. This can then be potentially overcome (its resistance reduced) to 

enhance the operation of the battery. 

As with electroceramics, the analysis of impedance spectra for batteries may be 

aided through the use of models in the form of equivalent electrical circuits. These 

help to assign different parts of the obtained impedance spectrum to different 

components and processes inside the electrochemical cell. The Randles equivalent 

electrical circuit (Fig. 2.22), first proposed in 1947,60 is one of the simplest models 

for describing processes at an electrochemical interface. It consists of an electrolyte 

solution resistance (Rs) in series with a double layer capacitance (Cdl), which is in 

parallel with a charge-transfer resistance (Rct). The capacitor is often replaced with a 

constant phase element (CPE) because the characteristics of the double layer are 

non-ideal e.g. due to surface roughness. The rate of the charge-transfer reaction is 

controlled by the diffusion of reactants from the electrode surface, and so a Warburg 

element (W) is placed in series with Rct. In real electrochemical systems, such as a 

battery, impedance spectra are often very complicated and the Randles circuit may 

not be appropriate. However, it is often a useful starting point for the development of 

other more complex models. 
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Figure 2.22   The Randles equivalent circuit.60 

As well as being used to analyse specific kinetic properties of battery materials, 

electrochemical impedance spectroscopy can also be used to obtain important 

behavioural parameters. An impedance measurement can be conducted at any point 

during a battery’s lifetime and at any point during its (dis)charging cycle. The 

generated spectrum is dependent upon the state of health of the battery and its state 

of charge. Therefore, by performing EIS measurements for a battery at various 

predefined SoC and SoH values, it may be possible to deduce relationships between 

certain EIS parameters from equivalent circuits and the state of the cell. Thus, it may 

then be possible in future to estimate the SoC and SoH value of a battery from 

impedance spectroscopy measurements.61 This is not always straightforward, as 

battery impedance may increase and decrease during the course of a battery’s 

lifetime. Therefore, often multiple model parameters are required for confident 

estimation. 

To perform EIS on batteries, a frequency response analyser (FRA) is typically used 

in combination with an electrochemical interface. The electrochemical interface 

applies a constant voltage (CV) or constant current (CC) and the FRA superimposes 

a small AC signal, usually in the range mHz–MHz, and measures the response.62 A 

multiplexer connects the FRA to the battery test system. A typical setup is shown in 

Fig. 2.23. The battery is connected using four wires — two for current flow and two 

for cell potential. This is in order to improve the accuracy of the EIS measurement as 

just a few microamps of current flowing in the voltage leads will result in an 

impedance error in both the real and imaginary components. The FRA outputs a 

signal to the cell via the counter electrode (I-) and the signal is returned through the 
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working electrode (I+). It also connects to a pair of reference electrode points (V+ 

and V-) to measure the voltage across the cell. 

 

Figure 2.23   Experimental setup for impedance measurement of a battery. 

EIS may be used to characterise either the static or dynamic impedance of a 

battery.63 Dynamic measurements are conducted on the battery during 

charge/discharge by performing an EIS scan while simultaneously applying a DC 

bias across the cell. This allows for information to be obtained during operation of 

the battery, and is useful for determining the minimum (de)-insertion voltage for 

electrodes, as well as enabling any intermediary reactions/species to be detected and 

monitored. Static EIS, in contrast, is performed when the battery is at rest. For such a 

measurement, a reproducible steady state is required to ensure validity.64 Therefore, 

an open circuit voltage is applied before conducting the measurement to ensure that 

the voltage does not vary significantly during the EIS measurement. Similarly, an 

additional rest period or open circuit may be implemented following the impedance 

scan to allow the cell to ‘recover’ from any changes that occur during the EIS run, 

prior to continuing with the cell cycling. 

Impedance spectroscopy can also be used in either potentiostatic (constant voltage) 

or galvanostatic (constant current) mode.61 Potentiostatic mode, where a voltage is 

applied at each frequency and the resultant current measured, is most common. The 



 Laurence A. Middlemiss, PhD Thesis, Chapter II 

  

120 
 

current responds at the same frequency as the applied voltage but may be shifted in 

phase. In order to ensure a steady state, EIS usually is carried out with a small 

potentiostatic signal amplitude of 10 mV so that the cell response is pseudo-linear (in 

phase). If the system is non-linear, the response contains harmonics of the input 

signal frequency.65 However, for larger batteries, which possess smaller impedances, 

even a signal this small can produce enough current that changes the state of the 

device. Therefore, for such a system, galvanostatic EIS may be favoured, as a 

relatively small change in voltage may result in a large DC current, whereas large 

changes in current usually result in only small changes in voltage.66 There can also 

be a problem of OCV drift when performing potentiostatic measurements, which is 

not an issue for galvanostatic EIS. Care must be taken, however, to ensure that 

correct current amplitude is chosen when performing a glavnostatic measurement; 

for batteries, an amplitude of ≤ 5% of the (dis)charge current is recommended.67 

An idealised spectrum for a metal-ion battery is shown in Fig 2.24 together with its 

equivalent circuit. There is also often a tail below the real Z′ axis at higher 

frequencies, not shown, which is due to inductive effects associated with the battery 

and/or the experimental setup. With decreasing frequency, the first feature is a non-

zero ohmic resistance where the spectrum intersects the real Z′ axis at high 

frequency; it is represented in the equivalent circuit by a resistor (RHF). The two 

semi-circles, usually of different size, are each represented by a parallel RC element. 

To account for, and model, a non-ideal or distorted semi-circle, a constant phase 

element (CPE), is added in parallel with the parallel RC element. The fourth feature, 

at low frequency, is frequently an inclined spike, which can be a non-ideal capacitor 

represented by a CPE or a Warburg element (where n = 0.5) if the spike is at 45° to 

the Z′ axis.  
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Figure 2.24   Schematic idealised complex plane plot for a battery together with its 

ideal equivalent electrical circuit. 

The impedance spectrum shows a separation of processes in the battery, dependent 

upon time-scale. The high-frequency section consists of the fastest processes, which 

make up the ohmic resistance: ionic conductivity of the electrolyte, separator and the 

electron conductivity in the current collector and wires. The electrolyte resistance 

dominates this response as the diffusion of solvated ions is the slowest process of 

them. There is no polarisation (capacitance) associated with these processes (at least 

for a highly concentrated salt electrolyte),59 and, therefore, they are represented by 

only a resistor placed in series to the impedance of the rest of the cell. The slowest 

process in a battery will be solid state diffusion of Li+/Na+ ions in the bulk of the 

electrode, and, hence, this is seen at low frequency as a spike. The remainder of the 

components in the mid-frequency range will account for the rest of the cell: charge-

transfer, the passivating surface layer etc.  

Figure 2.24 shows an idealised impedance spectrum, but in reality, data obtained is 

much more complex. Hence, when carrying out impedance measurements, it can be 

difficult to interpret the generated spectrum due to the overlapping of processes with 

similar time constants. It may be possible to an extent to afford better separation of 

the components through cooling down the system, which causes resistances and 

subsequently, the difference between time constants to increase. Half-cell 

measurements can also be used to study the cathode and anode separately, however, 

the impedances associated with the electrodes in this setup may not reflect the 

processes occurring in a full-cell battery at different states of charge and discharge. 



 Laurence A. Middlemiss, PhD Thesis, Chapter II 

  

122 
 

Measurements may also be made on symmetric cells in which the two cells are 

disassembled and the cathode of one is replaced with the anode of the other, and vice 

versa.68 However, such approaches are limited as symmetric cells cannot be charged 

and discharged in the same way as a fully functioning battery. The arduous process 

of disassembling and reassembling cells must therefore be carried out repeatedly, in 

order to gather information at different states of charge and states of health. For these 

reasons, a three-electrode cell setup is often preferred. A three-electrode cell design 

incorporates a spectator reference electrode, which (at least in theory) does not 

interfere with the cycling of the battery. The battery is then charged/discharged as 

usual, but as well as recording the impedance across the entire cell, the impedances 

of the cathode and anode can be measured separately against the reference. It is 

therefore possible to monitor how each electrode contributes to the overall 

impedance of the battery.62  

In this work, two-electrode cells were tested using a Maccor Series 4000 Automated 

Test System. The layered oxide cathode was connected to the positive terminal and 

the carbon anode to the negative terminal using banana clips. AC impedance 

measurements were performed using a frequency response analyser (Solartron 

Modulab). All cells were held at a constant temperature of 30 ± 0.5 °C using a 

Maccor Temperature Chamber. Three-electrode cell measurements were performed 

using a potentiostat with a parallel frequency response analyser (Solartron Pstat 

1470E/FRA 1455A). Three intrinsic EIS scans were made using different methods 

for connecting the Solartron equipment to the electrodes. In the first, the impedance 

of the cell was measured without using the reference electrode. In the second, the 

impedance of the working electrode (layered oxide) was measured against the 

reference (Li/Na metal) electrode, and, in the third, the counter electrode (carbon) 

was measured versus the reference electrode. All cells were held at a constant 

temperature of 30 ± 0.5 °C using a MMM FRIOCELL Incubator. 

Each battery was left for 32 h at 30 °C prior to cycling to allow time to equilibrate. 

An impedance measurement was then performed before beginning to cycle the cell. 

The cells were cycled under constant current/constant voltage (CC/CV) conditions, 

with four hours for equilibration after each charging/discharging step, prior to 

performing an impedance scan. AC impedance measurements were performed in 
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static potentiostatic mode by varying the frequency with a perturbation signal 

amplitude of 10 mV (peak to peak) from 10 mHz to 100 kHz for two-electrode cells 

and 10 or 50 mHz to 1 MHz for three-electrode measurements. An additional one-

hour open circuit voltage (OCV) hold after running EIS allowed the cell to return to 

a steady state. Data acquisition was performed using MIMS and Multistat software 

for two- and three-electrode cells respectively. ZView software was used for 

impedance data analysis. 
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Chapter III 

Structural Characterisation and Electrical 

Properties of Mixed Phase Na[Ni,Mg,Mn,Ti]O2 

3.1 Introduction 

As mentioned in Chapter I, layered oxides have, to date, been one of the most 

researched sodium-ion cathode material systems.1 These possess a rock salt type 

structure (Fig. 3.1.) consisting of a O-Na-O-TM-O stacking sequence. The structure 

is built of sheets of edge-sharing TMO6 octahedra, with Na+ ions inserted between the 

metal oxide slabs. The covalently bonded TMO2 layers allow for the reversible 

extraction/insertion of sodium ions from the interlayer Na planes. The packed 

sodium sheets confer a high theoretical specific capacity, and, depending on the 

transition metals used, the cathode can be tailored to operate at high redox potentials. 

A combination of these properties means that large energy densities, rivalling those 

of certain Li-ion materials, are possible when used in sodium-ion batteries. 

 

Figure 3.1   Unit cell of a layered rock salt. 

Some of the best layered oxide cathodes made so far contain a combination of 

several transition metals in the oxide sheets: TMTM’TM’’…O2.
2 As well as 

electrochemically active elements, such as Ni and Mn,3 inactive spectator elements, 

e.g. Mg and Ti, are utilised to enhance capacity retention and lead to a smoother 
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voltage profile.4 Hence, in theory at least, a cooperative effect between these 

different transition metals can allow for an ideal battery system to be designed. The 

structure of the layered sodium oxide cathode and the amount of Na contained in it 

also hugely affect the electrochemical properties of the battery. In sodium-based 

materials, the stacking of the TMO2 sheets with different orientations gives rise to 

polymorphism.5 The cation-ordered rock salt superstructures that form can be 

divided into O (octahedral) and P (prismatic) phases depending on the environment 

in which the Na+ ion is located. Of these, the O3- and P2-type polymorphs are the 

most common to date,6 where the number denotes how many oxide sheets are 

contained in a single cell unit. These O3 and P2 phases each possess their own 

intrinsic strengths and weaknesses. The O3 polymorph has a higher sodium 

reservoir, however, the material is prone to unfavourable complex phase transitions 

during cycling. The P2 phases, in contrast, tend to possess greater stability; however, 

cell performance is limited by the large number of unoccupied Na+ ion sites they 

possess7,8 Recently, research has taken place into cathodes made up of a mixture of 

these two layered phases in order to overcome their individual limitations and 

combine the high energy of the O3 with the high power of the P2.9,10 However, much 

is still unknown about the structures and electrical properties of these unique 

complex multiphase systems and how these give rise to a favourable electrochemical 

performance. 

In this chapter, a promising novel mixed phase layered sodium quaternary transition 

metal oxide, Na[Ni,Mg,Mn,Ti]O2, is studied as a potential Na-ion cathode candidate. 

The structure and thermal stability of the material is examined using a variety of 

different characterisation techniques. The electrical properties of the material are 

also investigated using impedance spectroscopy. Electrochemical testing is 

performed employing both half- and full-cell battery setups.* Finally, in operando 

XRD is carried out in order to try and gain a better understanding of how the 

unconventional structure of the multiphase layered oxide relates to its 

electrochemical performance. 

 

                                                           
* In this chapter, half-cell refers to when the anode is sodium metal, and full-cell when it is carbon. 
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3.2 Experimental 

   3.2.1 Materials 

The Na[Ni,Mg,Mn,Ti]O2 layered rock salt type structure used in this work was a 

commercial product obtained from Faradion, and was used as-received. The layered 

compound had been prepared by solid state synthesis. Acetone, isopropanol and N-

Methyl-2-pyrrolidone (NMP) solvents were obtained from Sigma-Aldrich UK Ltd.  

   3.2.2 X-Ray Diffraction 

Phase analysis used a STOE Stadi P X-ray diffractometer, Mo Kα1 (λ = 0.70926 Å) 

with a linear position sensitive detector (PSD) at an accelerating voltage of 40 kV 

and a tube current of 45 mA. Data were recorded over the 2θ scan range 5 - 40 ° with 

a step size of 0.1 °. A Ge monochromator was used to remove Kα2 and Kβ, in order 

to leave Kα1 monochromatic radiation. Qualitative phase analysis was performed 

using the PDF-4+ software, and patterns compared with PDF cards from the 

International Centre for Diffraction Data (ICDD).11 

In operando XRD was performed using a Malvern Panalytical Empyrean X-ray 

diffractometer, Ag Kα (= 0.5608 Å) with a hybrid pixel detector, at an accelerating 

voltage of 60 kV and a tube current of 36 mA. Data were recorded over the 2θ scan 

range 12 - 15 ° with a stepsize of 0.1 °. Each XRD pattern took ∼16 min to record. 

   3.2.3 Materials Characterisation 

Scanning Electron Microscopy (SEM). Prior to analysis, samples were deposited on 

carbon-coated tape and mounted on aluminium stubs. Determination of 

microstructure information was carried out using an Inspect F50 microscope with a 

field emission gun (FEG) operating at 20 kV. 

Thermogravimetic Analysis (TGA). For each measurement, 10-20 mg of powder 

sample was placed in an alumina crucible. The heating/cooling rate was fixed at 5 

°C/min, but the measured temperature ranges varied according to each sample. The 
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measurements performed in flowing air and nitrogen used a PerkinElmer Pyris 1 

(PerkinElmer, Massachusetts, USA).  The measurements performed in oxygen were 

taken using a PerkinElmer TGA 4000. Pyris Manager software was used for data 

analysis.   

Differential Scanning Calorimetry (DSC). For each measurement, 20-30 mg of 

powder sample was placed in an alumina crucible and heated/cooled between 25 and 

1000 °C at 5 °C/min heating/cooling rate, in an air/argon (80/20) atmosphere. The 

temperature of the sample was compared with that of an inert reference material (in 

this case an empty alumina crucible). The data were collected using a NETZSCH 

404 C thermal analyser (Netzsch, Selb, Germany) and analysed using Proteus 

Analysis software. 

Impedance Spectroscopy. Pellets were pressed with 0.4 tons pressure and heated at 

the desired temperature for 1 h. Platinum paste was painted on both sides of the 

pellet and dried by heating in a furnace. Impedance data were collected with an 

Agilent E4908A analyser at 100 mV AC with a sweep frequency from 10 Hz to 1 

MHz in air. Impedance data were corrected for overall pellet geometry and for blank 

capacitance of the conductivity jig. Analysis was performed using ZView software. 

   3.2.4 Electrochemical Testing 

Electrode sheets were supplied by the Warwick Manufacturing Group (WMG). The 

composite cathode they supplied consisted of the active material component 

Na[Ni,Mg,Mn,Ti]O2, which had been mixed with polyvinylidene fluoride (PVDF) 

binder and C65 carbon black conductive additive in a 89 : 6 : 5 weight ratio. For the 

anode, a non-graphitizable commercially-available carbon had been mixed with 

PVDF and C45 carbon black in a 88.1 : 9 : 2.9 weight ratio. WMG formed slurries of 

both of these with NMP before these mixtures were drawn down onto carbon-coated 

aluminium foil. These were then dried and stored at 60 °C in a vacuum oven before 

battery assembly took place in our lab. The average mass loading for the positive 

electrode sheet was 15-17 mg/cm2 and 8.5-9.0 mg/cm2 for the anode. The separators 

used in the Na-ion cells to isolate the two electrodes from one another were cut from 

GF/A glass microfiber filter paper (Whatman). The electrolyte used was a solution of 
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0.5 M sodium hexafluorophosphate in an ethylene carbonate : diethyl carbonate : 

propylene carbonate (1:2:1) mixture. This was prepared in the glove box, with the 

solvent mixture dried over molecular sieves for 16 h prior to dissolution of the salt. 

Electrochemical testing was performed using a Maccor Series 4000 Automated Test 

System. All cells were held in temperature-controlled environmental chambers. 

An argon-filled (H2O, O2 < 0.1 ppm) glove box was used for battery assembly 

(MBraun, Germany). Electrochemical half-cell testing was performed using 

aluminium CR2032 coin cells with a Na metal-disk, 11 mm in diameter, as the 

counter electrode. Circular positive electrodes, 12 mm in diameter, were punched 

from the Na[Ni,Mg,Mn,Ti]O2 cathode coating. Cell casings, spacers, springs and 

separators were all dried in an 80 °C vacuum oven for 16 h prior to being taken into 

the glove box for battery assembly. 

Full-cell testing took place using Na[Ni,Mg,Mn,Ti]O2 positive electrodes with a 

discharge capacity per unit area of 2.5 mAh/cm2 (20 x 20 mm, thickness: 0.155 mm) 

cycled against negative hard carbon electrodes (22 x 22 mm, thickness: 0.135 mm). 

Laminate-type prismatic pouch cells (7 x 5 cm) containing aluminium current 

collector tabs (MTI) to connect the electrodes to the battery tester were dried at 70 

°C overnight before being taken into the glove box. For galvanostatic intermittent 

titration technique (GITT) measurements to determine the diffusion coefficient 

(DNa
+), a current pulse of 0.1C was applied during charge and 0.2C during discharge, 

for 10 min, followed by a relaxation time of 1 h. 
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3.3 Results and Discussion 

   3.3.1 Structural Characterisation and Thermal Stability 

Phase analysis of the as-received Na[Ni,Mg,Mn,Ti]O2 powder from Faradion was 

performed using powder X-ray diffraction (PXRD). The diffractogram (Fig. 3.2) 

suggests that this is a mixed phase layered rock salt type structure, consisting of one 

O3 and one P2 polymorph. The two nominal phases that make up the material are the 

layered sodium oxides O3-Na-[Ni0.5Mn0.5]O2 (PDF: 01-082-9602)12 and P2-

Na0.64[Mn0.8Mg0.2]O2 (PDF: 04-022-8282).13 A small amount of the starting material, 

NiO, appears to be present as an impurity. The strongest peak from the cubic NiO 

pattern, (200), can be indexed as a shoulder on the P2 (103) peak; all the remaining 

NiO peaks overlap with the O3 phase. As the P2 polymorph is sodium deficient, this 

means that a more accurate formula for this mixed phase layered oxide is                    

Nax[Ni1-a-b-cMgaMnbTic]O2. 

 

Figure 3.2   The PXRD pattern of mixed phase Na[Ni,Mg,Mn,Ti]O2 collected by 

MoPSD with λ = 0.7093 Å. The two polymorphs are indicated as hexagonal P2 

phase    , and trigonal O3 phase    . A minor impurity of cubic NiO is marked with    . 
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The crystal structures of each individual polymorph are displayed in Figure 3.3. The 

O3 phase (a) consists of close packed ABCABC oxide layer stacking with the 

sodium ions occupying the octahedral sites between the layers. The P2-type phase 

(b) has a close packed ABBA array with sodium intercalated into trigonal prisms. 

The O3 polymorph has a rhombohedral lattice with space group R3̅m, and is 

isostructural with α-NaFeO2. The P2 material possesses P63/mmc symmetry in a 

hexagonal lattice. Both of the nominal formulae: O3-“Na-[Ni0.5Mn0.5]O2”
14 and P2-

“Na0.64[Mn0.8Mg0.2]O2”
15 are regarded in the literature as individual sodium-ion 

battery cathodes. The Na[Ni0.5Mn0.5]O2 is one of the most popular O3 phases and 

was the first system to operate at a higher voltage (4.5 V).12 Studies performed 

elsewhere on magnesium doping in the earth-abundant P2-Na2/3[Mn1-xMgx]O2 

polymorph were found to reduce the amount of Jahn-Teller active Mn3+, leading to 

better capacity retention, smaller cell polarisation, and a smoother voltage profile.16  

 

Figure 3.3   Schematic illustrations of the crystal structures of                                    

(a) P2-Na0.64[Mn0.8Mg0.2]O2
13 and (b) O3-Na[Ni0.5Mn0.5]O2

12 drawn using the 

computer program VESTA.17 

It is important to point out that as Na[Ni,Mg,Mn,Ti]O2 is a commercial cathode 

supplied by Faradion, while the nominal phases it contains are known, their exact 

compositions are not. All of the elements in this layered oxide are highly abundant 

and relatively low cost. Nickel and manganese are the major non-sodium metals in 

the material, with magnesium present to a lesser extent, and titanium the minority 

element (< 20%). As the layered oxide is a mixture of P2 and O3-type phases, the 



 Laurence A. Middlemiss, PhD Thesis, Chapter III 
  

137 
 

sodium stoichiometry is in the region 0.7 < x < 1. Approximately one third of the 

non-sodium metals are nickel ions, and the two-electron redox process Ni2+ ⇌ Ni4+ 

allows for two moles of Na+ to be transferred per mole of nickel ions. The Mn4+ ions 

may then also be reduced to Mn3+ from the first discharge onwards, to provide this 

battery cathode with an enhanced capacity. Mn4+ has a small ionic radius, thus 

leading to a higher crystallographic density.18 This increases the mixed phase layered 

oxide’s tap density, and hence the overall energy density of the material. While 

neither Mg2+ nor Ti4+ are expected to be redox active, their presence is to improve 

the cycling stability. The Mg2+ ion has a tendency to occupy octahedral sites, and 

therefore, reduces the Jahn-Teller distortion caused by Mn3+, which puts strain on the 

solid oxide framework.16 The Ti4+ ion is reported to suppress Na+/vacancy ordering, 

which leads to structural instability during cycling, as well as preventing 

unfavourable phase transitions.19 

To gain a better understanding of the mixed phase Na[Ni,Mg,Mn,Ti]O2 layered 

oxide, it is important to perform a full structural characterisation of the material, 

including investigating any changes that occur at different temperatures. The thermal 

stability of solid state materials is important as this may have serious implications for 

their processing and applications. The temperature sensitivity of mixed phase 

sodium-ion cathodes has been previously reported, as fine-tuning the temperature 

appears to be key in modifying phase formation during synthesis.20 As layered 

sodium oxides are prone to a number of complex phase transitions (Section 1.3),6 it 

is possible that these may occur when the material is exposed to different heating 

regimes. The thermal stability of the Na[Ni,Mg,Mn,Ti]O2 powder was investigated 

by performing ex situ XRD after heating the material to either 800, 900 or 1000 °C, 

and then removing the sample from the furnace at high temperature and leaving it to 

cool in air (Fig. 3.4).  
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Figure 3.4   XRD patterns of Na[Ni,Mg,Mn,Ti]O2 fast cooled in air from                 

800 - 1000 °C to room temperature. The two polymorphs are indicated as hexagonal 

P2 phase    , and trigonal O3 phase    . A minor impurity of cubic NiO is marked 

with__. Patterns were collected by MoPSD with λ = 0.7093 Å. 

The results indicate that cooling from 800 °C produces a similar XRD to the one 

performed on the as-received Faradion material, and both phases are clearly present. 

On heating to 900 °C there appears to be a reduction in the concentration of the P2-

type polymorph; on further heating to 1000 °C, P2-“Na0.64[Mn0.8Mg0.2]O2” 

completely disappears from the XRD pattern, leaving just the O3 phase. 

Furthermore, the P2 structure does not return on re-heating the 1000 °C-treated 

material to a lower temperature, such as 800 °C. 

Scanning electron microscopy images for the Na[Ni,Mg,Mn,Ti]O2 material at room 

temperature (a) and after heating to 1000 °C (b) are depicted in Figure 3.5. Both 

images contain flake-like primary particles of around 1 – 2 µm in diameter and < 500 

nm in length. The sharp edges of the particles in (a) appear to have dulled in (b), 

indicating perhaps the process of partial melting. The room temperature image on the 

left also contains smaller particles (< 1 µm), most prominent on the top right, and 

left hand side of the micrograph, which appear more spherical and agglomerated. 
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These agglomerates are not present in the micrograph taken in (b) after the sample 

has been heated to 1000 °C. Hence, these SEM pictures seem to confirm the mixture 

of O3- and P2-type phases prior to heat treating the sample, whereas just the O3 

polymorph is present after heating to 1000 °C. 

 

Figure 3.5   SEM images of Na[Ni,Mg,Mn,Ti]O2 at (a) room temperature, and (b) 

after heating to 1000 °C. 

Stability in air is very important. Many battery cathodes are known to degrade once 

exposed to the atmosphere,21 and protection from ambient conditions is often 

essential for good cell performance.22 The thermal stability of the 

Na[Ni,Mg,Mn,Ti]O2 material, as well as its moisture and oxygen sensitivity, were 

studied by thermogravimetric analysis (TGA). A TGA run in air, nitrogen and 

oxygen was made between 25 and 1000 °C with programmed heating/cooling of 5 

°C/min (Fig. 3.6). The TGA experiments in (a) were performed on a 

Na[Ni,Mg,Mn,Ti]O2 sample which had been stored in a glove box following 

synthesis. The samples were briefly exposed to the atmosphere (for the maximum of 

a couple of hours) during removal from the glove box and transfer to the TGA 

instrument. The measurements in (b) were performed on Na[Ni,Mg,Mn,Ti]O2 left 

exposed to the atmosphere for several days. The samples were held at 1000 °C for 

two hours after each run and prior to cooling. 
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Figure 3.6   TGA of Na[Ni,Mg,Mn,Ti]O2 stored in a glove box (a), and after 

exposure to the atmosphere for several days (b), under different gases. 

Each TGA plot consists of different regions of continuous mass loss, interrupted by 

approximately flat plateaux. In each gas, the samples exposed to atmospheric 

conditions for longer experienced more significant mass loss. For the powder stored 

in the glove box (a), samples run in air and nitrogen both lost about 3-4% of their 

initial mass during heating to 1000 °C, whereas in oxygen the sample lost ~ 5%. The 

Na[Ni,Mg,Mn,Ti]O2 exposed to air regained the majority of its mass on cooling, the 

sample in oxygen regained a relatively small amount, and the sample under nitrogen 

none. For the samples exposed to the atmosphere for longer (b), in all three gases the 

samples lost around 7-8% of their total mass, with the Na[Ni,Mg,Mn,Ti]O2 exposed 

to air regaining ~ 1.5% of its total mass on cooling, the sample in oxygen a relatively 

small amount, and the sample under nitrogen, once again, none. These results 

demonstrate that storage conditions for this layered rock salt type structure are of the 

utmost importance, and that the material is prone to the uptake of atmospheric 

species. 

For every TGA run, each individual plot can be split into approximately four 

different regions, as outlined in Figure 3.7 for Na[Ni,Mg,Mn,Ti]O2 stored in a glove 

box. Stage 1 shows a small decrease in mass up to 125 °C; region 2, between 125 

and 300 °C, a more significant loss; stage 3 (300 - 720 °C) indicates the greatest loss 

in mass; and finally a further, more moderate decrease is seen above 700 °C at stage 
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4. Stage 4 appears to be reversible on cooling in both air and oxygen atmospheres, 

whereas stage 3 is reversible only in air.  

 

Figure 3.7   The Na[Ni,Mg,Mn,Ti]O2 TGA profile for a sample stored in the glove 

box, with the different mass loss regions indicated. 

These results can be interpreted as follows. The plots in air and oxygen follow 

similar profiles during heating, but there is a greater loss of mass on heating in O2. 

This is an unusual occurrence and suggests that volatile compounds are more easily 

formed in a higher partial pressure of oxygen. Stage 4 is reversible in both oxygen 

and air atmospheres, whereas stage 3 is only reversible in air. This suggests that 

stage 4 is associated with oxygen loss and stage 3 with CO2 and H2O. It is possible 

that this layered sodium oxide undergoes Na+/H+ ion exchange when exposed to 

water to form NaOH/TMOOH, and that Na2CO3 or NaHCO3 may be synthesized on 

exposure to CO2. Importantly, the formation of these insulating species on the 

surface of Na[Ni,Mg,Mn,Ti]O2 particles is likely to have a detrimental impact on the 

performance of the material when tested electrochemically. Furthermore, Na+/H+ 

exchange will result in a loss of sodium, and therefore, a drop in battery capacity. 
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The sharp drop at the end of stage 4 may be associated with sodium evaporation as 

this is not reversible. 

In summary, at low temperatures, below 125 °C (stage 1), the decrease in mass is 

likely to be due to the loss of weakly bound physisorbed species from the air, such as 

water. Then, at temperatures above this, there is possibly the loss of more strongly 

structurally bound H2O, as well as the decomposition of carbonate ions (as seen in 

the literature).23,24 Finally, at high temperatures, for region 4, the mass loss is 

attributed to the reversible release of oxygen in equilibrium with the gas flow (Eq. 

3.1). More work is needed to precisely identify the compounds being lost during 

each temperature stage in the different gases. Future work could be to perform 

additional TGA measurements after an initial run in nitrogen to first dry the sample, 

and using mass spectrometry in combination with TGA (TGA-MS). 

𝑁𝑎𝑥𝑇𝑀𝑂2                𝑁𝑎𝑥𝑇𝑀𝑂2−𝛿 +  
𝛿

2
𝑂2 

In order to try and elucidate the different processes occurring during these TGA 

experiments, ex situ X-ray diffraction data were collected on the studied samples 

following the runs (Fig. 3.8). The Na[Ni,Mg,Mn,Ti]O2 sample treated in air was 

seen to undergo the same P2-O3 phase transition as seen when the sample was 

rapidly cooled (Fig. 3.4). The powder heated in oxygen also underwent the same 

phase transition. For the material treated in nitrogen, as well as the P2 polymorph 

disappearing, there was also the appearance of additional peaks at ca 17.1°, 19.2°, 

25.6°, and 26.2°. These are indexed as sodium manganese oxide NaMnO2 (PDF: 00-

025-0845).25 There is also a more prominent nickel oxide peak at 19.5°, as well as 

the emergence of a second NiO peak at 16.9°. 

⇌ (3.1) 
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Figure 3.8   XRD patterns of Na[Ni,Mg,Mn,Ti]O2 after performing TGA under 

different atmospheres. The two polymorphs are indicated as hexagonal P2 phase    , 

and trigonal O3 phase    . A minor impurity of cubic NiO is marked with    . A 

monoclinic NaMnO2 phase     was detected after treatment with nitrogen. Patterns 

were collected by MoPSD with λ = 0.7093 Å. 

These XRD results indicate that high temperature induces the P2-O3 transition, 

regardless of the atmosphere. The reducing conditions of the low oxygen partial 

pressure in nitrogen possibly also result in a change of oxidation state of the 

manganese ion from Mn4+ in Na[Ni,Mg,Mn,Ti]O2 to Mn3+ in NaMnO2. In all 

atmospheres, a temperature-induced major structural reordering of the layered oxide 

occurs to give a purely O3 polymorph. In nitrogen, a further thermal decomposition 

reaction takes place to yield several transition metal oxide species. A possible 

reaction equation for this process is given below (Eq. 3.2). 

3𝑁𝑎
2

3
𝑇𝑀𝑂2(𝑃2)            2𝑁𝑎𝑇𝑀𝑂2(𝑂3) + 𝑇𝑀𝑂 +

1

2
𝑂2 ⇌ (3.2) 
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Another important difference between Na[Ni,Mg,Mn,Ti]O2 samples heat treated in 

different atmospheres is that the diffractogram for the material exposed to nitrogen 

shows that the peaks for the O3 phase have shifted position. This indicates a change 

in lattice spacing. In a layered oxide structure, the (00l) diffraction peaks give 

information about the interlayer distance of the transition metal sheets and make it 

possible to investigate any structural changes in the c-direction. As Figure 3.9 shows, 

at low 2θ angle there is a shift of some of the (00l) peaks towards higher angle. 

 

Figure 3.9   Ex situ XRD patterns (5 ≤ 2θ ≤ 16) of Na[Ni,Mg,Mn,Ti]O2 before and 

after performing TGA in nitrogen. The two polymorphs are indicated as P2 phase    , 

and trigonal O3 phase    . Diffractograms show the shifting of the (00l) peaks for the 

O3 phase to higher 2θ angle. Patterns were collected by MoPSD with λ = 0.7093 Å. 

A shift in the (00l) peak positions to higher diffraction angles indicates a narrowing 

of the distance between adjacent TMO2 slabs in the layered rock salt type structure. 

The above results indicate that this occurs only in a nitrogen atmosphere and not 

when the sample is heated in air or oxygen. A refinement to find the lattice 

parameters confirms this: the unit cell parameters for the original mixed phase 

Na[Ni,Mg,Mn,Ti]O2 material are calculated as a = 2.9519(9) Å and c = 16.180(6) Å, 

with a cell volume of  V = 122.10(5) Å3 in a hexagonal setting. After heat treating in 

a nitrogen atmosphere, the new refined cell parameters are ahex = 2.9783(15) Å,     
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chex = 16.098(8) Å, and Vhex = 123.67(8) Å3. Hence, the sample fired in nitrogen 

experiences a contraction of its unit cell in the c-direction, but an expansion in a and 

b leads to an overall increase in cell volume. Therefore, the thermal decomposition 

that occurs on heating in nitrogen, and leads to a breakdown of the layered oxide into 

transition metal oxides, results in a squashing of the sheets but an overall chemical 

expansion of the layered rock salt. 

An enlargement of the unit cell volume is caused by an increase in average TM-O 

bond length within the crystal structure. This corresponds to a weakening of the TM-

O bond strength and, hence, a reduction in the average oxidation state of TM. As was 

shown in the XRD results in Figure 3.8, heating Na[Ni,Mg,Mn,Ti]O2 in N2 leads to 

formation of NaMnO2. Mn3+ (t2g
3eg

1) is Jahn-Teller distorted, and so the possible 

formation of more of these ions in the layered rock salt type structure may explain 

why there is a contraction along the c-axis but an elongation along the other axes. 

The effects seen here have also been reported previously for similar lithium O3 

polymorphs, when treated under comparable conditions. The layered oxides 

Li2/3[Mn2/3Ni1/3]O2
26 and Li[Ni0.8Mn0.1Co0.1]O2

27 were both found to lose oxygen 

when fired under nitrogen. The oxygen loss corresponded with interlayer mixing of 

the cations. This is where cation exchange occurs between Li and Ni due to the 

similar ionic radii of Li+ (rLi
+ = 0.76 Å) and Ni2+ (rNi

2+ = 0.69 Å).28 Sodium has a 

much larger ionic radius than any of the transition metals in Na[Ni,Mg,Mn,Ti]O2 

(rNa
+ = 1.02 Å, rNi

2+ = 0.69 Å, rMg
2+ = 0.72 Å, rMn

4+ = 0.53 Å, rTi
4+ = 0.61 Å),28  so 

interlayer mixing is unlikely to take place. Importantly, a loss of oxygen from this 

mixed phase layered sodium rock salt type structure must be balanced by a reduction 

in oxidation state of one or more the transition metals it possesses, which is likely to 

affect the electrochemical performance of the material. 
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Figure 3.10   DSC curves for Na[Ni,Mg,Mn,Ti]O2 heated and cooled to 1000 °C in 

an air/argon (80/20) atmosphere. 

In order to obtain further information about the thermal stability of 

Na[Ni,Mg,Mn,Ti]O2, DSC was performed. A small endothermic peak is present at 

around 85 °C on heating, and coincides with the drop in mass seen, during stage 1, in 

the TGA plots in Figure 3.7. This is attributed to the removal of surface bound water. 

There are no further endotherms/exotherms present for the rest of the heating/cooling 

cycle, despite the fact that a structural phase transition is known to occur from ex situ 

XRD data (Fig. 3.8). Hence, these results suggest that the P2-O3 phase transition 

does not correspond with a significant energy intake/output over a short period of 

time. Therefore, it is likely that the transformation from P2 to O3 is a slow 

reordering of the oxygen sub-lattice rather than a sharp bond breaking/forming 

process. 

   3.3.2 Electrical Properties 

A pellet of the mixed phase Na[Ni,Mg,Mn,Ti]O2 layered oxide was sintered at 800 

°C in air, coated with platinum electrodes, and its electrical properties studied by 

impedance spectroscopy.  A typical impedance dataset is shown in Figure 3.11, with 

room temperature data presented in four different complementary formats. In (a), the 

impedance complex plane plot appears to show two separate components – a high-
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frequency arc, which passes through the origin, and a larger depressed semi-circle at 

lower frequency. This is shown more clearly by the inset plot. As the components are 

not easily separated, and there appears to be significant overlap between them, this 

suggests that the material is electrically inhomogeneous. This is confirmed by the 

combined spectroscopic plots in Z’’/M’’ in (b). This shows no overlap between the 

peaks of the separate plots, with the electrical modulus maximum peak not even 

appearing within the displayed frequency range. Using these same data, plots of log 

conductance, Y’, against log f, (c), show what appears to be a plateau at around 100 

nS cm-1, and another near 1 µS cm-1, with dispersion to higher conductivity values at 

higher frequencies. Plots of capacitance, C’ against frequency, (d), show a plateau 

with a value 40-100 pF cm-1 at mid-frequency, which is typical of a grain boundary 

capacitance, and the start of a second plateau at higher frequency, ~ 1 pF cm-1, which 

is typical for the bulk component. 

 

Figure 3.11   Impedance data for Na[Ni,Mg,Mn,Ti]O2 at room temperature. (a) 

Impedance complex plane plot. Spectroscopic plots of -Z’’ and M’’ (b), Y’ (c), C’ 

(d). Inset in (a) shows a close up of the impedance complex plane plot at highest 

frequencies. 

ω 
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The conclusion from these results is that the sample is electrically inhomogeneous 

with evidence of a grain boundary impedance. The bulk conductivity is given from 

the poorly-resolved Y’ plateau, around 1 µS cm-1 in (c), which is equivalent to a 

resistance of ~ 1 MΩ cm. In order to gain further insight into the origin of the 

different resistances in the sample, impedance measurements were performed over a 

range of temperatures, with impedance complex plane plots and spectroscopic plots 

of C’ and Z’’/M’’ displayed in Figure 3.12. The impedance measurements at various 

temperatures show that the sample contains a number of poorly resolved 

components. At lower temperatures, -20 and 80 °C, two components are present in 

the complex plane plot, R1 and R2, and at higher temperatures, 120-500 °C, a third 

component is also detected, R3. Each of these approximate semi-circles can be 

modelled by a parallel RC element, assumed to be connected in series to one another. 

These components can be assigned to different features in the electroceramic from 

the magnitude of the C’ plateaus.29 A small plateau in the -20 °C plot, around 3 pF 

cm-1, indicates that the bulk is the high frequency component. At higher 

temperatures, the C’ plots can be used to assign R2 to the grain boundary, as there is 

a plateau around 50 pF cm-1. The third component present at higher temperature (R3) 

is attributed to surface layer phenomena, as indicated by a small plateau at 10         

nF cm-1 in the C’ plot at 500 °C. Complex impedance plots, Z’’, pick out the most 

resistive elements in the sample, whereas the electric modulus plots, M’’, pick out 

those elements with the smallest capacitance. At all temperatures, the high frequency 

peak in the M’’ plot, corresponding to the bulk component, is off scale, and 

measurements at lower temperatures or to higher frequencies are required in order to 

bring it into the frequency window. The R2 component, the grain boundary, is 

present as a peak in the Z’’ plot up to 380 °C. At 500 °C, the R2 peak is no longer 

visible, but a second peak representing R3 and the surface layer phenomena is now 

present. 
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Figure 3.12   Impedance complex plane plots, spectroscopic plots of Z’’/M’’ and C’ 

for Na[Ni,Mg,Mn,Ti]O2 at -20, 80, 120, 160 and 500 °C. 
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The conductivity data at different temperatures were also used to construct Arrhenius 

plots (Fig. 3.13). These make it possible to compare and quantify conductivity 

behaviour for different components, as well as to work out the activation energy 

associated with the conduction. It can be seen from the plots in (a) that the bulk (R1) 

has the smallest resistance, with an activation energy of 0.234(4) eV. The grain 

boundary (R2) has a higher value of 0.34(1) eV, and the surface layer (R3) has the 

greatest resistance, Ea = 0.46(2) eV. The activation energy associated with the total 

conductivity of the material can also be worked out by adding the individual 

resistances of the bulk and grain boundary together (b). This shows that the overall 

conductivity of the material is largely dominated by the grain boundary around room 

temperature, with a similar activation energy of 0.33(1) eV.  

 

Figure 3.13  Arrhenius plots of Na[Ni,Mg,Mn,Ti]O2 for its separate individual 

components (a), as well as its total conductivity (b). 

The overall conductivity of the material, as well as that of each individual 

component, appears to be electronic, as the activation energy for migration of a 

sodium ion is usually ~ 0.5 eV or greater. There are of course exceptions to this, with 

very good sodium ion conductors such as NASICON and sodium beta alumina 

having activation energies of 0.3 ~ eV30 and ~ 0.2 eV31 respectively. The absence of 

an obvious low-frequency spike in the impedance complex plane plot data (Fig. 

3.12), which would show the presence of the electrode double layer phenomena, 

suggests that the material may not be an ionic conductor. However, in the C’ plot at 

500 °C, the values are still increasing beyond 1 µF cm-1 at low frequency, which is 
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likely to be indicative of charge blocking at the sample-electrode interface, and, 

hence, ionic conduction. Therefore, these measurements suggest that 

Na[Ni,Mg,Mn,Ti]O2 is a reasonable mixed conductor, and, hence, support its 

suitability as a potential sodium-ion cathode material. 

   3.3.3 Electrochemical Testing 

The electrochemical performance of the mixed phase Na[Ni,Mg,Mn,Ti]O2 material 

was first evaluated using a half-cell setup vs. sodium metal. Charge/discharge curves 

of the sample in the voltage range 2.5 – 4.3 V, using a specific current of 14 mA g-1, 

which corresponds to an approximate C-rate of C/10, are shown in Figure 3.14. The 

voltage-capacity profiles exhibit slopes consisting of a series of poorly-defined small 

plateaus. An initial charge capacity of ~ 150 mAh g-1 was observed, before dropping 

to around 120 mAh g-1 for subsequent cycles. A fairly stable discharge capacity of ~ 

120 mAh g-1 is seen over the initial 50 cycles. 

 

Figure 3.14   Charge/discharge curves in 2.5 - 4.3 V range (vs. Na metal) at 14 mA 

g-1 (~ 0.1C), showing 50 cycles for Na[Ni,Mg,Mn,Ti]O2. 

A sloping region of the voltage-capacity profile is indicative of a single phase region 

where a change in free energy results in a voltage change, in accordance with the 
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Nernst equation (see Section 1.1). A flat section corresponds to a two-phase region 

where the removal/insertion of Na+ does not lead to a significant alteration in 

electrochemical potential. The sloping voltage-capacity profile seen in Figure 3.14 

for Na[Ni,Mg,Mn,Ti]O2 is typical of a layered electrode structure, e.g. lithium cobalt 

oxide.32 The absence of a clearly defined continuously flat section in the voltage-

capacity plots means there is no constant two-phase coexistence region, as is seen in 

many other commercial other Li-ion materials, e.g. lithium iron phosphate 

(LiFePO4),
33 lithium manganese oxide (LiMn2O4).

34 

There is a loss of capacity following the first charge of the Na-ion half-cell. There is 

a voltage plateau during the initial charge around 4.2 V and a shorter one on 

discharge ~ 4.0 V. Hence, this demonstrates that some of the Na removed from the 

layered oxide structure at high voltage is not reinserted back into the material on 

discharge. There are additional plateaus during charge and discharge at 3.6 and 3.5 V 

respectively. The plateaus occur at a lower voltage on discharge because of an 

overpotential.35 This overpotential occurs as more energy is required to remove Na+ 

ions from the host lattice and electrons from the transition metals on charging (and 

promote them from the ground state) than is accompanied with the opposite 

processes on discharge.36 

In order to identify the electrochemical reactions involved in the 

Na[Ni,Mg,Mn,Ti]O2 cell, cyclic voltammetry was performed at a scan rate of 0.1 

mV s−1 (Fig. 3.15). A stable trend is obtained through cycling, indicating good 

structural stability of the electrode. There are a series of current peaks, which can be 

paired due to a symmetric shape of the cyclic sweep. There are two main pairs of 

peaks with potential maxima at 4.2 V/4.0 V (anodic/cathodic) and 3.6/3.5 V 

(matching the plateaus in the voltage-capacity plots in Fig. 3.14). Upon consecutive 

cycling sweeps, the intensities of these redox peaks slowly decrease and, for the 

4.2/4.0 V pair, shift towards a lower voltage value.  
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Figure 3.15   Cyclic voltammetry profile of selected sweeps of Na[Ni,Mg,Mn,Ti]O2 

at 0.01 mV s-1 between 2.5 and 4.3 V. 

The voltage-capacity plots in Figure 3.14 and the cyclic voltammograms in Figure 

3.15 illustrate the complex electrochemical behaviour of the mixed phase 

Na[Ni,Mg,Mn,Ti]O2 material, indicating that the transition metals are active in wide 

potential ranges. This is because having a number of different mentals results in a 

large number of local environments, which leads to (de-)insertion of sodium over a 

wide range of potentials. This is why multiple broad peaks are seen in the CV 

profile, as opposed to sharp, well-separated peaks. The most likely redox process to 

occur in this material during electrochemical testing is a double electron process of 

the Ni2+/Ni4+ redox couple. Based on results seen in the literature for similar 

systems, manganese ions are likely to be chemically inert under these conditions and 

only become redox active at lower voltages.10,37 The anodic peak at 4.2 V exhibits 

the most significant alteration with cycling, suggesting that changes to the electrode 

structure at high voltage, upon charging are partially irreversible. 

Cycling of the material at different rates of discharge is shown in Figure 3.16. 

Galvanostatic experiments were performed using coin cells between 2.5 and 4.3 V 

vs. Na+/Na. Samples were charged at 14 mA g-1, equivalent to a C-rate of ~ 0.1C, 

and discharged at 14 (low), 28 (moderate), and 140 mA g-1 (high) rates, 
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approximately equivalent to C-rates of C/10, C/5 and 1C respectively. Comparing 

the rates of discharge, the measured capacity from the highest to lowest follows the 

sequence 14 mA g-1 > 28 mA g-1 > 140 mA g-1. The initial discharge capacity after 

the first cycle was 119, 114 and 94 mAh g-1 respectively. After 50 cycles, the 

capacity, at discharge rates of 14, 28 and 140 mA g-1, was 116, 107 and 82 mAh g-1, 

equating to respective charge retentions of 98%, 94% and 87%. 

 

Figure 3.16   Discharge cycling data of Na[Ni,Mg,Mn,Ti]O2/Na metal half cells 

over 50 cycles. Samples were charged at 14 mA g-1 and discharged at 14, 28 and 140 

mA g-1 between 2.5 and 4.3 V. 

These data presented here are from reproducible cells with very similar electrode 

loadings: 19 ± 0.5 mg of active material. Results show that a higher C-rate means a 

lower discharge capacity. This can be explained by a greater discharge current 

leading to a larger mass transport overpotential.38 As the Na-ion battery discharges, 

sodium is pulled from the Na metal anode and forced back into the layered oxide 

cathode. This creates a concentration gradient where Na+ ions are high at the surface 

of the cathode. Gradually, sodium ions diffuse from the surface of the cathode into 

the bulk to try and rebalance the gradient. However, if the discharge current is too 

high, Na+ ions are unable to move into the cathode fast enough to allow further ions 

to follow suit. This causes a saturation at the surface of the cathode, and, therefore, a 
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lower amount of Na+ ions are transferred for the same amount of current, thus 

resulting in a reduced capacity. Furthermore, cells cycled at a high C-rate exhibit 

greater capacity fade (lower charge retention). This is because greater mechanical 

degradation is thought to occur in the cathode particles when cycled with a faster 

current.39 Cracks and defects are likely to occur in the cathode structure which 

trap/isolate Na+ ions and so prevent them being removed and re-inserted on 

subsequent cycles. 

To further examine the suitability of Na[Ni,Mg,Mn,Ti]O2 for practical application as 

a sodium-ion battery cathode, a full-cell was assembled where the layered transition 

metal oxide was cycled against a non-graphitizable hard carbon (the most popular 

anode material for Na-ion cells). Based on the reversible capacities of the active 

materials, a typical active mass cell balance (cathode: anode) of around 1.5-1.8 was 

utilised (mass balance calculations are provided in Appendix C). This represents a 

cathode-limited cell design, where the capacity is restricted by the amount of Na 

extracted from the layered oxide during the first charge. 

 

Figure 3.17  (a) Voltage-time profile and (b) differential capacity plot for a 

Na[Ni,Mg,Mn,Ti]O2/hard carbon cell during the first cycle. The cell was charged at 

14 mA g-1 up to 4.2 V and discharged at 28 mA g-1 down to 1 V. The inflections in 

the voltage-time profile and corresponding spikes in the differential capacity plot are 

indicated.  

Electrochemical data collected for the cell during the first cycle are displayed in 

Figure 3.17. The cell was charged using a specific current of 14 mA g-1 (~ C/10) and 

discharged at 28 mA g-1 (~ C/5). At 4.2 V; a constant voltage step is used to 
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complete the charging process. The voltage-time profile in (a) is sloping indicating 

Na+ ion (de-)intercalation over a wide potential range. There are two small 

inflections visible on charging, at voltages of 3.5 and 4.1 V, and two on discharging, 

at 3.9 and 3.4 V. These are more clearly visible as spikes in the differential capacity 

plot in (b), and occur at a lower voltage during discharge because of a cell 

overpotential. The features of the dQ/dV curves are similar to those observed in the 

cyclic voltammogram (Fig. 3.15), with sharp well-defined peaks at high voltage and 

a profile that is diffuse towards lower voltages. Furthermore, as seen with CV data, 

upon consecutive cycling, the intensities of the peaks in the differential capacity 

plots slowly decrease and shift towards a slightly lower voltage value for the 4.1/3.9 

V pair (see Appendix D).  

In Figure 3.18, the discharge rate capability performance within the potential range 1 

– 4.2 V is shown. In (a), the cell has been tested for five cycles with discharge 

currents of 7, 14, 28, 70, 140 and 280 mA g-1, approximately equivalent to discharge 

rates of C/20, C/10, C/5, C/2, 1C, and 2C, before a final five cycles at 7 mA g-1 

(C/20). For the cell charging process, (CC/CV), a constant current of 28 mA g-1, 

equivalent to a ~ C/5 rate has been used for all tests. The cell exhibited a reversible 

capacity of approximately 131, 130, 128, 122, 116, and 103 mAh g-1, with increasing 

discharge rate. For the final five cycles at 0.05C, the capacity of the cell returned 

close to the initial 130 mAh g-1. In Fig 3.18 (b), this cell was tested for ten cycles 

using equal charge/discharge currents each time of 7 (0.02C), 14 (0.1C), 28 (0.2C), 

70 (0.5C), 140 (1C) 280 (2C) and 700 mA g-1 (5C). This resulted in reversible 

capacities of approximately 127, 126, 123, 116, 108, 86 and 30 mAh g-1 respectively. 

The cell was then cycled for a final ten times using a 7 mA g-1 (C/20) 

charge/discharge current, giving a final capacity of around 106 mAh g-1.  
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Figure 3.18   Rate capability performance of Na[Ni,Mg,Mn,Ti]O2/hard carbon full-

cell (1-4.2 V) with charge (green) and discharge (blue) capacity curves. A charge 

rate of 0.2C (28 mA g-1) was used in (a) and variable charge rates, which matched 

the discharge currents, in (b).  

For the rate capability studies in Figure 3.18 (a), Na[Ni,Mg,Mn,Ti]O2 shows a 

gradual decline in capacity with increasing discharge current. However, there is a 

complete recovery when a lower discharge rate of C/20 is used again, even after the 

high rate cycling at 2C. This suggests that the capacity decrease seen at higher 

discharge rates is due to an impedance increase, rather than an irreversible loss of 

sodium.40 A fast discharge causes an increase in polarisation (resistive) losses due to 

bottlenecks in the mass/charge transfer of species.41 The almost complete recovery of 

capacity when returning to C/20 suggests that the Na[Ni,Mg,Mn,Ti]O2 electrode 

possesses good structural stability at higher discharge rates. The capacities for the 

cell in (b) are similar for the first three charge/discharge currents as observed in (a), 

within 5 mAh g-1 of one another. For the cycles at 70 and 140 mA g-1, the capacity is 

6 and 8 mAh g-1 lower respectively for the cell charged using a greater current. The 

real disparity in the performance of the separate cells is noted when the cell in (b) is 

charged and discharged at a rate of 280 mA g-1 (2C). This causes the capacity to 

gradually decline from 94 to 80 mAh g-1 over the ten cycles. The performance in 

terms of deliverable capacity declines further at the 5C cycling rate. When the cell is 

cycled once again at a lower rate of 0.05C, there is only an 84% charge retention 
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from the initial ten cycles. The more significant capacity deterioration and fade in (b) 

indicates that the battery is less well suited to faster charging compared to 

discharging. 

Many of the capacity fading mechanisms exacerbated by a high cycling rate may be 

presumed equally likely to occur on charge/discharge, e.g. volume changes and 

contact loss in the electrode particles.42 One degradation route, which only occurs 

significantly on charging, is metal plating on the anode.43 The insertion potential of 

carbonaceous materials is close to the potential of Na metal. Over time, the number 

of vacant sites for Na insertion in the carbon anode decreases, and, with high charge 

currents, the transport rate of sodium ions from the electrolyte exceeds the insertion 

rate, resulting in sodium accumulating at the anode surface. This drives the potential 

of the electrode below 0 V and, as a consequence, sodium plating occurs.44 The 

deposited Na metal is then able to react with the electrolyte, thus consuming active 

sodium and electrolyte, and also causing the loss of electrical contact of some 

deposited sodium with the anode.45 This Na can no longer be used in cycling and is 

known as ‘dead sodium’. Furthermore, the reaction between Na metal and electrolyte 

forms a redundant interfacial film, which increases the anode polarization and, in 

turn, promotes further anode Na plating.46 This plating process becomes more 

prevalent when using high charge currents, and is most likely the explanation for 

what is observed in Figure 3.18. At the higher charging rates, some of the Na is 

irreversibly lost, which leads to a drop in capacity which is unrecoverable once the 

cell is returned to a lower rate. Crucially, the above results point towards an anode 

issue rather than a cathode one. Hence, importantly, these studies indicate that the 

mixed phase material, Na[Ni,Mg,Mn,Ti]O2, appears to possess good rate capability 

when tested as a sodium-ion battery cathode. 

Having examined the rate performance of the layered sodium oxide in a Na-ion 

battery, the cycle life of these cells was also investigated. A 

Na[Ni,Mg,Mn,Ti]O2/hard carbon cell was charged using voltage limits of 4.2 and 

1.0 V, at a specific rate of 14 mA g-1 (~ C/10) and discharged at 28 mA g-1 (~ C/5). 

A constant voltage (CV) step was used at 4.2 V to complete the charging process. 

The resulting cyclability plots (specific capacity and coulombic efficiency vs. cycle 

number) are shown in Figure 3.19. There is an initial delivered discharge capacity of 
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125 mAh g-1 (a), and an average voltage ca. 3.2 V vs Na+/Na, equating to an energy 

density ~ 400 Wh kg-1. To study the long-term cycling performance, the sodium cell 

is evaluated for 450 cycles (b). High coulombic efficiency is regarded as an 

important feature for the potential of practical application. For this material, the 

coulombic efficiencies exceed 99% after the 3rd cycle. There is a charge retention of 

79% after 450 cycles of sodium ion extraction and insertion.  

 

Figure 3.19   Capacity and coulombic efficiency of a Na[Ni,Mg,Mn,Ti]O2/hard 

carbon full-cell after (a) 10 and (b) 450 cycles. The cell was charged at 14 mA g-1 

and discharged at 28 mA g-1 between 1-4.2 V. 

The discharge capacity and average cell voltage of Na[Ni,Mg,Mn,Ti]O2 is promising 

for the use of this material as a sodium-ion battery cathode. Layered sodium 

transition metal oxides are generally reported to have capacities in the range 100-200 

mAh g-1,47 but their cycle life is usually poor, showing significant capacity fading 

beyond 50-100 cycles.48 Furthermore, the values obtained for this layered oxide were 

for a full-cell setup (vs. hard carbon anode), whereas most research performed on 

Na-ion cathodes is only done vs. sodium metal (half-cell). Full-cell testing gives a 

more realistic impression of how the cathode material is likely to perform when 

employed in a real world battery. The energy density for this layered oxide Na-ion 

cell of 400 Wh kg-1 is comparable with other commercially available lithium-ion 

cathodes: lithium cobalt oxide (~ 580 Wh kg-1),49 lithium iron phosphate (~ 450 Wh 

kg-1).50 Furthermore, it was found that the specific energy could be improved further 

by increasing the voltage window (Appendix E). However, despite the relatively 
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aggressive cycling charge/discharge rates used, ultimately, the cycle life of this 

sodium-ion battery is lower than most lithium-ion materials. In order to compete 

commercially with LIBs, sodium-ion cells ideally need to be able to maintain 80% 

charge retention for > 1,000 cycles, and therefore, further work is required in order 

to improve the long-term stability of these Na-ion cells. 

   3.3.4 In Operando Studies 

In order to elucidate further information on the electrochemical performance of this 

Na[Ni,Mg,Mn,Ti]O2 layered cathode, and possibly gain a better understanding of 

what limits its long-term performance, in operando X-ray diffraction was performed. 

This provides a non-destructive and real-time way to observe structural processes 

occurring at the electrodes during battery operation. The XRD pattern obtained for a 

Na[Ni,Mg,Mn,Ti]O2/hard carbon full-cell prior to cycling (at 0% state of charge) is 

provided in Figure 3.20. A laminated aluminium pouch cell design was used to 

conduct the measurements with the diffractometer operated in transmission mode. 

Precise details on the experimental setup are provided in Chapter II. 

 

Figure 3.20   The XRD pattern of a Na[Ni,Mg,Mn,Ti]O2/hard carbon pouch cell at 

0% state of charge (prior to cycling), collected by AgPSD with λ = 0.5608 Å. The 

two polymorphs are indicated as hexagonal P2 phase    , and trigonal O3 phase    . A 

minor impurity of cubic NiO is marked with    . Reflections from the aluminium of 

the cell are observed (indicated by      ). 
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This X-ray diffraction pattern was obtained using a silver anode as the target metal. 

The diffractogram is dominated by collections of peaks corresponding to the 

aluminium within the pouch cell. The pouch itself is laminated Al, and the current 

collectors are both carbon-coated aluminium. As the hard carbon anode material is 

amorphous (as well as the glass fibre separators), the remaining peaks must originate 

from the crystalline Na[Ni,Mg,Mn,Ti]O2 of the cathode. These peaks can be 

assigned to the different O3 and P2 polymorphs present within the mixed phase 

material by converting the 2θ values into d-spacing for both this XRD and the initial 

diffractogram collected for the raw layered oxide powder using a Mo source (Figure 

3.2). Further information on the d-spacing calculations are given in Appendix F. 

The in operando X-ray diffraction patterns during the first charge and discharge are 

illustrated in Figure 3.21. The state of charge of the cell is calculated by the coulomb 

counting method (see Section 1.1). The Na[Ni,Mg,Mn,Ti]O2/hard carbon cell is 

charged up to 4.2 V using a specific current of 14 mA g-1 (~ C/10), and discharged to 

1 V at 28 mA g-1 (~ C/5). The collections of peaks from aluminium are indicated by 

circles and do not shift during cycling. From the changes in XRD reflections, it is 

clear that there are structural modifications occurring to the electrode during cycling. 

The most marked alterations in the XRD patterns are indicated by the grey dashed 

lines; these are most pronounced at the beginning and end of each charge/discharge. 

The peak intensity ratio of P2 (002) and O3 (003) changes significantly with the 

variation of sodium content, as is highlighted by the zoomed-in box. 
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Figure 3.21   In operando X-ray diffraction data for a Na[Ni,Mg,Mn,Ti]O2/hard 

carbon pouch cell during the first charge and discharge, collected by AgPSD with λ 

= 0.5608 Å.       shows the peaks corresponding to the presence of aluminium. The 

zoomed-in region shows reflections in the 5-7° range. Each X-ray diffraction pattern 

was collected for 16 minutes. 
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Prior to cycling the Na[Ni,Mg,Mn,Ti]O2 cathode, there is a mixture of the O3 and P2 

polymorphs present. During charging, this two phase region lasts up to at least 19% 

SoC, however, there is a steady decrease in the intensity of the O3 (003) peak. This 

is also seen in the apparent disappearance of the O3 (104), (107) and (018) 

reflections. There then appears to be a single phase region from approximately 28 to 

66% SoC. The P2 (002) peak shifts towards lower angle until the top of charge; 

hence indicating that there is likely to be a solid solution formation. The same effect 

is also observed with the P2 (104) peak. Between 75 and 85% SoC, there is a two 

phase region again, and above this, possibly a single phase is formed at the top of 

charge. From 4 – 4.2 V, these P2 peaks disappear and at low angle there is an 

additional peak present around 5.9° belonging to a separate unidentified phase, 

which shifts towards higher angle, and broadens, up to 100% SoC. This phase 

evolution is illustrated in Figure 3.22. The Na[Ni,Mg,Mn,Ti]O2 electrode structure 

appears to be reversible as the changes seen during charging of the cell reversed on 

discharge, and all the peaks in the final discharged pattern returned to the original 

state (Appendix G). However, it is worth noting that on subsequent cycles, the 

presence of the O3 phase at low states of charge became less evident, as the peaks 

belonging to this phase decreased in intensity. 

 

Figure 3.22   Electrochemical charge-discharge profile for the in operando XRD 

Na[Ni,Mg,Mn,Ti]O2/hard carbon pouch cell, during the first cycle. The different 

coloured boxes highlight the separate phase regions, indicated by the XRD results. 
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Figure 3.23   Selected 2θ regions of in operando XRD data for a 

Na[Ni,Mg,Mn,Ti]O2/hard carbon pouch cell during the first charge and discharge, 

collected by AgPSD with λ = 0.5608 Å. The evolution of the O3 (a) (104), (b) (107), 

and (c) (018) reflections are highlighted by a colour scale with the potential profile 

displayed on the right and a red dashed line denoting the top of charge. 
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In order to aid the analysis of the structural changes during cycling, the evolution for 

the various reflections can be shown as contour intensity maps. These are presented 

for the O3 (104), (107) and (018) peaks in Fig. 3.23. While the XRD diffractograms 

suggest that there is a disappearance of these peaks above ~ 10% SoC, the contour 

maps show that as well as a significant decrease in intensity there is a movement of 

the (104) peak (a) to higher angle, and the (107) (b) and (018) (c) peaks to lower 2θ 

values. 

These peak movements are characteristic of TMO2 slab gliding and the O3 → P3 

transition for layered sodium oxides (Fig. 3.24).7,51 Sodium ions in the O3-type 

phase are originally stabilized at edge-shared octahedral sites with ABCABC oxygen 

packing. The extraction of Na and creation of vacancies allows the TMO2 slabs to 

glide by (1/3, 2/3, 0), and the Na+ ions become stabilised at prismatic sites with 

ABBCCA oxygen stacking.52 The contour intensity maps show that the O3 phase 

appears at a lower SoC on discharging and the peaks have lower intensity; this 

suggests that an irreversible change has occurred to the electrode structure during the 

1st cycle. 

 

Figure 3.24   Schematic illustration showing the O3-P3 phase evolutions during the 

Na+ insertion/extraction process. 

Contour maps are also shown for the P2 (104) peak and the low angle region 5.2 – 

6.4° of the in operando XRD patterns in Figure 3.25. The (104) peak in (a) maintains 

a steady intensity and shifts very slightly to lower angle on charging up to ~ 4 V. 

Above this voltage, at the top of charge, the peak disappears and is not seen again 

until discharging of the Na-ion cell. The low angle 5.2 – 6.4° section in (b) shows the 
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zoomed-in mixed phase region in Figure 3.22. Above ~ 10% SoC, the O3 polymorph 

disappears, leaving just the P2 (002) peak in the XRD pattern. Similar to the (104) 

reflection, there is also a gradual left shift of the P2 (002) peak during charging. At 

the top of charge, the (002) reflection disappears. However, there is the emergence of 

a separate peak around 5.9°, which increases in intensity and shifts to higher 2θ 

angle throughout the remainder of charge. At the top of charge, the angle of the new 

reflection reaches 2θ = 6.1°. These processes occur in reverse during discharge.  

 

Figure 3.25   Selected 2θ regions of in operando XRD data for a 

Na[Ni,Mg,Mn,Ti]O2/hard carbon pouch cell during the first charge and discharge, 

collected by AgPSD with λ = 0.5608 Å. The evolution of the (a) P2 (104), and (b) 

low angle 5.2-6.4° region are highlighted by a colour scale, with the potential profile 

displayed on the right and a red dashed line denoting the top of charge. 
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In a layered rock salt type structure, such as Na[Ni,Mg,Mn,Ti]O2, the (00l) 

diffraction peaks give important information about the interlayer distance of the 

transition metal sheets and make it possible to investigate any structural changes in 

the c-direction. The shifting of the P2 (002) peak to lower angle up to 75% SoC (~ 4 

V) indicates an increase in interlayer distance and a widening of the distance 

between adjacent TMO2 sheets. This increase is most likely due to reduced screening 

between adjacent negatively charged oxygen layers when Na+ ions are removed 

during desodiation. 

Certain P2-type layered sodium oxide compounds have been reported to undergo a 

phase transition at high voltage to the O2 polymorph by gliding of the transition 

metal oxide (TMO2) slabs, which results in a reordering of the Na sites from trigonal 

prisms to octahedra.53 This phase transition is characterised by a sharp disappearance 

of the original (002) Bragg peak and a new (002’) peak suddenly appearing at higher 

2θ angle.54 This is not observed for the in operando measurements for the 

Na[Ni,Mg,Mn,Ti]O2 material. There is the evolution of a peak, which starts off as a 

shoulder on the P2 (002) peak, broadening and continually moving towards higher 

angle. Hence, there is the disappearance of the P2 (002) reflection during charge, and 

a new reflection appearing at only slightly higher 2θ. This alteration in XRD patterns 

at high voltage is characteristic of what is termed the “Z” phase, first reported by 

Delmas et al.,55 and is so called because the precise packing type is unknown. 

Instead, it can be considered an intergrowth structure between trigonal and 

octahedral stacking. The appearance of this “Z” type phase coincides with a faint 

splitting of the P2 (104) reflection to both higher and lower angles of 2θ (Fig. 3.25 

a). This splitting is consistent with the “Z” phase not being a solid solution, but 

rather it can be thought of as a changing structure which evolves between the P2 and 

O2 phases with an OP4 polymorph, where there is alternating layers of O- and P-

type stacking, as an intermediary (Fig. 3.26).56 The Na+ ions are located in the P-type 

layers and the sodium vacancies in the O-type. Upon discharge the “Z” phase 

transforms back to P2, but the P2 (002) peak now has a weaker intensity (Fig. 3.25 

b), thus providing further evidence of an irreversible change, and possibly damage, 

to the electrode structure.  
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Figure 3.26   Schematic illustration showing the P2-OP4-O2 phase evolutions during 

the Na+ insertion/extraction process. 

The charging of P2-type layered sodium transition metal oxides occurs by staging.57 

The removal of Na+ results in stacking faults of highly depleted sodium layers with 

O-type stacking, randomly distributed within an overall P2 structure. In the absence 

of Na+ ions between the oxygen layers to stabilise the trigonal prismatic 

coordination, and increased repulsion between successive O layers directly facing 

each other in the P2 arrangement (ABBA), at low sodium content, the TMO2 sheets 

glide in the a-b plane by (1/3, 2/3, 0) to transform into the O2 structure (ABAC), 

with the oxygen ions now in octahedral sites.22 On charging, the ratio of random O-

type stacking faults gradually increases. At 50% stacking faults, the ordered OP4 

phase (of alternating P- and O-type stacking) forms56 and, on further charging, a 

purer O2 polymorph is formed. 

The P2 → O2 transition typically results in a severe contraction of the unit cell along 

the c-axis at the top of charge.58 The P2 → OP4 transition, on the other hand, results 

in less of a severe volume change, and, therefore, leads to smoother 

charge/discharge.59 Hence, the presence of the “Z” phase during cycling of the 

electrode is advantageous, as the overall volume changes are smaller in magnitude 

and less abrupt, which should result in a better overall battery cycle life.60 It is 

important to bear in mind that the cell used for these measurements has not been 

optimised for in operando measurements. Better XRD data are required to obtain 

accurate information on bond lengths and lattice parameters from Rietveld 
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refinements. Furthermore, there may be subtler phase changes and distorted crystal 

structures present, e.g. O’3, O’’3, P’2 polymorphs, during cycling. To determine the 

exact phase transitions and Na+/vacancy ordering, an optimum XRD setup is 

required. 

An important consequence of phase transitions during cycling is changes to Na+ ion 

mobility in the electrodes. This relates directly to the rate capability and, hence, 

overall performance of the battery. The conductivity in the Na[Ni,Mg,Mn,Ti]O2 

electrode during cycling, and, therefore, the kinetics of Na+ insertion/extraction, 

were investigated using galvanostatic intermittent titration technique. A current pulse 

of 0.952 mA (~ 0.1C) was applied for 10 minutes, followed by a relaxation time of 1 

h. The change in voltage during each step was measured and the Na diffusion 

coefficient (DNa
+) calculated. The detailed GITT equation used is given in Chapter II 

(Eqn. 2.11). Figure 3.27 shows variation of the Na diffusion coefficient during the 

first charge of a Na[Ni,Mg,Mn,Ti]O2/hard carbon cell, determined from the GITT 

profile. Up to 10% SoC, there is a dramatic rise in DNa
+ from approximately 1 x 10-13 

cm2 s-1 to 1 x 10-12 cm2 s-1. The diffusion then stays fairly constant in the electrode 

until ~ 70% SoC, before a sharp drop off at the top of charge back down to values 

that fluctuate around 1 x 10-13 cm2 s-1. 

 

Figure 3.27   Na diffusion coefficients (DNa
+) calculated from GITT measurements 

in a Na[Ni,Mg,Mn,Ti]O2/hard carbon full-cell as a function of state of charge for the 

1st charge.  
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The change in diffusion coefficient in the Na[Ni,Mg,Mn,Ti]O2 cathode can be 

interpreted as follows. At the start of charge, there is a significant increase in Na+ ion 

diffusion, which coincides with the disappearance of the O3 phase, as seen by in 

operando XRD measurements. In layered sodium oxides, the P-type structures are 

thought to generally afford better Na+ ion diffusion than their O-type counterparts.61 

This is because Na+ ion hopping in O-layered structures must take place through 

unfavourable interstitial tetrahedral sites, whereas in the P-phases there is an on open 

path for diffusion through adjacent prisms. The DNa
+ values in the 10 - 70% SoC 

range of the cell, ~ 1 x 10-12 cm2 s-1 are consistent with those previously reported for 

P2. 62,63 At the top of charge, there is a significant decrease in Na+ ion mobility. This 

coincides with the onset of the “Z” phase. Hence, the abrupt decrease in DNa
+ at high 

potentials could be explained by the formation of the OP4 and O2 structures caused 

by gliding of the TMO2 layers, leading to octahedral Na+ vacancies, which hinders 

sodium diffusion. Furthermore, these phase changes coincide with a contraction of 

the c-axis, which shrinks the distance between adjacent TMO2 slabs and is likely to 

be of further detriment to Na+ ion conductivity.64 Since the GITT measurements 

were performed using a two-electrode full-cell arrangement, there may be some 

contribution to the DNa
+ values from the conductivity of the hard carbon anode. 

However, it is suspected that the limiting factor to any Na+ ion diffusion in the 

battery will come from the cathode. (This is supported by impedance measurements 

later on in this thesis - see Chapter V onwards.) In order to rule out completely any 

contribution from the anode across the charging profile, a three-electrode GITT 

measurement is required. 
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3.4 Conclusions 

In this chapter, a layered sodium quaternary transition metal oxide, 

Na[Ni,Mg,Mn,Ti]O2, was studied as a potential sodium-ion  battery cathode 

candidate. The structure and thermal/atmospheric stability of the material was 

examined using a variety of different characterisation techniques: XRD, SEM, TGA, 

DSC. Its electrical properties were also investigated using impedance spectroscopy. 

Electrochemical testing was performed employing both half- and full-cell battery 

setups. In operando XRD was carried out in order to try and gain a better 

understanding of how the structural changes the layered oxide undergoes during 

cycling relate to its electrochemical performance.  

The Na[Ni,Mg,Mn,Ti]O2 material was found to be a mixed phase layered oxide, 

consisting of two individual polymorphs, with nominal formulae P2-

“Na0.64[Mn0.8Mg0.2]O2” and O3-“Na[Ni0.5Mn0.5]O2”. The P2 polymorph was found to 

disappear on heating above 800 °C, and is not subsequently recovered at lower 

temperatures. Oxygen loss and transition metal oxidation occurs when the sample is 

fired at high temperatures in nitrogen, and the layered rock salt type structure was 

found also to be prone to the uptake of species when exposed to the atmosphere. 

These are important considerations when considering the preparation, storage and 

handling of Na[Ni,Mg,Mn,Ti]O2 as a potential Na-ion cathode. From impedance 

measurements, the activation energy associated with the total conductivity of the 

material is 0.33(1) eV, and the layered oxide was found to be a mixed conductor, 

which supports its suitability as a battery electrode. Electrochemical testing revealed 

the mixed phase material to possess a discharge capacity of 125 mAh g-1 (full-cell 

testing), as well as good rate capability and cycling stability: 95% charge retention 

after 200 cycles. The material is prone to a number of structural changes during 

cycling, as indicated by in operando XRD results. The O3 polymorph is only present 

in the bottom ~ 20% state of charge, and at high voltage (> 4 V), there is a 

significant alteration of the P2 structure, with evidence of the intergrowth “Z” 

phase.55 From galvanostatic intermittent titration technique (GITT) measurements, 

the Na diffusion coefficient (DNa
+) was found to be the highest and, therefore, the 

electrode the most conductive, when the material possesses predominantly a P2-type 

structure. 
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This mixed phase Na[Ni,Mg,Mn,Ti]O2 layered oxide demonstrates an improved 

electrochemical performance compared to single phase systems with similar 

chemistries.47,48 While this class of O-/P-type mixtures is still relatively unexplored, 

their superior performance may be explained by a synergistic effect of coupling the 

O3-type phase, which possesses a larger sodium reservoir, with the P2-type phase, 

which confers better stability. The presence of different phases within the cathode 

structure presents increased challenges to understanding the structure and properties 

of Na[Ni,Mg,Mn,Ti]O2, and, in particular, its complex electrochemical performance. 

In operando monitoring of the structural evolution of electrode materials is 

considered crucial for further development of battery technology, and, to our 

knowledge, this is the first time such XRD data have been reported for a sodium-ion 

cathode operating in a full-cell. It may be possible to relate the structural changes 

and diffusion alterations during charge/discharge, observed in this chapter, to 

modifications in resistances from impedance data, seen later in this thesis. In order to 

better understand this multiphase system’s unique properties, the structures and 

electrochemical performances of individual O3 and P2 polymorphs will be 

investigated in the next chapter. 

 

 

. 
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Chapter IV 

Synthesis and Characterisation of P2-

Na0.64[Mn0.8Mg0.2]O2 and O3-Na[Ni0.5Mn0.5]O2 

4.1 Introduction 

In the previous chapter, it was seen how a mixed phase layered sodium quaternary 

transition metal oxide, Na[Ni,Mg,Mn,Ti]O2, possesses good potential as a cathode 

for Na-ion batteries. This material consists of two individual polymorphs with 

nominal formulae P2-“Na0.64[Mn0.8Mg0.2]O2” and O3-“Na-[Ni0.5Mn0.5]O2”. Each of 

these separate phases has been reported in the literature1,2 - both are thought to be 

capable of high redox potentials vs. Na+/Na and good achievable capacities. 

However, there are certain limitations to the electrochemical performance of these 

layered oxides, e.g. poor charge retention. This degradation during cycling is thought 

to be related in part to the changes their crystal structures undergo on sodium 

removal/insertion, and is still an ongoing focus of much work.3 As well as detailed 

knowledge of the different structural modifications these polymorphs are prone to 

under various conditions, little is known of the air-stability of these materials, as well 

as their individual electrical properties, despite these being of the utmost importance 

to how they behave and perform electrochemically inside a battery. 

The crystal structures of each polymorph are displayed in Figure 4.1.4 The P2 phase 

(a) consists of close packed ABBA oxygen stacking, including two TMO6 octahedra 

per unit cell. The Na+ cations are intercalated into trigonal prisms and possess two 

different sites: either face-sharing with two different TMO6 octahedra or edge-

sharing with six TMO6 octahedra. The O3-type phase (b) has a close packed 

ABCABC oxide ion array, with the sodiums occupying the octahedral sites between 

the layers.5 There are three TMO2 sheets per unit cell for this polymorph, with each 

Na+ sharing edges with TMO6 octahedra of the next layer; this results in only one 

octahedral sodium site. The O3 polymorph has a rhombohedral lattice with space 
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group R3̅m,6 and is isostructural with α-NaFeO2, whereas the P2 material possesses 

P63/mmc symmetry in a hexagonal lattice.7  

 

Figure 4.1   Sodium-ion cathode polymorphs. (a) The P2-type crystal structure 

viewed along the c-axis shows that every NaI (face-sharing site) is surrounded by 

three NaII (edge-sharing) sites, and vice versa. (b) The O3 crystal structure is viewed 

along the c-axis showing that every Na site is edge-sharing.  

In this chapter, the synthesis of P2-Na0.64[Mn0.8Mg0.2]O2 and O3-Na-[Ni0.5Mn0.5]O2 

will be discussed, including different conditions for trying to achieve phase purity in 

the latter. The structures of these materials are explored, including the effect of 

varying the amount of sodium in the P2 layered oxides, and the Ni : Mn ratio in the 

O3 polymorph. The atmospheric and thermal stability of these compounds will also 

be investigated. The electrical properties will be characterised via performing 

impedance spectroscopy on the materials, before testing them electrochemically as 

cathodes in sodium-ion batteries (vs. Na/Na+). It is hoped that results obtained for 

these individual polymorphs will help elicit a better understanding of the behaviour 

and properties of the mixed phase Na[Ni,Mg,Mn,Ti]O2 material. 
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4.2 Experimental 

   4.2.1 Synthesis 

All samples were synthesized by conventional solid state reaction (shake ‘n’ bake). 

The starting reagents used were Na2CO3, Mn2O3, MnO2, NiO and MgO. Sodium 

carbonate and MnO2 were dried at 180 °C prior to being used. Nickel oxide was 

dried at 800 °C, magnesium oxide at 1000 °C, and Mn2O3 at 625 °C. 

Amounts of dried reagents were weighed using a balance, mixed and ground with 

acetone (Fisher Scientific) using an agate pestle and mortar, before being placed into 

a gold crucible and heated in a furnace. Samples were mixed for 30 minutes initially, 

before being pre-reacted at a lower temperature of ~ 700 °C. Subsequent grindings of 

the partially reacted mixtures took place for 20 minutes, with compounds 

synthesized between 700 and 1000 °C. Intermittent regrinding and phase analysis 

was carried out after each temperature step. For certain materials, powders were 

pressed into ‘green’ pellets prior to the firing. A muffle furnace was used for 

materials synthesized and cooled in air. Synthesis in other atmospheres (O2/N2) took 

place in a horizontal tube furnace. In this instance, the furnace was purged with the 

desired gas for 30 minutes at room temperature, prior to executing the heating 

program. Following synthesis, samples were either stored in an argon-filled glove 

box or a desiccator. 

   4.2.2 X-Ray Diffraction 

Most samples for X-ray diffraction, were prepared in air. Phase analysis used a 

STOE Stadi P X-ray diffractometer, Mo Kα1 (= 0.70926 Å) with a linear position 

sensitive detector (PSD) at an accelerating voltage of 40 kV and a tube current of 45 

mA. Data were recorded over the 2θ scan range 5 - 40 ° with a step size of 0.1 °. A 

germanium monochromator was used to remove Kα2 and Kβ, in order to leave just 

Kα1 monochromatic radiation. An internal silicon standard of SRM 640e from the 

National Institute of Standard and Technology (NIST) was added for 2θ peak 

position calibration, prior to pattern indexing and lattice parameter determination. An 
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air-sensitive sample holder was also employed using a Bruker D2 X-ray 

diffractometer with Cu Kα radiation (λ= 1.5418 Å) used. These samples were 

prepared in an argon-filled glove box. Patterns were recorded with a scan rate of 

0.02° in the 2θ range from 10° to 80°. 

The WinXPOW software (version 3.05 of STOE & Cie GmbH, Germany) was used 

for the analysis of collected XRD data. Qualitative phase analysis used the PDF-4+ 

software, and compared patterns with PDF cards from the International Centre for 

Diffraction Data (ICDD).8 Rietveld refinement was performed using the EXPGUI 

interface of the GSAS suite of programs.9,10 

   4.2.3 Materials Characterisation 

Thermogravimetic Analysis (TGA). For each measurement, 10-20 mg of powder 

sample was placed in an alumina crucible. The heating/cooling rate was fixed at 5 

°C/min, but the measured temperature ranges varied according to each sample. The 

measurements performed in flowing nitrogen used a PerkinElmer TGA 

(PerkinElmer, Massachusetts, USA). Pyris Manager software was used for data 

analysis.   

Differential Scanning Calorimetry (DSC). For each measurement, 20-30 mg of 

powder sample was placed in an alumina crucible and heated in air/argon (80/20) 

atmosphere from 25 to 1000 °C at 5 °C/min heating/cooling rate, and the sample 

temperature compared with that of an inert reference material (in this case an empty 

alumina crucible). The data were collected using a NETZSCH 404 C thermal 

analyser (Netzsch, Selb, Germany) and analysed using Proteus Analysis software. 

Impedance Spectroscopy. Pellets were pressed with 0.4 tons pressure and heated at 

the desired temperature for 1 h. Platinum or gold paste was painted on both sides of 

the pellet and dried and hardened by heating in a furnace. Impedance measurements 

performed in air used an Agilent E4908A analyser at 100 mV AC with a sweep 

frequency from 10 Hz to 1 MHz. Data collected in O2 used a Solartron 1260 analyser 

at 100 mV AC over the frequency range 10-1 to 106 Hz. Impedance data were 
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corrected for overall pellet geometry and for blank capacitance of the conductivity 

jig. Analysis was performed using ZView software. 

   4.2.4 Electrochemical Testing 

The electrode active materials were mixed with C65 carbon black as the conductive 

additive and polyvinylidene fluoride (PVDF) as the binder in an 8:1:1 weight ratio. 

The slurry of the composite was made using N-methyl-2-pyrrolidone (NMP), before 

these mixtures were drawn down onto carbon-coated aluminium foil. Electrodes 

were dried at 80 °C for 16 h in a vacuum oven. These were then cut, and pressed 

between two hot rollers, before being dried and stored at 80 °C in a vacuum oven 

again, prior to battery assembly. The mass loading for the dried electrode sheets was 

2-4 mg/cm2. The separators used in the Na-ion cells were cut from GF/A glass 

microfiber filter paper (Whatman). The electrolyte used was a solution of 0.5 M 

sodium hexafluorophosphate in an ethylene carbonate : diethyl carbonate : propylene 

carbonate (1:2:1) mixture. This was prepared in the glove box, with the solvent 

mixture dried over molecular sieves for 16 h, prior to dissolution of the salt.  

An argon-filled (H2O, O2 < 0.1 ppm) glove box was used for battery assembly 

(MBraun, Germany). Electrochemical half-cell testing was performed using 

aluminium CR2032 coin cells with a Na metal-disk, 11 mm in diameter, as the 

counter electrode. Circular positive electrodes, 12 mm in diameter, were punched 

from the cathode coatings. Cell casings, spacers, springs, and separators were all 

dried in an 80 °C vacuum oven for 16 h prior to being taken into the glove box for 

battery assembly. Electrochemical testing was performed using a Maccor Series 

4000 Automated Test System. All cells were held in a temperature-controlled 

environmental chamber at 25 °C. 
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4.3 Results and Discussion 

   4.3.1 Synthesis and Structural Characterisation of P2-   

Na0.64[Mn0.8Mg0.2]O2 

The PXRD patterns of Nax[Mn0.8Mg0.2]O2 (0.5 ≤ x ≤ 1) are shown in Figure 4.2.The 

materials were made via a solid state synthesis route by hand grinding the precursors 

Na2CO3, MgO and Mn2O3 in stoichiometric amounts. Manganese (III) oxide was 

used at the starting material as manganese is known to be present in mixed oxidation 

states (III, IV) when heated in air. For x = 0.64, for example, the Mn has an average 

oxidation state of +3.7. ‘Green’ pellets were first fabricated and calcined at 700 °C 

for 3 hours, before being reground, pressed into pellets again, covered with 

sacrificial power and reacted at 900 °C for 10 hours. As sodium is volatile and Na 

loss is known to occur when heated in furnaces at high temperatures, the pellets were 

covered with excess powder, which acted as a ‘buffer’. The final products were 

removed from the furnace at high temperature, and allowed to cool quickly in air. 

 

Figure 4.2   The PXRD pattern of P2-Nax[Mn0.8Mg0.2]O2 for 0.50 ≤ x ≤ 1,collected 

by MoPSD with λ = 0.7093 Å. Inset shows peak shifting over the range 8° ≤ 2θ ≤ 

10°. 
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The XRD patterns were all indexed using either space group P63/mmc or P63/mcm, 

which indicates that they form a single phase solid solution. For the x = 0.64 

composition, all the peaks are in good accordance with the reported literature of P2-

Na0.64[Mn0.8Mg0.2]O2 (PDF 04-022-8282)11 – a layered rock salt type structure 

indexed on the hexagonal P63/mmc space group. The P63/mcm space group possesses 

different symmetry and reflection conditions from P63/mmc, which introduces extra 

small peaks into the XRD pattern,12 such as the one seen for the x = 0.5, 0.8 and 1 

compositions at around 9°. A shift in this peak position to higher 2θ angles was 

observed for increasing sodium content, as shown by the inset in Figure 4.2.  

The structural refinement of P2-Na0.64[Mn0.8Mg0.2]O2 proceeded as described in the 

methodology section (Chapter II). The starting model and parameters used are given 

in Appendix H. The thermal parameter or Uiso for each atom was set to a default 

value of 0.025 Å2. The scale factor, background (6 terms of Chebyshev function) and 

lattice parameters were refined first, and were all allowed to change in the 

subsequent refinements. The zero-point, followed by the peak profile coefficients, 

were refined next, which were fixed after convergence. The atomic z coordinate of 

O1 was then refined, before also being fixed. After that, the site occupancies were 

refined in turn, starting with the occupancies of Mn and Mg, which were refined 

simultaneously. As these share the same 2a site, the occupancies of these atoms were 

constrained to add up to 1 (full occupancy at the site). The occupancies of Na1 and 

Na2 were refined next, simultaneously. The occupancy of the oxygen atom was 

refined and gave a value close to unity, with no significant improvement to the 

refinement model. Therefore, it was fixed at 1 for the rest of the refinement. The 

thermal parameters were not refined at any stage. As a final step, the z coordinate of 

O1, occupancies of Na1, Na2, Mn1 and Mg1, were refined simultaneously, along 

with the profile terms. This was repeated until no obvious improvements were 

observed in the χ2, Rp and Rwp values. 
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Figure 4.3   Rietveld refinement data for observed (obs), calculated (calc) and 

difference (diff) profiles of P2-Na0.64[Mn0.8Mg0.2]O2 at room temperature. 

Rietveld refinement data (observed, calculated and difference profiles) are presented 

graphically in Figure 4.3. These data show a good fit between the observed and 

calculated plots, with only a slight mismatch in intensities for certain peaks. A 

summary of the final refined parameter results is provided in Table 4.1 Importantly, 

good statistical parameters were obtained: χ2 = 3.28, Rp = 6.27%, Rwp = 8.53%, 

along with realistic site occupancies for the different atoms. The occupancy ratio of 

Mn1 : Mg1 was found to be 0.8 : 0.2. There are two sodium sites for this P2 layered 

oxide, with the Na1 site being the less occupied of the two. The refined lattice 

parameters are a = 2.9017(1) Å and c = 11.235(1) Å, which are comparable to those 

reported in the literature.11 In order to get more accurate structural data on this 

material, an X-ray synchrotron or neutron diffraction experiment is required. 
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Table 4.1   Refined crystallographic parameters for P2-Na0.64[Mn0.8Mg0.2]O2. 

 

Atom Multiplicity x y z Occupancy 100 x Uiso 

(Å2) 

Na1 2b 0 0 0.25 0.222(4) 2.5 

Na2 2d 1/3 2/3 0.75 0.374(5) 2.5 

Mn1 2a 0 0 0 0.79(1) 2.5 

Mg1 2a 0 0 0 0.20(1) 2.5 

O1 4f 1/3 2/3 0.5934(3) 1 2.5 

Space group = P63/mmc, χ2 = 3.28, Rp = 6.27%, Rwp = 8.53%, a = 2.9017(1) Å, c = 

11.235(1) Å. 

 

The thermal stability of these layered sodium oxides is important, as it may have 

serious implications for their processing and applications. Stability in air is also a 

significant factor when considering the long term storage of these materials, as well 

as for handling and preparing them as cathodes for Na-ion-ion batteries. The thermal 

stability of P2-Na0.64[Mn0.8Mg0.2]O2, as well as its moisture and oxygen sensitivity, 

were studied by TGA and DSC (Fig. 4.4). A TGA run in nitrogen (a) was performed 

between 25 and 1000 °C with programmed heating/cooling of 5 °C/min. The 

samples were held at 1000 °C for two hours, prior to the cooling step. The 

Na0.64[Mn0.8Mg0.2]O2 sample had been stored in a desiccator following synthesis, and 

then exposed to the atmosphere for several hours, prior to performing the TGA 

measurement. The TGA profile consists of different regions of continuous mass loss, 

interrupted by flat plateaus. The sample lost around 3% mass on heating to 700 °C, 

followed by an additional 3% on heating and holding at 1000 °C. The sample mass 

remained constant on cooling back to room temperature again. 
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Figure 4.4   TGA profile of P2-Na0.64[Mn0.8Mg0.2]O2 heated and cooled to 1000 °C 

in nitrogen. 

The TGA profile is similar to the one for the Na[Ni,Mg,Mn,Ti]O2 mixed phase 

material. At lower temperatures, the decrease in mass is likely to be due to the loss of 

weakly bound physisorbed species from the air, such as water, and possibly the loss 

of more strongly structurally bound species. It is possible that Na+/H+ ion exchange 

takes place when the sample is exposed to H2O to form NaOH/TMOOH, and that 

Na2CO3 or NaHCO3 may synthesize on exposure to CO2. These processes are likely 

to have a detrimental impact on the electrochemical performance of the material. For 

certain Na-deficient P2 layered oxides, and under certain conditions, CO3
2- ions and 

water molecules are reported to insert between the oxide layers at the vacant Na sites 

(Fig. 4.5), e.g. for Na0.67[Mn0.5Fe0.5]O2
13 and Nax[Ni0.22Co0.11Mn0.66]O2.

14 These 

TGA results demonstrate that air-stability for this layered oxide are important, and 

that the material is prone to the uptake of atmospheric species. The TGA profile for 

P2-Na0.64[Mn0.8Mg0.2]O2 is a hybrid between the N2 runs observed for mixed phase 

Na[Ni,Mg,Mn,Ti]O2 (in Chapter III) for a sample stored in a glove box and one left 

out in air. Also, the amount of mass lost for this P2 material stored in a desiccator 

(6%) is intermediate between the amounts lost for these two samples: 4% for the 

glove box sample and 8% when left out in air. Importantly, storage conditions and 

air-exposure when handling, investigating, or synthesizing these materials, have been 

demonstrated as vital considerations for this P2-type layered sodium oxide. 
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Figure 4.5   Water intercalation between TMO6 sheets at sodium deficient sites. 

In order to obtain further information about the thermal stability of P2-

Na0.64[Mn0.8Mg0.2]O2, DSC was performed (b). These results below show there to be 

no clear endotherms/exotherms in the plots on heating and cooling, suggesting that 

the material does not undergo any fast structural phase transitions. While a P2-O3 

transition was found to occur in the Na[Ni,Mg,Mn,Ti]O2 mixed phase material above 

800 °C, this does not occur here as the material is synthesized at 900 °C. An XRD 

was also performed after heating and cooling the material to 1000 °C in the air, and 

the same XRD pattern was recorded (Appendix I). Hence, interestingly, this suggests 

that the P2 phase is fairly thermodynamically stable when it is in phase pure form, 

but possibly only metastable as part of a mixed phase material. 

 

Figure 4.6   DSC curve of P2-Na0.64[Mn0.8Mg0.2]O2 heated and cooled to 1000 °C in 

an air/argon atmosphere (80/20). 
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   4.3.2 Synthesis and Structural Characterisation of O3-   

Na[Ni0.5Mn0.5]O2 

The precursors Na2CO3, NiO and Mn2O3 were hand ground in stoichiometric 

amounts. The mixture was calcined in air at 700 °C for 2 h, before being removed 

from the furnace at this temperature, reground and heated from 700 to 720 °C. The 

sample was held at 720 °C for 24 h, removed from the furnace at 720 °C, reground 

and heated to 740-800 °C. The powder was heated for 24 h at each temperature 

interval, before a small amount was removed for XRD analysis (Fig. 4.7), the 

remainder was reground and heated again to the next temperature. 

 

Figure 4.7   XRD patterns for Na[Ni0.5Mn0.5]O2 heated at 740 to 800 °C, collected 

by MoPSD with λ = 0.7093 Å. Two phases: trigonal O3 (    ) and hexagonal P2 (    ) 

were observed, as well as starting material cubic NiO (    ).  
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In all of the PXRD patterns in Figure 4.7, there is unreacted nickel (II) oxide present. 

The XRD pattern of the sample removed from the furnace at 775 °C shows just the 

targeted O3-Na[Ni0.5Mn0.5]O2 phase, alongside the NiO impurity. For every other 

temperature, there is evidence of a P2 polymorph. This phase was indexed using the 

hexagonal P63/mmc space group. As a general characteristic of the P2-type layered 

sodium oxides is Na deficiency, this structure may form due to a loss of sodium on 

heating in an open air system. A loss of Na in turn means an excess of higher 

oxidation state manganese is required in the material to balance the charge, hence 

leading to some unreacted NiO remaining. The synthesis was repeated, targeting 

temperatures from 770-780 °C, using longer dwell times and more intermittent 

grinding, but it was not possible to produce phase pure O3-Na[Ni0.5Mn0.5]O2 via this 

synthesis route. 

In order to try and minimise the amount of P2 polymorph present, and obtain phase 

pure O3-Na[Ni0.5Mn0.5]O2, a different synthesis strategy was implemented. 

Manganese (IV) oxide was used as the starting material as +4 is the oxidation state 

desired in Na[Ni0.5Mn0.5]O2. The starting materials were ground together in 

stoichiometric amounts, but with 5 wt.% excess Na2CO3 to try and compensate for 

any sodium lost during the synthesis procedure. The starting materials were ground 

together and pressed into ‘green’ pellets. These were then calcined at 700 °C in an 

oxygen atmosphere for 5 h. The sample was reground, pressed into pellets once 

more, and heated again in O2 to 900 °C and reacted at this temperature for 16 h. The 

synthesis was performed in an oxygen atmosphere to try and maintain the higher +4 

oxidation state for the manganese. Although there was not access to the necessary 

laboratory equipment to perform quenching in O2, the material was cooled quickly 

after the reaction had finished (~ 10 °C/min), prior to being removed from the 

furnace. 

 



 Laurence A. Middlemiss, PhD Thesis, Chapter IV 

  

191 
 

 
Figure 4.8   The PXRD pattern of O3-Na[Ni0.5Mn0.5]O2 collected by D2 

diffractometer with Cu Kα radiation (λ = 1.541 Å) using an air-sensitive holder. The 

starting material cubic NiO is marked with    . 

Following the synthesis procedure, the product was removed from the furnace at 200 

°C and immediately transferred to an argon-filled glove box. An XRD was 

performed with an air-sensitive holder using Cu Kα radiation (Fig. 4.8). The O3-

Na[Ni0.5Mn0.5]O2 phase was formed, but there is still residual NiO starting material 

present as a secondary minor phase. The main phase was indexed using the trigonal 

R3̅m space group. These results suggest that it is not possible to thermodynamically 

synthesize phase pure O3-Na[Ni0.5Mn0.5]O2 via the shake ‘n’ bake method, and 

perhaps alternative synthesis strategies are required, such as ball milling, which uses 

intensive mixing. 

In order to further investigate the structures of these layered sodium nickel, 

manganese oxides, the ratio of Ni : Mn was altered. A range of Na[NixMn1-x]O2 

(O.33 ≤ x ≤ 0.5) materials were prepared via solid state reactions. The samples were 

synthesized in an oxygen atmosphere, using the same procedure as described 

previously. As a 5 wt.% excess of Na2CO3 was used, the stated Na compositions of 

the samples are nominal. The PXRD patterns are presented in Figure 4.9. All 

different compositions showed evidence of the NiO starting material. The x = 0.33 

composition has a P2-type structure, compositions in the range 0.4 ≤ x ≤ 0.45 have 

mixtures of O3 and P2-type phases, and x = 0.5, possesses just the O3-type 

polymorph. 
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Figure 4.9   XRD patterns for Na[NixMn1-x]O2 for 0.33 ≤ x ≤ 0.50, collected by 

MoPSD with λ = 0.7093 Å Two phases: trigonal O3 (     ) and hexagonal P2 (    ) 

were observed, as well as starting material cubic NiO (    ). 

Nickel oxide is present in all compositions, which is most likely a consequence of 

sodium evaporation during heating. Less sodium means that a higher ratio of Mn : Ni 

is required in the layered oxide in order to balance the negative charge on the 

oxygen, thus resulting in left over NiO. High temperatures and long heating times 

are required for product formation, but also make Na evaporation more likely, hence 

why the use of lower temperatures or ‘chimie douce’ methods e.g. co-precipitation, 

sol-gel, may be more conducive for synthesizing phase pure O3-Na[Ni0.5Mn0.5]O2. 

The XRD patterns indicate that reducing the nickel content favours sodium-deficient 

P2-type formation. This may be because less Ni means there is a greater amount of 

higher oxidation state Mn in the end compound, and, therefore, less sodium is 

required to maintain charge neutrality. 

The difficulty in synthesizing phase pure Na[NixMn1-x]O2 materials is well 

documented in the literature.15 The results reported above share some similarity with 

those observed by Paulsen and Dahn who found that the P2-Na2/3[Mn1-xNix]O2 class 
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of layered sodium oxides was only phase pure below x = 1/3.16 Above this 

composition, NiO was always present as a secondary phase. The majority of O3-

Na[Ni0.5Mn0.5]O2 synthesized in the literature coexists with NiO.17,18 The only 

successful synthesis routes are via low temperature methods or, if at high 

temperature, with prolonged heating and intensive mixing, i.e. ball milling.15 

For the O3-Na[Ni0.5Mn0.5]O2 powder, the physical changes the material undergoes 

when exposed to air are clearly visible to the naked eye. Following the synthesis and 

removal from the furnace, the layered sodium oxide noticeably changes colour and 

texture over time, becoming darker and stickier. Furthermore, when fabricating 

pellets of the material in air, these are prone to cracking when left exposed to the 

atmosphere for prolonged periods of time. The thermal stability of the O3-

Na[Ni0.5Mn0.5]O2 sample, as well as its atmospheric sensitivity, were studied by 

(TGA) and DSC (Fig. 4.10). A TGA run in nitrogen (a) was made between 25 and 

950 °C with programmed heating/cooling of 5 °C/min. The samples were held at 950 

°C for two hours, prior to cooling. Two samples were run: one which had been 

stored in the glove box immediately after synthesis until the TGA measurement, and 

one which had been left out in air for 24 hours prior to the run. 

 

Figure 4.10   Thermal analysis of O3-Na[Ni,Mn]O2: (a) TGA profiles in nitrogen 

and (b) DSC curve in air/argon (80/20) atmosphere. 
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The profile for the sample stored in the glove box fluctuated around the 100 wt.% 

mark, indicating that no significant mass loss/gain occurred. In contrast, the sample 

left out in air showed a series of regions of continuous mass loss, interrupted by flat 

plateaus, and a total mass loss of ~ 7 wt.%. These results demonstrate that storage 

conditions for this O3-Na[Ni0.5Mn0.5]O2 layered oxide are extremely important, and 

that the material is prone to the uptake of atmospheric species. Both NaxMnO2 and 

NaxNiO2 are reported in the literature to be unstable in air.19 Furthermore, similar O3 

layered oxides, e.g. Na[Ni0.7Mn0.15Cu0.15]O2, are reported to react with water and 

CO2 to form NaOH, Na2CO3, Na2CO3.H2O and NiO on the particle surfaces.18 These 

species are insulating and so are likely to lead to a reduced electrochemical 

performance in O3-Na[Ni0.5Mn0.5]O2 if they form here. Furthermore, any sodium 

ions lost either by chemical reaction or Na+/H+ exchange will result in a reduced 

capacity. In order to obtain further information about the thermal stability of the 

oxide, differential scanning calorimetry was performed (b). The DSC curve 

possesses no clear, significant endotherms/exotherms on heating and cooling, 

suggesting that the material does not undergo any fast structural phase transitions; 

similar to the results observed for phase pure P2-Na0.64[Mn0.8Mg0.2]O2. 

4.3.3 Electrical Properties of P2-Na0.64[Mn0.8Mg0.2]O2 and O3-

Na[Ni0.5Mn0.5]O2 

A pellet of the single phase P2-Na[Mn0.8Mg0.2]O2 layered oxide was sintered at 1000 

°C in air, coated with platinum electrodes, and its electrical properties studied using 

impedance spectroscopy. A typical impedance dataset is shown in Figure 4.11, with 

data presented in four different complementary formats. In (a), the room temperature 

impedance complex plane plot appears to show part of an arc, which appears to meet 

the real (resistive) axis at 10 kΩ cm, and an additional smaller component towards 

lower frequency. Data is also shown for a measurement taken at 50 °C, which is 

visible more clearly in the zoomed-in inset. This 50 °C measurement possesses a 

smaller resistance (~ 1.25 kΩ cm) compared with the room temperature one. The 

combined spectroscopic plots for Z’’/M’’ (at room temperature) in (b) are off-scale, 

meaning it is not possible to determine the electrical homogeneity of the sample. 
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Measurements at lower temperature (below room temperature) are required to detect 

this and shift the measured window to higher frequencies. 

 

Figure 4.11   Impedance data for P2-Na0.64[Mn0.8Mg0.2]O2. (a) Impedance complex 

plane plots at room temperature (RT) and 50 °C. Spectroscopic plots of -Z’’ and M’’ 

(b), Y’ (c), and C’ (d).  

Plots of log conductance, Y’, against log f, are presented in (c) for a range of 

temperatures. These show a frequency-independent plateau with a value ~ 100 μS 

cm-1 at room temperature, and a gradual increase in conductivity as the temperature 

increases. Capacitance, C’ against frequency, (d), show the start of a plateau at 

higher frequency with a value of ~ 10 pF cm-1. At lower frequencies, C’ data 

increases to high values and at higher temperatures was found to enter the 

microfarad range. Such a high capacitance is indicative of electrode double layer 

phenomena, such as would be associated with ionic conduction of, in this case, Na+ 

ions. 
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In order to gain further insight into electrical properties of the P2-

Na0.64[Mn0.8Mg0.2]O2 sample, impedance measurements at different temperatures 

were used to construct an Arrhenius plot (Fig. 4.12). Arrhenius plots make it 

possible to work out the activation energy associated with the conduction in the 

material. As it was not possible to measure the bulk of the material without going to 

below room temperature, an Arrhenius plot was constructed using the total resistance 

of the bulk added to the grain boundary. 

 
Figure 4.12   Arrhenius plot of P2-Na0.64[Mn0.8Mg0.2]O2. 

These results above show that the conductivity of single phase P2- 

Na0.64[Mn0.8Mg0.2]O2 is much more conductive than the mixed phase 

Na[Ni,Mg,Mn,Ti]O2 layered rock salt type structure studied in Chapter III. The 

activation energy associated with the total conductivity of P2-Na0.64[Mn0.8Mg0.2]O2 

is 0.24(1) eV, which is lower than that for the mixed phase material, 0.33(1) eV. 

Hence, this indicates a lower activation energy for Na+ ion conduction in the phase 

pure P2 sample. This can be explained by the structure of the P-type polymorph, 

which due to its sodium deficiency possesses an open wide path for diffusion 

through adjacent prismatic sites.20 This confers a low activation energy barrier for 

Na+ ion hopping.  

Impedance measurements were also performed on the O3-Na[Ni0.5Mn0.5]O2 material. 

As this layered oxide was found to possess high atmospheric sensitivity, 
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measurements were performed in dry O2 in order to replicate the conditions in which 

the material was synthesized. A pellet of O3-Na[Ni0.5Mn0.5]O2 was sintered at 900 

°C in oxygen, coated with gold electrodes, and its electrical properties studied by 

impedance spectroscopy. Complex plane Z* plots of O3-Na[Ni0.5Mn0.5]O2 are shown 

in Figure 4.13. These all possess a large depressed non-ideal semi-circle. With 

increasing temperature, the arc decreases in size, indicating a reduced resistance. The 

arc crosses the real (resistive) axis at ~ 7.5 MΩ cm at 280 °C and around 0.375 MΩ 

cm at 500 °C. At lower temperatures, data becomes noisier, especially towards low 

frequency. This indicates that the impedance instrument is at the limit of what it is 

able to measure, and the sample is too resistive to extract usable data. At room 

temperature, it was not possible to extract resistances from data due to how resistive 

the material was and, subsequently, how noisy the measured impedance response 

was. 

 

Figure 4.13   O3-Na[Ni0.5Mn0.5]O2: Impedance complex plane plots Z* at 160 °C to 

500 °C in O2. 
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Figure 4.14 shows impedance spectra for O3-Na[Ni0.5Mn0.5]O2 using a range of 

different complex formalisms and graphical presentations. The capacitance as a 

function of frequency is displayed in Figure 4.14 (a). There are no clear visible 

plateaus in the plot, however, the capacitance is still increasing beyond 1 x 108 F  

cm-1 at low frequency, indicating the possibility of a sample-electrode interface 

response and a double layer phenomena. The corresponding capacitance of the 

Nyquist arc at 500 °C in Fig. 4.13 (d) is 1.2 x 10-9 F cm-1, which is calculated from 

ωRC = 1. This is consistent with a grain boundary contribution to the impedance. 

Combined Z’’/M’’spectroscopic plots in (b) show an offset between the peak 

maxima of M’’ and Z’’, which implies the electrical heterogeneity of the sample. The 

conductivity (Y’) versus frequency at different temperatures is shown in (c). The Y’ 

plot shows a dispersion at higher frequencies, which could be associated with 

Jonscher power law behaviour,21 and a nearly frequency independent plateau 

towards lower frequencies. Data is increasingly noisy at lower temperatures. 

 

Figure 4.14   O3-Na[Ni0.5Mn0.5]O2: spectroscopic plots of C’ (a), -Z’’ and M’’ (b), 

Y’ (c), in O2. 

In order to gain further insight into electrical properties of the O3-Na[Ni0.5Mn0.5]O2 

sample, impedance measurements at different temperatures were used to construct 

Arrhenius plots (Fig. 4.15). The separate bulk and grain boundary conductivities are 

given in (a). The bulk is found to be more conductive than the grain boundary at the 

temperatures measured, and has a lower activation energy of 0.43(2) eV compared 

with 0.511(1) eV for the grain boundary. The activation energy associated with the 

total conductivity of the material (bulk + grain boundary) is given in (b). This shows 
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that the overall conductivity of the material is largely dominated by the grain 

boundary at these temperatures, with a similar activation energy of 0.503(1) eV. 

 

Figure 4.15   Arrhenius plots of O3-Na[Ni0.5Mn0.5]O2 for its separate bulk and grain 

boundary components (a), as well as its effective total (bulk + grain boundary) 

conductivity (b). 

Extrapolating the Arrhenius plots for O3-Na[Ni0.5Mn0.5]O2 to room temperature 

would give extremely high resistances - of the order of gigaohms. So it is possible to 

say with some confidence that this O3 polymorph is much less conductive than the 

P2 phase, as well as less conductive than the Na[Ni,Mg,Mn,Ti]O2 mixed phase 

material studied in Chapter III. Furthermore, the activation energy associated with 

the effective total conductivity of O3-Na[Ni0.5Mn0.5]O2 (0.503(1) eV) is much higher 

than for the P2 material (0.24(1) eV), and all Ea values are higher than those of the 

corresponding mixed phase Na[Ni,Mg,Mn,Ti]O2 components. Hence, this indicates a 

higher activation energy for Na+ ion conduction in this O3 sample. This can be 

explained by considering the material’s solid state structure. In O-phases, sodium 

ions occupy octahedral sites. In order to jump from one to the next, the Na+ ion must 

go via a tetrahedral site, where there is size discrepancy and the ion experiences 

strong repulsion from cations in the TMO2 sheets.22 Hence, crossing through an 

octahedral-tetrahedral face, gives rise to a high activation barrier for Na+ ion 

migration in these layered oxides. 
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4.3.4 Electrochemical Testing of P2-Na0.64[Mn0.8Mg0.2]O2 and O3-

Na[Ni0.5Mn0.5]O2 

Electrochemical testing of P2-Na0.64[Mn0.8Mg0.2]O2 and O3-Na[Ni0.5Mn0.5]O2 was 

performed using coin cells between 2.5 and 4.3 V vs. Na+/Na. A voltage window and 

charge/discharge currents were selected, which are directly comparable with those 

used to test the mixed phase Na[Ni,Mg,Mn,Ti]O2 material in Chapter III.  Cycling of 

the phase pure P2-Na0.64[Mn0.8Mg0.2]O2 layered oxide at different rates of discharge 

is shown in Figure 4.16. Samples were charged at 14 mA g-1, and discharged at 14, 

28, and 140 mA g-1 rates. The P2 cells discharged at 14 and 28 mA g-1 have similar 

capacities of around 45 mAh g-1. The cell discharged at 140 mA g-1 possesses a 

significantly lower initial capacity, but it steadily rises across the first 25 cycles, 

finishing at around 18 mAh g-1. 

 

Figure 4.16   Discharge cycling data of P2-Na0.64[Mn0.8Mg0.2]O2/Na metal half cells 

over 25 cycles. Samples were charged at 14 mA g-1 and discharged at 14, 28 and 140 

mA g-1 between 2.5 and 4.3 V. 

The capacities obtained for P2-Na0.64[Mn0.8Mg0.2]O2 as a cathode material 

correspond to the Mn3+/Mn4+ redox reaction. These discharge capacities are quite 

low compared to other similar P2 materials in the literature,23,24 which is most likely 

due to the narrower voltage window these cells are being operated at. The Na-ion 
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battery is not discharged below its OCV of 2.5 V. Hence, the limited sodium 

extracted during the first charge is all that is reinserted back into the layered cathode 

structure. Discharging to a lower capacity would insert Na into the sodium deficient 

sites from the sodium metal counter electrode. Furthermore, going to higher voltages 

would also increase the capacity by utilising more of the initial pre-existing Na 

reservoir. A capacity of 45 mAh g-1 is only equivalent to ~ 0.18 Na. Similar P2 

layered oxides, e.g. Na0.67[Ni0.33-xMgxMn0.67]O2 materials, are reported to possess a 

large voltage plateau at 4.2-4.4 V,25,26 which is unlikely to have been fully exploited 

here. However, while these capacities seem quite low, importantly, the stability 

looks promising for this layered oxide. By avoiding a higher voltage, it is possible 

oxygen layer gliding and P2-O2 phase transitions are avoided, which are structurally 

damaging and are thought to result in poor charge retention.27 

 

Figure 4.17   Charge/discharge curves in 2.5 - 4.3 V showing the first few cycles for 

O3-Na[Ni0.5Mn0.5]O2/Na metal half cells. Cells were charged at 14 mA g-1 and 

discharged at (a) 14 and (b) 28 mA g-1. 

The electrochemical performance of the O3-Na[Ni0.5Mn0.5]O2 layered oxide was 

evaluated using a half-cell setup vs. sodium metal. Charge/discharge curves of the 

sample in the voltage range 2.5 – 4.3 V, using a specific charge current of 14 mA g-1 

and a discharge current of 14 mA g-1 (a) and 28 mA g-1 (b), are shown in Figure 

4.17. The voltage-capacity profiles exhibit slopes consisting of a series of plateaus. 
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A discharge capacity of around 125 mAh g-1 is achieved for both cells across the first 

couple of cycles, which is fairly high for a sodium-ion cathode, and slightly above 

that seen for the mixed phase Na[Ni,Mg,Mn,Ti]O2 material under the same testing 

conditions. However, after the first couple of cycles, the electrochemical 

performance was found to rapidly deteriorate and the capacity sharply drop off. 

The stepwise voltage plateaux seem to be reasonably reversible. There is an extra 

capacity during the initial charge, which may be attributed to electrolyte 

decomposition above 4 V. The series of voltage plateaus is indicative of 

Na+/vacancy ordering and structural transitions during cycling. Hence, the trigonal 

O3 structure is likely to transform into various P3 and O3 phases with different 

crystal structures as Na is extracted and inserted. These transitions confer poor long-

term stability for the O3-Na[Ni0.5Mn0.5]O2 material as a cathode, as these structural 

changes lead to large volume changes and overpotentials.28 As with the P2 class of 

materials, there is likely to be a trade-off between capacity and stability once again 

when tailoring the voltage range to be utilised for this layered oxide. 

 

Figure 4.18   Discharge cycling data of O3-Na[Ni0.5Mn0.5]O2/Na metal half-cell over 

25 cycles. Samples were charged at 14 mA g-1 and discharged at 140 mA g-1 between 

2.5 and 4.3 V. 

The instability of the O3-type material is best demonstrated by the capacity vs. cycle 

number plot shown in Figure 4.18. This Na-ion half-cell was charged at 14 mA g-1 
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and discharged at 140 mA g-1 (approximately 1C). The initial discharge capacity is 

80 mAh g-1, which is approximately 33% less than what is achieved at lower 

discharge rates. Hence, this suggests that rate kinetics are poor for this material, as 

suggested by impedance results performed on the raw electroceramic. Beyond 10 

cycles the capacity rapidly declines, and after 25 cycles it is below 60 mAh g-1 (~ 

75% charge retention). Hence, while the O3-Na[Ni0.5Mn0.5]O2 material possesses a 

much higher specific capacity than P2-Na0.64[Mn0.8Mg0.2]O2, the stability and charge 

retention do not appear to be as good, thus limiting the overall performance of the 

material, and curtailing its use as an Na-ion cathode. 
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4.4 Conclusions 

In this chapter, the P2-Na0.64[Mn0.8Mg0.2]O2 and O3-Na-[Ni0.5Mn0.5]O2 layered 

oxides were synthesized and characterised. The structures of these oxide materials 

were explored, including the effect of varying the amount of sodium in the P2-type 

material and the Ni : Mn ratio in the O3 polymorph. The structure and 

thermal/atmospheric stability of these materials were examined using a variety of 

different characterisation techniques: XRD, TGA, DSC. Their electrical properties 

were also investigated using impedance spectroscopy. Finally, electrochemical 

testing was performed by employing half-cell battery setups vs. metallic sodium. 

A solid solution was found to form for P2-Na0.64[Mn0.8Mg0.2]O2 (0.5 ≤ x ≤ 1). The x 

≈ 2/3 material was indexed using the P63/mmc space group, and had its detailed 

structure resolved by Rietveld refinement. The O3-Na[Ni0.5Mn0.5]O2 polymorph was 

found to form over a narrow temperature range when synthesized in air. Synthesis in 

an oxygen atmosphere was also performed - both routes resulted in residual NiO 

precursor. Hence, this helps account for the NiO impurity present in the mixed phase 

Na[Ni,Mg,Mn,Ti]O2 in Chapter III. The Ni : Mn ratio in these layered oxide 

materials was altered by synthesizing Na[NixMn1-x]O2 (O.33 ≤ x ≤ 0.5) materials. A 

lower nickel content favoured the formation of a sodium-deficient P2 phase over the 

O3 one. Both P2-Na0.64[Mn0.8Mg0.2]O2 and O3-Na-[Ni0.5Mn0.5]O2 materials are prone 

to the uptake of atmospheric species when exposed to air, as found by TGA 

measurements. DSC results showed no indication of fast structural phase transitions 

occurring in either material on heating.  

From impedance measurements, the conductivity of the layered oxides was as 

follows: P2-Na0.64[Mn0.8Mg0.2]O2 > mixed phase Na[Ni,Mg,Mn,Ti]O2 >                              

O3-Na-[Ni0.5Mn0.5]O2. The activation energies suggest that Na+ ion hopping occurs 

most easily in the P2-type material and is significantly hindered in the O3-phase. 

Electrochemical testing revealed the P2-Na0.64[Mn0.8Mg0.2]O2 material to have a low 

discharge capacity of only around 45 mAh g-1, but good initial cycling stability. The 

O3-Na[Ni0.5Mn0.5]O2 layered oxide showed a much higher specific capacity (~ 125 

mAh g-1), but possesses poor charge retention. 
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Results found in this chapter raise important concerns over the preparation, storage 

and handling of layered oxide materials as potential Na-ion cathodes. Possible future 

work is to perform XRD measurements after exposing the material to air/moisture, 

and after TGA/DSC runs. Further Rietveld analysis would also be useful to try and 

determine the degree of Na/Ni mixing, if any, in the materials synthesized in this 

chapter, as well as quantitative phase analysis to determine the amount of residual 

NiO. Inductively coupled plasma mass spectrometry (ICP-MS) may also prove 

advantageous for accurate elemental analysis. Further synthesis work is required to 

produce phase pure O3-Na[Ni0.5Mn0.5]O2. 

While P2-Na0.64[Mn0.8Mg0.2]O2 and O3-Na-[Ni0.5Mn0.5]O2 have been well studied in 

the literature, this is the first time their electrical properties have been investigated by 

impedance spectroscopy. Results obtained help to provide further information on the 

structure-property-performance relationship in these layered oxide Na-ion cathode 

materials. In order to obtain greater insight, using a wider temperature range is 

desirable to allow for better separation and analysis of all the individual components 

in the impedance response. Due to the phase transitions that are reported to occur in 

these materials during cycling,2,11 impedance measurements on the P3 and O2 

structures would also provide greater insight into the electrochemical performances. 

Cell testing of P2-Na0.64[Mn0.8Mg0.2]O2 and O3-Na-[Ni0.5Mn0.5]O2 can help explain 

the promising behaviour of the Na[Ni,Mg,Mn,Ti]O2 mixed phase sample as an Na-

ion cathode. The O3-Na[Ni0.5Mn0.5]O2 layered oxide has a high specific capacity, 

and the P2-Na0.64[Mn0.8Mg0.2]O2 material appears to possess good cycling stability. 

Hence, a combination of these two effects is seen in the mixed phase system. 

Importantly, it is essential to remember that P2-Na0.64[Mn0.8Mg0.2]O2 and O3-Na-

[Ni0.5Mn0.5]O2 are the nominal phases in the Na[Ni,Mg,Mn,Ti]O2 mixed phase 

material, and not the exact compositions of the polymorphs. For instance, there is 

also titanium present. Doping O3 materials with Ti4+ is reported to suppress the 

abrupt phase transformation via the gliding of the transition metal layer, and lead to 

an enhanced electrochemical performance.29 Future work could be to explore the 

effect of replacing the Mn4+ ions with Ti4+ in each of the individual phases that have 

been studied. 
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Chapter V 

Two- and Three-Electrode Impedance 

Spectroscopy of Sodium-Ion Batteries 

5.1 Introduction 

A crucial measurement used to determine the quality of the cathode material is the 

discharge capacity. This is for how long a cathode material can deliver a current 

equal to the discharge rate, at the nominal voltage of the cell, and is therefore 

intrinsically linked to the energy density of a battery. All batteries will experience, 

with cycling, some reduction in performance for a variety of reasons. This can take 

the form of either a fall in capacity or a drop in power. Capacity fading is often 

expressed in terms of charge retention, and this is an essential value so that the cycle 

life of a particular battery is known. 

A drop in discharge capacity can be due to a variety of degradation (ageing) 

mechanisms1 (see Section 1.4 for more on this). Some of these degradation routes 

are linked to a rise in cell impedance.2 Therefore, by carrying out a combination of 

constant-current, constant-voltage (CC/CV) cycling in combination with 

electrochemical impedance spectroscopy, it should be possible to identify the rate-

limiting steps and problem interfaces inside the measured cell. Having knowledge of 

these may then make it possible to overcome them in order to enhance overall 

battery performance. 

Considerable research has taken place on the application of impedance spectroscopy 

to lithium-ion batteries for similar purposes,3 however, such studies have been 

constrained by their limited analysis. Crucially, so far, no-one in the literature has 

utilised the full range of different complex formalisms to highlight different aspects 

of collected data, thus restricting their interpretation of results. Furthermore, when 

carrying out impedance measurements on full-cells, it can be difficult to interpret 

data due to the overlapping of processes with similar time constants at both 
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electrodes. Often, half-cell measurements are required to clarify data and study the 

two electrodes separately. However, the spectra generated in this way may not 

exactly reflect the processes occurring at the individual electrodes in a full-cell. A 

way to circumvent this problem is to use a three-electrode cell design.4 Thus, in this 

way, it is possible to monitor how the anode and cathode individually contribute to 

the overall impedance of the battery, and gain a better insight into fading 

mechanisms. 

In this chapter, electrochemical impedance spectroscopy is applied to full-cell 

sodium-ion batteries for the first time to try and elucidate their performance limiting 

factors. This is done using two- and three-electrode designs applied to the 

commercially-used pouch cell setup. Unlike previous impedance studies on 

secondary batteries,5–7 data will be analysed using a range of different complex 

impedance formalisms in order to allow for a more in-depth analysis. 

 

 

 

 

 

 

 

 

 

 

 

 



 Laurence A. Middlemiss, PhD Thesis, Chapter V 

  

211 
 

5.2 Experimental 

   5.2.1 Cell Components 

Sheets of the cathode and anode were supplied by the Warwick Manufacturing 

Group (WMG). The composite cathode consisted of the active material component, 

Na[Ni,Mg,Mn,Ti]O2, which had been mixed with polyvinylidene fluoride (PVDF) 

binder and C65 carbon black conductive additive in a 89 : 6 : 5 ratio. For the anode, 

a non-graphitizable commercially-available carbon had been mixed with PVDF and 

C45 carbon black (88.1 : 9 : 2.9). Slurries of both of these were formed with N-

methyl-2-pyrrolidone (NMP) before these mixtures were drawn down onto carbon-

coated aluminium foil. These were then dried and stored at 60 °C in a vacuum oven 

before square electrodes were pressed using a die cutting machine. Positive 

electrodes (cathodes) of 2.5 mAh/cm2 (20 x 20 mm) were cycled against negative 

hard carbon electrodes (22 x 22 mm). Prior to cycling, these were all stored in a 

vacuum oven at 60 °C before being transferred to an argon-filled glove box for cell 

assembly.  

The separators used in the Na-ion cells to isolate the cathode and anode from one 

another were cut from GF/A glass microfiber filter paper (Whatman). These were 

dried at 200 °C for 16 h before they were transferred to the glove box. Laminate-type 

prismatic pouch cells (7 x 5 cm) containing aluminium current collector tabs (MTI) 

to connect the electrodes to the battery tester were dried at 70 °C overnight before 

being taken into the glove box. The electrolyte used was a solution of 0.5 M sodium 

hexafluorophosphate in an ethylene carbonate : diethyl carbonate : propylene 

carbonate (1:2:1) mixture. This was prepared in the glove box, with the solvent 

mixture dried over molecular sieves for 16 h, prior to dissolution of the salt. 

   5.2.2 Cell Designs 

Electrochemical measurements were performed using laminate-type prismatic pouch 

cells assembled in the argon-filled glove box. A pouch cell consists of the cathode 

stacked on top of the anode, separated by two GF/A separators (Fig. 5.1). These 

separators were soaked in liquid electrolyte prior to cell assembly. The cells were 
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then vacuum-sealed with Al current collector tabs sticking out of the pouch for 

connection to the battery tester. 

 

Figure 5.1   Two-electrode pouch cell design. 

The three-electrode cell design used in this work is identical to the two-electrode 

one, except it possesses longer separators (35 x 25 mm). This is to accommodate a 

third (reference) electrode sandwiched between the two separators, placed above the 

cathode and anode (Fig. 5.2). This third electrode takes the form of a piece of sodium 

metal (0.5 x 0.5 cm), which is enclosed inside a folded Al current collector tab. 

 

Figure 5.2   Three-electrode pouch cell design. 

Glass fibre separator Na[Ni,Mg,Mn,Ti]O2 

cathode 

Glass fibre separator 

Na[Ni,Mg,Mn,Ti]O2 

cathode 
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Four cells were built and tested for each two- and three-electrode design to check the 

reproducibility of collected results. Analysis of collected data for these showed a 

close similarity between the cells. This ensures that data presented in this chapter, 

and conclusions drawn, are representative of a wider population. 

   5.2.3. Testing Configurations 

Two-electrode cells were tested using a Maccor Series 4000 Automated Test System. 

The Na[Ni,Mg,Mn,Ti]O2 cathode was connected to the positive terminal and the 

hard carbon anode to the negative terminal using banana clips (Fig 5.3). AC 

impedance measurements were performed using a frequency response analyser 

(Solartron Modulab). All cells were held at a constant temperature of 30 ± 0.5 °C 

using a Maccor Temperature Chamber. 

 

Figure 5.3   Schematic view of the wiring between two-electrode test cells and 

Maccor Series 4000 Automated Test System. 

A schematic diagram of the three-electrode cell and the different interface terminal-

to-electrode connections is shown in Fig. 5.4. The Na electrode acts as a voltage 

reference but experiences no current flow so does not interfere with the cycling of 

the battery. AC impedance measurements were performed using a potentiostat with a 

parallel frequency response analyser (Solartron Pstat 1470E/FRA 1455A). This setup 

is capable of simultaneous high-speed, precision and accurate impedance 

measurements (the FRA has a measurement accuracy of 0.1%). 
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All cells were held at a constant temperature of 30 ± 0.5 °C using a MMM 

FRIOCELL Incubator. Impedance was measured by applying an AC potential 

between two electrodes and measuring the current between them. Three intrinsic EIS 

scans were performed simultaneously, using different methods for connecting the 

Solartron equipment to the electrodes. In the first, the impedance of the cell was 

measured without using the reference electrode. In the second, the impedance of the 

working electrode (Na[Ni,Mg,Mn,Ti]O2) was measured against the reference (Na 

metal) electrode, and in the third, the counter electrode (hard carbon) was measured 

versus the reference electrode.  

 

Figure 5.4   Schematic view of the wiring between three-electrode test cells and 

Solartron 1455A/1470E. 

   5.2.4 Testing Procedures 

Each battery was left for 32 h at 30 °C prior to cycling to allow time to equilibrate. 

An impedance measurement was then performed before beginning to cycle the cell. 

The cells were cycled under constant current conditions at a specific current of 14 

mA g-1 on charging and 28 mA g-1 on discharging, between the voltage limits of 4.2 

and 1.0 V at 30 °C. On charging, a constant voltage step was applied at 4.2 V until 

the current dropped below 2.8 mA g-1. The impedance spectra were recorded before 

every charge and discharge, allowing four additional hours for equilibration after 
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each charging/discharging step. An additional one-hour open circuit voltage (OCV) 

hold after running EIS allowed the cell to return to a steady state. AC impedance 

measurements were performed by varying the frequency with a perturbation 

potentiostatic signal amplitude of 10 mV (peak to peak) from 10 mHz to 100 kHz for 

two-electrode cells and 10 mHz to 1 MHz for three-electrode measurements. Data 

acquisition was performed using MIMS and Multistat software for two- and three-

electrode cells respectively. ZView software was used for data analysis. 

   5.2.5 Geometry Correction 

In order to allow a more meaningful interpretation of impedance data collected, a 

geometry correction was performed (Eq. 5.1). This consisted of dividing the active 

charge-transfer area, that of the cathode, by the separation between the two 

electrodes. This was taken as the accumulative thickness of the GF/A separators - 

each one being 0.26 mm. This allowed data to be plotted in the form of resistivity (Ω 

cm) and permittivity (F cm-1). 

𝐺𝑒𝑜𝑚𝑒𝑡𝑟𝑦 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑐𝑎𝑡ℎ𝑜𝑑𝑒

2 × 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑜𝑟 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠
 

𝐺𝑒𝑜𝑚𝑒𝑡𝑟𝑦 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 =
2.0 𝑐𝑚 × 2.0 𝑐𝑚

2 × (2.6 × 10−2 𝑐𝑚)
 

𝐺𝑒𝑜𝑚𝑒𝑡𝑟𝑦 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 =
4.0 𝑐𝑚2

5.2 × 10−2 𝑐𝑚
 

𝐺𝑒𝑜𝑚𝑒𝑡𝑟𝑦 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 = 𝟕𝟕 𝒄𝒎 

 

 

 

(5.1) 
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5.3 Results and Discussion 

   5.3.1 Performance Comparison of Two- and Three-Electrode Cells 

The purpose of carrying out three-electrode measurements is to monitor how the 

anode and cathode individually contribute to the overall impedance of the battery, 

and subsequently gain a better insight into performance fading mechanisms. 

However, when using a three-electrode cell setup, it is important that data generated 

are a meaningful replication of what would be seen for a standard two-electrode 

battery, so that conclusions drawn from three-electrode measurements can be applied 

to standard two-electrode batteries. It is therefore necessary to compare the 

performance of the different cell designs in terms of constant-current, constant-

voltage (CC/CV) cycling, before examining the EIS measurements.  

 

Figure 5.5   Voltage against time during the first ten cycles for a (a) two- and (b) 

three-electrode cell. 

The voltage-time profiles for two- and three-electrode cells are compared in Figure 

5.5. Simple charge-discharge measurements were performed on these batteries 

without EIS. The two-electrode cell (Fig. 5.5 (a)) and the full-cell measurement (Fig. 

5.5 (b)) for the three-electrode setup are very similar. The cells were found to have 

an open circuit voltage close to 0 V in the assembled state. This is measured for 8 h 

to ensure that it is fairly constant before beginning the cycling. The cells were cycled 

using a specific current of 14 mA g-1 on charging and 28 mA g-1 on discharging - this 
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(5.2) 

equates to approximately a 10 h charge and 5 h discharge of the cell. These C-rates 

were selected so that data could be collected over a reasonable time frame, without 

using currents which were overly aggressive for the cell. 

A faster rate was applied to discharge the battery as less structural strain is thought to 

be placed on the non-graphitizable carbon anode when removing sodium ions from 

it. A hard carbon anode is one which lacks long-range crystalline (graphitic) order. 

Immobilised nanoscale domains exhibit local pseudographitic crystallinity, and at, 

microsocpic scales, such domains form a structure with closed porosity. Voltage 

limits between 1.0 and 4.2 V were applied to the cycling procedure, taking into 

consideration the redox potential of the active electrode materials being used, as well 

as the stability of these and the electrolyte. A constant voltage step was applied at 4.2 

V until the current dropped below 2.8 mA g-1 in order to maximise the amount of 

capacity obtained from the batteries. 

For the three-electrode cell, voltage-time profiles for the individual cathode and 

anode were also plotted in Fig. 5.5 (b). The cathode can be seen to vary between 

approximately 2.4 and 4.3 V, and the anode between around 1.4 and 0.1 V. The 

cathode voltage window is consistent with the Na metal reference and the Ni2+/4+ 

redox reaction.8 The insertion of Na+ ions into graphene interlayer spaces is reported 

to take place > 0.3 V. A lower voltage is thought to move further sodium into 

micro/nano-pores between 0 - 0.3 V.9 However, precise sodiation mechnaisms are 

likely to depend upon the cell components and testing conditions. The full-cell 

voltage for the three-electrode battery is given by the difference in chemical potential 

between the cathode and anode (Eq. 5.2).  

𝐹𝐹𝑢𝑙𝑙−𝐶𝑒𝑙𝑙 = 𝑉𝐶𝑎𝑡ℎ𝑜𝑑𝑒 −  𝑉𝐴𝑛𝑜𝑑𝑒 

In order to get a clearer picture of how the performances of the cells compare, it is 

necessary to examine their capacities. The charge, discharge capacity and coulombic 

efficiency across the first ten cycles, for two- and three-electrode cells, are plotted in 

Figure 5.6. After the first cycle (from cycle 2 onwards), the Na[Ni,Mg,Mn,Ti]O2 

cathode material can be seen to deliver both a charge and discharge capacity of 

around 125 mAh g-1, and the cell generates an average discharge cell voltage of 

around 3.2 V, giving a cathode specific energy of 400 Wh kg-1. Both cells possess 
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high coulombic efficiencies (~ 99%), apart from for cycle 1, thus indicating low 

polarisation during cycling. The charge capacity for the first cycle of the cell is much 

higher than subsequent cycles, resulting in a lower coulombic efficiency of 

approximately 80%. 

 

Figure 5.6   Capacity and coulombic efficiency versus cycle number for (a) two- and 

(b) three-electrode cell. 

As the capacities and coulombic efficiencies of the two- and three-electrode cells are 

virtually indistinguishable, this indicates that the presence of the third reference 

electrode does not interfere with the performance of the cell. Therefore, this suggests 

that it should be possible to extract meaningful results from EIS measurements 

performed on three-electrode cells and apply these to two-electrode batteries. 

Standard EIS analysis tools may give wildly inaccurate results on a system that is not 

at steady state.10 Hence, a reproducible steady state is a necessary condition for a 

valid impedance measurement on a battery.2 In order to ensure this, electrochemical 

impedance spectroscopy is normally measured using a small excitation signal. This 

is done so that the cell’s response is pseudo-linear. If the system is non-linear, the 

current response will contain harmonics of the excitation frequency. In order to 

accurately perform EIS on a cell during cycling, it is necessary to implement a ‘rest’ 

period first so that the cell’s voltage is not varying significantly.11 Thus, after every 

charge and discharge, a 4 h open circuit voltage step was written into the cell testing 

procedure, prior to performing EIS. An additional 1 h OCV step was implemented 

following the impedance scan to allow the cell to ‘recover’ from the EIS run, prior to 
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continuing with CC/CV cycling. As these rest periods will be significantly present in 

the battery testing regime when performing EIS, it was first necessary to ensure that 

the performance of cells under this testing regime does not differentiate significantly 

from standard cycling of Na-ion batteries, so that the results can be treated as 

meaningful. 

 

Figure 5.7   Voltage against time during the first ten cycles, including rest steps, for 

a (a) two- and (b) three-electrode cell. 

The voltage-time profiles of two- and three-electrode cells with 4 h rest steps 

included are shown in Figure 5.7. The OCV step after charging to 4.2 V can be seen 

as a slight dip at the top of the voltage plateau, with the voltage dropping to close to 

4.1 V. After the battery has been discharged to 1 V, an additional 4 h rest period 

results in the voltage increasing, reaching an OCV close to 1.7 V. Once again, a 

remarkably similar profile is seen for full-cell data for the three-electrode 

measurement (Fig. 5.7 (b)). The cathode vs. reference electrode measurement has a 

similar profile to that of the full-cell, but with OCVs after charge and discharge 

occurring at 4.2 and 2.8 V respectively. Anode data maintains an OCV after charging 

close to 0.1 V, but after discharging drops from 1.5 to 1.1 V, and then stays constant 

until the end of the rest period. 

The capacities and coulombic efficiencies of the different cell types are compared in 

Figure 5.8. It can be seen that both of these have charge/discharge capacities (after 

the 1st cycle) close to 125 mAh g-1, and coulombic efficiencies of around 99%. 

Importantly, not only is it difficult to distinguish between these two data sets but 
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they are also almost very similar to the results seen for the standard CC/CV cycling 

without rests (Fig. 5.6). Hence, these results suggest that the implementation of ‘rest’ 

steps does not interfere substantially with the typical performance of these sodium-

ion batteries. Therefore, impedance data collected from three-electrode cells should 

be able to be applied to standard two-electrode Na-ion batteries operating under 

normal conditions. 

 

Figure 5.8   Capacity and coulombic efficiency versus cycle number for a (a) two- 

and (b) three-electrode cell, with rest steps. 

Having checked that the cycling of three-electrode cells was comparable with two-

electrode batteries, and that implementing ‘rest’ steps does not interfere with their 

performances, impedance measurements can be performed. Each AC impedance 

scan lasts for approximately 40 minutes. As a final check, to ensure that introduction 

of an EIS step does not dramatically alter the behaviour of the cells, the voltage-time 

profiles and capacities vs. cycle number were first plotted. The two-electrode 

voltage-time data (Fig. 5.9 (a)) are closely related to that of cycling with rest periods 

(Fig. 5.7 (a)). The occasional presence of spikes in the plot corresponds to where EIS 

has been performed, and is due to a sharp voltage drop sometimes seen when there is 

a switch from the battery cycler to the frequency response analyser (FRA). The full-

cell data for the three-electrode cell (Fig. 5.7 (b)) are once again quite similar to the 

two-electrode plot. Furthermore, all of the three-electrode spectra – full-cell, cathode 

and anode - are very similar to what was seen for performing rest steps without 

introduction of EIS (Fig. 5.7 (b)). 
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Figure 5.9   Voltage against time during the first ten cycles for a (a) two- and (b) 

three-electrode cell, with EIS. 

The capacity and coulombic efficiency are plotted for the first ten cycles in Fig. 5.10. 

As seen with previous measurements with and without rest steps, the values are 

closely related. Both the two- and three-electrode cells possess coulombic 

efficiencies ~ 99% and a charge/discharge capacity close to 125 mAh g-1. 

Importantly, this indicates that the introduction of EIS measurements does not 

significantly alter the cycling behaviour of either the two- or three-electrode cells. 

 

Figure 5.10   Capacity and coulombic efficiency versus cycle number for a (a) two- 

and (b) three-electrode cell, with EIS. 
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   5.3.2 Two-Electrode Impedance Studies 

Upon initial examination, impedance within a battery can be thought to originate 

from the anode, electrolyte and cathode. Two-electrode EIS measurements on full-

cells give an overall picture of the total impedance within the battery; which is made 

up of contributions from each of these separate components. Simple two-electrode 

experiments should be useful in theory for determining how the EIS spectrum 

changes with cycle number, which in turn can be related to the performance 

degradation of sodium-ion batteries. Furthermore, to elucidate if there is an 

advantage to performing three-electrode measurements on Na-ion cells, it is 

necessary to first examine the two-electrode results to see what information can be 

gathered from these alone. Impedance scans (0.01 - 100,000 Hz) were performed 

across the first ten cycles for an Na-ion pouch cell with a measurement being carried 

out after every complete charge/discharge. EIS was also performed prior to cycling 

the cell in order to gather information about the battery in its assembled state. 

 

Figure 5.11   Impedance complex plane plot for a two-electrode sodium-ion battery 

prior to cycling it. Inset shows zoomed-in high-frequency data.  

The most common form of plotting impedance data for analysis is in the form of Z’’ 

plotted against Z’ on linear scales, also known as a Nyquist plot. Presenting data in 

this way displays the resistance along the (real) x-axis and reactance (including 

capacitance) along the (imaginary) y-axis. Such a plot is shown for a sodium-ion 
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battery, prior to cycling it in Figure 5.11. This data shows what appears to be the 

start of a semi-circle, which becomes close to a vertical spike at low frequency. This 

appears as if it would cross the x-axis around 24 kΩ cm. The zoomed-in section 

reveals another high-frequency arc, crossing the real axis close to 1.5 kΩ cm, with a 

non-zero intercept at about 250 Ω cm. Hence, these results suggest that prior to 

cycling the cell, there are three resistances associated with the battery, which from 

high to low frequency can be labelled as RHF, R1 and R2. These have approximate 

values of 0.25, 1.25 and 22.5 kΩ cm respectively. The low-frequency almost vertical 

spike also suggests the presence of a component close to a perfect capacitor, CLF. 

Hence, to a first approximation, the equivalent electrical circuit for this Na-ion 

battery, prior to cycling it, would consist of two parallel RC elements, a resistor, and 

a capacitor, all connected in series to one another (Fig. 5.12). 

 

Figure 5.12   The equivalent electrical circuit for a sodium-ion battery prior to 

cycling it. 

It can often be useful to plot data using alternative formalisms to reveal previously 

unseen features of the data. This is done frequently when analysing impedance 

results for electroceramics,12,13 but has not been done before for batteries. One plot 

which is often very useful is the capacitance plotted against frequency on logarithmic 

scales. This is displayed in Figure 5.13 for the Na-ion cell prior to cycling it. This 

data displays two plateaus: one around 50 μF cm-1, increasing to about 120 μF cm-1 

at the lowest frequencies, and another at about 5 nF cm-1 at higher frequency. This 

low frequency value is in the range, which is indicative of an electrochemical double 

layer capacitor (~ 1 mF). Therefore, this correlates with the low frequency spike seen 

in the complex impedance plot (Fig. 5.11).  
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Figure 5.13   Spectroscopic plot of C’ for a two-electrode sodium-ion battery prior 

to cycling it.  

At the simplest level, the three main possible sources of impedance in a sodium-ion 

battery are the layered sodium transition metal oxide cathode, the liquid electrolyte, 

the hard carbon anode, and the interfaces between these different components. As 

prior to cycling the cell, the carbon anode can be considered a solely electronic 

conductor (and ionic insulator), and the electrolyte a solely ionic conductor (and 

electronic insulator), the most likely source of this blocking capacitance is the anode-

electrolyte interface (Fig. 5.14). This is due to a build-up of charge on either side of 

the surface of the anode, which is unable to pass from one side to the other. 

 

Figure 5.14   Schematic of the carbon-electrolyte interface prior to cycling it. 
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The impedance within the battery drastically changes after the cell is fully charged 

for the first time (Fig. 5.15). The Nyquist plot (a) now consists of a semi-circle with 

a non-zero intercept at about 300 Ω cm, a second arc from approximately 1.25 kΩ 

cm to 1.6 kΩ cm, and a low-frequency non-vertical spike. This equates to at least 

three resistive components: 300 Ω cm, 950 Ω cm, and 300 Ω cm. To a first 

approximation, the equivalent electrical circuit for this Na-ion battery (b) is now two 

parallel RC elements, a resistor, and a Warburg all connected in series to one 

another. The Warburg impedance element is typically used to reflect diffusion 

processes, and represents the low-frequency diagonal line in the Nyquist plot. 

Perhaps the most important thing to note is that the overall resistance within the cell 

has decreased dramatically from ~ 24 kΩ cm to ~ 1.6 kΩ cm upon the start of 

cycling. 

 

Figure 5.15   Impedance data for a sodium-ion battery after it has first been fully 

charged. (a) Impedance complex plane plot. (b) Equivalent electrical circuit. 

During the first charge of the battery, a current is applied so that sodium ions are 

removed from the layered transition metal oxide cathode, transported through the 

liquid electrolyte, and inserted into the hard carbon anode. The battery is then held at 

constant voltage to ensure that the maximum possible amount of sodium has been 

deposited into the carbon matrix, and hence, to enhance capacity. The chemical 

compositions of the cathode and anode change on first charging the battery. The 

cathodic layered rock salt type structure loses some sodium from its structure, and 

the anode, which previously possessed none, receives Na. The first charge of 
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lithium-14 and sodium-ion15 batteries is also known to create a solid electrolyte 

interphase (SEI) on the surface of the anode. This limits further reaction between the 

anode and alkali metal ions, and is therefore considered essential for efficient 

operation of a battery. The overall drop in resistance seen when charging up the Na-

ion battery could be associated with a reduction in strain from the layered oxide 

cathode on removal of sodium from its structure, or with the deposition of sodium in 

the anode and formation of the SEI layer improving the overall conductivity of the 

battery system. In order to pinpoint what it is that lowers the resistance of the battery 

upon cycling, a separation of the impedances associated with each electrode would 

be useful; for instance, by utilising three-electrode measurements. 

 

Figure 5.16   Spectroscopic plot of C’ for a two-electrode sodium-ion battery after it 

has first been fully charged. 

The low-frequency spike in the Nyquist plot (Fig. 5.15) after charging the Na-ion 

battery indicates the presence of an imperfect blocking capacitor. This is in 

agreement with what is seen in the capacitance plot (Fig. 5.16) in the charged state. 

Here, the high-frequency plateau at ~ 5 nF cm-1, which existed prior to cycling the 

cell, is still present. However, the low-frequency plateau around 10-100 μF cm-1 in 

Figure 5.13 has now been replaced by an increasing capacitance greater than 10-3 F 

cm-1 at 0.01 Hz. This indicates that there is now significant charge storage due to an 

electrochemical process taking place. There is also an additional plateau, which has 
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appeared around 200 nF cm-1, which could be associated with the creation of the 

solid electrolyte interphase. Thus, after charging, it appears as if the carbon-

electrolyte interface has changed from a perfect capacitor to a leaky capacitor due to 

Na+ ions crossing over to the anode side. 

Another impedance formalism that can be useful to examine is the electrical 

modulus, M’’. Figure 5.17 shows combined spectroscopic plots of Z’’/M’’ for a 

sodium-ion battery after it has been fully charged for the first time. There are two 

peaks present in the Z’’ plot: a large one at high frequency with a value of around 

350 Ω cm, corresponding to the semi-circle with the non-zero intercept in the 

Nyquist plot, and a smaller peak around 100 Hz, with a value of 100 Ω cm, which 

coincides with the mid-frequency arc in the Nyquist plot. The tail of the Z’’ peak at 

low frequency is associated with the blocking capacitance from the carbon-

electrolyte interface. The rising M’’ at high frequency indicates the possibility of an 

additional component, however, an EIS scan accessing higher frequencies is required 

in order to determine this.  

 

Figure 5.17   Spectroscopic plots of -Z’’ and M’’ for a two-electrode sodium-ion 

battery after it has first been fully charged.  
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An impedance measurement was also performed after the battery had first been fully 

discharged in order to see how the resistances and capacitances inside the cell 

changed. Figure 5.18 shows impedance spectra using a range of different complex 

formalisms and graphical presentations, so that all these data can be viewed together 

simultaneously. The Nyquist plot in (a) shows a high-frequency arc with a non-zero 

intercept and a larger low-frequency distorted (broadened) semi-circle. There are at 

least three resistive components with values roughly 0.4, 1.6 and 7 kΩ cm, giving a 

total cell resistance of ~ 9 kΩ cm. This is much larger than that measured for the 

battery in the charged state, ~ 1.6 kΩ cm. To a first approximation, the equivalent 

electrical circuit for this Na-ion battery would now be two parallel RC elements and 

a resistor all connected in series to one another. A significant difference that can be 

seen on discharging the battery is that there is a change from the high-frequency 

component dominating the resistance to the low-frequency one. This is seen more 

clearly in the plot of Z’’/M’’. In the charged state (Fig. 5.17) there is a much larger 

Z’’ peak for the high-frequency component, and after discharge (Fig. 5.17 (b)), the 

low-frequency peak is bigger. Using the same discharge data, a plot of capacitance, 

C’ against frequency, (c) shows the reappearance of a low-frequency plateau at 50-

120 μF cm-1, which resembles what was seen prior to cycling the cell (Fig. 5.13). 

 

Figure 5.18   Impedance data for a sodium-ion battery after it has first been fully 

discharged. (a) Impedance complex plane plot with equivalent electrical circuit. 

Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 

During discharge of the cell, the direction of current used to charge the battery is 

reversed. This removes the sodium from the carbon anode, transports it through the 

electrolyte, and reinserts it back into the layered oxide cathode. The high-frequency 

arc (a) looks similar to what is seen in the Nyquist plot before the cell is first cycled 
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(Fig. 5.11), however, the lower frequency component appears to have collapsed into 

a much smaller arc. This broad response is likely to consist of multiple components - 

possibly due to contribution from both electrodes - but this is not possible to 

determine solely from two-electrode measurements. The reappearance of the high 

capacitance (10-100 μF cm-1) at low frequency (c) is attributed to the removal of all 

(or close to all) the Na from the carbon anode, thus returning the carbon-electrolyte 

interface to a close-to perfect double layer capacitor, which existed prior to the start 

of cycling. 

 

Figure 5.19   Impedance data for a sodium-ion battery after the first, fifth and tenth 

charge. (a) Impedance complex plane plots. Spectroscopic plots of -Z’’ and M’’ (b), 

C’ (c). 

In order to relate a rise in cell impedance to a drop in battery performance with cycle 

life, it is necessary to apply EIS after successive charges and discharges. This was 

carried out for the first ten cycles. An impedance dataset in Figure 5.19 presents 

three different complementary formats for the first, fifth and tenth cycle for a 

sodium-ion battery in the charged state. In (a), the impedance complex plane plot 

shows that the resistances of both arcs increase with cycle number. This is seen more 

clearly for the Z’’ values in the combined spectroscopic plots in (b). The high-

frequency resistance of the non-zero intercept, however, does not appear to alter 

significantly with cycling. Plots of capacitance, C’ against frequency for the same 

data, (c), show a slight increase in the capacitance of the mid-frequency plateau on 

cycling. 

The resistances and capacitances for a fully-charged sodium-ion battery across the 

first ten cycles are shown in Table 5.1. These components correspond with the 
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equivalent electrical circuit in Fig. 5.15 (b). The total resistance (RTot) is a sum of the 

resistances of each individual component (Eq. 2.34). The capacitances of component 

1 and 2 were calculated using Eq. 5.3, which is rearranged from Eq. 2.27. The 

capacitance of the low-frequency spike was calculated using Eq. 5.4, which is a 

combination of Equations 2.27 and Eq. 2.38. 

𝐶 =
1

2𝜋𝑓𝑚𝑎𝑥𝑅
 

𝐶 = −
1

2𝜋𝑓𝑚𝑎𝑥𝑍′′
 

Table 5.1   Resistances and capacitances for a fully-charged sodium-ion battery 

across the first ten cycles. 

Cycle 

No. 

RHF      

(Ω cm) 

R1       

(Ω cm) 

C1.109
                   

(F cm-1) 

R2           

(Ω cm) 

C2.106
                   

(F cm-1) 

W.102                

(F cm-1) 

RTot           

(kΩ cm) 

1 375 925 6.85 250 6.37 4.26 1.55 

2 380 995 6.37 325 4.90 4.40 1.70 

3 390 1000 6.34 370 4.30 4.31 1.76 

4 400 1000 6.34 450 3.54 4.51 1.85 

5 400 1050 6.03 470 3.39 4.35 1.92 

6 400 1100 5.76 460 4.36 4.32 1.96 

7 400 1100 7.25 490 4.09 4.24 1.99 

8 400 1100 7.25 515 3.89 4.24 2.02 

9 440 1110 7.19 525 4.80 4.19 2.08 

10 450 1140 7.00 530 5.99 4.29 2.12 

The capacitance values of C1, C2 and associated with the low-frequency spike 

(represented by a Warburg), stay fairly constant with cycling: ~ 7 nF cm-1, ~ 6 μF 

cm-1 and ~ 40 mF cm-1 respectively. The high-frequency resistance, RHF, increases 

only slightly, from 375 to 450 Ω cm, whereas the other two resistances increase 

more significantly, by about 250 Ω cm each. This results in the overall cell resistance 

increasing with successive cycles. The total cell resistance (RTot) is approximately 

(5.3) 

(5.4) 
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1.6 kΩ cm for the 1st, 1.9 kΩ cm for the 5th, and 2.1 kΩ cm for the 10th cycle. This is 

attributed to degradation mechanisms occurring that result in a rise in cell 

impedance. These could be associated with either the active or inactive components 

of the battery. For instance, volume changes are known to occur in the active 

materials with cycling, which result in a change in porosity and subsequently a loss 

of particle-to-particle contact.16 Also, a corrosion of the current collectors is known 

to take place over time.17 These processes hinder the kinetic transport of charged 

species and result in a cell impedance rise. 

 

Figure 5.20   Impedance data for a sodium-ion battery after the first, fifth and tenth 

discharge. (a) Impedance complex plane plots. Spectroscopic plots of -Z’’ and M’’ 

(b), C’ (c). 

The impedance dataset for a sodium-ion battery in the discharged state is presented 

in Figure 5.20. Similar to charged data (Fig. 5.19), the high-frequency resistance 

(non-zero intercept) in (a) does not appear to alter greatly with cycling. The increase 

in the resistances of the other components is best demonstrated by the combined 

spectroscopic plots in (b), with the growth in Z’’ peak particularly prevalent for the 

low-frequency response between the first and fifth discharge. The C’ plots displayed 

in (c) do not appear to change much during cycling for the battery in the discharged 

state. 

Table 5.2 displays the resistances and capacitances for the sodium-ion battery in the 

discharged state, corresponding to the equivalent electrical circuit in Fig. 5.18 (a). 

The capacitance values of C1 and C2 stay fairly constant with cycling: ~ 6 nF cm-1 

and 60-70 μF cm-1 respectively. As the high-frequency resistance does not alter 

significantly with cycling, by just 100 Ω cm across the first ten cycles, this means it 
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is probably the resistance associated with the sodium-ion electrolyte, as this is 

unlikely to change significantly upon charge and discharge for the first few cycles. 

The value of R1 increases slightly, by around 280 Ω cm across the first ten cycles, 

but the most significant resistance rise is for R2, by almost 1 kΩ cm between cycles 1 

and 2. This results in the overall cell resistance increasing from around 9 kΩ cm to 

10 kΩ cm between cycles 1 and 2, and again points towards degradation 

mechanism(s) occurring. 

Table 5.2   Resistances and capacitances for a fully-discharged sodium-ion battery 

across the first ten cycles. 

Cycle 

No. 

RHF      

(Ω cm) 

R1       

(kΩ cm) 

C1.109
                     

(F cm-1) 

R2           

(kΩ cm) 

C2.105
                   

(F cm-1) 

RTot           

(kΩ cm) 

1 400 1.47 5.41 7.13 7.06 9.00 

2 440 1.56 6.44 8.00 6.29 10.0 

3 460 1.54 6.52 8.00 6.29 10.0 

4 495 1.56 6.46 7.95 6.33 10.0 

5 500 1.63 6.18 7.88 6.39 10.0 

6 500 1.63 6.18 7.88 6.39 10.0 

7 500 1.75 5.74 7.75 6.49 10.0 

8 500 1.75 5.74 7.75 6.49 10.0 

9 500 1.75 5.74 7.75 6.49 10.0 

10 500 1.75 5.74 7.75 6.49 10.0 

The two-electrode EIS measurements give an insight into how the impedance 

changes within a sodium-ion battery with cycle number. Prior to cycling the cell, 

data are best represented to a first approach by two parallel RC elements, a resistor 

and a capacitor all connected in series to one another. The impedance spectrum can 

be seen to change dramatically upon first charging the cell, with the total cell 

resistance decreasing significantly also, from about 24 to 1.6 kΩ cm. Charged and 

discharged data also differ substantially from each other, but to a first approximation 

both are modelled by a resistor and two parallel RC elements. The charged plot also 
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contains an additional low-frequency non-vertical spike, indicating some blocking 

capacitance effect, which is attributed to (see later results) the carbon-electrolyte 

interface. The non-zero high-frequency resistance in the impedance plots is thought 

to be due to the electrolyte as it does not alter significantly with cycling. 

After discharge, the overall cell resistance is far greater, ~ 9 kΩ cm, compared to the 

battery in the charged state. Successive charges and discharges across ten cycles see 

the total resistance increasing (around 1.6 to 2.25 kΩ cm and 9 to 10 kΩ cm 

respectively), indicating that degradation mechanisms are occurring. It appears as if 

data are easier to analyse by utilising the different complex impedance formalisms, 

particularly C’ data, which makes changes upon charge and discharge more visible. 

While increases in resistances point towards evidence of ageing mechanisms 

occurring, further work is needed in order to pinpoint what precisely these 

degradation routes are. Ultimately, in order to analyse where impedances arise from 

for a multi-component device such as a battery, it is necessary to separate out 

problem processes/interfaces by use of three-electrode EIS measurements. 

   5.3.3 Three-Electrode Impedance Studies 

Two-electrode measurements are useful for gaining an overview of the rise in cell 

resistances. However, the technique is constrained when assigning these rises to 

precise processes and cell components. Three-electrode measurements, where three 

EIS measurements are performed simultaneously, should make it possible, at least in 

theory, to distinguish between the impedances of the cathode and anode and measure 

how resistances associated with each individual electrode change with cycling. 

Impedance scans (0.01 – 1,000,000 Hz) were performed across the first ten cycles 

for an Na-ion three-electrode pouch cell, with a measurement carried out after every 

complete charge/discharge. EIS was also performed prior to cycling the cell in order 

to gather information about the battery in its assembled state. It has already been 

demonstrated that the cycling of two- and three-electrode cells is comparable in 

terms of capacity and coulombic efficiency (Section 5.3.1). However, in order for 

meaningful interpretations to be deduced from EIS measurements, it is to be 

expected that three-electrode full-cell data recorded should resemble closely the 
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impedance spectra seen for two-electrode batteries. This would mean that the 

introduction of a reference electrode does not cause the impedance results to differ in 

any way from what is seen inside a regular two-electrode cell. Figure 5.21 compares 

two-electrode and three-electrode EIS plots at different states of charge across the 

first ten cycles. It can be seen in all instances that the impedance complex plane plots 

look very similar to one another. This indicates that it is possible to extract 

meaningful results from EIS measurements performed on three-electrode cells and 

make interpretations that can be applied to commercially-relevant two-electrode 

batteries. 

 

Figure 5.21   Comparison of two- and full-cell three-electrode impedance complex 

plane plots. 

Having proven that three-electrode full-cell impedance measurements are consistent 

with what are seen for regular two-electrode cell designs, results can be examined 

and analysed for three-electrode data. Impedance complex plane plots for a three-
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electrode sodium-ion battery, prior to cycling, are displayed in Figure 5.22. The full-

cell measurement (black) shows what appears to be the start of a semi-circle, which 

becomes close to a vertical spike at low frequency, and has a total resistance of ~ 24 

kΩ cm. The zoomed-in section reveals another high-frequency arc, which crosses the 

x-axis at around 250 Ω with a resistance of approximately 1.25 kΩ. The cathode data 

(red) is seen to closely resemble that of the full-cell, especially at high frequency. 

The only considerable difference is that the cathode data does not contain a low-

frequency vertical spike. Hence, this suggests that this feature of the impedance plot 

must be solely associated with the anode. This is confirmed in data for the anode 

(blue), which consists of a close-to vertical spike near the origin. 

 

Figure 5.22   Full-cell, cathode and anode impedance complex plane plots for a 

three-electrode sodium-ion battery prior to cycling. Inset shows zoomed-in high-

frequency data. 

As with the two-electrode measurements, it can be useful to plot the EIS results 

using a range of different complex formalisms in order to highlight different aspects 

of collected data. Figure 5.23 shows the capacitance, C’, plotted against the 

frequency on logarithmic scales for a three-electrode cell prior to cycling it. These 

spectra agree with the impedance complex plane plots, in that data for the full-cell 

and cathode measurements closely resemble one another. Both of these possess a 

low-frequency plateau around 50-120 μF μcm-1, and another at about 5 nF cm-1 at 
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higher frequency. However, the anode capacitance plot is different from these in that 

while it has two plateaus at the same frequencies, both of these are higher in terms of 

their capacitance values. There is a more distinct flat plateau at lower frequency with 

a capacitance of ~ 0.25 mF cm-1, as well as a secondary plateau around 50 nF cm-1. 

A capacitance in the millifarad range is consistent with an electrochemical double 

layer effect. Hence, both the impedance complex plane and capacitance plot for 

anode data from the three-electrode measurement agree with the previous assertion 

made from the two-electrode results, that the carbon-electrolyte interface is a 

blocking capacitor prior to performing any cycling. Therefore, from these three-

electrode measurements, it is possible to deduce that the anode interface is a 

blocking capacitance with a very large leakage/charge-transfer resistance, which 

controls the resistance for a sodium-ion battery in its uncycled assembled state. 

 

Figure 5.23   Full-cell, cathode and anode spectroscopic plots of C’ for a three-

electrode sodium-ion battery prior to cycling it. 

Impedance data for a three-electrode cell after it has first been fully charged are 

displayed in Figure 5.24. The Nyquist plots (a) for the cathode and full-cell once 

again closely resemble one another. Both of these are able to be approximately 

represented by two parallel RC elements in series with a resistor representing the 

non-zero high-frequency intercept, and a Warburg, which represents the diagonal 

low-frequency spike. The three-resistive components for the cathode, from high to 
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low frequency, are roughly 190 Ω cm, 950 Ω cm, and 300 Ω cm. The anode 

measurement has some form of resistive contribution associated with it, as it appears 

to cross the real axis at low frequency around 100 Ω cm. There is also a long tail at 

high frequency, with an increasing capacitance. This is most likely to be due to 

inductive effects from the non-inert component responding to the AC signal. The 

anodic resistance appears to be responsible for the discrepancy seen between the 

cathode and full-cell data at low frequency. This is seen more clearly in the Z’’ plot 

(b), with there being a small hump in the anode spectrum at about 100 Hz. The C’ 

plots in (c) are once again similar for the cathode and full-cell data, which both have 

plateaus with values of 1-10 and ~ 200 nF cm-1. The anode plot has plateaus at the 

same frequencies, but with higher capacitance values once again: 50-80 nF cm-1 and 

~ 8 μF cm-1 respectively. There is also an increasing capacitance, at low frequency, 

for both electrodes. This is likely indicating significant charge storage due to 

electrochemical processes taking place, however, it may also be associated with 

geometric effects and the measurement of thinner regions at low frequency. 

 

Figure 5.24   Full-cell, cathode and anode impedance data for a three-electrode 

sodium-ion battery after it has first been fully charged. (a) Impedance complex plane 

plots with inset showing anode data on an expanded scale. Spectroscopic plots of      

-Z’’ and M’’ (b), C’ (c). 

These three-electrode impedance measurements make it possible to draw 

conclusions about sodium-ion batteries that were not possible from two-electrode 

results alone. There is not much change in the impedance response at high frequency 

upon beginning to cycle the cell, but there is significant change at low frequency. 

This is perhaps best illustrated by the capacitance plots. These show a disappearance 

of the plateaus from 0.01-1 Hz, which have now been replaced by increasing 
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capacitance values towards low frequency. At the same time, an additional plateau 

has appeared for each measurement around 10 Hz, which could be associated with 

changes at the surfaces of the electrodes. It is now clear from the impedance 

complex plane plots, that the large reduction in resistance upon beginning to cycle 

the cell is due to the cathode. Hence, removal of Na from the layered oxide cathode 

results in a dramatic impedance decrease. The low-frequency diagonal spike in the 

Nyquist plot appears to also be a cathodic effect. Further evidence for this is the 

absence of a tail in the Z’’ anode plot at low frequency. Hence, this disagrees with 

our previous assertion from the two-electrode EIS results that the low-frequency 

spike is due to the diffusion of Na+ ions into the hard carbon electrode. Instead, from 

these three-electrode results it is more likely to be due to diffusion processes in the 

active material of the cathode.  

Three-electrode impedance data for a sodium-ion battery after it was fully 

discharged for the first time are displayed in Figure 5.25. The impedance complex 

plane plots (a) show that there is a dramatic change in the spectra for each of the 

measurements compared to charged data. The total resistance for each measurement 

increases significantly: the full-cell ~ 8.5 kΩ cm, the cathode ~ 6 kΩ cm, and the 

anode ~ 2.5 kΩ cm. The approximate equivalent circuits for the cathode and full-cell 

are the same as for the charged state, but it is not clear whether or not a Warburg 

element is needed to represent a low-frequency spike. This may still be present in the 

impedance response, but off-scale; EIS scans to lower frequency would be required 

in order to confirm this. After discharge, while cathode and full-cell data still closely 

resemble each other at high frequency, there is a much greater disparity at low 

frequency. This is again demonstrated most clearly by the Z’’ plot in (b). The anode 

is responsible for making a significant contribution to the full-cell EIS plot at low 

frequency. Using the same discharge data, plots of capacitance, C’ against frequency 

(c), show the reappearance of a low-frequency plateau at ~ 50 μF cm-1 for the full-

cell and cathode data, and about 0.25 mF cm-1 for the anode spectrum. This anodic 

plot closely resembles what was seen prior to cycling the cell (Fig. 5.13). 
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(5.5) 

 

Figure 5.25   Full-cell, cathode and anode impedance data for a three-electrode 

sodium-ion battery after it has first been fully discharged. (a) Impedance complex 

plane plots. Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 

The total resistance for the cathode appears to have decreased on removing sodium 

and then re-inserting it into its structure - from around 24 to 6 kΩ cm. However, the 

total anodic resistance has increased significantly during the same time - from ~ 0.1 

to ~ 2.5 kΩ cm. As, after discharge, there is no longer any (significant amount of) 

sodium in the hard carbon structure, this large anodic resistance may be associated 

with the solid electrolyte interphase on the surface. From the two-electrode data in 

Section 5.3.2, it was suggested that the broad resistive arc seen from mid to low 

frequency (present in the full-cell measurement in Fig. 5.25 (a)) was likely to be due 

to a contribution from multiple components. It is now confirmed that this response is 

a combination of the impedances from both the cathode and anode. This is well 

illustrated in the Z’’ plot in (b). From the impedance complex plane plots it appears 

as if the total resistance for the full-cell measurement (8.5 kΩ cm) is equal to the sum 

of that for the cathode (6 kΩ cm) and the anode (2.5 kΩ cm). This would suggest 

that a sum of the cathode and anode impedance spectra give the full-cell EIS 

spectrum (Eq. 5.5). 

𝑍∗
𝐹𝑢𝑙𝑙−𝐶𝑒𝑙𝑙 = 𝑍∗

𝐶𝑎𝑡ℎ𝑜𝑑𝑒 +  𝑍∗
𝐴𝑛𝑜𝑑𝑒  

To determine whether Equation 5.5 holds true, the Z’ and Z’’ values for the anode 

and cathode at each frequency can be added together and summation EIS plots 

generated. Figure 5.26 indicates that when the values for the cathode and anode are 

added together, the combined spectra are remarkably similar to that of the full-cell. 

This is important in order to check the accuracy of the three-electrode measurements, 

and is not usually performed in literature. When the validity of the measurement was 
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checked, less than 6% difference was found between the sum of the anode and 

cathode impedance results and the full-cell. (The majority of this discrepancy arose 

from the Z’’ values at high frequency.) Furthermore, unlike with previous 

experiments, it has been demonstrated that this three-electrode technique works 

across a range of different complex impedance formalisms.18 Often when utilising 

three-electrode measurements, corrections must be applied to the generated 

impedance spectra.4,19 The absence of such a requirement here suggests that the 

novel three-electrode pouch cell configuration used in this work affords a superior 

measurement than many previous cell designs. 

 

Figure 5.26   Full-cell impedance complex plane plot for a three-electrode sodium-

ion battery after it has first been fully discharged and sum of the cathode and anode 

spectra. (a) Impedance complex plane plots. Spectroscopic plots of -Z’’ and M’’ (b), 

C’ (c). 

In order to determine how the resistances and capacitances associated with each 

electrode in a sodium-ion battery change over time, three-electrode EIS 

measurements were recorded after successive charges and discharges. Figure 5.27 

compares impedance spectra for a three-electrode cell after the first and tenth charge. 

The Nyquist plots in (a) show how the total resistance associated with the full-cell 

measurement and cathode both increase with cycling: for the full-cell from 

approximately 1.5 to 1.8 kΩ cm, and cathode from 1.4 to 1.7 kΩ cm. The plot in (b) 

shows that this increase comes from a combination of both low and high frequency 

resistive components. The resistance for the anode increases slightly from 100 to 150 

Ω cm. In the capacitance plots (c), there appears to be possibly an additional plateau 

emerging in the anode plot after 10th charge at lower frequency (~ 1 Hz). This has a 



 Laurence A. Middlemiss, PhD Thesis, Chapter V 

  

241 
 

capacitance value around 70 μF cm-1. However, it is difficult to say definitively 

because C’ anode data is increasingly noisy towards lower frequency. 

 

Figure 5.27   Full-cell, cathode and anode impedance data for a three-electrode 

sodium-ion battery after the first and tenth charge. (a) Impedance complex plane 

plots with inset showing anode data on an expanded scale. Spectroscopic plots of      

-Z’’ and M’’ (b), C’ (c). 

The origin of the increase in overall cell resistance after successive charges is clearly 

due to a growth in the cathodic contribution to the overall battery impedance. This is 

primarily as a result of an increase in the resistive contribution from the low-

frequency component/arc in the Nyquist plot. This is seen most evidently in the Z’’ 
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plot in Fig. 5.27 (b) with the cathode response growing over time. The low-

frequency component may be associated with the active oxide material in the 

cathode, or a charge-transfer process occurring at the surface, but it is not possible to 

determine this from these measurements alone. The small resistance from the anode 

does not alter significantly across the ten cycles, indicating that when the battery is 

charged and the hard carbon anode full of Na, there is a low and constant impedance 

associated with it. 

 

Figure 5.28   Full-cell, cathode and anode impedance data for a three-electrode 

sodium-ion battery after the first and tenth discharge. (a) Impedance complex plane 

plots. Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 
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EIS data were also recorded and plotted using different complex formalisms to 

compare the impedance spectra after the first and tenth discharge (Fig. 5.28). It can 

be seen from the Nyquist plots in (a), that unlike with charged data, there is not a 

significant increase in the resistance of the full-cell, which stays constant at around 

8.5 kΩ cm. However, the contributions from each individual electrode can be seen to 

change. The resistance of the cathode rises from approximately 6 to 7 kΩ cm, and 

simultaneously the anode decreases from about 2.5 to 1.5 kΩ cm. This change in 

internal cell resistances over time is again associated with the low-frequency 

components in the impedance response. This is where the greatest significant change 

is seen to occur, illustrated most clearly in the Z’’ plots in (b). Here, the peak in the 

cathode Z’’ plot grows from around 1.6 to 2 kΩ cm, and the anode decreases from ~ 

950 to ~ 600 Ω cm.  The C’ plots in (c) show that the capacitance values for each 

plateau increase very slightly between the first and tenth discharge. The reduction in 

anodic resistance across the first few cycles may be attributed to a stable solid 

electrolyte interphase forming over time. The SEI layer is known to form initially 

during the first cycle, but its chemical composition may continue to alter across the 

first few successive charges/discharges.20 Hence, it may be the case that after ten 

cycles, the initial resistance associated with it has decreased.  

 

 

 

 

 

 

 

 



 Laurence A. Middlemiss, PhD Thesis, Chapter V 

  

244 
 

5.4 Conclusions 

In this chapter, electrochemical impedance spectroscopy was performed on full-cell 

sodium-ion batteries for the first time. This was done using both two- and three-

electrode measurements performed on a commercially-relevant pouch cell type. This 

novel design was fabricated by inserting a reference electrode between two 

separators. Measurements were recorded prior to cycling the cell, and after every 

charge/discharge across the first ten cycles. Results were plotted using different 

complex formalisms in order to highlight different aspects of collected data, an 

approach not previously undertaken for analysing impedance measurements for 

batteries. 

Comparison between two- and three-electrode results show that the different cell 

designs are comparable in terms of voltage-time profiles, capacities, coulombic 

efficiencies and EIS results. This means that the three-electrode results can be used 

to make interpretations about commercially relevant two-electrode batteries. 

Furthermore, it has been demonstrated across a range of formalisms that the sum of 

the positive and negative electrode impedances is similar to that of the full-cell 

(within 6% difference). This is better than previously-seen, three-electrode results,18 

and indicates that the novel three-electrode pouch cell configuration used in this 

works affords a superior measurement to former cell designs. Furthermore, using a 

range of different complex formalisms to view impedance data was found to afford a 

more in-depth analysis of the results. Spectroscopic plots of Z’’ and C’ highlight 

how components at different frequencies change with cycling and contribute to cell 

resistances and capacitances. 

Two-electrode impedance results show that there is a reduction in overall cell 

resistance on beginning to cycle sodium-ion batteries. The EIS spectra then differ 

significantly for whether the cell is in the charged or discharged state, with the total 

resistance after discharge significantly greater compared to that after charge. There is 

gradually a growth in total resistance over time in both states, thus indicating the 

occurrence of degradation (ageing) mechanisms. The three-electrode results indicate 

that the anode interface is mainly responsible for impedance in sodium-ion batteries 

prior to cycling. This reduced dramatically on first charging the cell, with the 
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cathode then dominating the resistance of the battery. This continues to grow after 

every cycle. The resistance associated with the anode stays fairly small and constant 

in the charged state (~ 100 Ω cm), whereas it steadily decreases in the discharged, 

from around 2.5 to 1.5 kΩ cm between cycles 1 and 10. 

Overall, results are similar to those seem in lithium-ion batteries in certain ways, 

such as a dominating cathode impedance during cycling.21 However, there are 

noticeable differences, such as a larger decrease in anodic resistance with cycling.4,18 

This discrepancy may be accounted for by a difference in solid electrolyte 

interphases between lithium- and sodium-ion batteries, which has previously been 

reported in the literature.22 The SEI layer in Na-ion batteries is not well understood,23 

and a better comprehension of this may be required to account for the anodic 

impedances measured in this study. Future work is to try and determine the origin of 

the large cathodic impedance in sodium-ion cells. This will be looked at in the next 

chapter. 
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Chapter VI 

Investigating the Dominating Cathode 

Impedance in Layered Oxide Sodium-Ion 

Batteries 

6.1 Introduction 

In the previous chapter, it was found that the impedance of the sodium-ion batteries 

studied was dominated by the cathode component during cycling. There was a large 

cathodic resistance prior to cycling the cell, which upon first charging, decreased 

significantly; it then increased again after the cell had been fully discharged. After 

ten cycles, the cathodic impedance had increased in both the charged and discharged 

states compared to after the first cycle, indicating the presence of some form of 

degradation (ageing) mechanisms associated with this electrode. 

From a scientific point of view, it is clearly important to have an understanding of 

what causes this large and changing impedance at the cathode. Furthermore, any new 

knowledge of this may enable battery researchers and developers to overcome this in 

their fabrication procedures method in order to enhance the overall cell performance. 

As well as the state of health of a battery, a crucial parameter with which the 

impedance is known to vary is the state of charge.1 Therefore, by performing 

impedance measurements, and extracting resistances and capacitances at different 

SoH and SoC, it may be possible to obtain a better understanding of the origin of this 

large cathodic impedance. As a battery undergoes dramatic changes during the first 

cycle, having a knowledge of how the impedance varies, in particular during the first 

charge/discharge, may aid in the analysis. 

In this chapter, electrochemical impedance spectroscopy is applied to sodium-ion 

batteries at varying states of health and states of charge, in order to try and obtain a 

better understanding of the origin of the dominant cathode impedance. This is 
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performed using a range of different cell configurations, including three-electrode 

and symmetric battery designs, applied to the commercially-used pouch cell setup. 
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6.2 Experimental 

   6.2.1 Cell Designs 

Four batteries were built and tested for each cell design to check the reproducibility 

of collected results. Analysis of collected data for these showed a close similarity 

between the cells. This ensures that data presented in this chapter, and conclusions 

drawn, are representative of a wider population. 

      6.2.1 (a) Two-electrode cell 

Details are outlined in Section 5.2.2 

       6.2.1 (b) Three-electrode cell 

Details are outlined in Section 5.2.2. 

      6.2.1 (c) Symmetric cathode cell 

A symmetric cathode cell used in this work had the same design as a standard two-

electrode pouch cell (Fig. 5.1), but the non-graphitizable hard carbon anode 

component was replaced by an additional Na[Ni,Mg,Mn,Ti]O2 cathode (Fig. 6.1). 

 

Figure 6.1   Symmetric cathode two-electrode pouch cell design. 

Glass fibre separator 
Na[Ni,Mg,Mn,Ti]O2 

cathode 

Na[Ni,Mg,Mn,Ti]O2 

cathode 
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      6.2.1 (d) Separator cell 

In order to measure the resistance of the electrolyte and separators, a ‘separator cell’ 

was built and tested. This had the same design as the symmetric cell, but both 

electrodes were replaced with sheets of aluminium (Fig. 6.2). 

 

Figure 6.2   Separator cell design. 

      6.2.1 (e) Conductivity cell 

For measuring the resistance of the electrolyte, a BioLogic high temperature 

conductivity cell (HTCC) was used (Fig. 6.3). The electrolyte was a solution of 0.5 

M sodium hexafluorophosphate in an ethylene carbonate : diethyl carbonate : 

propylene carbonate (1:2:1) mixture. This was prepared in the glove box, with the 

solvent mixture dried over molecular sieves for 16 h, prior to dissolution of the salt. 

The conductivity cell was left in the glove box antechamber for 2 h under vacuum, 

prior to being assembled. A small amount (~ 0.7 ml) of liquid electrolyte was placed 

in a glass vial inside the glove box. Parallel platinum black electrodes on a glass 

holder were then lowered into the electrolyte and the lid attached. This formed an 

air-tight seal so that the electrolyte was not exposed to atmosphere during 

measurement. The cell had a geometric constant of 1.0 cm-1. 

 

 

Glass fibre separator 



 Laurence A. Middlemiss, PhD Thesis, Chapter VI 
  

252 
 

 

Figure 6.3   Conductivity cell. 

   6.2.2 Cell Testing Procedures 

      6.2.2 (a) Two-electrode, symmetric, separator and conductivity cells 

The symmetric, separator, and two-electrode cells were tested using a Maccor Series 

4000 Automated Test System. The wiring configuration was the same as used for 

two-electrode cells in Section 5.2.3. AC impedance measurements were performed 

using a frequency response analyser (Solartron Modulab). Electrolyte conductivity 

measurements were implemented using the same testing equipment, with the 

platinum electrodes connected to the electrochemical interface via banana clips. All 

cells were held at a constant temperature of 30 ± 0.5 °C using a Maccor Temperature 

Chamber. The cells were left for 32 h at 30 °C prior to performing an EIS scan to 

allow time to equilibrate. AC impedance measurements were performed by varying 

the frequency with a perturbation potentiostatic signal amplitude of 10 mV (peak to 

peak) from 10 mHz to 100 kHz (from 1 Hz for the conductivity cell). 

      6.2.2 (b) Three-electrode cells 

Three-electrode cells were measured using the testing configuration outlined in 

Section 5.2.3. For cells with EIS performed after every charge/discharge, the testing 

procedure was also the same as outlined in this section. AC impedance 
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measurements were performed using a potentiostat with a parallel frequency 

response analyser (Solartron Pstat 1470E/FRA 1455A). All cells were held at a 

constant temperature of 30 ± 0.5 °C using a MMM FIOCELL Incubator. For the 

three-electrode cells with EIS scans performed during charge and discharge, the cells 

were left at 30 °C for 32 h before impedance measurements were taken. The cells 

were then cycled under constant current conditions at a specific current of 14 mA g-1 

on charging and 28 mA g-1 on discharging between the voltage limits of 1 and 4.2 V 

at 30 °C. On charging, the current was applied for 1 h before performing an 

impedance scan, allowing four additional hours for equilibration before recording the 

spectra. AC impedance measurements were performed by varying the frequency 

with a perturbation potentiostatic signal amplitude of 10 mV (peak to peak) from 50 

mHz to 1 MHz. An additional one-hour open circuit voltage (OCV) hold after 

running EIS allowed the cell to return to a steady state. The cell was then charged 

under a constant current for another hour. This procedure was repeated until a 

voltage of 4.2 V was reached. A constant voltage step of 4.2 V was then applied until 

the current dropped below 2.8 mA g-1. Another impedance scan was recorded before 

the cell was discharged. During discharge, the current was applied for 30 min. before 

performing an impedance scan, allowing four additional hours for equilibration after 

each discharging step and a 1 hour OCV hold to allow the cell to return to a steady 

state afterwards. 

   6.2.3 Analysis of Cell Data 

For the three-electrode cells with EIS performed during charge/discharge, the state of 

charge was calculated using the traditional coulomb counting method2 (see Section 

1.1). The state of charge (SoC) was estimated from the previous SoC value and the 

in-and-out flowing current. The capacity is calculated by measuring the current (I) 

entering (charging) or leaving (discharging) the cell and integrating (accumulating) 

this with respect to time (t). The charge/discharge capacity of the battery for each 

cycle is used as a reference. This is calculated by integrating the current between the 

start and end of fully (dis)charging the cell. 

The geometry correction performed on EIS data for the batteries was the same as 

outlined in Section 5.2.5. As was discussed in Chapter V, it is possible to evaluate 
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impedance data by fitting equivalent electrical circuits to aid with analysis. In this 

way, the different responses in a generated EIS spectrum are separated into 

individual distinct components. When carrying out this method, each semi-circle 

produced in a complex plane plot is represented by a parallel RC element, and 

therefore has its own associated resistance and capacitance. An example of how EIS 

parameters are labelled and extracted from an impedance spectrum in this Chapter is 

given in Figure 6.4.  

 

Figure 6.4   Ideal impedance complex plane plot of a sodium-ion battery with 

labelled parameters and its corresponding equivalent electrical circuit. 

The impedance complex plane plot in Figure 6.4 crosses the (real) x-axis at high 

frequency; this has a resistance associated with it of RHF. The following 

electrochemical processes can be represented in the simplest way by RC elements. 

The first semi-circle (component 1) then has a resistance R1 and capacitance C1 

associated with it. A second semi-circle (component 2) towards lower frequency has 

associated resistance R2 and capacitance C2. Resistances are estimated from where 
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the spectrum meets the (real) x-axis, and capacitances are then calculated using 

Equation 5.3. When considering the resistances inside a battery, it can often be 

useful to consider the overall resistance, which is a summation of each individual 

resistive component in the impedance spectrum (Eq. 2.34). Hence, in this work, 

when the term ‘total resistance (RTot)’ is used it refers to the sum of each individual 

resistance for that particular measurement: 

𝑅𝑇𝑜𝑡 = 𝑅𝐻𝐹 + 𝑅1 + 𝑅2 +⋯ 

 Finally, a low-frequency spike may be seen, which is represented in the equivalent 

circuit by a Warburg element or a constant phase element, and has an impedance 

associated with it, ZW. The resistance (real part) of the Warburg impedance is 

calculated from the value of the admittance (Y’) at 0.159 Hz using Equation 6.1. 

𝒁𝑾 =
𝟏

𝒀′
 

The origin of this equation is explained in Appendix J. Circuit fitting using a 

computer software programme was not performed to extract all resistance and 

capacitance values, but used as a ‘sanity check’ to ensure values were reasonable. An 

example of the circuit fitting procedure is provided in Appendix K.  

 

 

 

 

 

(6.1) (Warburg Impedance) 
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6.3 Results and Discussion 

   6.3.1 EIS After Charge/Discharge (Three-Electrode Cell) 

In the previous chapter, it was seen how the impedances inside a three-electrode cell 

changed between the first and tenth cycle (Section 5.3.3). Different complex 

formalisms were used to present EIS data in the charged (Fig. 5.27) and the 

discharged (Fig 5.28) state. While this gave a general overview, it can also be useful 

to display graphically how the resistances inside the battery alter across these ten 

cycles. Figure 6.5 plots the total resistances (Eq. 2.34) for the anode, cathode and 

full-cell for every cycle, to view more clearly the changes that occur with time. 

 

Figure 6.5   The resistances inside a three-electrode cell (a) after charge and (b) after 

discharge for the first ten cycles. 

It can be seen that the resistances for the Na-ion cell in the discharged state are 

always considerably greater than for when the battery has been fully charged – 

notice the change in scale of y-axis. For the charged data (a), there is generally a 

gradual increase in the total full-cell resistance, which goes from around 1.5 to 1.8 

kΩ cm across the ten cycles. This consists of a slight increase in the anodic 

resistance, ~ 100 to ~ 150 Ω cm, as well as a significant rise for the cathode, which 

increases by approximately 300 Ω cm. 
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After discharge (b), the full-cell resistance stays more or less constant at around 8.5 

kΩ cm. However, there are more significant changes with the resistances associated 

with each individual electrode. The cathode impedance goes from about 6 to 7 kΩ 

cm. Meanwhile, the anode shows a significant decline from ~ 2.5 to ~ 1.5 kΩ cm. 

These two contributions cancel each other out so the change in total full-cell 

resistance is only small. Crucially, while the anodic resistance stays fairly small and 

constant after charge and decreases after discharge, in both the charged and 

discharged states, it is the cathode which clearly dominates the resistance inside the 

sodium-ion battery. It is therefore intuitive to concentrate on performing a detailed 

analysis of collected cathode data going forward. 

 

Figure 6.6   Cathode impedance complex plane plot with equivalent electrical circuit 

for a three-electrode cell (a) after first charge and (b) after first discharge. 

In order to gain a better insight into what causes the large cathodic impedance, the 

impedance complex plane plots for only the cathode measurement for a three-

electrode cell are examined. Figure 6.6 displays the cathodic Nyquist plots for a 

three-electrode cell after it has been first charged and discharged. The impedance 

complex plane plot (a) for the cathode after the cell has first been charged (sodium 

removed for the first time) shows three different resistances. The Nyquist plot 

contains a semi-circle with a high frequency intercept (RHF) around 200 Ω cm. This 

arc has a resistance associated with it of approximately 1 kΩ cm. There is also a 

lower frequency small semi-circle with a resistance of ~ 200 Ω cm. Hence, RTot for 

this measurement is roughly (0.2 + 1 + 0.2) 1.4 kΩ cm. Finally, at low frequency, 
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there is a diagonal spike. The equivalent electrical circuit for the cathode after the 

cell has first been fully charged, to a first approximation, is therefore a resistor, two 

parallel RC elements and a Warburg, W, all connected in series to one another, as 

shown in (a). The Warburg element indicates either diffusion processes taking place 

during the measurement or a blocking capacitance effect. 

After the first discharge (b), the Nyquist plot shows a high-frequency arc with a non-

zero intercept and a larger low-frequency semi-circle. There are at least three 

resistive components with values of around 0.2, 1.5 and 4.3 kΩ cm, giving a total 

resistance of ~ 6 kΩ cm. To a first approximation, this EIS plot is best represented 

by a series combination of a resistor and two parallel RC elements. 

Table 6.1   Cathode resistances and capacitances for a fully-charged sodium-ion 

battery across the first ten cycles. 

Cycle 

No. 

RHF      

(Ω cm) 

R1       

(Ω cm) 

C1.109
                   

(F cm-1) 

R2           

(Ω cm) 

C2.106
                   

(F cm-1) 

Zw               

(kΩ cm) 

RTot           

(kΩ cm) 

1 190 985 8.10 185 6.83 1.40 1.36 

2 195 1055 7.56 270 4.68 1.55 1.52 

3 207 843 9.46 325 3.89 1.40 1.38 

4 208 892 8.94 320 4.97 1.44 1.42 

5 210 915 8.72 335 5.98 1.48 1.46 

6 211 939 8.49 350 7.21 1.52 1.50 

7 214 936 8.52 390 6.47 1.57 1.54 

8 217 983 8.11 400 7.94 1.63 1.60 

9 220 980 8.14 435 9.19 1.67 1.64 

10 220 980 8.14 500 10.1 1.71 1.70 

Table 6.1 displays how the cathodic resistances and capacitances inside a 

Na[Ni,Mg,Mn,Ti]O2/hard carbon sodium-ion battery alter after charge across the 

first ten cycles. The value of the high frequency resistance (RHF) is very small and 

increases only slightly across the first ten cycles, from approximately 190 to 220 Ω 

cm. The value of R1 is much larger, at around 1 kΩ cm, meaning that it is primarily 
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responsible for most of the resistance associated with the cathode in the charged 

state. However, its value stays relatively constant across the ten cycles. The value of 

the low-frequency resistance, R2, is reasonably small after the first charge, but 

increases significantly by about 300 Ω cm, between cycles 1 and 10. Hence, the 

increase in the total resistance of the cathode (RTot), from ~ 1.4 to ~ 1.7 kΩ cm, can 

be accounted for by this increase in the resistance of R2. The capacitance value of the 

high-frequency arc, C1, stays relatively constant across the first ten cycles, around 8-

9 nF cm-1, whereas the value of C2 fluctuates more in the microfarad range. The 

impedance associated with the low-frequency spike, ZW, shows a slight general 

increase from 1.4 to around 1.7 kΩ cm. 

Table 6.2   Cathode resistances and capacitances for a fully-discharged sodium-ion 

battery across the first ten cycles. 

Cycle 

No. 

RHF      

(Ω cm) 

R1         

(kΩ cm) 

C1.109
                   

(F cm-1) 

R2           

(kΩ cm) 

C2.105
                   

(F cm-1) 

RTot           

(kΩ cm) 

1 220 1.41 7.15 4.38 9.14 6.00 

2 225 1.43 7.05 4.98 8.04 6.63 

3 235 1.32 7.64 5.10 7.84 6.65 

4 235 1.37 7.36 5.15 7.76 6.75 

5 230 1.40 7.37 5.28 7.58 6.90 

6 267 1.48 6.77 5.75 6.95 7.50 

7 250 1.50 6.69 5.25 7.61 7.00 

8 255 1.50 6.72 5.25 7.61 7.00 

9 260 1.49 6.74 5.25 9.59 7.00 

10 255 1.50 6.72 5.25 9.59 7.00 

Table 6.2 displays the resistances and capacitances of the cathodic components 

inside a Na[Ni,Mg,Mn,Ti]O2/hard carbon sodium-ion battery after every discharge 

across ten cycles. The value of RHF is slightly higher in the discharged state, but 

increases by roughly the same amount as for charged data, from approximately 220 

to 255 Ω cm. The value of the R1 component is larger than for when the Na-ion 
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battery is fully charged, ~ 1.5 kΩ cm, however, it stays fairly constant over the first 

couple of cycles. Unlike in the charged state, where the higher frequency arc 

dominated the impedance response, the resistance of the cathode after discharge is 

mainly due to the R2 component. There is once again an increase in this, and by more 

than is observed for charged data, as it changes from ~ 4.4 to ~ 5.25 kΩ cm across 

the first ten cycles. It is, therefore, the low-frequency R2 component which is once 

again responsible for the increase in the total cathodic resistance – this time going 

from about 6 to 7 kΩ cm. The capacitance of C1 is again steady at around 7 nF cm-1, 

whereas the capacitance of C2 fluctuates around 70-100 μF cm-1. 

   6.3.2 Assigning Cathode Resistive Components 

      6.3.2 (a) Three-electrode cell data 

 

Figure 6.7   The components of a three-electrode cell included in the cathode 

measurement. 

For cathode data obtained from a three-electrode cell, at the simplest level, the 

different parts of the battery included in the measurement are the cathode, the 

electrolyte, the separator, the sodium metal, and the aluminium current collectors 

Glass fibre separator 

Na[Ni,Mg,Mn,Ti]O2 

cathode 
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(Fig. 6.7). As the resistances associated with metals are so low, it can be assumed 

that the impedance contribution from the Al current collectors can be ignored. 

Furthermore, as the reference piece of Na in the three-electrode cells is only small 

(0.5 x 0.5 cm) and experiences no current flow (and therefore no plating or 

stripping), it can be assumed that this can also be neglected. 

Figure 6.8 shows cathode data (Na[Ni,Mg,Mn,Ti]O2 vs. the Na reference electrode) 

for the EIS scan performed on a three-electrode cell prior to cycling it – this was first 

presented in Chapter 5. The impedance complex plane plot (a) consists of an arc at 

high frequency, seen in the inset, which possesses a non-zero intercept with a value 

of ~ 200 Ω cm. This arc has a resistance of around 1 kΩ cm.  There is also a larger 

distorted semi-circle at lower frequency, with a resistive contribution of 

approximately 22 kΩ cm, giving a total cathode resistance of ~ 23 kΩ cm. The 

equivalent electrical circuit for the cathode impedance data (b) can be seen, ideally, 

to consist of a resistor, representing the non-zero high-frequency intercept, lying in 

series with two parallel RC elements used to represent the two semi-circles. 

 

Figure 6.8   Cathode impedance data for a three-electrode cell prior to cycling it. (a) 

Impedance complex plane plot. (b) Equivalent electrical circuit. Inset in (a) shows 

zoomed-in high-frequency data.  
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      6.3.2 (b) Symmetric cathode cell data  

Figure 6.9 compares an EIS plot for a symmetric cathode cell with cathode data from 

a three-electrode cell measurement. Note that the frequency response analyser (FRA) 

used to perform an EIS scan on the symmetric cell is unable to access as high 

frequencies (100 kHz) compared to the FRA for the three-electrode cell (1 MHz), 

and, therefore, the symmetric Nyquist plot does not make contact with the real (Z’) 

axis. The symmetric cell is modelled by the same equivalent electrical circuit as used 

for cathode data. The impedance complex plane plot (a) shows that the resistance for 

the large semi-circle is about 44 kΩ cm. High-frequency data (b) shows that R1 for 

the symmetric cell is roughly 2 kΩ cm. The value of RHF for the symmetric cell 

appears to be close to the same as that for cathode data, possibly with a slightly 

lower resistance for the three-electrode measurement. 

 

Figure 6.9   Comparison of cathode impedance data for a three-electrode cell and a 

symmetric cathode cell, prior to cycling. (a) Impedance complex plane plot. (b) 

Zoomed-in high frequency data. 

As the non-zero high-frequency intercept has stayed relatively constant between the 

two measurements, this indicates that this resistance is associated with something 

which is more or less the same between the two cells. Therefore, this is likely to be 

due to the electrolyte. This also agrees with Tables 6.1 and 6.2, which have shown 

that the value of RHF does not change much with cycling, as would be expected for 

an impedance from the electrolyte. As the values of R1 and R2 approximately double, 
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this suggests that these resistances are both associated with the cathode as there is 

just one of these in the three-electrode measurement and two in the symmetric cell. 

Due to the fact that there is no major reduction in any of the resistances on removal 

of the piece of sodium metal on going from the three-electrode to symmetric cell, 

this indicates that the Na metal does not contribute to the impedance of the cell, at 

least prior to performing any charging/discharging. Further evidence that the sodium 

reference electrode does not interfere during cycling was seen in Chapter V. The 

summation spectra for the anode and cathode were very close to the full-cell 

measurement (Fig. 5.26), which in turn was also very close to data obtained for two-

electrode batteries (Fig. 5.21). Hence, this suggests that the Na metal does not cause 

the impedance spectra to vary considerably on going from a two- to a three-electrode 

cell, and therefore there is no significant resistance associated with it. 

      6.3.2 (c) Conductivity and separator cell data  

 

Figure 6.10   Impedance complex plane plot for the sodium electrolyte. Inset shows 

zoomed-in high-frequency data. 

The individual resistance of the electrolyte was measured using a conductivity cell 

(Fig. 6.3). The impedance complex plane plot (Fig. 6.10) consists of a single 

resistance at high frequency, with a value of around 150 Ω cm. This appears to be 

approximately the same, possibly slightly lower, than the high-frequency intercept 
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for the symmetric and three-electrode cathode data (Fig. 6.9 (b)). Any discrepancy 

between these intercepts may be accounted for by the fact that when measuring the 

resistance of the electrolyte using a conductivity cell, there is no separator present. 

Studies elsewhere have found that separators tend to hinder the conductivity of the 

liquid electrolyte to a certain extent.3 In order to determine whether this is the case in 

this work, a separator cell was constructed and its impedance measured. The 

separator cell (Fig. 6.2) consisted of two glass fibre separators soaked in the sodium 

electrolyte. The impedance complex plane plot (Fig 6.11) for the cell possesses a 

non-zero intercept at high frequency ~ 250 Ω cm. Hence, as this is greater than for 

the free liquid electrolyte, this suggests that there is an additional resistance 

associated with the separators used in this work. 

 

Figure 6.11   Impedance complex plane plot for a separator cell. Inset shows 

zoomed-in high-frequency data. 

Separators have been reported in the literature to hinder the performance of the 

electrolyte3. This is because the resistance of the electrolyte inside the pores of 

separators is generally greater than the resistance of the free electrolyte. This 

phenomenon is due to tortuosity.4 To the simplest approach, tortuosity can be 

defined as the length of a curved route divided by the most direct, straight pathway 
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between the two end points. However, at a more involved level, it can be thought of 

as an effective path length arising from mass transport limitations in porous media.5 

 

Figure 6.12   Diffusion of a sodium ion through the electrolyte (a) with, and (b) 

without a separator present. 

In previous studies, tortuosity has been used to describe the mass transfer in porous 

substances, such as the diffusion of Li+ ions through battery electrodes and 

separators.6–8 It can be seen in Figure 6.12 that the path taken for the diffusion of a 

sodium ion through an electrolyte (a) is longer for when there is a separator present 

(b). To a first approximation, tortuosity (τ) for such a system is defined by the 

elongation of the transport path due to the porous structure (dporous) with respect to a 

straight line (dstraight), given by Equation 6.2.  

𝜏 =
𝑑𝑝𝑜𝑟𝑜𝑢𝑠

𝑑𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡
 (6.2) 
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A comparison of Figures 6.10 and 6.11 makes it clear that the value of RHF is greater 

when there are separators present in the electrolyte, by approximately 100 Ω cm. As 

has been explained above, this is not because the intrinsic conductivity of the 

electrolyte has altered but because the path length between the two electrodes has 

increased.  The ratio between the resistivity of the separator soaked in the electrolyte, 

ρsep, and the resistivity of the free electrolyte, ρel, is known as the MacMullin 

number, NM,9 and is a useful way to quantify resistances associated with separators 

in batteries (Eq. 6.3). As there are two pieces of GF/A in the separator cell used in 

this work, it is reasonable to assume that one separator would increase the resistance 

of the electrolyte by half as much, ~ 50 Ω cm. This agrees with RHF for the cathode 

measurement for a three-electrode cell prior to cycling it being estimated at around 

200 Ω cm (Fig. 6.9). Furthermore, it is in keeping with what has been seen in 

previous studies10 that have aimed to determine the tortuosity of battery separators. 

These have found that there is a linear relationship between the measured real 

resistance and the number of separators. 

𝑁𝑀 =
𝜌𝑠𝑒𝑝

𝜌𝑒𝑙
 

𝑁𝑀 ≃
200

150
≃ 𝟏. 𝟑𝟑 

The MacMullin number for the glass fibre separators used in this work is 

approximately 1.33. Hence, the resistance of the electrolyte coupled with a GF/A 

separator is 1.33 times higher than the resistance of the free electrolyte. This 

MacMullin number is much smaller than for other separators seen in the literature 

(Appendix L).11 This can be explained by the extremely large pore size that glass 

fibre separators possess. Commercial separators which possess smaller pores have 

been reported in the literature to have significantly higher MacMullin numbers; 

however, these have the advantage of being lighter and thinner than glass fibre, 

leading to higher volumetric and gravimetric energy densities. 

 

 

(6.3) 
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      6.3.2 (d) Comparison of different cell data 

 

Figure 6.13   Comparison of impedance complex plane plots at high frequency for a 

range of different cell designs. 

Figure 6.13 compares the high-frequency impedance data for a range of different cell 

designs. The resistance of the free electrolyte measured using the conductivity cell 

can be seen to possess the lowest value, ~ 150 Ω cm. The impedance plot for the 

separator cell, which consists of two electrolyte-soaked separators, has a non-zero 

intercept around 250 Ω cm. The cathode plot for the three-electrode cell crosses the 

x-axis somewhere between these two values, which is intuitive, considering there is 

just the one separator in its measurement. Importantly, high-frequency data for the 

three-electrode full-cell measurement, which consists of two separators, crosses the 

real axis at the same point as the separator cell. Hence, this indicates that this 

resistance at high frequency inside sodium-ion batteries is associated with the 

electrolyte and separators. Furthermore, if the plots for the two-electrode cell and 

symmetric cathode cells, also both possessing two separators, are extrapolated, they 

likewise appear to cross the real axis close to the same point, ~ 250 Ω cm. Therefore, 

it can be concluded with some certainty that the non-zero high-frequency resistance 
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(RHF) for sodium-ion batteries is due to a combination of the resistance of the 

electrolyte (Rel) and separators (Rsep) (Eq. 6.4). 

𝑅𝐻𝐹 = 𝑅𝑒𝑙 + 𝑅𝑠𝑒𝑝 

The origin of the other two resistive components present in the cathode measurement 

for the three-electrode cell, R1 and R2, still need to be determined. As mentioned 

previously, a comparison of the impedance complex plane plot for the three-

electrode cathode measurement with data for the symmetric cathode cell (Fig. 6.9) 

appears to show that the values of R1 and R2 are approximately double for the 

symmetric cell. This suggests that these resistances are both associated with the 

cathode itself, as there is just one of these in the three-electrode measurement and 

two in the symmetric cell. The capacitance for the first higher frequency semi-circle 

in Figure 6.8 (component 1) is ~ 10 nF cm-1, and for the lower frequency one 

(component 2), ~ 0.1 mF cm-1. As capacitance is inversely proportional to the length 

of the region under consideration, it can be deduced that component 2 is likely to be 

significantly thinner than component 1 as it has a much larger capacitance. 

 

Figure 6.14   Schematic of the different likely components present in the cathodic 

impedance measurement for a three-electrode cell. 

It is reasonable to assume that the resistance of the cathode-electrolyte interface is 

substantially different from the resistance in the rest of the material.12 Furthermore, 

previous work on lithium-ion batteries has noted a significant impedance associated 

(6.4) 
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with Li+ transport at the interface between the surface of the cathode and the liquid 

electrolyte.13 This is referred to as charge-transfer resistance.14 It is reasonable to 

assume, therefore, that a similar impedance may be present in sodium-ion cells. 

Furthermore, as the capacitance of the lower frequency component is a value 

consistent with an electrochemical double layer, this suggests that R2 is the resistance 

associated with the cathode-electrolyte interface. Figure 6.14 displays the likely 

origins of the different resistances present in impedance data for the cathode 

measurement of a three-electrode cell. Calendering these layered oxide sodium-ion 

electrodes appears to be effective in reducing their impedances (Appendix M), and 

hence, may enhance the performance of these Na-ion batteries. Calendering 

decreases the porosity of the electrodes, which in turn improves the contact between 

particles. Thus, this may explain why the cathode bulk resistance decreases with 

calendering. 

   6.3.3 EIS During Charge/Discharge (Three-Electrode Cell) 

Figure 6.15 displays cathode impedance complex plane plots for a three-electrode 

cell at various SoC during the first charge of the cell. Prior to cycling, there are two 

RC components (semi-circles present): one at high frequency and a larger arc 

towards lower frequency. There is also a high-frequency non-zero intercept. It can be 

seen that after charging the battery slightly, at 8% SoC (~ 1.7 V), there is a drastic 

change in the impedance complex plane plot. The non-zero intercept and smaller 

high-frequency semi-circle stay relatively the same size, but the low-frequency semi-

circle reduces in size greatly. Charging the cell further to 17% SoC (~ 2.1 V) results 

in a decrease in resistance of both RC components, which is once again particularly 

noticeable for the lower frequency arc. There is also now a diagonal spike present at 

low frequency. Once the cell is at 51% SoC, there is a further reduction in both 

resistances, this time most significant for the higher frequency component. Between 

half and fully charging the cell there is not much difference in the two impedance 

spectra. Hence, the most substantial changes appear to occur within the bottom part 

of the charging profile. Applying a DC bias while performing EIS, indicates that a 

cell voltage of around 1.4 V is required for the impedance spectra to change 
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significantly (Appendix N), thus, suggesting that a voltage of this magnitude, or 

higher, is required to remove Na from the cathode structure. 

 

Figure 6.15   Cathode impedance data for a three-electrode cell at different states of 

charge, during the first charge. 

Table 6.3 contains the resistances and capacitances for the different components 

present in the cathodic impedance complex plane plots at various states of charge. A 

small gradual increase in RHF occurs with increasing SoC, which rises by a total of 

about 35 Ω cm during the first charge of the cell. R1 and R2 decrease over the same 

period: R1 gradually reduces from around 1.3 kΩ cm to about 750 Ω cm. A much 

more significant decrease in the size of R2 occurs over the first 8% of charge, from 

approximately 20 to 1 kΩ cm. There is then a further decrease to ~ 300 Ω cm over 

the next 9% of charge (up to 17% SoC). The cell then fluctuates around 150-200 Ω 

cm between 25 and 100% state of charge. A combination of reduction in values of R1 



 Laurence A. Middlemiss, PhD Thesis, Chapter VI 
  

271 
 

and R2 results in an overall decrease in the total cathodic cell resistance. This begins 

close to 22 kΩ cm at 0% SoC and then shows a gradual general decrease down to ~ 

1.1 kΩ cm when the Na-ion battery has been fully charged for the first time. The 

capacitance associated with the higher frequency RC component, C1, generally 

increases slightly with SoC, from around 3 to 6.5 nF cm-1. The value of C2 decreases 

from ~ 100 to ~ 1.5 μF cm-1. The impedance of the low-frequency diffusion spike, 

ZW, decreases from around 1.7 to about 1.2 kΩ cm up to 51% SoC, then stays fairly 

constant across the top half of the charging regime. 

Table 6.3   Cathode resistances and capacitances at different states of charge, during 

the first charge. 

SoC 

(%) 

RHF      

(Ω cm) 

R1         

(Ω cm) 

C1.109
                   

(F cm-1) 

R2           

(Ω cm) 

C2.106
                   

(F cm-1) 

ZW      

(kΩ cm) 

RTot           

(kΩ cm) 

0 175 1275 3.14 20300 98.7 - 21.8 

8 175 1375 2.91 800 62.9 - 2.35 

17 178 1213 3.30 274 40.9 1.68 1.67 

25 182 1093 3.66 155 6.48 1.43 1.43 

34 180 1045 3.83 160 3.96 1.39 1.39 

42 190 910 4.39 180 2.80 1.30 1.28 

51 190 885 4.52 152.5 4.15 1.24 1.23 

59 188 812 4.92 180 2.77 1.20 1.18 

68 190 810 4.94 170 5.92 1.20 1.17 

76 190 835 4.79 210 1.90 1.27 1.24 

85 200 875 4.57 205 2.77 1.32 1.28 

100 210 765 6.58 200 1.59 1.22 1.12 

 

The small value of RHF is consistent with this being the resistance associated with the 

electrolyte and separators. The slight increase that occurs during the first charge may 

be due to the voltage rising outside the stability window of the electrolyte. This may 

lead to a slight decomposition of the electrolyte, thus raising the resistance. This has 
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been shown to occur with similar electrolyte systems for Li-ion15 and Na-ion16 

batteries. As mentioned in the last section, as R2 is likely, due to its higher 

capacitance value, to be linked to the cathode-electrolyte interface, this means that 

the higher frequency RC component is most probably related to the bulk of the 

cathode. In order to balance the overall charge on the cathode, the loss of Na+ ions 

from its structure during charging must be accompanied by oxidation of one or more 

of the transition metals present in the active material. For efficient operation of a 

battery, there must be a sufficient pathway in the cathode for electrons to hop from 

Na oxide particles to carbon and then on to the current collector. The mixed valency 

formed on removing Na+ ions introduces electron holes, and therefore, increases the 

p-type conductivity of the system. Furthermore, as more sodium is removed from the 

cathode during charging, the density of contact between oxide particles and the 

conductive carbon additive increases.17 The overall effect of all this is an increase in 

the conductivity of the electrode system and a decrease in the resistance of R1. 

 

Figure 6.16   Schematic showing a solid permeable interphase (SPI) present on the 

surface of the cathode. 

The lower frequency RC component is attributed to the cathode-electrolyte interface. 

This may consist of a charge-transfer resistance between the solid and liquid, 
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coupled with a double layer capacitance.18 The component starts off with a very 

large resistance, suggesting that there is no sufficient pathway for sodium ions to 

move between the cathode structure and electrolyte. After 8% charge, this has 

decreased dramatically as there is an increase in the number of sodium vacancies in 

the cathode material. The value of C2 decreases significantly with SoC, thus 

suggesting that the cathode-electrolyte interface is widening. This may be due to the 

thickening of a solid layer on the surface of the cathode. As well as a solid 

electrolyte interphase (SEI) on the surface of the anode, a solid passivation layer has 

been detected on the cathode in certain lithium-ion systems.19 To distinguish it from 

the SEI, this is sometimes referred to as the solid permeable interphase (SPI) (Fig. 

6.16).20 Surface films have been observed on a range of lithium oxide cathode 

materials, including LiCoO2, LiNiO2 and Li2Mn2O4.
21,22 Furthermore, it has been 

detected for a similar electrolyte system to the one in this work, 1 M LiPF6 in EC:PC 

(1:1).23 Much less is known about the SPI layer and its chemical composition,24 

however, it is thought to possibly form from the decomposition of solution 

components,25 as well as transition metal dissolution and redeposition from the 

cathode.19  

In ionic conduction, solid state diffusion is occurring continuously and 

spontaneously. A low-frequency spike present in an impedance complex plane plot 

indicates that diffusion is the rate-limiting step in a sequence of several steps. At low 

SoC, there is no spike detected. At 17% and above a spike is detected, indicating that 

diffusion is now the rate-limiting step. Between 17-51% SoC, the resistance of the 

Warburg impedance, ZW, decreases. The Warburg impedance is proportional to the 

Warburg coefficient σ, which is in turn inversely proportional to the diffusion 

coefficient (Eq. 6.5).26 In this equation, the molar volume is given by VM, A is the 

peak current, F the Faraday constant, E the potential, and x is the mobile Na+ 

concentration. Hence, a decrease in the Warburg impedance, indicates an increase in 

diffusion in the cathode.  

𝐷 =
1

2
[(

𝑉𝑀
𝐴𝐹𝜎

)
𝛿𝐸

𝛿𝑥
]
2

 

Similarly, the capacitance of the low-frequency spike can be calculated using Eq. 

5.4. A reduction in the capacitance indicates a reduction in charge storage, which in 

(6.5) 
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turn highlights an increase in Na+ ion diffusion. An increase in diffusion with 

increasing SoC, may be explained by an increase in the number of vacant Na 

intercalation sites facilitating greater diffusion in the cathode structure; this has been 

observed previously for certain lithium-ion systems.27 

 

Figure 6.17   Cathode impedance data for a three-electrode cell at different depths of 

discharge, during the first discharge. 

It may also be useful to consider how impedances alter during the first discharge of 

the cell. Figure 6.17 displays cathode impedance complex plane plots for a three-

electrode cell at various depth of discharge (DoD) for cycle 1. From 0 to 45% DoD 

there is not much change in the shape of the impedance plots, with gradual increases 

in the resistances of the two arcs, which is most prevalent for the low-frequency 

component. Then, on increasing to 79% DoD, there is a much more noticeable 

difference in the plots as RTot goes from around 1.3 to about 1.7 kΩ cm. Over the last 
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~ 20% of discharge there is a much more significant change, primarily associated 

with the lower frequency resistive component, R2. The value of this increases from 

around 0.4 to 1.1 kΩ cm between 79 and 90% DoD, before increasing close to 6 kΩ 

cm once the cell is in the fully discharged state. It can be seen in the plots that an 

increasing DoD is also accompanied by a reduction in the size of the low-frequency 

diagonal spike; this is no longer seen at complete discharge. It can be concluded that 

on discharging the sodium-ion battery, similar to what was observed on charging, the 

most substantial changes appear to occur when the battery does not have much 

charge remaining. 

To display more clearly the changes that are occurring, the cathode resistances at 

varying depths of discharge are displayed graphically in Figure 6.18. In (a), the total 

resistance of the cathode stays fairly constant over the first 80% DoD around 1-1.5 

kΩ cm, before increasing up to ~ 2.5 kΩ cm at 90% DoD. It then finally rises near to 

6 kΩ cm when the cell is in the fully discharged state. The plot of the high-frequency 

resistance, RHF, (b), shows a minimal increase from around 220 to 250 Ω cm over the 

first discharge of the cell. A more substantial difference is noted in the resistance of 

R1, in (c), which increases from ~ 800 to ~ 1.2 kΩ cm. This mainly takes place 

across the last 30% DoD. Finally, the most significant change occurs with the low-

frequency R2 component, (d). This increases slightly from around 200 to 400 Ω cm 

over the first 80% DoD, before subsequently increasing to approximately 4.25 kΩ 

cm when the cell has been fully discharged. It is clear from these graphs that R2 

dominates the cathode resistance during the first discharge of a sodium-ion battery; 

this is most evident in the similarity in the plots of RTot and R2.  
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Figure 6.18   Resistances associated with the cathode, for a three-electrode cell at 

different depths of discharge, during the first discharge: (a) RTot, (b) RHF, (c) R1, and 

(d) R2.  

The changes in cathode resistances that occur during the first discharge can be seen 

in many ways to have similarities to what happens during the first charge. There is 

another small gradual increase in the resistance of the electrolyte and separators, RHF. 

This further suggests that some decomposition of the electrolyte is occurring during 

the first cycle. With regards to the resistances of the two RC components, R1 and R2, 

there is a reversal in trends seen during charge. Instead of a gradual decrease in the 

resistances there are now progressive increases. The rise in resistance of R1, which 

has been previously attributed to the bulk, may be due to a decrease in the p-type 

conductivity of the cathode, as sodium ions are re-inserted back into the electrode, 

which is accompanied by a reduction in number of electron holes. The increase in 

the resistance associated with the cathode-electrolyte interface, R2, may be explained 

by the fact that as more Na+ ions re-enter the cathode structure it becomes 

increasingly difficult to insert more. Hence, there is a rise in the charge-transfer 

resistance between the cathode and the electrolyte, which is particularly prevalent 

above 80% DoD. 
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Figure 6.19   Values of EIS parameters associated with the cathode, for a three-

electrode cell at different depths of discharge, during the first discharge: (a) 

capacitances of RC elements, (b) impedance of low-frequency spike. 

Lastly, the capacitances of the RC components and the impedance of the low-

frequency spike are plotted (Fig. 6.19). A reversal can be seen to occur with the 

capacitances compared to what was observed during the first charge (a). The 

capacitance of C1, in the nanofarad range, decreases slightly across the first 

discharge of the cell, but by far the most significant change, once again, is for C2, 

which increases from around 1 to 100 μF cm-1 between 0 and 100% DoD. The 

impedance of the low-frequency spike, ZW, (b) stays more or less constant across the 

first 50% of discharge, before increasing substantially from ~ 1.3 to ~ 1.7 kΩ cm up 

to 80% DoD, showing more or less a reversal to what occurred during the first 

charge of the Na-ion cell. 

The increase in the impedance of the low-frequency spike indicates a decrease in 

diffusion in the cathode structure. This is intuitive with there being an ever 

increasing amount of sodium present in the electrode with greater DoD, thus 

reducing the number of vacant Na intercalation sites. The increase in the capacitance 

of the low-frequency RC component, C2, suggests that the cathode-electrolyte 

interface is becoming thinner during the first discharge. This may coincide with 

sodium at the surface of the cathode being forced back into the rock salt type 

structure during discharge. If indeed a solid permeable interphase (SPI) is forming 

on the surface of the cathode then it may be dynamic, i.e. its thickness changes with 
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time.28 This has been observed for the SEI on the anode in certain lithium-ion battery 

systems.29 Furthermore, the SEI in Na-ion systems has been reported to be inferior to 

its lithium-ion counterpart because it is more soluble, meaning that its thickness is 

known under certain conditions to decrease over time.30 Hence, a similar effect may 

be occurring here with the SPI on the cathode in sodium-ion batteries. This may 

explain why the capacitance increases at the cathode-electrolyte interface during the 

first discharge. 
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6.4 Conclusions 

In this chapter, electrochemical impedance spectroscopy has been performed on 

sodium-ion batteries at varying states of health and states of charge, in order to try 

and obtain a better understanding of the origin of the large cathode impedance they 

possess. This was done using a range of different cell configurations, including 

separator and symmetric battery designs, applied to the commercially-used pouch 

cell setup. Results were analysed by fitting ideal equivalent electrical circuits to 

impedance data, and using these to extract resistances and capacitances for the 

different components present. 

Examining EIS data for a three-electrode cell measurement showed that an 

increasing cathode resistance dominates the impedance inside of sodium-ion 

batteries across the first ten cycles. Modelling the response using an ideal equivalent 

circuit found that the cathode impedance spectrum consists of three different 

resistive components: a small high-frequency non-zero intercept resistance, RHF, and 

two RC elements, with resistances of R1 and R2, at medium and low frequencies 

respectively. Comparison between the impedance results for different cell designs 

made it possible to assign these separate components to different physical elements 

of the sodium-ion battery. It was deduced that RHF is due to the resistance of the 

electrolyte and separators, and that R1 and R2 are both associated with the cathode 

itself. A consideration of the capacitances suggested that R2, which has a capacitance 

consistent with an electrochemical double layer (in the microfarad range), is due to 

the cathode-electrolyte interface. The resistance R1, which possesses a smaller 

capacitance, is attributed to the cathode bulk. Across the first ten cycles the cathode-

electrolyte interface was found to be primarily responsible for an increase in the total 

cell resistance. 

These findings suggest that the performance limiting factor for these layered oxide 

sodium-ion batteries is the cathode-electrolyte interface. While much work has been 

done to date on the interface at the anode in lithium-ion batteries,31,32 and the 

existence of the solid electrolyte interphase is well documented,33,34 much less 

research has taken place on the interface at the cathode. Hence, in this work, a solid 

permeable interphase (SPI) on the surface of the cathode may have been detected in 
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sodium-ion batteries for the first time. From performing impedance measurements 

during charge/discharge, the resistance of the cathode-electrolyte interface was found 

to increase dramatically above approximately 80% depth of discharge. These 

findings have important consequences for sodium-ion battery development, 

suggesting that to optimise performance and extend battery life, cells should not be 

discharged below ~ 20% SoC. Furthermore, these results provide an important basis 

for further work into obtaining accurate and reliable SoC estimates for sodium-ion 

batteries Future work may include long-term cycling of Na-ion cells to try and 

estimate state of health (SoH) and battery failure from impedance results. This will 

be studied in the next chapter. 
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Chapter VII 

Long-Term Cycling and Identifying Failure 

Mechanisms in Layered Oxide Sodium-Ion 

Batteries 

7.1 Introduction 

In the previous two chapters, it has been seen that the cathode dominates the 

resistance inside these layered oxide sodium-ion batteries over the first few (10) 

cycles. This cathodic impedance continues to grow over time. Analysis of impedance 

data using a range of different cell configurations, and, by fitting ideal equivalent 

electrical circuits to collected spectra, indicates that this is most likely due to an 

increasing resistance at the cathode-electrolyte interface. This is possibly linked to 

the formation of a solid permeable interphase (SPI) on the surface of the positive 

electrode. 

These first few cycles (especially the first one), are part of the formation procedure 

that all cells must undergo as part of the manufacturing process, prior to being sold. 

Hence, it is possible that the beyond these cycles, the results found for impedance 

measurements may differ significantly. Most rechargeable batteries are required to 

operate at a high performance for hundreds of cycles, and in the majority of cases, 

last for a number of years.1 However, over time, all batteries experience a 

deterioration in their performance, seen, in part, as a fading in their capacity and 

power.2 Therefore, in order to fully evaluate the performance of a cathode material 

within a commercial context, it is important to examine how it performs across 

hundreds of cycles – being charged and discharged over thousands of hours. Much of 

the existing literature of impedance on secondary batteries tends to focus on the first 

few cycles,3–5 and is therefore limited in the evaluation of assembled cells and/or 

their constituent materials for practical commercialisation. 
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In this chapter, long-term cycling of sodium-ion batteries was performed by charging 

and discharging ~ 3.2 V Na-ion layered oxide cells for hundreds of cycles. The 

deterioration in battery performance was monitored by examining the drop-off in 

discharge capacity and hence the state of health (SoH). Electrochemical impedance 

spectroscopy is applied at regular intervals to try and correlate a reduction in cell 

performance with growth in individual resistances, and, therefore, make it possible to 

identify the failure mechanisms in these sodium-ion batteries. 
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7.2 Experimental 

   7.2.1 Cell Designs 

Four batteries were built and tested for each cell design to check the reproducibility 

of collected results. Analysis of collected data for these showed a close similarity 

between the cells. This ensures that data presented in this chapter, and conclusions 

drawn, are representative of a wider population. 

      7.2.1 (a) Two-electrode cell 

Details are outlined in Section 5.2.2. 

      7.2.1 (b) Three-electrode cell 

Details are outlined in Section 5.2.2. 

   7.2.2 Cell Testing Procedures 

      7.2.2 (a) Two-electrode cells 

The two-electrode cells were tested using a Maccor Series 4000 Automated Test 

System. The wiring configuration was the same as used for two-electrode cells in 

Section 5.2.3. All cells were held at a constant temperature of 30 ± 0.5 °C using a 

Maccor Temperature Chamber. Each battery was left for 32 h prior to cycling to 

allow time to equilibrate. The cells were cycled under constant current conditions at 

a specific current of 14 mA g-1 on charging and 28 mA g-1 on discharging, between 

the voltage limits of 4.2 and 1.0 V. On charging, a constant voltage step was applied 

at 4.2 V until the current dropped below 2.8 mA g-1. Data acquisition was performed 

using MIMS software. 

For cells that underwent EIS measurements, the impedance spectra were recorded 

prior to cycling, and after every charge and discharge for the first five cycles, 

allowing four additional hours for equilibration after each charging/discharging step. 

An additional one-hour open circuit voltage (OCV) hold after running EIS allowed 
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the cell to return to a steady state. Subsequent impedance scans were performed 

every five cycles. AC impedance measurements were performed by varying the 

frequency with a perturbation potentiostatic signal amplitude of 10 mV (peak to 

peak) from 10 mHz to 100 kHz. ZView software was used for impedance data 

analysis. 

   7.2.2 (b) Three-electrode cells 

Three-electrode cells were measured using the testing configuration outlined in 

Section 5.2.3. AC impedance measurements were performed using a potentiostat 

with a parallel frequency response analyser (Solartron Pstat 1470E/FRA 1455A). All 

cells were held at a constant temperature of 30 ± 0.5 °C using a MMM FIOCELL 

Incubator. Each battery was left for 32 h at 30 °C prior to cycling to allow time to 

equilibrate. An impedance measurement was then performed before beginning to 

cycle the cell. The cells were then cycled under constant current conditions at a 

specific current of 28 mA g-1 on charging and 28 mA g-1 on discharging between the 

voltage limits of 1 and 4.2 V at 30 °C. On charging, a constant voltage step was 

applied at 4.2 V until the current dropped below 2.8 mA g-1. 

The impedance spectra were recorded after every charge and discharge for the first 

five cycles, allowing four additional hours for equilibration after each 

charging/discharging step. An additional one-hour open circuit voltage (OCV) hold 

after running EIS allowed the cell to return to a steady state. Subsequent impedance 

scans were performed at regular intervals during the course of cycling the cells. AC 

impedance measurements were performed by varying the frequency with a 

perturbation potentiostatic signal amplitude of 10 mV (peak to peak) from 10 mHz to 

1 MHz. Data acquisition was performed using Multistat software. ZView software 

was used for impedance data analysis.  
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7.3 Results and Discussion 

   7.3.1 Long-Term Performance of Sodium-Ion Cells 

While extensive studies have taken place on the long-term cycling of more 

technologically mature, commercially-available lithium-ion batteries, the same has 

not yet been reported for prototype sodium-ion cells. Figure 7.1 shows the charge, 

discharge capacity and coulombic efficiency over the first 300 cycles for a 

Na[Ni,Mg,Mn,Ti]O2/hard carbon sodium-ion battery. These data were collected at 

charge and discharge rates of ~ C/10 and ~ C/5 respectively, using voltage limits of 

4.2 V and 1.0 V. The cell experienced an initial charge capacity of approximately 

160 mAh g-1 for cycle 1, before the active cathode material cycles reversibly at a 

specific capacity of 125 mAh g-1. The sodium-ion battery generates an average 

discharge voltage of around 3.2 V, giving a cathode specific energy of 400 Wh kg-1. 

The cell possesses a high coulombic efficiency of ~ 99% (apart from for cycle 1), 

thus indicating low polarisation during cycling. Both the charge and discharge 

capacities gradually decline over the first ~ 200 cycles, before experiencing an 

accelerated drop off after this point, which is accompanied by greater fluctuation in 

the coulombic efficiency. 

 

Figure 7.1   Capacity and coulombic efficiency versus cycle number for a layered 

oxide sodium-ion battery. 
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The charge capacity for the first cycle of the cell is much higher than subsequent 

cycles, resulting in a lower coulombic efficiency of approximately 80% for cycle 1. 

For many secondary battery applications, particularly mobile ones, the end of 

practical operation of a battery is often deemed as when its state of health drops 

below 80%.6,7 For this particular cell, it maintains a charge retention above the 80% 

threshold for 231 cycles. The performance of the cell can be divided into two 

sections: a gradual linear decline in capacity up to around cycle 160, and then a more 

dramatic reduction rate after this point. 

Previous studies performed on lithium-ion batteries have referred to this change in 

gradient of the capacity plot as a ‘knee point’.8,9 The ‘knee point’ signals the 

beginning of the end of operational life of the battery, as its capacity rapidly fades 

after this to the 80% cut-off. As there is no widely accepted standard approach or 

algorithm for identification of the ‘knee point’,10 its location is subjective to the 

visual inspector, and, therefore, can be considered more of a region than occurring at 

one particular cycle. Hence, for this particular cell, the ‘knee point’ can be thought to 

occur between cycles 150-200. Figure 7.2 shows the approximate ‘knee point’ for 

this sodium-ion cell along with linear fits, highlighting the different gradients for the 

two sections of the plot before and after it. 

 

Figure 7.2   Discharge capacity versus cycle number for a layered oxide sodium-ion 

battery, with the ‘knee point’ indicated. 
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In Chapter V, by comparing voltage-time profiles and capacities vs. cycle number 

for sodium-ion batteries with and without electrochemical impedance spectroscopy 

in the test procedures, it was seen that the introduction of EIS steps did not 

dramatically alter the cycling performance of two-electrode cells. This is important 

as it ensures the EIS results can be used to make interpretations about sodium-ion 

batteries charged and discharged in a standard way. As this was done only across the 

first ten cycles, in order to investigate degradation mechanisms which, occur over 

hundreds of cycles, it is important to first check that EIS does not significantly alter 

the performance of sodium-ion batteries over longer periods of time. 

Figure 7.3 compares the discharge capacity for a two-electrode cell cycled as normal, 

and one with EIS steps performed after every five cycles. It can be seen from these 

results that two plots are in close agreement. Importantly, this indicates that the 

introduction of EIS steps does not appear to significantly affect the cycling 

performance and degradation rate of these particular sodium-ion cells. 

 

Figure 7.3   A comparison of discharge capacity versus cycle number for a two-

electrode sodium-ion cell with and without EIS. 

Three-electrode impedance measurements make it possible to distinguish between 

the impedances of the cathode and anode and monitor how resistances associated 

with each individual electrode change with cycling. Hence, they give a more 
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thorough insight into the origin of the different growing resistances within a cycling 

battery. Therefore, when evaluating the long-term performance of sodium-ion 

batteries and attempting to determine the main degradation pathways, three-electrode 

EIS is a particularly important tool. 

Figure 7.4 compares the discharge capacities of a standard two-electrode cell 

undergoing normal charge-discharge cycling and a three-electrode cell subject to EIS 

runs at regular intervals. Once again, the two plots are very similar to one another, 

indicating that using the different cell configuration and performing impedance scans 

does not significantly affect the cycling of the sodium-ion battery. Therefore, this 

supports that three-electrode EIS results performed over 300 cycles can be used to 

make interpretations about standard commercially-relevant two-electrode batteries. 

 

Figure 7.4   A comparison of discharge capacity versus cycle number for a standard 

two-electrode sodium-ion cell and a three-electrode cell with EIS performed at 

regular intervals. 

   7.3.2 Long-Term Impedance Studies of Sodium-Ion Cells 

Three-electrode impedance measurements were performed every 20 cycles after 

charge and discharge up to cycle 120. After this point, in order to study the change in 

individual resistances at the ‘knee point’ and the onset of significant capacity fading 
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mechanisms in greater detail, from cycles 150 to 300 impedance scans were made 

after every 10th charge and discharge. Figure 7.5 plots the total resistances of the 

anode, cathode and full-cell in order to monitor the changes that occur with time. As 

was seen in the previous two chapters, across the first ten cycles the resistances for 

the Na-ion cell in the discharged state are always considerably greater than for when 

the battery has been fully charged. This is seen in the change in scale of y-axis for 

the two graphs in (a) and (b). The maximum resistance seen after charge is ~ 10 kΩ 

cm, and after discharge it is ~ 26 kΩ cm. Furthermore, as was seen previously for 

data recorded across the first 10 cycles, the cathode dominates the resistance inside 

these layered oxide sodium-ion batteries. 

 

Figure 7.5   The resistances inside a three-electrode layered oxide sodium-ion cell 

(a) after charge and (b) after discharge for the first 300 cycles. 

For the charged data (a), there is a gradual increase in full-cell resistance up to cycle 

150, which goes from around 1.5 kΩ cm at cycle 20 to approximately 7.5 kΩ cm. 

This is solely due to an increase in cathodic resistance, as the resistance of the anode 

stays fairly small and constant across this period at less than 100 Ω cm. The full-cell 

and cathode resistances are then fairly constant between cycles 150 and 200, before 

increasing steadily once again after this point; they are almost both 10 kΩ cm by 

cycle 300. There is also a change in the anode resistance as it goes from ~ 80 to ~ 

250 Ω cm after cycle 160, and then stays fairly constant upon further cycling. This is 

also seen in there being a greater difference between the cathode and full-cell 

resistance after this point. After discharge (b), the full-cell resistance approximately 

doubles between cycle 20 and 150, from around 13 to 26 kΩ cm. During this time, 

- - 
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the cathode follows a similar pattern, while the anode decreases gradually from 1 kΩ 

cm to ~ 300 Ω cm. From the 160th discharge onwards, the anode resistance steadily 

increases, reaching almost 1 kΩ cm by the 300th cycle. The dominating cathodic 

resistance drops near to 20 kΩ cm up to cycle 200, before levelling off after this 

point. 

There is clearly a number of significant changes occurring at both electrodes during 

the long-term cycling of these layered oxide sodium-ion batteries. An increase is 

seen in the cathodic resistance up to cycle 150, before it either decreases or remains 

constant (depending on whether the battery is in the discharged or charged state) 

after this point. This corresponds with the onset of the ‘knee point’ where the 

capacity starts to fall dramatically, see Figure 7.2. There is also a significant increase 

in the resistance associated with the anode around this same time. Finally, the 

cathodic resistance experiences another alteration in trend after cycle 200, where it 

levels off in the discharged state and increases once again for each subsequent cycle 

after the battery has been charged. This also corresponds with the end of the region 

where the ‘knee point’ occurs, after which rapid degradation sets in, leading to the 

end of operational life of the battery. In order to investigate these changes in more 

detail, the three-electrode EIS setup will be taken advantage of by studying the 

behaviour of each electrode, and their resistive components, separately. 

      7.3.2 (a) Cathode data - Results 

Figure 7.6 compares cathode data from three-electrode electrochemical impedance 

measurements performed after the 20th and 40th charge. In order to permit a more 

in-depth analysis, data are presented using a range of different complex impedance 

formalisms. The Nyquist plots in (a) show how the total cathode resistance increases 

with cycling, from ~ 1.4 to ~ 2 kΩ cm. There is also a significant change in shape of 

the impedance plots after 20 and 40 cycles. After the 20th charge, the impedance 

complex plane consists of a semi-circle with a non-zero high-frequency intercept at 

about 160 Ω cm, a second arc from approximately 800 Ω cm to 1.4 kΩ cm, and a 

low-frequency non-vertical spike. This is a similar profile to what was seen in the 

previous two chapters for the first ten cycles and equates to the presence of at least 

three resistive components.  
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Figure 7.6   Cathode impedance data for a three-electrode layered oxide sodium-ion 

battery after the 20th and 40th charge. (a) Impedance complex plane plots, 

spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 

After 40 cycles, there is an additional arc at lower frequency and, hence, an 

additional resistive component. It is the emergence of this third arc which is 

primarily responsible for the growth in overall cathodic resistance across this period. 

This is seen more clearly in the Z’’ plots in (b). Between the two cycles, the peaks at 

high and medium frequency do not alter much, but there is clearly the appearance of 

an additional poorly resolved peak around 0.5 Hz. The capacitance plots in (c) also 
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show an additional poorly-resolved plateau emerging after 40th charge at this same 

frequency. 

The low-frequency spike seen in the Nyquist plots in (a) may be due to diffusion in 

the solid electrode structure or it could be a capacitive effect. In the previous chapter, 

the arc at high frequency was attributed to the cathode bulk, and the more capacitive 

component at lower frequency, as seen after 20th charge in (a), to the cathode-

electrolyte interface. At the cathode-electrolyte interface, there are two separate 

processes occurring: the solvation/desolvation of sodium ions, as well as the possible 

migration of charged species through any sort of surface layer that has formed. If the 

time constants of these two processes have similar magnitudes, then they will merge 

in the EIS spectrum to give one depressed semi-cicle;11 such is the case after 20th 

charge. However, after 40 cycles, the time constants are now sufficiently different so 

that these two processes show up as different components in the impedance 

response. To a first approximation, the equivalent electrical circuit for this sodium-

ion battery after 40th charge is shown in Figure 7.7. 

 

Figure 7.7   An ideal equivalent electrical circuit for this layered oxide sodium-ion 

battery after the 40th charge. 

In order to gain further insight into degradation processes occurring at the cathode 

during prolonged cycling, it is important to compare and contrast what has been 

viewed so far in the charged state with discharged data. Figure 7.8 shows cathode 

impedance spectra for a three-electrode cell after the 20th and 40th discharge. The 

Nyquist plots in (a) possess a large low-frequency arc and a smaller high-frequency 

semi-circle, shown in the zoomed-in insets. There is also evidence in these zoomed-

in sections of a third component between the two RC elements, present from around 

1.5 to 2.5 kΩ cm.  
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Figure 7.8   Cathode impedance data for a three-electrode layered oxide sodium-ion 

battery after the 20th and 40th discharge. (a) Impedance complex plane plots with 

inset showing high-frequency data on an expanded scale. Spectroscopic plots of -Z’’ 

and M’’ (b), C’ (c). 

The total cathode resistance increases over these 20 cycles, from approximately 12.5 

to 15 kΩ cm, which from the Z’’ plots in (b) can be seen to be due primarily to an 

increase in the low frequency resistive component. In the capacitance plots (c), there 

is evidence of a plateau at low frequency in the millifarad region, and one at higher 

frequency of the order of nanofarads. This cathode discharge data in the impedance 

complex plane plot in Fig. 7.8 (a) can be ideally modelled by the same equivalent 

electrical circuit as the one given in Fig. 7.7, but it is not clear whether or not a 

Warburg or additional capacitive element is needed to represent a low-frequency 

spike. This may still be present in the impedance response, but off-scale. 
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Figure 7.9   Cathode impedance data for a three-electrode layered oxide sodium-ion 

battery after the 40th and 150th charge. (a) Impedance complex plane plots. 

Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 

Impedance data comparing the 40th and 150th charge are plotted using different 

complex formalisms in Figure 7.9. It can be seen from the Nyquist plots in (a) that 

there is a significant increase in the resistance of the cathode: from approximately 2 

to around 7.5 kΩ cm. This change in internal electrode resistance over time appears 

to be associated primarily with a growth in the low-frequency component in the 

impedance response. This is where the most significant change is seen to occur, and 

is confirmed in the Z’’ plots in (b). There is a small peak present at around 0.1 Hz, 

which grows dramatically to over 2 kΩ cm by cycle 150.  The C’ plots in (c) also 
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indicate the presence of a much more well defined plateau present in this low-

frequency region after prolonged cycling. 

 

Figure 7.10   Cathode impedance data for a three-electrode layered oxide sodium-

ion battery after the 40th and 150th discharge. (a) Impedance complex plane plots 

with inset showing high-frequency data on an expanded scale. Spectroscopic plots of 

-Z’’ and M’’ (b), C’ (c). 

For comparison, cathode impedance data after 40th and 150th discharge are presented 

in Figure 7.10. The Nyquist plots in (a) show that there is an increase in the total 

resistance associated with this positive electrode, from approximately 15 to 25 kΩ 

cm. Similarly, to charged data, it can be seen that this is overwhelmingly due to a 
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growth in the low-frequency RC element. The Z’’ plots in (b) show that over this 

period, the low-frequency peak at 0.1 Hz roughly doubles from 5 to 10 kΩ cm. The 

capacitance C’ data in (c) show two clearly defined plateaus: one in the millifarad 

and one in the nanaofarard region at low and high frequency respectively. There is 

also a small poorly-resolved plateau present in the microfarad region between 5-10 

Hz, relating to the mid-frequency RC component, which is shown in the zoomed-in 

insets in (a). 

In order to see the effects of further cycling on these layered oxide Na-ion batteries, 

cathode impedance data are displayed in Figure 7.11 for after the 150th, 200th, 230th 

and 300th charge. The Nyquist plots in (a) show that the total cathodic resistance is 

fairly constant at around 7.5 kΩ cm between cycles 150-200, before increasing to 

around 10 kΩ cm up to cycle 300. This is due primarily to an increase in the low-

frequency RC component. This is shown more clearly in the Z’’ plots in (b), with the 

peak around 0.1 Hz growing over time. There is also a more modest increase in the 

R2 and R3 resistances as well. The C’ plots in (c) highlight the three different 

components present with capacitances of 1.5-4 nF cm-1, 0.35-1.5 µF cm-1 and 0.04-

0.1 mF cm-1 at high, medium, and low frequency respectively. 

 

Figure 7.11   Cathode impedance data for a three-electrode layered oxide sodium-

ion battery after the 150th, 200th, 230th and 300th charge. (a) Impedance complex 

plane plots. Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 

Figure 7.12 displays impedance data after a series of discharges between cycles 150-

300. This time, the impedance complex plane plots in (a) indicate a reduction in the 

total cathodic resistance up to cycle 200, from ~ 27 to ~ 20 kΩ cm, which then 

appears to stay the same across the last 100 cycles. As shown by the Z’’ 

spectroscopic plots in (b), this trend is governed by the low-frequency RC 
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component shrinking, which goes from around 22.5 to 15 kΩ cm. The C’ plots in (c) 

are similar to those present in Fig. 7.11, indicating that the same three resistive 

components are present after charge and discharge under prolonged cycling. 

 

Figure 7.12   Cathode impedance data for a three-electrode layered oxide sodium-

ion battery after the 150th, 170th, 200th and 300th discharge. (a) Impedance complex 

plane plots. Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 

The cathodic resistances and capacitances seen over the first 300 cycles after charge 

and discharge are presented in Tables 7.1 and 7.2. The resistances of all three 

separate RC components - R1, R2 and R3 - are greater when the sodium-ion battery is 

in the discharged state compared to after it has been charged. All these individual 

resistances associated with the cathode, as well as the resistance of the non-zero 

high-frequency intercept, RHF, increase with cycle number. In the charged state, RHF 

goes from ~ 160 to ~ 220 Ω cm, and after discharge it increases from around 190 Ω 

cm to 270 Ω cm over the 280 cycles. This increase in resistance likely coincides with 

a gradual decomposition of the sodium-ion electrolyte with ageing of the battery. 

The value of the R1 component goes from ~ 650 Ω cm to almost 2 kΩ cm after 

charge, and from 810 to > 2.2 kΩ cm in the discharged state of the cell. The mid-

frequency resistance, R2, is close to 600 Ω cm after both the 20th charge and 

discharge, but increases to 1.15 kΩ cm after 300 charges, and has reached 2.5 kΩ cm 

by the 300th discharge. 
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The resistance of low-frequency component, R3, changes from approximately 4.4 kΩ 

cm to 6.25 kΩ cm after charge, and from about 10.4 to ~ 14.5 kΩ cm after discharge. 

The combined effect of these different increases is to cause the total resistance of the 

Na-ion battery after charge to increase from around 1.4 to ~ 9.5 kΩ cm. Whereas, 

after discharge, RTot goes from approximately 12 to 19.5 kΩ cm. The capacitance 

value of C1 generally decreases with electrochemical testing, from around 5.5 to 4.5 

nF cm-1 and from ~ 7 to ~ 3 nF cm-1 after charge and discharge respectively. The 

mid-frequency component, C2, fluctuates around 4-5 μF cm-1 in both the charged and 

discharged states, whereas the capacitance of the lower frequency element, C3, stays 

fairly constant around 0.4 mF cm-1 for after the Na-ion cell has been charged. It has a 

smaller capacitance, in the 0.1-0.2 mF cm-1 range in the discharged state. 

      7.3.2 (a) Cathode data - Discussion 

By examination of their capacitance values, it is possible to try and attribute the 

different components present in the cathodic impedance response to separate parts 

of, or processes occurring within, the sodium-ion battery. The high-frequency RC 

element has a capacitance (C3) in the nanofarad region, the medium-frequency 

component has a capacitance (C2) of a couple of microfarads, and the lower 

frequency arc (C3) possesses a value of ~ 0.1-1 mF cm-1. 

In the previous chapter, the arc at high frequency, with the lowest capacitance and 

therefore the thickest region, was attributed to the cathode bulk. As was mentioned 

previously, at the cathode-electrolyte interface there are two separate processes 

occurring: the solvation/desolvation of sodium ions, as well as the possible migration 

of charged species through any sort of surface layer that has formed. As a 

capacitance in the mF region is consistent with that of an electrochemical double 

layer for a typical energy storage device, it is likely that the lowest frequency 

component is the charge-transfer resistance coupled with a double later capacitance 

formed at the cathode-electrolyte interface. Therefore, the second medium frequency 

component is likely to be the surface layer and diffusion of sodium ions through this 

region. The different components of the cathode impedance measurement are 

displayed in Figure 7.13. 
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Figure 7.13   A schematic illustrating the components present within the cathode 

impedance response for a three-electrode measurement of a sodium-ion battery.  

From the three-electrode impedance measurements across the first 40 cycles (see 

Figures 7.6 and 7.8), it appears as if the charge-transfer resistance takes longer to 

appear in the charged state, and the surface layer resistance longer after discharge. 

This may be explained by a difference in voltages, which are thought to be important 

when considering double layer and solid electrolyte/permeable interphase 

formation.12 It has been reported for lithium-ion batteries that the SEI is more stable 

and hence, prevalent at high voltages,13 which would agree with the effect seen in 

these Na-ion cells. The resistances of all three separate RC components - R1, R2 and 

R3 - are greater when the sodium-ion battery is in the discharged state compared to 

after it has been charged. The resistance of R1, which is attributed to the cathode 

bulk, could be larger because after discharge there is more sodium in the cathode 

structure, meaning that there may also be less electron holes, and, therefore, the p-

type conductivity of the material decreases. The surface layer resistance, R2, is also 

larger after the Na-ion battery has been discharged. This may be related to a smaller 

concentration gradient of sodium ions inside and outside the cathode, meaning that it 

takes longer for Na+ ions to diffuse between the electrode and electrolyte. Finally, 

the low-frequency resistance, R3, which is likely to be associated with charge-
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transfer at the cathode-electrolyte interface, experiences the most significant increase 

in the discharged state. This may be because after discharge the cathode structure 

contains considerably more sodium in it compared with in the charged state. 

Therefore, it is much more difficult to insert any further sodium into the layered rock 

salt type structure and, therefore, there is a higher resistance associated with the 

charge-transfer reaction. 

The cathodic resistances and capacitances seen over the first 300 cycles after charge 

and discharge are also displayed graphically in Figure 7.14. The values of R1 and R2 

increase steadily in both the charged (a) and discharged (b) states. As the resistance 

of R1 is attributed to the cathode bulk, this indicates a reduction in the conductivity 

of the positive electrode. The capacitance (c) and (d) associated with this RC 

component, C1, decreases with cycling, thus indicating a thickening of the electrode, 

and hence a decrease in particle density. This is likely to lead to a decrease in 

particle-particle contact and, therefore, a larger inter-particle contact resistance. The 

increase of R1 occurs most profoundly at cycle 150, at the onset of the ‘knee point’. 

 

Figure 7.14   A comparison of the cathode resistances and capacitances inside a 

three-electrode layered oxide sodium-ion battery after charge (a) & (c), and 

discharge (b) & (d), over 300 cycles. 
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The value of R2, attributed to the resistance of the solid layer, which forms on the 

surface of the cathode, increases with cycling, thus indicating that diffusion through 

this region is becoming slower, meaning that the surface becomes more insulating 

under prolonged cycling. An investigation of the capacitance values associated with 

this component, do not show a significant variation over time, therefore suggesting 

that there is no significant increase in the thickness of the surface layer with cycling. 

One possible explanation for the growth in resistance, therefore, is that the 

composition of the solid permeable interphase may be changing over time as the 

electrolyte continues to decompose, causing it to become more insulating and 

resistant to Na+ ion diffusion. 

As can be clearly seen in Figure 7.14, the resistance inside these layered oxide 

sodium-ion batteries is dominated by the low-frequency component R3, which is 

possibly the charge-transfer resistance at the cathode-electrolyte interface. The 

charge-transfer resistance is related to how easily/quickly sodium ions can de-

solvate, i.e. lose their shell of electrolyte solvent molecules, associate with an 

electron, and become intercalated in the layered oxide rock salt cathode (the process 

occurs in the opposite direction during charging). The value of R3 increases up to 

cycle 150 in both the charged and discharged states of the cell. This may be a 

combined consequence of both the R1 and R2 resistances rising, meaning it takes 

longer for sodium ions and electrons to reach the cathode-electrolyte interface and 

for the charge-transfer reaction to occur. 

During the cycling of lithium-ion batteries a number of degradation mechanisms 

associated with the inactive components have been shown to occur: such as binder 

decay,14 corrosion of current collector,15 and the oxidation of conductive carbon 

additive at high voltage16. As these same inactive materials are present in sodium-ion 

batteries, it is reasonable to presume that similar processes will occur with these also. 

A combination of these different unfavourable processes will reduce how easily 

electrons are freed up to associate with intercalating sodium ions from the 

electrolyte, and hence account for the increase in charge-transfer resistance that is 

observed. 

After cycle 150, and at the ‘knee point’ in the capacity plot, there is a decrease in the 

value of R3. This indicates that certain degradation mechanisms are occurring, which 
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cause a decrease in charge-transfer resistance, but also lead to an acceleration in 

capacity fading. This decrease in R3 is not associated with an increase in surface area 

of the active material particles, as the capacitances of C2 and C3 do not show a 

sustained increase from cycle 150 onwards.  

As a cell is a self-contained device with the two electrodes connected by the 

electrolyte, any processes seen to occur at the cathode may be connected to 

mechanisms at the anode. Therefore, a consideration of the resistances and 

capacitances associated with the negative electrode may help to reveal the origin of 

the major changes seen to occur at the ‘knee point’ associated with the cathode, and 

give further insight into the crucial degradation mechanisms, which are eventually 

responsible for Na-ion cell failure. 

      7.3.2 (c) Anode data – Results 

 

Figure 7.15   The anode resistances inside a three-electrode layered oxide sodium-

ion cell (a) after charge and (b) after discharge over the first 300 cycles. 

The total resistance of the hard carbon anode inside a full-cell sodium-ion battery 

over the first 300 cycles is given in Figure 7.15. After charge (a), when the carbon 

structure is full of Na, the resistance fluctuates between 50-80 Ω cm for the first 160 

cycles, before it increases significantly to around 260 Ω cm on the 170th charge. It 

then grows gradually during the remaining course of cycling up to ~ 300 Ω cm by 

cycle 300. In the discharged state (b), the total anode resistance after the 1st 

discharge, once the carbon matrix has been stripped of its sodium content, is > 900 Ω 
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cm. This then declines to ~ 270 Ω cm by cycle 150, before a sharp increase to 

around 700 Ω cm on the 160th discharge. The total anodic resistance then shows a 

general increasing trend, returning to ~ 900 Ω cm again by cycle 300. 

 

Figure 7.16   Anode impedance data for a three-electrode layered oxide sodium-ion 

battery after the 20th and 160th charge. (a) Impedance complex plane plots. 

Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 

Figure 7.16 compares anode data from three-electrode electrochemical impedance 

measurements performed after the 20th and 160th charge. The Nyquist plots in (a) 

show a single arc possessing a constant total resistance of around 750 Ω cm. There is 
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a long tail at high frequency with an increasing capacitance. This was also seen in 

earlier anode impedance measurements over the first 10 cycles (see Chapter V), and 

is most likely due to inductive effects from the non-inert component responding to 

the AC signal. This is also visible in the Z’’ plots in (b), as well as the single 

resistance showing up as a small hump around 50-250 Hz. The capacitance plots in 

(c) appear to show a high-frequency plateau at 10-100 kHz of 10-20 nF cm-1, as well 

as possibly an additional one in the microfarad region ~ 50 Hz. However, it is 

difficult to say definitively because C’ anode data are increasingly noisy towards 

lower frequency. It is also not possible to pick out any well-defined plateaus in data 

after 160th charge due to the noisiness of this dataset. 

Anode impedance plots for after the 20th and 150th discharge of the Na-ion cell are 

presented in Figure 7.17. The Nyquist plots in (a) show a large arc, with a smaller 

component towards medium frequency, visible in the zoomed-in insets. As was seen 

for charged data, there is also a high-frequency capacitive tail. The total anodic 

resistance can be seen to decrease from close to 1 k Ω cm to ~ 250 Ω cm, between 

cycles 20 and 150. This continues the trend, which was seen over the first ten cycles 

(Chapter V), where the resistance decreased from approximately 2.5 to 1.25 kΩ cm. 

The Z’’ plots in (b) show that the peak at 0.5 Hz decreases from around 400 to ~ 50 

Ω cm during the course of cycling. Plots of capacitance against frequency (c) display 

that after the 20th discharge there is the same high-frequency plateau in the 

nanofarad region as was seen after charge, as well as an additional low-frequency 

plateau at about 0.2 mF cm-1. This is due to the carbon-electrolyte interface which 

acts as a blocking capacitor once all the sodium has been removed from the negative 

electrode. There may also be a third component in the microfarad region, present as a 

small indent in the C’ plot around 50 Hz. Due to the noisiness of data, once again it 

is difficult to pick out any well-defined plateaus after 150th discharge. 
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Figure 7.17   Anode impedance data for a three-electrode layered oxide sodium-ion 

battery after the 20th and 150th discharge. (a) Impedance complex plane plots with 

inset showing mid-frequency data on an expanded scale. Spectroscopic plots of -Z’’ 

and M’’ (b), C’ (c). 

As is shown in Figure 7.15, the major changes in resistance at the anode occur on 

170th charge and 160th discharge. Therefore, impedance plots displaying data before 

and after these changes using a range of different complex formalisms are presented 

in Figures 7.18 and 7.19. Charged data in Fig. 7.18(a) show that there is a change in 

the shape of the Nyquist plot between the 160th and 170th charge, with in addition to 

the same small distorted semi-circle in both, there is the start of an additional arc 

towards higher frequency in the latter cycle. The total resistance also increases 
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substantially from around 80 to ~ 250 Ω cm. There is the same small hump present 

in both Z’’ plots between 50-250 Hz in (b). However, the two spectroscopic plots 

differ at high frequency, thus indicating there is potentially a poorly resolved 

additional component present after 170th charge. From the C’ plots in (c), it is only 

possible to identify the high-frequency plateau with a capacitance in the nanofarad 

region after 170th charge.  

 

Figure 7.18   Anode impedance data for a three-electrode layered oxide sodium-ion 

battery after the 160th and 170th charge. (a) Impedance complex plane plots. 

Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 
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Similarly, there is a change in shape in the Nyquist plots after discharge as shown in 

Fig 7.19(a). After 160th discharge, there is a larger RC component present at higher 

frequency, which also corresponds with the total anodic resistance increasing from 

around 250 to ~ 700 Ω cm. This time, in the Z’’ plots in (b), as well as having a peak 

at 0.5 Hz, there is clearly an additional component present after 160th discharge 

around 50 kHz. Once again, the C’ plots in (c) are difficult to analyse due to how 

noisy they are, but there appears to be an indent in the microfarad region ~ 50 Hz, as 

well as a flat plateau clearly visible after 160th discharge at high frequency. 

 

Figure 7.19   Anode impedance data for a three-electrode layered oxide sodium-ion 

battery after the 150th and 160th discharge. (a) Impedance complex plane plots with 

inset showing mid-frequency data on an expanded scale. Spectroscopic plots of -Z’’ 

and M’’ (b), C’ (c). 
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In order to see the effects of further cycling on these layered oxide Na-ion batteries, 

anode impedance data are displayed in Figure 7.20 for after the 170th and 300th 

charge. The Nyquist plots in (a) possess the same shape, and show that the total 

anodic resistance increases from around 260 to 300 Ω cm between cycles 170-300. 

The Z’’ plots in (b) highlight that this is due primarily to an increase in the high-

frequency RC component at 50-150 Hz. The C’ plots in (c) show that successive 

cycling increases the capacitance of the high-frequency component, thus suggesting 

the charge storage of the anode increases over time. 

 

Figure 7.20   Anode impedance data for a three-electrode layered oxide sodium-ion 

battery after the 170th and 300th charge. (a) Impedance complex plane plots. 

Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 

Figure 7.21 displays impedance data after a series of discharges between cycles 160-

300. There is a gradual increase in the total resistance, which goes from 700 to 750 

to 900 Ω cm on 160th, 200th and 300th discharge. This is again partly due to an 

increase in the high-frequency RC component, but mainly due to an increase in the 

low-frequency resistance at around 0.5 Hz. There are no significant changes in the 

capacitance plots in (c), other than possibly a small increase in capacitance with 

successive cycling. 
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Figure 7.21   Anode impedance data for a three-electrode layered oxide sodium-ion 

battery after the 160th, 200th and 300th discharge. (a) Impedance complex plane 

plots. Spectroscopic plots of -Z’’ and M’’ (b), C’ (c). 

The resistances and capacitances were extracted from the various anode impedance 

plots reported thus far, and are presented graphically in Figure 7.22. For charged data 

(a), the summation of RHF and R1 are plotted from cycle 170 onwards as it is difficult 

to differentiate between these two components in the impedance complex plane 

plots. Similar to what was observed for the cathode, the resistances associated with 

the anode are greatest when the sodium-ion battery is in the discharged state (b): the 

cathode is saturated with sodium and the anode deficient in it. Also, similar to results 

seen for the cathode, R2 makes up a more significant contribution to the total anodic 

resistance after charge, whereas R3 is more dominant in the discharged state. In fact, 

there is no low-frequency RC component visible over 300 cycles in the impedance 

measurements performed after the Na-ion was fully charged. The medium-frequency 

resistance, R2, is approximately 35 Ω cm after both the 20th charge and discharge, 

and increases to 60 Ω cm by 300th charge, and to 70 Ω cm by the 300th discharge. In 

the discharged state, R3 decreases considerably up to cycle 170 from approximately 

850 to 150 Ω cm before displaying a reversal in trend and increasing back to ~ 350 Ω 

cm by cycle 300. The high-frequency R1 component only becomes visible in the 

anodic impedance plots from cycle 160 after discharge and cycle 170 after charge. 

Its resistance fluctuates around 220 Ω cm in the charged state and 380 Ω cm after 

discharge.  
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Figure 7.22   A comparison of the anode resistances and capacitances inside a three-

electrode layered oxide sodium-ion battery after charge (a) & (c), and discharge (b) 

& (d), over 300 cycles. 

The capacitance value of C2 (c) generally decreases in the charged state with 

electrochemical testing, from around 60 to 30 μF cm-1. After discharge (d), it 

increases from 25 to 50 µF cm-1 up to cycle 150, before decreasing back to 25 µF 

cm-1 again by cycle 300. The capacitance C3 follows a similar trend, going from 0.35 

to 3 mF cm-1, before falling back down to around 0.7 mF cm-1. The capacitance of C1 

stays fairly constant around 8 nF cm-1 between cycles 170-300 after the sodium-ion 

battery has been fully discharged. 

      7.3.2 (c) Anode data – Discussion 

The three RC components present for impedance measurements of the anode have 

similar capacitances as the three seen for the cathode: of the order of nanofarads 

(C1), microfarads (C2) and millifarads (C3) from high to low frequency respectively. 

Therefore, it can be interpreted that these represent similar processes as were 

assigned to the positive electrode. The high-frequency component is the resistance 

associated with the bulk of the electrode (R1), the second medium frequency 
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component is attributed to the solid electrolyte interphase (R2). Finally, as a 

capacitance in the millifarad region is consistent with that of an electrochemical 

double layer for a typical energy storage device, it is likely that this low frequency 

component is the charge-transfer resistance (R3) coupled with a double layer 

capacitance formed at the carbon-electrolyte interface. 

Data in Figure 7.22 show that the most significant increases in resistance associated 

with the negative electrode occur after 170th charge (a) and 160th discharge (b). This 

also corresponds with the ‘knee point’ and the onset of significant capacity 

degradation. In the charged state (a), the resistance of the solid electrolyte interphase 

(R2) increases gradually with cycling, while the capacitance of the component 

decreases continuously over time (c). Hence, this indicates a likely thickening of the 

SEI layer on the anode. A more significant change is that before the ‘knee point’ 

there is no considerable resistance associated with the bulk of the electrode, whereas 

afterwards this resistance dominates in the impedance response, suggesting that the 

conductivity and possibly the structure of the negative electrode have been altered 

greatly at this onset of significant capacity degradation. In the discharged state of the 

cell, the resistance of the SEI also shows a general increase in resistance, doubling 

from ~ 35 to ~ 70 Ω cm between cycles 20 and 170. Similarly, to what was seen for 

charged data, at the ‘knee point’, an additional resistance associated with the bulk of 

the carbon electrode also becomes apparent, and is the largest resistance over the 

remaining cycles. 

An increase of capacitance C2 and C3 after discharge, up to the ‘knee point’, 

indicates a likely increase in surface area of the SEI and electrochemical double 

layer. The continuous insertion and de-insertion of sodium into the carbon electrode 

results in an expansion and contraction in the inter-graphene layers.17 Such volume 

changes in carbon anodes are known to result in cracks and fractures, as are seen 

with graphite anodes in lithium-ion batteries,18 and have also been reported to occur 

with hard carbon.19 Furthermore, different anode materials have been proven to 

undergo similar alterations in Na-ion batteries (Fig. 7.23)20. 
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Figure 7.23   Schematic illustration of cracking in sodium-ion battery hard carbon 

anodes. 

The immediate consequence of these structural changes may be to increase the 

surface area at the particle surface, thus increasing the capacitance of the SEI and 

reducing the charge-transfer resistance. Hence, a continuous swelling and shrinking 

of the carbon particles after every Na insertion/removal increases the surface area 

and means that a transfer of sodium ions and electrons easily takes place. Such a 

trend may not be seen in the charged state as, once the sodium is back in the 

structure and the particle expands once more, this may help to reduce the level of 

deformation present. After cycle 150, the capacitance of C2 and C3 now begin to 

decrease and the charge-transfer resistance also increases. One possible explanation 

for this is that the thickening of the SEI now outweighs any extra surface area 

increase due to structural modification 

The other most noticeable development visible in these anode data is that at the 

‘knee point’ there is suddenly a considerable resistance associated with the bulk of 

the electrode, R1, and hence a decrease in anode conductivity. The resistance of the 

carbon electrode is negligible to begin with as after discharge, due to its delocalised 

electrons, it behaves electrically like a metal. After charge, and its insertion of 

sodium ions, it can be thought of as a mixed conductor, as well as a well-functioning 

semiconductor.21 At the ‘knee point’ there is a sudden decrease in its conductivity, 

which may be caused by continuous swelling and contracting which has disrupted 

the electrical conductivity network of the carbon electrode. This may also have a 

knock-on effect in that it makes the movement of charged species to the surface of 
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the carbon particles more difficult and, therefore, makes charge-transfer slower, 

resulting in the increased resistance in the impedance plot at low frequency. 

The work done in this chapter has shown that a capacity drop seen at the ‘knee point’ 

for these layered oxide sodium-ion batteries is connected with a rise in the cell 

impedance. An increase in impedance corresponds to a growth in the internal cell 

resistance and a deterioration in ionic transfer, i.e. how easily ions can move between 

electrodes during charge and discharge. It was shown in Chapter III that the 

performance of these layered oxide sodium-ion cells is rate-dependent. A significant 

amount of capacity loss, including that which occurs at the ‘knee point’, can be 

recovered by cycling at a reduced current. A lower cycling rate not only decreases 

the amount of damage down to electrode particles via cracks, fractures and 

dislocations,22 but also allows more time to remove alkali ions trapped in pores 

within a poorly conducting electrode network; allowing time for them to get to the 

surface and be extracted. Conversely, a higher C-rate results in electrodes being 

saturated before all the capacity is able to be utilised. This proves that the fall in 

capacity in these batteries is not due to an irreversible loss of sodium or of active 

material, but to a deterioration in ionic transfer within these sodium-ion batteries. 

The results seen in this section for anode data support this, and suggest that the 

major ageing mechanisms present within these layered oxide sodium-ion batteries 

responsible for cell failure are primarily due to mechanical degradation, and not to an 

irreversible loss of sodium in SEI formation and active material side reactions 

(chemical degradation). 

 

 

 

 

 

 

 

 



 Laurence A. Middlemiss, PhD Thesis, Chapter VII 
  

319 
 

7.4 Conclusions 

In this chapter, the long-term performance of layered oxide sodium-ion batteries was 

recorded over 300 cycles. Electrochemical impedance spectroscopy was 

implemented after charge and discharge at regular intervals using a three-electrode 

setup in order to separate out the responses at the two separate electrodes. This 

approach was taken in order to try and obtain a better understanding of the origin of 

the major degradation mechanisms that occur in these cells, which are responsible 

for eventual battery failure. Results were analysed by fitting ideal equivalent 

electrical circuits to impedance data, and using these to extract resistances and 

capacitances for the different components/processes present. 

An increasing cathode resistance dominates the impedance inside these layered oxide 

sodium-ion batteries over 300 cycles. Modelling the response using an ideal 

equivalent circuit found that the impedance spectrum for this electrode consists of 

three different RC elements, whereas only two are usually observed with Li-ion 

battery cathodes.23–26 The low-frequency resistance within the impedance response 

was found to be the main origin of such a large cathode resistance, which was 

attributed to the charge-transfer reaction, i.e. the desolvation and insertion of sodium 

ions. 

As with lithium-ion batteries,8,9 a ‘knee point’ is observed to occur with these 

layered oxide sodium-ion batteries, after which capacity fading intensifies, 

eventually resulting in an end to the operational life of the battery. A reduced 

discharge rate has been proven to recover most of this capacity loss, indicating that 

the capacity fade is primarily due to a deterioration in ionic transfer rather than an 

irreversible loss of sodium or of active material. At the ‘knee point’, the resistance 

associated with the anode significantly increases, which is credited to a decrease in 

the conductivity of the electrode due to structural degradation caused by successive 

Na insertion and extraction. On subsequent cycles, it is no longer possible to extract 

some of the sodium from the anode; this also possibly has a knock-on effect in that 

the charge-transfer resistance at the cathode now decreases as there is less sodium to 

insert. In summary, it is hypothesised that while a charge-transfer resistance at the 

cathode is responsible for a limited capacity over the cycle life of the Na-ion battery, 
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the major degradation mechanism at fault for eventual end of life is structural 

degradation of the hard carbon anode. 

The long-term cycling of full-cell sodium-ion batteries has not been reported in the 

literature before. While three-electrode impedance measurements have been 

performed on lithium-ion batteries, such studies have been curtailed by the limited 

number of different complex formalisms used in data analysis. In this work, by a 

more systematic approach, we are able to connect processes occurring at the cathode 

to those occurring concurrently at the anode, giving greater insight into capacity 

fading mechanisms. Work is ongoing to try and apply this approach to alternative 

battery chemistries, and an example of data collected so far for a lithium-ion system 

is provided in Appendix O. 

In the layered sodium-ion batteries, studied in this work, the ‘knee point’ is 

attributed primarily to structural degradation of the anode. In order to confirm 

whether this is the major cause of battery failure, future work could include post-

mortem analysis of Na-ion cells, using techniques such as SEM, NMR, XRD etc27. 

Attempts at improving the performance of these Na-ion batteries could be to limit 

the charge-transfer resistance by altering the particle surface area through increasing 

electrode porosity, or to limit structural degradation of the carbon anode via 

nanostructuring techniques.28 Limited work has taken place in this field for sodium-

ion batteries so far. 

Furthermore, while the effect of cycling on the degradation of Na-ion batteries has 

been studied, it would also be useful to examine storage time, as most batteries used 

in real word situations are subject to a combination of both calendar and cyclic 

ageing.29 The cycling conditions used in this work are fairly aggressive compared 

with what would be expected for practical cell performance in the majority of 

applications. Nevertheless, the findings made in this chapter, have important 

consequences for the commercialisation of sodium-ion batteries, suggesting that if 

their cycle life is to rival that of lithium-ion batteries, the structural stability of the 

anode needs to be improved.  
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Chapter VIII 

Conclusions and Future Work 

8.1 Conclusions 

Sodium-ion (Na-ion) batteries have received considerable attention in recent years as 

a cheaper, safer, more sustainable alternative to conventional lithium-ion (Li-ion) 

technology. Battery cycle life is an important performance criterion with respect to 

commercialisation of these, as all batteries will experience, with time, some 

reduction in performance due to a variety of degradation mechanisms. The structure 

and properties of a novel mixed phase Na[Ni,Mg,Mn,Ti]O2 layered oxide cathode 

were investigated in this work via a range of characterisation techniques. By 

performing a combination of constant-current, constant-voltage (CC/CV) cycling in 

combination with electrochemical impedance spectroscopy (EIS), it was possible to 

identify the rate-limiting steps and problem interfaces inside of cells. Identifying 

such factors allows us to address them and, therefore, enhance overall battery 

performance. 

  8.1.1 Structure-Composition-Properties-Performance Relationship 

in Layered Oxide Sodium-Ion Cathodes 

The Na[Ni,Mg,Mn,Ti]O2 mixed phase layered oxide was found to consist of two 

individual polymorphs, with nominal formulae P2-“Na0.64[Mn0.8Mg0.2]O2” and O3-

“Na[Ni0.5Mn0.5]O2”. These polymorphs were also studied separately in the hope this 

would lead to a better understanding of the multiphase system’s properties. A solid 

solution was found to form for P2-Na0.64[Mn0.8Mg0.2]O2 (0.5 ≤ x ≤ 1), which can be 

indexed according to the hexagonal space group P63/mmc. The O3-Na[Ni,Mn]O2 

polymorph was found to form over a narrow temperature range when synthesized in 

air. Synthesis in an oxygen atmosphere was also performed - both routes resulted in 

residual NiO precursor, which was also seen in the Na[Ni,Mg,Mn,Ti]O2 mixed phase 
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material. The Ni : Mn ratio in these layered oxide materials was altered by 

synthesizing Na[NixMn1-x]O2 (O.33 ≤ x ≤ 0.5) materials. A lower nickel content 

favoured the formation of a sodium-deficient P2 phase over the O3 one, and still 

showed evidence of the NiO starting material.  

While phase transitions in these layered oxides have been extensively studied during 

electrochemical testing, thermally-induced processes are less well known. In the 

Na[Ni,Mg,Mn,Ti]O2 mixed phase material, the P2 polymorph was found to 

disappear on heating above 800 °C, and is not subsequently recovered at lower 

temperatures. Oxygen loss and transition metal oxidation occurs when the sample is 

fired at high temperatures in nitrogen. DSC measurements indicated that the 

transformation from P2 to O3 is a slow reordering of the oxygen sub-lattice rather 

than a sharp bond breaking/forming process. All three layered oxides - 

Na[Ni,Mg,Mn,Ti]O2, P2-“Na0.64[Mn0.8Mg0.2]O2” and O3-“Na[Ni0.5Mn0.5]O2” - were 

found prone to the uptake of species when exposed to the atmosphere, as indicated 

by TGA measurements. These are important considerations when taking into account 

their preparation, storage, and handling as potential Na-ion cathodes.  

The electrical properties of these separate layered oxides were studied by impedance 

spectroscopy, which has not previously been reported in the literature. The 

conductivity of these materials was as follows: P2-Na0.64[Mn0.8Mg0.2]O2 > mixed 

phase Na[Ni,Mg,Mn,Ti]O2 > O3-Na-[Ni0.5Mn0.5]O2. The activation energies suggest 

that Na+ ion hopping occurs most easily in the P2-type material and is significantly 

hindered in the O3-phase. The individual electrical properties of these separate P2 

and O3 materials were reflected in the electrochemical measurements performed.  

The P2-Na0.64[Mn0.8Mg0.2]O2 layered oxide was found to have a low discharge 

capacity of only around 45 mAh g-1 (vs. Na+/Na), but good initial cycling stability. 

The O3-Na[Ni0.5Mn0.5]O2 layered oxide showed a much higher specific capacity (~ 

125 mAh g-1), but possesses poorer charge retention. Electrochemical testing 

revealed the mixed phase material to possess a discharge capacity of 125 mAh g-1 

(full-cell testing at 30 °C), as well as good rate capability and cycling stability: 95% 

charge retention after 200 cycles. The material is prone to a number of structural 

changes during cycling, as indicated by in operando XRD results. The O3 

polymorph is only present in the bottom ~ 20% state of charge, and at high voltage 
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(> 4 V) there is a significant alteration of the P2 structure, with evidence of the 

intergrowth “Z” phase. From galvanostatic intermittent titration technique (GITT) 

measurements, the Na diffusion coefficient (DNa
+) was found to be the highest and, 

therefore, the electrode the most conductive when the material possesses 

predominantly a P2-type structure. 

   8.1.2 Use of Impedance Spectroscopy to Determine Performance 

Limiting Factors in Prototype Commercial Na-Ion Batteries 

Electrochemical impedance spectroscopy was performed on full-cell sodium-ion 

batteries for the first time. This was done using both two- and three-electrode 

measurements performed on a commercially-relevant pouch cell type. This novel 

design was fabricated by inserting a reference electrode between two separators. 

Measurements were recorded before every charge/discharge across the first ten 

cycles. Results were plotted using different complex formalisms in order to highlight 

different aspects of collected data, an approach not previously undertaken for 

analysing impedance measurements for batteries. 

Comparison between two- and three-electrode results shows that the different cell 

designs are comparable in terms of voltage-time profiles, capacities, coulombic 

efficiencies and EIS results. This means that the three-electrode results can be used 

to make interpretations about commercially relevant two-electrode batteries. 

Furthermore, it was demonstrated across a range of formalisms that the sum of the 

positive and negative electrode impedances is similar to that of the full-cell (within 

6% difference). This is better than previously seen three-electrode results, and 

indicates that the novel three-electrode pouch cell configuration used in these works 

affords a superior measurement to former cell designs. Furthermore, using a range of 

different complex formalisms to view impedance data was found to afford a more in-

depth analysis of the results. Spectroscopic plots of Z’’ and C’ highlight how 

components at different frequencies change with cycling and contribute to cell 

resistances and capacitances. 

Two-electrode impedance measurements reveal there is a growth in resistance over 

time, thus indicating the occurrence of degradation (ageing) mechanisms. The three-
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electrode results indicate that the cathode is mainly responsible for impedance in 

sodium-ion batteries across the first ten cycles. This continues to grow after every 

cycle. The resistance associated with the anode stays fairly small and constant in the 

charged state (~ 100 Ω cm), whereas it steadily decreases in the discharged, from 

around 2.5 to 1.5 kΩ cm between cycles 1 and 10. Overall, results are similar to 

those seem in lithium-ion batteries in certain ways, such as a dominating cathode 

resistance during cycling. However, there are noticeable differences, such as a larger 

decrease in anodic resistance over time. 

EIS was performed on sodium-ion batteries at varying states of health and states of 

charge in order to try and obtain a better understanding of the origin of the large 

cathode impedance they possess. This was done using a range of different cell 

configurations, including novel separator and symmetric battery designs, applied to 

the commercially-used pouch cell setup. Results were analysed by fitting ideal 

equivalent electrical circuits to impedance data, and using these to extract resistances 

and capacitances for the different components present. 

Modelling the EIS data using an ideal equivalent circuit found that the cathode 

impedance spectrum consists of three different resistive components: a small high-

frequency non-zero intercept resistance, RHF, and two RC elements, with resistances 

of R1 and R2, at mid and low frequencies respectively. Comparison between the 

impedance results for different cell designs made it possible to assign these separate 

components to different physical elements of the sodium-ion battery. It was deduced 

that RHF is due to the resistance of the electrolyte and separators, and that R1 and R2 

are both associated with the cathode itself. A consideration of the capacitances 

suggested that R2, which has a capacitance consistent with an electrochemical double 

layer (in the microfarad range), is due to the cathode-electrolyte interface. Across the 

first ten cycles the cathode-electrolyte interface was found to be primarily 

responsible for an increase in the total cell resistance. 

While much work has been done to date on the interface at the anode in lithium-ion 

batteries, and the existence of the solid electrolyte interphase is well documented, 

much less research has taken place on the interface at the cathode. Hence, in this 

work, a solid permeable interphase (SPI) on the surface of the cathode may have 

been detected in sodium-ion batteries for the first time. From performing impedance 
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measurements during charge/discharge, the resistance of the cathode-electrolyte 

interface was found to increase dramatically above approximately 80% depth of 

discharge. These findings have important consequences for sodium-ion battery 

development, suggesting that to optimise performance and extend battery life, cells 

should not be discharged below ~ 20% SoC. Furthermore, these results provide an 

important basis for further work into obtaining accurate and reliable SoC estimates 

for sodium-ion batteries. 

The long-term cycling of full-cell sodium-ion batteries has not been widely reported 

in the literature. While three-electrode impedance measurements have been 

performed on lithium-ion batteries, such studies have been curtailed by the limited 

number of different complex formalisms used in data analysis. In this work, by a 

more systematic approach, we are able to connect processes occurring at the cathode 

to those occurring concurrently at the anode, giving greater insight into capacity 

fading mechanisms. The long-term performance of layered oxide sodium-ion 

batteries was recorded over 300 cycles. Electrochemical impedance spectroscopy 

was implemented after charge and discharge at regular intervals using a three-

electrode setup in order to separate out the responses at the two separate electrodes. 

This approach was taken in order to try and obtain a better understanding of the 

origin of the major degradation mechanisms that occur in these cells, which are 

responsible for eventual battery failure. 

An increasing cathode resistance dominates the impedance inside these layered oxide 

sodium-ion batteries over 300 cycles. Modelling the response using an ideal 

equivalent circuit found that the impedance spectrum for this electrode consists of 

three different RC elements, whereas only two are usually observed with Li-ion 

battery cathodes. The low-frequency resistance within the impedance response was 

found to be the main origin of such a large cathode resistance, which was attributed 

to the charge-transfer reaction. 

As with lithium-ion batteries, a ‘knee point’ is observed to occur with these layered 

oxide sodium-ion batteries, after which capacity fading intensifies, eventually 

resulting in an end to the operational life of the battery. A reduced discharge rate has 

been proven to recover most of this capacity loss, indicating that the capacity fade is 

primarily due to a deterioration in ionic transfer rather than an irreversible loss of 
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sodium or of active material. At the ‘knee point’, the resistance associated with the 

anode significantly increases, which is credited to a decrease in the conductivity of 

the carbon matrix due to structural degradation caused by successive Na insertion 

and extraction. On subsequent cycles, it is no longer possible to extract some of the 

sodium from the anode; this possibly has a knock-on effect in that the charge-

transfer resistance at the cathode now decreases as there is less sodium to insert. 

In summary, it is hypothesised that while a charge-transfer resistance at the cathode 

is responsible for a limited capacity over the cycle life of the Na-ion battery, the 

major degradation mechanism at fault for eventual end of life is structural 

degradation of the hard carbon anode. These findings have important consequences 

for the commercialisation of sodium-ion batteries, suggesting that if their cycle life is 

to rival that of lithium-ion batteries, the structural stability of the anode needs to be 

improved. 
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8.2 Future Work 

Air-stability of sodium transition metal layered oxides is extremely important for 

how these materials are prepared, stored, and assembled for electrochemical testing. 

Degradation in air is likely to lead to an increase in cost and may even jeopardise 

successful commercialisation of potential Na-ion cathode materials. More detailed 

work is required, such as thermogravimetric analysis/mass spectrometry, and XRD at 

the end of TGA runs, to assign precise processes and species to how these layered 

oxides degrade when exposed to air. 

Different synthesis strategies are required to try and produce phase pure O3-

Na[Ni0.5Mn0.5]O2. Ball milling reactants for long periods of time could help to ensure 

sufficient mixing of the starting materials. A method that does not rely on high 

temperatures is desirable to reduce Na loss, e.g. co-precipitation. In operando XRD 

of the P2-Na0.64[Mn0.8Mg0.2]O2 and O3-Na[Ni0.5Mn0.5]O2 individual materials would 

also be useful to better understand the phase transitions and electrochemical 

performance of the mixed phase Na[Ni,Mg,Mn,Ti]O2 Na-ion cathode.  

The three-electrode impedance results collected in this thesis point towards the 

electrode-electrolyte interface at both electrodes being critical to degradation 

mechanisms in sodium-ion batteries. Studying the SEI and SPI via a range of 

characterisation techniques may help suggest ways to reduce the performance 

limiting processes that occur and improve cell performance. 

In order to confirm the major cause of battery failure, future work could include 

post-mortem analysis of Na-ion cells, using techniques such as SEM, NMR, XRD 

etc. Attempts at improving the performance of these Na-ion batteries could involve 

limiting the charge-transfer resistance by altering the particle surface area through 

increasing electrode porosity, or to limit structural degradation of the carbon anode 

via nanostructuring techniques. Limited work for sodium-ion batteries has taken 

place in this field to date. It is worth mentioning that the cycling conditions used in 

this study were fairly aggressive and do not represent cell performance in the 

majority of real-world applications. Furthermore, while the effect of cycling on the 

degradation of Na-ion batteries has been studied, it would also be useful to examine 
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storage time, as most batteries used in real world situations are subject to a 

combination of both calendar and cyclic ageing.  
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Appendix A – Rietveld Refinement Parameters 

 

Scale Factor 

The scale factor adjusts the peak intensities of the calculated profile to be on the 

same scale as the observed pattern. It is the first parameter to be refined and, usually, 

it is allowed to refine in every cycle of refinement. 

Background 

This is used to fit the calculated profile to the background of the observed XRD 

diffraction pattern. In this work, the Shifted Chebyschev polynomial function with 

six terms is used to fit the background. This parameter is allowed to refine in every 

cycle. 

Lattice Parameters 

These are used to fit the calculated positions of the Bragg peaks to observed data. 

The lattice parameters are allowed to refine in every cycle. 

2θ Zero 

The 2θ zero parameter deals with misalignment in the X-ray diffractometer. If an 

incorrect zero has been set for the machine, then there will be sample displacement, 

e.g. the height of the powder sample will be wrong. This will then result in a shifting 

of the peaks for the observed XRD pattern, compared to what is seen in the 

calculated profile. For a Bragg-Brentano instrument, the sample displacement 

parameter (shift) and the sample transparency correction (trns) are refined in order to 

correct for this. 

Profile Parameters (Peak Shape Function) 

These are used to get a peak shape in the calculated profile which matches those in 

the observed XRD pattern. The Pseudo-Voigt function models the effects of 

instrument design and detector geometry on the width of reflections, as well as any 
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broadening due to sample effects, e.g. strain and particle size. The Pseudo-Voigt 

function is a linear combination of Gaussian and Lorentzian functions whose full 

widths at half maximum (FWHM) are parameterised in GSAS as follows:  

       𝐹𝑊𝐻𝑀2 = 𝑈 𝑡𝑎𝑛2𝜃 + 𝑉 𝑡𝑎𝑛𝜃 + 𝑊 

𝐹𝑊𝐻𝑀 = 𝑋 𝑡𝑎𝑛𝜃 + 𝑌/𝑐𝑜𝑠𝜃 

The parameters U, V, W, X, Y are related to stain broadening, crystallite size 

broadening etc., and together describe the average peak shapes over the whole 

pattern. 

Atomic Positions 

The atomic coordinates (x, y, z) of each atom in the unit cell can be refined, however, 

certain atoms may have their positions fixed by the unit cell symmetry. If more than 

one atom occupies the same site, a constraint can be set up for their atomic positions, 

fractional occupancies and thermal parameters. Atomic positions should be refined 

before the fractional occupancies. 

Fractional Occupancies 

The fractional occupancies of each atom in the unit cell can be refined to check the 

possibility of partial replacement by other atoms or the presence of site vacancies. 

Constraints may be applied if one site is shared by more than one atom so that the 

thermal displacement coefficients and atomic positons are the same for these. An 

occupancy constraint can be applied if more than one atom occupies the same site, 

i.e. so that the sum of the individual occupancy should equal 1 (this makes the 

assumption that the site is fully occupied). 

Thermal Displacement Coefficients 

The thermal parameter, Uiso, is a measure of the magnitude of an atom’s 

vibration/displacement at a particular site. It may not be possible to refine the Uiso 

Gaussian: 

Lorentzian: 
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values for light elements that do not scatter X-rays well. A high Uiso value usually 

indicates either the presence of some vacancies at that site or that a lighter atom is 

present. Very small or slightly negative Uiso values may mean that additional 

scattering is needed at that site, i.e. a heavier element or increased occupancy. The 

Uiso values are highly correlated to the fractional occupancies and are usually the last 

of the parameters to be refined.  
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Appendix B – Capacitor and Inductor Impedances 

 

Capacitor 

An ideal capacitor has a capacitance defined by the ratio of charge Q on each 

conducting plate to the voltage separating them. 

𝐶 =
𝑄

𝑉
 

In practical devices, charge-build up will occur, so the capacitance is more 

accurately given by the ratio of incremental changes in charge and voltage. 

𝐶 =
𝑑𝑄

𝑑𝑉
 

The current of a capacitor is defined as the derivative of charge with respect to time. 

𝐼 =
𝑑𝑄

𝑑𝑡
 

Rearranging Equation B.2 and inserting it into Equation B.3 then gives the 

following: 

𝐼 = 𝐶
𝑑𝑉

𝑑𝑡
 

The voltage delivered by mains AC electricity varies sinusoidally with time t and is 

given by Equation 2.12. This can be rewritten using Euler’s relationship (Eq. 2.16) 

so that it is expressed in terms of a complex exponential function. 

𝑉 = 𝑉0𝐼𝑚(𝑒𝑗𝜔𝑡) 

Therefore, Equation B.4 can be rewritten as: 

𝐼 = 𝐶
𝑑(𝑉0𝐼𝑚(𝑒

𝑗𝜔𝑡))

𝑑𝑡
 

𝐼 = 𝐶𝑉0𝐼𝑚
𝑑(𝑒𝑗𝜔𝑡)

𝑑𝑡
 

𝐼 = 𝐶𝑉0𝐼𝑚(𝑗𝜔𝑒𝑗𝜔𝑡) 

(B.1) 

(B.2) 

(B.3) 

(B.4) 

(B.5) 

(B.6) hence 
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An expression analogous to Ohm’s Law (Eq. 1.3) then allows us to calculate the 

overall impedance Z of the system: 

𝑽 = 𝑰𝑹 

𝑍 =
𝑉

𝐼
=

𝑉0Im(𝑒
𝑗𝜔𝑡)

𝐶𝑉0Im⁡(𝑗𝜔𝑒𝑗𝜔𝑡)
 

Cancelling like terms leaves us with: 

𝒁∗ =
𝟏

𝒋𝝎𝑪
 

 

Inductor 

The voltage of an inductor is given by the product of its inductance L and rate of 

change of current passing through it. 

𝑉 = 𝐿
𝑑𝐼

𝑑𝑡
 

The current varies sinusoidally with time t and is given by Equation 2.14. This can 

be rewritten using Euler’s relationship (Eq. 2.16) so that it is expressed in terms of a 

complex exponential function. 

𝐼 = 𝐼0𝐼𝑚(𝑒𝑗(𝜔𝑡−𝜙)) 

Therefore, Equation B.8 can be rewritten as: 

𝑉 = 𝐿
𝑑(𝐼0𝐼𝑚(𝑒𝑗(𝜔𝑡−𝜙)))

𝑑𝑡
 

𝑉 = 𝐿𝐼0𝐼𝑚
𝑑(𝑒𝑗(𝜔𝑡−𝜙))

𝑑𝑡
 

𝑉 = 𝐿𝐼0𝐼𝑚(𝑗𝜔𝑒𝑗(𝜔𝑡−𝜙)) 

An expression analogous to Ohm’s Law (Eqn. 1.3) then allows us to calculate the 

overall impedance Z of the system: 

𝑽 = 𝑰𝑹 

(B.7) 

(Ohm’s Law) 

(B.8) 

(B.9) 

(B.10) 

(Ohm’s Law) 

(Capacitor) 

hence 
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𝑍 =
𝑉

𝐼
=
𝐿𝐼0𝐼𝑚(𝑗𝜔𝑒𝑗(𝜔𝑡−𝜙))

𝐼0𝐼𝑚(𝑒𝑗(𝜔𝑡−𝜙))
 

Cancelling like terms leaves us with: 

𝒁∗ = 𝒋𝝎𝑳 

 

 

 

(B.11) 

(Inductor) 
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Appendix C – Mass Balancing of Sodium-Ion Cells 

 

To a first approximation, in order to maximise battery performance, the capacities of 

the cathode and anode should equal each other (Qcathode = Qanode). The overall capacity 

(mAh) of each electrode is given by the product of the specific capacity q (mAh g-1) 

and mass of active material m (g). 

𝑄 = 𝑞 × 𝑚 

Due to the differences in specific capacities of the cathode (qcathode) and anode (qanode), 

this requires a careful adjustment of the active mass of each electrode; this is known 

as “balancing”. 

If we start off with the assumption that the capacities of the cathode and anode should 

equal each other then 

𝑄 = 𝑞𝑐𝑎𝑡ℎ𝑜𝑑𝑒 . 𝑚𝑐𝑎𝑡ℎ𝑜𝑑𝑒 = 𝑞𝑎𝑛𝑜𝑑𝑒 . 𝑚𝑎𝑛𝑜𝑑𝑒  

Equation 2 can be rewritten as 

𝑚𝑐𝑎𝑡ℎ𝑜𝑑𝑒

𝑚𝑎𝑛𝑜𝑑𝑒
=

𝑞𝑎𝑛𝑜𝑑𝑒

𝑞𝑐𝑎𝑡ℎ𝑜𝑑𝑒
 

From electrochemical testing results of Na[Ni,Mg,Mn,Ti]O2 in Chapter III, the 

specific capacity of this material is approximately 120 mAh g-1. Separate studies 

performed on the non-graphitizable hard carbon anode material, show it to have a 

specific capacity of around 225 mAh g-1. 

𝑚𝑐𝑎𝑡ℎ𝑜𝑑𝑒

𝑚𝑎𝑛𝑜𝑑𝑒
=

225

120
= 1.875 

However, to avoid a risk of metal plating, a slight oversizing of the capacity of 

negative electrode is often used to achieve better battery safety and cycle life. 

Therefore, a mass cell balance (cathode: anode) of 1.5-1.8 is utilised. 

(C.1) 

(C.2) 

(C.3) 
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Appendix D – Differential Capacity Plots 

 

 

 

 

 

 

 

 

 

 

 

 

Differential capacity plots for a Na[Ni,Mg,Mn,Ti]O2/hard carbon full-cell in the 

voltage range 1-4.2 V at 14mA g-1 on charge and 28 mA g-1 on discharge, for cycles 

1, 2, 5, 10 and 20. 
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Appendix E – Capacity Plots (1-4.3 V) 

 

 

 

 

 

 

 

 

 

 

 

 

Capacity and coloumbic efficiency of a Na[Ni,Mg,Mn,Ti]O2/hard carbon full-cell 

after 10 cycles. The cell was charged at 14 mA g-1 and discharged at 28 mA g-1 

between 1-4.3 V. The capacities achieved are higher than for the 1-4.2 V voltage 

window. 

 

 

 



341 
 

Appendix F – Bragg’s Law Calculations 

 

According to Bragg’s Law: 

𝒏𝝀 = 𝟐𝒅𝒔𝒊𝒏𝛉 

where: n = diffraction order (usually 1) 

 λ = X-ray wavelength 

 d = d-spacing 

 θ = Bragg angle 

 

 

Molybdenum X-Ray Source 

The X-ray wavelength of molybdenum (Mo Kα1) is 0.7093 Ǻ. 

    
𝒏𝝀 = 𝟐𝒅𝒔𝒊𝒏𝛉 

0.7093 = 2𝑑𝑠𝑖𝑛θ 

𝑑 =
0.7093

2𝑠𝑖𝑛𝜃
 

𝑑 =
0.35465

𝑠𝑖𝑛𝜃
 

 

Silver X-Ray Source 

The X-ray wavelength of silver (Ag Kα) is 0.5608 Ǻ. 

    
𝒏𝝀 = 𝟐𝒅𝒔𝒊𝒏𝛉 

0.5608 = 2𝑑𝑠𝑖𝑛θ 

𝑑 =
0.5608

2𝑠𝑖𝑛𝜃
 

𝑑 =
0.2804

𝑠𝑖𝑛𝜃
 

 



342 
 

Appendix G – In Operando XRD Patterns 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In operando X-ray diffraction data for a Na[Ni,Mg,Mn,Ti]O2/hard carbon pouch cell 

before cycling, and after the 1st and 2nd discharge. Collected by AgPSD with λ = 

0.5608 Å. The zoomed-in region shows reflections in the 5-7° range. Each X-ray 

diffraction pattern was collected for 16 minutes. 

 

0% SoC 

After 1st Discharge 

After 2nd Discharge 
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Appendix H – Starting Rietveld Model of P2-Na0.64[Mn0.8Mg0.2]O2 

 

PDF: 04-022-8282 

Atom Multiplicity x y z Occupancy 100 x 

Uiso 

(Å2) 

Na1 2b 0 0 0.25 0.218 2.5 

Na2 2d 1/3 2/3 0.75 0.421 2.5 

Mn1 2a 0 0 0 0.8 2.5 

Mg1 2a 0 0 0 0.2 2.5 

O1 4f 1/3 2/3 0.808 1 2.5 

a = b = 2.8771 Å; c = 11.1672 Å; Space group = P63/mmc 

 



344 
 

Appendix I – XRD Pattern of Na0.64[Mn0.8Mg0.2]O2 

 

 

 

The PXRD patterns of P2-Na0.64[Mn0.8Mg0.2]O2, before, and after heating the sample 

to 1000 °C, and cooling, in air. Collected by MoPSD with λ = 0.7093 Å.  
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Appendix J – Warburg Impedance 

 

The impedance of a constant phase element is defined as: 

𝒁∗ =
𝟏

(𝒋𝝎)𝒏𝒀𝟎
 

where Y0 is a constant and 0 < n < 1. For a value n = 1 the CPE reduces to a perfect 

capacitor, and for n = 0 it is a resistor. When the parameter is assigned a value between 

0 and 1 it is a non-ideal capacitor with a resistive component. 

There is frequently an inclined spike in an impedance spectrum, which can be a non-

ideal capacitor represented by a CPE or a Warburg element (where n = 0.5) if the spike 

is 45° to the Z’ axis. The resistance of this spike is the the real value of the impedance, 

and given by the following equation: 

𝑍𝑊 =
1

𝜔0.5𝑌′
 

Hence, 

𝒁𝑾 =
𝟏

𝒀′
 

when  

𝜔0.5 = 1 

Equation I.2 can re-written using Equation 2.13 as:  

√2𝜋𝑓𝑚𝑎𝑥 = 1 

Squaring both sides gives 

2𝜋𝑓𝑚𝑎𝑥 = 1 

𝑓𝑚𝑎𝑥 =
1

2𝜋
 

𝑓𝑚𝑎𝑥 = 0.159 𝐻𝑧 

(CPE) 

(Warburg Impedance) 

(I.1) 

(I.2) 
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Hence, the resistance of the Warburg impedance can be found by reading the real value 

of the admittance at 0.159 Hz. 
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Appendix K – Circuit Fitting Example 

 

An example of circuit fitting for cathode data of a three-electrode sodium-ion battery 

after the cell has been charged for the tenth time, is provided on the next page. Fits to 

the equivalent circuit are shown for four separate impedance formalsisms. All four 

formalisms were used while fitting data, in order to give equal weighting to all 

impedance components over the entire frequency range. Although impedance data 

covering eight decades of frequency were obtained, data was only fitted between 10-2 

– 105 Hz. Data were not fitted to higher frequencies due to what are believed to be 

instrumentation-related inductive effects. Fit quality and accuracy were assessed by 

visual comparison of fitted and experimental data using data presentation in different 

impedance formalisms, as well as considering residuals of fits. The goodness of fit 

was also determined by the sum of squares (chi-squares), which is proportional to the 

average error between the original data and the calculated values. 

To a first approximation, data indicates an equivalent cirucit that contains a resistor, 

two parallel RC elements and a Warburg, W, all connected in series to one another. 

The high frequency components were examined and fitted first. This allows for fewer 

parameters to be refined. To start with, fitting was attempted using the simplest 

possibility: a resistor representing the high frequency intercept RHF, connected to a 

resistor R and capacitor C, in parallel. Inlcusion of a constant phase element in parallel 

to these two elements, is then used to account for non-ideality in the equivalent circuit. 

The requirement of a CPE in parallel was apparent because it represensts the power 

law dispersion at high frequencies, which is opbserved in both plots of log Y’ and log 

C’ vs log f between 104–106 Hz. A constant phase element can not simiply replace the 

capacitor as this ignores the frequency-independent premittivity shown in many data 

sets, paritculary at high frequencies. Therefore, the use of only a resistor and CPE in 

parallel, does not provide a good fit for all impedance formalisms.  

Once a fit of high frequency data was obatined, fitting of the second smaller depressed 

arc at mid-frequency was attempted. A second element was added in series with the 

first parallel circuit, in order to represent an additonal series impedance. This section 

of the impednace spectrum was also fit using a CPE in parallel with an RC circuit to 
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account for the non-idealtiy of the response. Finally, the low-frequency spike was fit 

by placing an additional CPE in series to model the Warburg impedance. 

 

Cathode impedance spectra for a three-electrode sodium-ion cell after the tenth 

charge. (a) The equivalent electrical circuit used to fit the data. (b) Experimental and 

fitted data for impedance complex plane plot; the frequencies of some data points are 

indicated, (c) Z’’/M’’ spectroscopic plots, (d) Y’ spectroscopic plot and (e) C’ 

spectroscopic plot. 
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Appendix L – MacMullin Numbers 

 

Separator MacMullin Number 

Celgard® 2325 11 

Celgard® 2500 5 

Freudenberg FS2190 3 

Polyamide 6 

Copa Spacer 3 

Separion® 9 

 

MacMullin numbers, reported in the literature, for different types of separator, using 

a LiTFSI electrolyte. 
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Appendix M – Calendering Studies 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Calendered and uncalendered cathode impedance complex plane plots for a sodium-

ion battery after it has been discharged for the tenth time. Four-point probe 

conductivity measurements, which show how the resistance of the cathode decreases 

with increasing calendering/electrode density, are provided as an inset. 
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Appendix N – DC Bias Three-Electrode Measurements 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Impedance complex plane plots for a three-electrode cell under the application of 

different voltages. 

 

1.2 V 1.4 V 

1.8 V 1.6 V 
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Appendix O – Lithium-Ion Impedance Spectra 

 

 

 

 

 

 

 

 

Full-cell, cathode and anode impedance data for a three-electrode lithium-ion battery 

(Li[Ni0.5Mn0.3Co0.2]O2/graphite) after it has first been fully discharged for the first 

time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


