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pour tes encouragements, les longues nuits passées ensemble à écrire nos
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Abstract

While satellite Ku-band (13.5 GHz) radar altimetry has been used since the

1990s to track changes in the Greenland and Antarctic ice sheets’ shape,

the launch of AltiKa in 2013 provided the first opportunity to use data from

higher frequency Ka-band (36 GHz) and compare it to contemporaneous Ku-

band CryoSat-2 data. In this thesis, I develop novel methods and datasets,

based on the processing of Ku-band CryoSat-2 and Ka-band AltiKa data, to

improve our ability to detect and interpret trends in elevation change from

satellite radar altimetry.

First, I produced an assessment of higher-frequency Ka-band AltiKa data

in West Antarctica. By developing a new slope correction algorithm and ap-

plying a least-square model fit to AltiKa surface elevation measurements, I

demonstrated that AltiKa detects trends in surface elevation in good agree-

ment with coincident Ku-band CryoSat-2 and airborne laser data within 0.6

± 2.4 cm yr-1 and 0.1 ± 0.1 cm yr-1, respectively, showing that trends in

penetration are minor in this region. Using this new dataset, I showed that

surface lowering at Pine Island Glacier has fallen by 9 % since the 2000s,

while at Thwaites Glacier it has risen by 43 %.

Next, I examined the impact of surface melting on firn stratigraphy and

radar penetration in West Central Greenland by using a combination of air-

borne radar data, in-situ firn density measurements, and firn densification

models. I showed that surface melt strongly affects the degree of radar pen-

etration into the firn, with the largest fluctuations recorded after the extreme

melt event of 2012, which caused a 6.2 ± 2.4 m reduction in Ku-band radar

penetration. I further assessed different methods to mitigate the effect of

fluctuations in radar penetration on surface heights and showed that using

threshold retracking algorithms results in surface heights to within 14 cm

from coincident airborne laser data. In addition, I showed that over this

transect, Ka-band radar penetration is half that of coincident Ku-band data.
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Finally, I used a decade of CryoSat-2 data to study the imbalance of the

Northwest sector of the Greenland Ice Sheet and showed that the margins

of this region are rapidly thinning at an average rate of 42.7 ± 0.9 cm yr-1.

I derived mass balance within 73 individual glacier drainage basins of this

region, showing that the Northwest sector lost a total of 386.0 ± 3.7 Gt

of ice between July 2010 and July 2019 with all glacier basins losing mass.

I compared this new altimetry-based mass balance estimate to independ-

ent estimates from the gravimetry and mass budget techniques and found

that, while the altimetry estimate is the least negative, differences between

techniques vary regionally, with the mass budget and gravimetry exhibiting

higher and lower ice losses, respectively.
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Chapter 1

Introduction

In this introductory chapter, I describe the state of the polar ice sheets and review the re-

cent ice sheet changes including changes in ice sheet flow, surface elevation, grounding line

location, calving front location, supraglacial and subglacial lakes observed from satellite

data during the past three decades. I then summarise the different processes that lead to

a change in the surface elevation of the ice sheets. Finally, I introduce the aim, objectives

and structure of this thesis.

1.1 The Polar Ice Sheets in the Climate System

The Greenland and Antarctic Ice Sheets are today’s last remaining ice sheets since the

Last Ice Age (Pleistocene). Thus, they store crucial information about the past climate

and play an essential role in the current climate system. In this section, I introduce the

polar ice sheets, review their recent mass loss during the ‘satellite era’ and its impact on

sea level rise and ocean circulation patterns, before looking at future projections of ice

sheet mass loss.
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1. INTRODUCTION

1.1.1 The Greenland and Antarctic Ice Sheets

Global mean surface temperature is currently rising at a rate of 0.2°C per decade com-

pared to pre-industrial time due to the anthropogenic increase in greenhouse gas concen-

trations in the atmosphere. It is estimated that human-induced warming of 1°C above

pre-industrial levels was reached around 2017 (Masson-Delmotte et al., 2018). However,

the level of warming is not uniform across the global and some regions, in particular the

Arctic, which has experienced a more pronounced level of warming than the rest of the

world, with air temperatures increasing at a rate more than two-fold that of the global

average (Meredith et al., 2019). In the Southern hemisphere, rapid regional warming has

been observed at the Antarctic Peninsula with air temperatures increasing at a rate of

0.6°C per decade during the 20th century (Vaughan et al., 2003) and water from the

Bellingshausen and Amundsen seas, intruding the continental shelf, has warmed at a rate

of 0.1 to 0.3°C per decade since the 1990s (Schmidtko et al., 2014). The response of the

ice sheets to this changing climate is expected to have wide impacts on sea level, ocean

circulation, and ecosystems.

The polar ice sheets covering most of Greenland and Antarctica (Figure 1.1) are part

of the cryosphere – which encompasses all areas made of frozen water, including ice sheets,

ice shelves, glaciers, sea ice, lake and river ice, permafrost and snow. Among the different

elements of the cryosphere, ice sheets and glaciers directly influence global mean sea level

by raising sea levels when they lose ice. While mountain glaciers contain less than 1 %

of the global ice volume (Farinotti et al., 2019), the polar ice sheets cover vast areas and

store about 68 % of the Earth’s freshwater resources. The Greenland Ice Sheet (GrIS)

covers an area of 1.7 million km2 and stores a volume of 3.0 million km3 of ice (Morlighem

et al., 2017), while the Antarctic Ice Sheet (AIS) covers an area 4 times larger (12.3 million

km2, excluding the ice shelves) and stores 26.5 million km3 of frozen water (Fretwell et al.,

2013). Combined, the two ice sheets hold enough frozen water to raise global mean sea

level by 65.3 m, with the Greenland Ice Sheet holding a potential sea level rise of 7.42 m

(Morlighem et al., 2017) and the Antarctic Ice Sheet an equivalent sea level rise of 57.9 m

(Morlighem et al., 2020).
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Figure 1.1: a) Antarctic Ice Sheet and b) Greenland Ice Sheet velocity maps between 1992

and 2016. Reproduced from Mouginot et al. (2017). The regions studied in this thesis are

outlined in black.

The Antarctic Ice Sheet is centred around the South Pole and is surrounded by

the Southern Ocean. It is divided into the West and East Antarctic Ice Sheets by the

Transantarctic Mountains. West Antarctica is the most vulnerable region of the continent

as its bedrock is grounded well below sea level and is therefore at greater risk than other

parts of the ice sheet. Indeed, the ice sheet bed in West Antarctica is deeper at its centre

than at the grounding line, suggesting that West Antarctica is prone to marine ice sheet

instability (Mercer, 1978; Schoof, 2007). The instability hypothesis has been formulated

for parts of the ice sheets where the grounding line – the boundary between the groun-

ded ice and floating ice shelf – is located on a retrograde slope. In that configuration,

a retreat of the grounding line leads to an increase in ice discharge as the ice thickness

increases inland and in turn, entails a further retreat of the grounding line in a hysteretic

behaviour. This unstable retreat goes on until a region with a downward sloping bed or
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a new pinning point is reached (Figure 1.2). West Antarctica counts some of the world’s

fastest glaciers, with the prominent examples of Pine Island and Thwaites Glaciers located

in the Amundsen Sea Embayment (Rignot, 2008). This region of the Antarctic Ice Sheet

is further explored in Chapter 3 of this thesis.

Figure 1.2: Illustration of a marine ice sheet cross section and ocean melting at the ground-

ing line. a) The ice sheet starts thinning at the grounding line due to melting from warm

Circumpolar Deep Water (CDW), leading to ice shelf thinning and grounding line retreat.

b) The ice sheet now retreats on an upward sloping bed, leading to unstable retreat. The

ice thickness increases further inland and thus the ice discharge at the grounding line

increases, causing further thinning and grounding line retreat. Reproduced from Hanna

et al. (2013)

The Antarctic Peninsula is the northernmost region of Antarctica and is often dis-

tinguished from the rest of the West Antarctic Ice Sheet due to its milder climate. The

Antarctic Peninsula is a mountainous region extending over more than 1300 km and has

experienced the highest level of warming compared to the rest of the continent (Vaughan

et al., 2003). On the other side of the Transantarctic Mountains lies the East Antarctic Ice

Sheet, covering about 85 % of the Antarctic Ice Sheet. Most of East Antarctica is groun-

ded well above sea level and has not undergone dramatic changes, unlike what has been

observed in West Antarctica (Gardner et al., 2018). About 30 major ice streams drain the

Antarctic Ice Sheet, transporting about 90 % of ice and sediment from the interior to the
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margins of the ice sheet (Bamber et al., 2000). These ice streams are typically tens of kilo-

metres wide, extend inland up to a thousand of kilometres, and flow at speeds of around

800 m yr-1 (Bennett, 2003). Finally, the Antarctic Ice Sheet is fringed by ice shelves –

covering an area of 1.6 million km2 (Fretwell et al., 2013) – which play an important role

on the stability of the ice sheet by exerting back-stresses on the grounded ice (Dupont and

Alley, 2005).

In the northern hemisphere, the Greenland Ice Sheet is the largest ice-covered land and

is about 1000 km wide and 2500 km long. Greenland is surrounded by the North Atlantic

subpolar gyre, Baffin Bay, the Arctic Ocean, and the Greenland Sea. Greenland counts

more than 200 major outlet glaciers. More than half of these glaciers are tidewater in

direct contact with the ocean, while the remainder are land-terminating glaciers or glaciers

ending in ice shelves (Moon et al., 2012) with the largest glaciers of the Greenland Ice

Sheet - Hellheim, Jakobshavn, and Petermann glaciers - draining to the ocean. Compared

to Antarctica, Greenland’s glaciers are much narrower, and extend over a width of a

few kilometres at their terminus. Greenland’s outlet glaciers typically flow at a speed

of hundreds of meters per year (though a record velocity of 17 000 m yr-1 was recorded

at Jakobshavn Isbrae in summer 2012 (Joughin et al., 2014)), discharging about ∼500

Gt of ice to the ocean ever year (King et al., 2020). The Greenland Ice Sheet can be

partitioned into ablation and accumulation areas, separated by the equilibrium altitude

line (ELA). The ablation zone is defined as the region where surface mass balance is

negative at the end of the year and experiences melting every summer. The accumulation

area can be further partitioned into the percolation zone, where meltwater can percolate

into the snowpack, and the dry snow zone, which never experiences any melt (Benson,

1996). However, this distinction has been challenged in recent years as surface melt extent

and duration have increased due to warming temperatures and a persistent negative North

Atlantic Oscillation atmospheric circulation pattern (Bevis et al., 2019). In 2012 and 2019

notably, surface melt extended over the highest elevation of the ice sheet (Nghiem et al.,

2012; Tedesco and Fettweis, 2020). Furthermore, the ablation area has expanded towards

the ice sheet interior in all regions of the ice sheet, especially in North Greenland, where
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the ablation zone now covers an area 46 % larger compared to the 1990s (Noël et al.,

2019) (Figure 1.3). Chapters 4 and 5 of this thesis both focus on the Greenland Ice Sheet.

The former looks at a transect in West Central Greenland, while the latter investigates

changes in the Northwest sector of the Greenland Ice Sheet.

Figure 1.3: Map of SMB averaged over the period a) 1958-1990. Numbers refer to the

ablation zone area (103 km2) for individual sectors of the Greenland Ice Sheet. b) 1997-

2011. Numbers refer to the relative ablation zone expansion (%) post-1990s. Reproduced

from Noël et al. (2019).
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1.1.2 Acceleration of Ice Losses from Antarctica and Greenland during

the ‘Satellite Era’

Ice sheets gain mass through snowfall accumulation and lose ice through meltwater runoff

and solid ice discharge to the ocean through basal melting and iceberg calving. Among

the different ice sheet mechanisms, the reaction time to an external perturbation varies

from a couple of days to tens of thousands of years. Processes affecting the surface mass

balance (SMB) of the ice sheet, such as snow precipitation, surface melting, sublimation,

wind-driven sublimation, and refreezing react almost instantly to a climatic change. On

the other hand, there is a lag in the response of outlet glaciers, ice streams and ice shelves,

ranging from a couple of years to decades or centuries. Other processes such as basal

fusion, isostasy, and ice flow occur on very long time scales (>10 000 years) (Rémy and

Frezzotti, 2006) (Figure 1.4).

Figure 1.4: Illustration of ice sheet mechanisms. Reproduced from Rémy and Frezzotti

(2006).
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Satellite observations have greatly advanced our understanding of the processes re-

sponsible for changes in ice sheet mass, particularly since the launch of a new generation

of satellites in the 1990s, starting with the launch of ERS-1 (European Remote Sensing) in

1991. which was capable of mapping the ice sheets up to 82◦ latitudes. Earth observations

have been instrumental in detecting changes in ice sheet flow, thickness or grounding line

location. In combination with knowledge of the external forcing at play and numerical

modelling, observations of ice imbalance can be attributed to the changing climate or nat-

ural variability. Before reviewing changes in mass at the scale of the ice sheets, I present

examples of Earth observations of ice imbalance of two key glaciers, Pine Island Glacier

in Antarctica and Jakobshavn Isbrae in Greenland.

Pine Island Glacier in West Antarctica is the largest contributor to Antarctica’s ice

losses, losing 58 Gt yr-1 in 2017 (Rignot et al., 2019) and has shown strong decadal vari-

ations in its flow, thickness and grounding line location (Figure 1.5). Satellite radar inter-

ferometry observations have revealed that between 1992 and 2011, Pine Island grounding

line retreated by 31 km (Rignot et al., 2014). Pine Island glacier sped up until 2009, with

ice flow velocity reaching peaks of 4000 m yr-1 (Joughin et al., 2016) and thinning rates

exceeding 5 m yr-1 in the central trunk of the glacier close to the grounding line in 2009

(Konrad et al., 2017), after which the grounding line has stabilised (Mouginot et al., 2014).

Since then thinning in the fast-flowing trunk of the glacier has reduced by a factor three

and the highest rates of thinning are now found instead in areas of slow flow beyond the

shear margins (Bamber and Dawson, 2020) (Figure 1.5). Variations in the flow of Pine

Island Glacier are thought to be driven by thinning of its ice shelf due to ocean melting

(e.g. Christianson et al., 2016; Dutrieux et al., 2014) and calving processes (De Rydt et al.,

2021), leading to a reduction in ice shelf buttressing. Furthermore, satellite imagery has

revealed the existence of crevasses and open fractures in the ice shelf shear zones during

the past decade – first initiated in 1999 and rapidly expanding since 2016. The damage

development over Pine Island has progressively weakened the ice shelf, enhancing ice shelf

disintegration and promoting further grounding line retreat (Lhermitte et al., 2020).
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Figure 1.5: a) Changes in Pine Island Glacier flow speed between 1996 and 2016. b)

Changes in thickness between 1996 and 2016. The blue line indicates the 2011 grounding

line and the grey shaded area represents the loss of ice shelf extent. Reproduced from

De Rydt et al. (2021). c) Changes in flow speed between 2008 and 2012. Coloured

lines indicate the position of the contour of flow speed at 2.3 km yr-1. Reproduced from

Mouginot et al. (2014).

In Greenland, satellite imagery has shown that marine terminating glaciers from all

sectors of the ice sheet have experienced pronounced retreat during the past decades, with

this retreat likely starting in the 1990s and accelerating since then (Howat and Eddy, 2011).

Jakobshavn Isbrae is the largest contributor to sea level rise from the Greenland Ice Sheet,

accounting for 6.6 % of the ice sheet total ice losses between 1972 and 2018 (Mouginot

et al., 2019). Jakobshavn Isbrae has experienced sustained retreat and thinning for two

decades before recently advancing and thickening again. Intrusion of warm water from the

Irminger Sea in Jakobshavn Isbra’s fjord in 1997 likely triggered the break up of its floating
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ice tongue (Holland et al., 2008) and subsequent sped up (Joughin et al., 2008) observed

until 2016, when Jakobhavn started re-advancing and thickening due to the cooling of the

ocean temperatures in Disko Bay (Khazendar et al., 2019) (Figure 1.6).

Figure 1.6: a) Location of Jakobshavn Isbrae and Disko Bay and major ocean currents

(EGC, East Greenland Current; WGC, West Greenland Current). The red dots mark

mooring locations. b) Map of Disko Bay and depth of the ocean and bed below sea

level under the ice. Orange dots indicate the location of conductivity-temperature-depth

measurements and yellow arrows represent currents transporting warm water though Disko

Bay. The red line marks the location of the front of the glacier on 1st May 2017. c) Surface

elevation change of Jakobshavn Isbrae main trunk between 2016 and 2017 derived from

Ka-band airborne radar (GLISTIN) surveys. Reproduced from Khazendar et al. (2019).

Ice sheet mass balance at the continental scale can be routinely estimated through three

methods based on satellite observations: from observations of ice flow velocity combined

with estimates of surface mass balance in the mass budget method, from observations of

gravitational attraction fluctuations or from repeated altimetry observations of elevation

changes – the focus of this thesis. Between 1992 and 2017, the Greenland and Antarctic
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Ice Sheets have collectively lost 6.4 trillion tonnes of ice (Shepherd et al., 2020; The

IMBIE Team, 2018). Ice losses from the Antarctic Ice Sheet have accelerated during the

past decades, rising from 49 ± 67 Gt yr-1 between 1992 and 1997 to 219 ± 43 Gt yr-1

between 2012 and 2017 (The IMBIE Team, 2018) (Figure 1.7). Unlike in Greenland –

where ice losses are equally split between ice dynamics and surface processes – most of

Antarctica’s ice losses are driven by submarine melting and iceberg calving, which lead to

glacier speedup (Rignot et al., 2019). 86 % of Antarctica’s total ice losses originate from

West Antarctica, with the rapid retreat and thinning of Pine Island and Thwaites glaciers

due to ocean melting (Rignot et al., 2014; Shepherd et al., 2002). Almost a quarter of

West Antarctica is now estimated to be in a state of dynamic imbalance (Shepherd et al.,

2019). Ice losses at the Antarctic Peninsula increased by 25 Gt yr-1 over the 1992-2017

period following the collapse of the Larsen B Ice Shelf (Rignot et al., 2004). On the other

hand, East Antarctica has remained close to a state of balance, recording only a small

gain of 5 ± 46 Gt yr-1 between 1992 and 2017 (The IMBIE Team, 2018).

Before the 1990s, the Greenland Ice Sheet was close to a state of balance with mass gain

from snowfall accumulation balancing out mass losses from meltwater runoff and solid ice

discharge into the oceans (Mouginot et al., 2019). Since then, ice losses have accelerated

due to increased ice flow of marine terminating glaciers and increased meltwater runoff,

rising from 46 ± 37 Gt yr-1 in the 1990s to 244 ± 28 between 2012 and 2017 (Shepherd

et al., 2020) leading to widespread thinning at the ice sheet margins (McMillan et al., 2016)

(Figure 1.7). Ice losses from reduced surface mass balance and increased solid discharge to

the oceans contributed equally to total ice losses over the period 1992-2018. In the early

2000s, ice discharge rose sharply primarily driven by the acceleration of outlet glaciers in

Northwest and Southeast Greenland (Moon et al., 2012). However, after 2009, the main

driver of Greenland’s ice losses was the decrease in surface mass balance, which accounted

for 84 % of the increase in mass loss, due to increase surface meltwater runoff (Enderlin

et al., 2014).
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Figure 1.7: Annual rates of mass change of the Antarctic and Greenland Ice Sheets from

the Ice Sheet Mass Balance Inter-comparison Exercise (IMBIE). Annual rates of mass

change of a) Antarctic Peninsula, b) West Antarctica, c) East Antarctica, d) Greenland.

Individual estimates of mass balance from the altimetry, gravimetry and input-output

method groups are shown by the coloured lines. The average of the estimates across each

measurement technique is marked by the black line. Reproduced from The IMBIE Team

(2018) and Shepherd et al. (2020).

1.1.3 Ice Sheets Contribution to Global Sea Level

Between 1992 and 2017, ice losses from Greenland and Antarctica have contributed to 17.8

± 1.8 mm to global mean sea level rise (Shepherd et al., 2020; The IMBIE Team, 2018).

Together with the other components of the sea level budget (ocean thermal expansion,

temporal changes in mass of glaciers, liquid water storage on land, atmospheric vapour

and snow mass changes), ice losses from the ice sheets amounted to a global mean sea level

rate of 3.0 mm -1 between 1993 and 2015. While the contributions of all components of the

sea level budget slightly increased between 2004-2015 compared to 1993-2004, causing an

increase of 0.8 mm yr-1 in global mean sea level rate, the most substantial increase came

from the Greenland Ice Sheet, whose contribution increased from 0.32 mm yr-1 between
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1993-2004 to 0.82 mm yr-1 between 2004-2015 (Dieng et al., 2017). Ice losses from the

Greenland and Antarctic Ice Sheets now represent about a quarter of the total sea level

budget, contributing 0.66 mm yr-1 and 0.19 mm yr-1 to the rate of sea level rise (3.1 mm

yr-1) between 2002 and 2017, respectively (Nerem et al., 2018).

Figure 1.8: Global mean sea level and its components. Reproduced from Dieng et al.

(2017).

However, while the values quoted above refer to global mean sea level rise, it is import-

ant to note that input meltwater from the ice sheet to the ocean is redistributed unevenly

across the globe due to solid earth deformation coupled with gravitational effects, in a

pattern named as sea level fingerprint (Farrell and Clark, 1976). When an ice sheet loses

ice, it affects the Earth’s gravitational field by pulling away the nearby ocean waters, in-

ducing a sea level fall in the vicinity of the ice sheet and a sea level uplift towards faraway

coastlines. Sea level change measured at tide gauges have shown large departures from

eustatic values, with tide gauges in Europe recording just 40 % of the eustatic value expec-

ted from Greenland melting (Mitrovica et al., 2001). Satellite gravimetry, by measuring

fluctuations in continental ice and land hydrology masses, has been used to detect the sea
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level fingerprints associated with these elements. The sea level fingerprint from contin-

ental ice shows the largest drop in sea level in the near field and the largest rise below 40◦

latitudes (Riva et al., 2010) (Figure 1.9).

Figure 1.9: Regional sea level rise fingerprint due to the contribution of continental ice,

derived from satellite gravity measurements from GRACE. The green line represents the

eustatic equivalent of 1 mm yr-1. Reproduced from Riva et al. (2010)

Increase in sea level has direct societal and economic implications. It is estimated

that about 110 million people are currently living in low elevation coastal areas below

the high tide line, putting them at risk of coastal inundation. It is projected that even

under a low carbon emission scenario, a further 80 million would be exposed to coastal

flooding if sea level rose by 30 to 80 cm by 2100 (Kulp and Strauss, 2019) (Figure 1.10).

To inform governmental policy and plan effective mitigation measures to protect coastal

areas, tracking the contribution of the ice sheets to global mean sea level rise is thus crucial

(Shepherd and Nowicki, 2017).
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Figure 1.10: Current population on land living below projected high tide line in 2100

assuming intermediate carbon emissions (RCP 4.5). Reproduced from Kulp and Strauss

(2019)

The impacts of ice sheets losing mass also have far-reaching impacts on the global cli-

mate system. In addition to contributing to global mean sea level rise, mass loss from the

ice sheets constitutes an input of freshwater to the ocean, potentially affecting ocean circu-

lation patterns. In the northern hemisphere, meltwater from the Greenland Ice Sheet has

been linked to the weakening of the Atlantic meridional overturning circulation (AMOC)

(Böning et al., 2016; Caesar et al., 2018). On the other hand, climate simulations of

Antarctica’s future ice losses have shown that increased meltwater from Antarctica would

lead to a warming of the Southern Ocean subsurface, further enhancing melting at the

edge of the ice sheet (Golledge et al., 2019). Finally, additional meltwater input from the

ice sheets is predicted to enhance global temperature inter-annual variability up to 50 %

by 2100, leading to more frequent extreme weather events (Golledge et al., 2019) (Figure

1.11).
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Figure 1.11: Modelled patterns of a) air temperature, b) sea surface temperature and

c) subsurface ocean temperature change at 2100 compared to 2000, arising solely from

additional input meltwater from the ice sheets under high emissions scenario (RCP 8.5).

d) to f) Corresponding magnitude of changes in inter-annual temperature variability by

2100 compared to 2000. Reproduced from Golledge et al. (2019).

1.1.4 Future Projections of Ice Losses

Even under limited warming to less than 1.5°C compared to pre-industrial level, as pre-

conized by the 2015 Paris Climate agreement, the ice sheets will continue to lose mass this

century at rates similar to those of the past decade (Pattyn et al., 2018). A simulation

of the future evolution of the Greenland Ice Sheet for three Representative Concentra-

tion Pathways (RCPs), which uses the Parallel Ice Sheet Model (PISM), shows that the

Greenland Ice Sheet will lose up to a quarter (8 to 25 %) of its present-day mass under

a low emission scenario (RCP 2.6); up to half (26 to 57 %) of its mass under an interme-

diate emission scenario (RCP 4.5); and could completely disappear (72 to 100 %) under
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the highest emission scenario (RCP 8.5) in a thousand years (Aschwanden et al., 2019)

(Figure 1.12). On shorter timescales, a multi-model study predicts that the Greenland Ice

Sheet will add between 3 cm (RCP 2.6) and 9 cm (RCP 8.5) to global mean sea level rise

by the end of the century (Goelzer et al., 2020).

Figure 1.12: a) Observed ice extent in 2008. b) to d) Likelihood of ice cover as percentage

of the ensemble simulations with nonzero ice thickness for three RCPs at year 3000. e)

Observed surface velocity. f) to h) Simulated surface speed for the corresponding RCP

scenarios at year 3000. Reproduced from Aschwanden et al. (2019).

Compared to the Greenland Ice Sheet, it would take much longer for the Antarctic Ice

Sheet to disintegrate. For Antarctica to become ice free in a millennium, it would require

burning a total of 10,000 Gt of fossil fuel, when by comparison limiting the temperature
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increase to 2°C compared to 2010 would require limiting future carbon release to 600 Gt

(Winkelmann et al., 2015). However, simulations show that if a threshold of 500 Gt of

carbon released in the atmosphere is crossed, West Antarctica would be at risk (Figure

1.13). It is also important to note that models’ results show a large spread in Antarctica’s

future predictions, with simulated contribution to sea level rise between 2015 and 2100

varying from -7.8 cm and +30.0 cm under RCP 8.5 (Seroussi et al., 2020). In a warming

climate, snowfall is expected to increase across the continent due to higher moisture in the

air (Frieler et al., 2015), which could potentially offset the ice losses from West Antarctica

and thus lead to an almost negligible contribution of Antarctica to sea level rise, and

even in some models, to a reversal of the current trend. Furthermore, poor knowledge

of ocean and ice sheet interactions contributes to higher uncertainties in simulations of

future Antarctica Ice Sheet mass balance, as observations of ocean temperatures beneath

ice shelves remain sparse (Pattyn and Morlighem, 2020).

Figure 1.13: Ice thickness of the Antarctic Ice Sheet after 10,000 years. a) present-day

thickness, b) to f) after 10,000 years of forcing with cumulative emissions of 500 GtC,

1000 GtC, 2500 GtC, 5000 GtC and 10,000 GtC, respectively. The grounding line position

after 100, 300 and 1000 years is indicated in green, light green and yellow, respectively.

Reproduced from Winkelmann et al. (2015).
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Ice sheets are also suspected to be vulnerable to positive feedback effects - marine ice

sheet instability (MISI) (see Section 1.1.1) and marine ice-cliff instability (MICI) – that

would lead to a rapid acceleration in mass loss and irreversible retreat of the ice sheets

in case of prolonged atmospheric and oceanic warming. However, the vulnerability of the

ice sheets to these positive feedback effects remains unclear. Marine ice sheet instability

is associated with grounding line retreat on a retrograde bed slope, a mechanism that

would reinforce itself as ice thickness increases inland, thus increasing the ice flux as the

grounding line retreats further (Ritz et al., 2015). Thwaites and Pine Island Glaciers

basins in West Antarctica are suspected to already be undergoing this process (Joughin

et al., 2014). On the other hand, marine ice-cliff instability is associated with a collapse of

tall ice cliffs (≈90 m) triggered by ice-shelf collapse, inducing a rapid and sustain retreat

of the ice sheet (DeConto and Pollard, 2016). While it would lead to a non-linear response

of the ice sheets and a more extreme sea level rise contribution, it has not been observed

previously and may not be needed to reproduce past sea level rise from the Pliocene

(Edwards et al., 2019).

Ice losses from Antarctica and Greenland are the largest sources of uncertainty in

projections of future sea level rise (Shepherd and Nowicki, 2017) and are projected to

contribute between 21 cm and 1.3 m to global mean sea level rise by 2100 based on

the Fifth assessment (AR5) of the Intergovernmental Panel on Climate Change (IPCC)

(Church et al., 2013). Compared to the previous IPCC assessment (AR4), which did not

include rapid ice dynamic mechanisms, models developed for the AR5 assessment were

greatly improved by implementing the approximation of the Stokes equations in order to

reproduce rapid changes in the flow of outlet glaciers and ice shelves (Church et al., 2013).

Furthermore, considerable improvements in the availability and abundance of observations

of ice sheet changes have supported new refinements of ice sheet models through ice sheet

models initialisation and validation and data assimilation techniques (Goelzer et al., 2017).

For instance, satellite observations of ice sheet mass losses between 2007 and 2017 showed

that the ice sheets contributed 12.7 mm to global mean sea level rise over this period,

tracking the upper range of the IPCC AR5 projections, which predicts a contribution
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to sea level rise between 13.7 and 14.1 mm over the same period (Slater et al., 2020).

However, oceanic forcing of the ice sheets remains a large source of uncertainty, limiting

the ability of models to accurately represent ice-ocean interactions, mainly due to the lack

of observational dataset of ocean temperatures within ice shelf cavities (Colleoni et al.,

2018).

1.2 Processes Leading to Ice Sheet Elevation Change

Fluctuations in ice sheet elevation can arise through a wide variety of processes, including

changes in glacier dynamics (ḣdyn), changes in surface mass balance (ḣsmb), changes in the

firn layer thickness (ḣfc), changes in ice sheet hydrology (ḣhydro), and changes in the solid

earth height (ḣbedrock). Measurements of surface elevation change integrate all of these

processes to measure the total elevation change (dhdt ):

dh

dt
= ḣdyn + ḣsmb + ḣfc + ḣhydro + ḣbedrock (1.1)

Not all processes leading to surface elevation change are associated with a change in ice

sheet mass, and it is therefore important to account for these before using elevation changes

to study mass imbalance. Ice-dynamical elevation changes are concentrated over glaciers

and ice streams in the margins of the ice sheet, though ice-thinning originating from these

processes has been shown to spread inland over hundreds of kilometres (Konrad et al.,

2017). Ice-dynamical thinning has been linked to increase in ice flow and grounding line

retreat, most notably in the Amundsen Sea Embayment, where thinning of the order of

several of meters per year has been recorded at Pine Island, Thwaites and Pope-Smith

and Kohler glaciers (e.g. Flament and Remy, 2012; Konrad et al., 2018; Shepherd et al.,

2002; Thomas et al., 2004). On the other hand, thickening has been observed in case

of glacier slowdown, for instance at the Ross Ice Streams in West Antarctica (Joughin

and Tulaczyk, 2002). Fluctuations in surface elevation arising from surface mass balance

fluctuations occur across the whole ice sheets over short time scales. While snowfall accu-

mulation contributes to thickening and has been shown to be the driver of the thickening

observed in East Antarctica (Davis et al., 2005), surface melting, drifting snow sublim-
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ation and snow erosion all contribute to surface thinning. Firn processes occur mainly

in the interior of the ice sheets, with firn compaction leading to elevation changes of the

order of up to tens centimetres per year. Hydrology processes are very localised processes

with drainage and filling of supraglacial and subglacial lakes leading to elevation changes

of the order of tens meters over short periods of time (e.g. McMillan et al., 2007; Palmer

et al., 2015; Smith, Gourmelen, Huth and Joughin, 2017). Finally, solid earth processes,

such as glacial isostatic adjustment, occur on very long time scales and the magnitude of

the induced elevation changes are small (of the order of millimetres per year) compared

to the processes mentioned above (Mart́ın-Español et al., 2016; Wake et al., 2016). Re-

peated radar or laser altimetry measurements from airborne and satellite platforms allow

us to track changes in ice surface elevation over time, and are therefore a powerful tool

for studying ice sheet processes. Satellite altimetry, for example, has revealed spatial pat-

terns of surface elevation change at fine (kilometre scale) spatial resolution across the vast

majority of the Greenland and Antarctic ice sheets, showing that thinning is concentrated

at the margins of the ice sheets (e.g. McMillan et al., 2016; Pritchard et al., 2009; Smith

et al., 2020) (Figure 1.14). While the methods for deriving ice sheet surface elevation from

altimetry measurements are presented in the next chapter of this thesis, in the following

sections I discuss the key processes that lead to changes in ice sheet surface elevation.

Surface elevation changes resulting from these processes are not necessarily equivalent to

surface elevation changes measured from radar or laser altimeters, as these sensors detect

the scattering horizon rather than directly measuring the elevation of the ice sheet surface.

This requires assumptions and post-processing procedures of the radar or laser raw data,

which I will examine in details in the next chapter.
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Figure 1.14: Surface elevation change between 2003 and 2019 of a) the Greenland Ice

Sheet and b) the Antarctic Ice Sheet derived from ICESat and ICESat-2 satellite laser

altimetry. Reproduced from Smith et al. (2020).

1.2.1 Glacier Dynamics

Ice dynamic processes occur over glaciers and ice streams and originate from a change in

ice flow. Ice is discharged from the ice sheet to the ocean via basal melting and iceberg

calving of marine terminating glaciers and thus interactions between ocean and ice play

an essential role in ice sheet mass loss (Joughin et al., 2012).

Calving front retreat and ice shelf thinning can additionally destabilise the grounded

ice sheet upstream due to a loss in buttressing to the grounded ice sheet (Dupont and

Alley, 2005), leading to glaciers speed up and further thinning (Gudmundsson et al.,

2019). Submarine melting of ice shelves and tidewater glaciers’ floating ice tongues at

the ice-ocean interface leads to ice flow acceleration near the grounding line (Holland

et al., 2008), further inducing thinning of the ice upstream (Shepherd et al., 2002) and

grounding line retreat (Park et al., 2013). The intrusion of warm subsurface water close

to the edge of marine-terminating glaciers and beneath ice shelves is dependent on the

bed topography (Seroussi et al., 2017) and submarine melt rates are highly variable both
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Figure 1.15: a) Basal melt rates of the Amundsen Sea ice shelves averaged between 2010

and 2018 derived from CryoSat-2 satellite radar altimetry. Reproduced from Adusumilli

et al. (2020). b) Change in ice flow velocity between 1996 and 2008 from satellite imagery

and radar interferometry. Reproduced from Mouginot et al. (2014) c) Surface elevation

change between 2002 and 2010 from Envisat satellite radar altimetry from (Flament and

Remy, 2012). Reproduced from Sutterley et al. (2014).

spatially (Wilson et al., 2017) and temporally over a range of different time scales from

weeks to months (Davis et al., 2018). Ice shelves in the Amundsen and Bellingshausen

seas have thinned by up to 18 % of their thickness in 2012 compared to 1994 (Paolo et al.,

2015). Cavities under ice shelves promoting the circulation of Circumpolar Deep Water

(CWD) have been identified as a trigger for submarine melting, removing more than 300

m of solid ice beneath Smith Glacier between 2002 and 2009 (Khazendar et al., 2016).

Consequently, ice dynamic losses are the greatest in this region of Antarctica with a 77

% increase in ice discharge between 1973 and 2013 due to the speed-up of Pine Island,

Thwaites, Pope, Smith and Kohler glaciers (Mouginot et al., 2014) and ice thinning over
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these glaciers exceed 3 m yr-1 (Flament and Remy, 2012) (Figure 1.15).

Figure 1.16: a) MODIS image from 1st November 2003 of the Larsen B ice shelf and

its tributary glaciers. The coloured lines indicate ice shelf extents from 1998, 1999, 2000

and 2002 and the black line marks the grounding line. b) and c) Hektoria and Crane

and Jorum glaciers centreline flow speed derived from Landsat 7 satellite imagery. Grey

bars represent the February-March 2002 collapse event. Reproduced from Scambos et al.

(2004). d) and e) Hektoria and Crane glaciers rate of elevation change for 50 m altitude

bands during 2001/02/-2006 (filled symbols) and 2006-2010/11 (unfilled symbols) derived

from ASTER and SPOT5 optical stereo-imagery. Reproduced from Berthier et al. (2012).

In addition to submarine melting, the polar ice sheets lose mass at the margins of the

ice shelves and termini of marine glaciers through iceberg calving, releasing chunks of ice

to the ocean (Enderlin et al., 2014). Iceberg calving is initiated by the formation of small

cracks on the surface of glaciers and ice shelves, further growing into crevasses, a process

that can be enhanced through hydro-fracturing of water-filled of crevasses or meltwater

undercutting (Benn et al., 2007). Major calving events occurred over the Larsen A and

B ice shelves, leading to their disintegration in 1995 and 2002, respectively. These events
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induced the speed-up and thinning of the ice shelves’ tributary glaciers (Figure 1.16).

Following the collapse of the Larsen B ice shelf in the Antarctic Peninsula in 2002, glaciers

sped up by a factor two to six due to the loss of buttressing, leading to accelerated mass

losses. This was followed by a rapid thinning of these glaciers, with a surface lowering

of up to 38 m recorded a year after the ice shelf collapse over a period of only 6 months

(Scambos et al., 2004). The thinning of the glaciers has persisted for many years after the

ice shelf collapse and propagated further upstream with the 10 m yr-1 thinning contour

propagating at a speed of 2 km yr-1 between 2006 and 2011 (Berthier et al., 2012).

Overall, submarine melting of tidewater glaciers’ floating ice tongues and ice shelves

accounts for about half of Antarctica dynamic ice losses (Depoorter et al., 2013) and a

quarter of Greenland’s dynamic ice losses (Benn et al., 2017), with calving losses account-

ing for the remainder dynamic losses.

1.2.2 Surface Mass Balance

Surface mass balance (SMB) represents the mass gained or lost through processes occurring

at the surface of the ice sheet as a consequence of its interactions with the atmosphere.

Among these processes, precipitation falling as snow or rain leads to a mass gain while

surface melt, meltwater runoff, drifting snow sublimation, and snow erosion all lead to

a removal of mass at the surface of the ice sheet (Broeke et al., 2016). Observations of

SMB are scarce across the ice sheets and therefore SMB and its individual components

are modelled at the continental scale using regional climate models forced by climate

reanalyses such as the Regional Atmospheric Climate Model (RACMO) (Noël et al., 2018)

or the Modèle Atmosphérique Régional (MAR) (Fettweis et al., 2017).

While snowfall accumulation is by far the main source of mass in both Greenland

and Antarctica, the dominant surface ablation process is different for the two ice sheets.

In Greenland, surface melt is the predominant ablation process while in Antarctica the

main ablation process is drifting snow sublimation. All SMB components exhibit a strong

seasonal cycle, and drive the short-term fluctuations in ice sheet volume and mass changes.

Surface melt occurs when air temperature is above local freezing point. The Greenland Ice
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Sheet coastal region has warmed by +1.7°C and +4.4°C in summer and winter respectively

between 1991 and 2019 (Hanna et al., 2021) and thus, the duration of the melt season has

significantly increased over the years. In addition to the duration of the melt season, the

melt extent has also spread to higher altitudes in the interior of the ice sheet in recent

years, with almost the entirety of the surface of the ice sheet melting in 2012 (Nghiem

et al., 2012). On the other hand, Antarctica’s air temperatures are much lower than

in Greenland and only some parts of Antarctica – West Antarctica and the Antarctic

Peninsula – experience regular summer melt. However, only a portion of the meltwater

produced leaves the ice sheet through runoff. Some meltwater is retained in the firn

by capillary forces, refreezes at the surface or below the surface forming ice lenses, is

stored in liquid form in firn aquifers or in subsurface lakes or accumulates in depressions

present at the surface of the ice sheet to form supraglacial lakes. About half of the total

meltwater directly runs off to the ocean in Greenland (van den Broeke et al., 2009) while in

Antarctica, runoff is close to zero as almost all surface meltwater refreezes locally (Figure

1.17).

Figure 1.17: Annual mean values of surface mass balance components over the period

1980-2015 from RACMO2 in mm w.e. yr-1 on the Greenland and Antarctic Ice Sheets. a)

Precipitation, b) Total sublimation (surface sublimation + drifting snow sublimation), c)

Surface melt and d) Meltwater runoff. Reproduced from Lenaerts et al. (2019).
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1.2 Processes Leading to Ice Sheet Elevation Change

SMB fluctuations, by adding or removing mass at the surface of the ice sheet, induce a

surface elevation change. Across the whole Greenland Ice Sheet, SMB and firn processes

- which I will explore in more details in the next section – accounted for a total surface

lowering of 1.96 m between 1980 and 2014 (Kuipers Munneke et al., 2015) (Figure 1.18).

Thickening in the interior of the ice sheet can be attributed to snowfall accumulation

while at lower elevations, snowfall accumulation is offset by surface melt, except in the

South where melt dominates the firn-driven surface lowering. In Antarctica, snowfall

accumulation has been correlated to the observed thickening of East Antarctica where

surface elevation has increased at a rate of 1.6 cm yr-1 between 1992 and 2003 (Davis

et al., 2005).

Figure 1.18: Greenland Ice Sheet surface elevation changes arising from SMB and firn pro-

cesses. a) Modelled average firn thickness change for 1980-2014. The black line marks the

equilibrium line. b) to e) Fraction of the surface lowering caused by b) melt, c) firn com-

paction, d) snowdrift processes and e) sublimation. Reproduced from Kuipers Munneke

et al. (2015).
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1.2.3 Firn Compaction

Accumulated snow at the surface of the ice sheet compacts into firn – the intermediate

stage between snow and glacial ice – thus increasing its density. Snow deposited at the

surface of the ice sheet has a density of about 315 kg m-3 (Fausto et al., 2018) and contains

a large amount of air. As more snow is deposited at the surface, air between firn pore

spaces is gradually squeezed out under the action of gravity, progressively increasing the

density of the firn. High values of firn air content are found in areas of high accumulation

where the firn layer is buried quickly, resulting in a thick firn layer with remaining air

bubbles while low values of firn air content are found in regions where surface melting is

important (Ligtenberg et al., 2014) (Figure 1.19).

Figure 1.19: a) Greenland Ice Sheet average firn air content for the period 1990-2009.

Reproduced from Ligtenberg et al. (2018). b) Antarctic Ice Sheet average firn air content

for 1979-2012. Reproduced from Ligtenberg et al. (2014).

Densification of the firn results in a decrease in surface elevation with no associated

mass change. Firn and SMB processes drive the seasonal fluctuations in surface elevation

change observed from altimeters. Comparisons of surface elevation change observed from

Envisat satellite altimetry and modelled elevation change associated with SMB and firn

processes have shown that the seasonal fluctuations in the firn layer can explain 31 % of
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1.2 Processes Leading to Ice Sheet Elevation Change

the seasonal elevation cycle observed from radar altimetry in Antarctica (Ligtenberg et al.,

2012), with the firn layer thickness increasing in autumn, winter and spring before rapidly

decreasing in summer (Figure 1.20). In addition, modelling firn processes, including firn

compaction, meltwater percolation and refreezing, is important as ice lenses (Benson,

1996) or thicker ice slabs can form at depth within the snowpack (Macferrin et al., 2019),

altering the backscatter distribution recorded with radar instruments. Therefore, accurate

estimates of the firn layer depth and density are important to correct satellite altimetry

data for changes in the firn thickness as well as to understand the radar penetration into

the snowpack.

Figure 1.20: Monthly surface elevation changes and its components over the Antarctic Ice

Sheet and ice shelves: total elevation change in black (Vtot, black), accumulation (Vacc,

green), firn compaction (Vfc), snow melt (Vme, blue), vertical downward movement of

ice (Vice, brown) and buoyancy effect over ice shelf (Vby, orange) simulated by a firn

densification model. Reproduced from Ligtenberg et al. (2012).
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1.2.4 Ice Sheet Hydrology

Meltwater produced from surface melt is an important input to the ice sheet hydrological

system. Meltwater accumulated in supraglacial lakes at the surface of the ice sheet can

be delivered to the subglacial drainage system during episodic drainage events of these

lakes through moulins or crevasses that propagate from the surface to the bed through

hydro-fracturing (Das et al., 2008) (Figure 1.21).

Figure 1.21: Illustration of the Greenland Ice Sheet hydrology system for a a) Land

terminating glacier, b) Marine terminating glacier. Reproduced from Chu (2014).

In Greenland, supraglacial lakes form during the melt season across the ablation zone

and have spread to higher elevations in recent years in response to warm temperatures and

increase in surface melt (e.g. Gledhill and Williamson, 2017; Leeson et al., 2015). There are

more than a thousand supraglacial lakes forming on the surface of the Greenland Ice Sheet

during the summer months, with a typical size of a few kilometres and a depth between 1 to

15 meters. A large proportion of these lakes are perennial and undergo a cycle of growth

and decay (Chu, 2014). Drainage of lakes can create new conduits transporting water
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from the surface of the ice sheet to its bed through hydro-fracturing. GPS measurements

of surface displacement of North Lake (located south of Jakobshavn Isbrae catchment)

before, during and after three rapid drainage events in 2011, 2012 and 2013 show that

these events are preceded by an uplift of the ice sheet. The drainage events are initiated

by the introduction of meltwater in nearby cracks and moulins generating tensile stress

due to the accumulated meltwater, thus provoking an uplift of the surface and promoting

the creation of a hydro-fracture beneath the lake (Stevens et al., 2015). Drainage of

supraglacial lakes also play a role in enhancing ice sheet dynamics and these events can

modulate fluctuations in ice velocity over daily timescales (Shepherd et al., 2009) and

seasonal timescales (Palmer et al., 2011). In Antarctica, most of the supraglacial lakes can

be found over ice shelves during the ablation season. In East Antarctica, more than 65,000

lakes have been mapped from satellite imagery during the melt season in January 2017,

resulting in a cumulative area of more than 1300 km2 (Stokes et al., 2019). Supraglacial

lakes are also a precursor of ice shelf collapse, which as we have seen earlier in Section 1.2.1,

plays a major role in ice sheet dynamics. During the two decades prior to the collapse

of Larsen B ice shelf, more than 3000 supraglacial lakes formed. The repeated drainage

and filling of these lakes caused the ice shelf to flex, enabling the deepening of fractures,

eventually leading to the disintegration of the ice shelf (Banwell et al., 2013).

Below the ice sheet surface, subglacial lakes located beneath ice streams and glaciers

have been identified through radar echo sounding and altimetry surveys in both Antarctica

(Smith, Fricker, Joughin and Tulaczyk, 2017) and Greenland (Bowling et al., 2019). The

presence of 60 subglacial lakes has been detected in Greenland from radar sounding and ice-

surface elevation changes, roughly distributed in three clusters in north-western, northern

and central-eastern Greenland, concentrated towards the ice sheet margin. However, these

lakes are less than 6 km in length and only two of these lakes are reportedly active (Bowling

et al., 2019). On the other hand, Antarctica counts almost 400 subglacial lakes (Wright

and Siegert, 2012) and 124 of these lakes have been found to be active based on a satellite

altimetry survey (Smith, Fricker, Joughin and Tulaczyk, 2017). Water can be transported

across the subglacial drainage system from one lake to another by floods (Fricker et al.,
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2007). This movement of water induces a surface displacement causing elevation anomalies

of the order of tens of meters. Satellite altimetry measurements from CryoSat-2 revealed

the existence of a system of subglacial lakes beneath Thwaites glacier that drained between

2013 and 2014, inducing a subsidence of up to 20 m, caused by a transfer of 3.7 km3 of

water between subglacial lakes (Smith, Gourmelen, Huth and Joughin, 2017) (Figure 1.22).

Subglacial water can be discharged at depth to the ocean, forming a buoyant plume rising

up to the ice-ocean interface in case of a marine terminating glacier or a turbidity plume

in case of a land terminating glacier (Figure 1.21). Subglacial discharge has been shown

to enhance submarine melting at the front of marine terminating glaciers by dragging the

warm ocean water close to the ice edge (e.g. Slater et al., 2017; Wood et al., 2021).

Figure 1.22: a) Elevation change derived from CryoSat-2 satellite altimetry between a)

June 2011 and January 2013 and b) January 2013 and June 2014. c) Mean elevation change

relative to 1st June 2011 of the four identified lakes outlined on b), d) Corresponding

volume change. Adapted from Smith, Gourmelen, Huth and Joughin (2017).
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1.2.5 Solid Earth Motion

The underlying bedrock motion induced by the solid Earth’s movement results in a surface

elevation displacement that is not associated with a mass change. The principal sources

of Earth movement are in response to past and present ice mass variability; this motion

is the result of the solid Earth’s delayed viscoelastic response to past deglaciation – called

Glacial Isostatic Adjustment (GIA) – and of the instantaneous elastic response to present-

day ice mass changes. While subglacial volcanism, glacial erosion or changes in the mantle

properties are also associated with a motion of the bedrock, these phenomena are less

known and harder to quantify and we therefore focus here on the vertical motions induced

by changes in past and contemporary ice loading. In Greenland, vertical displacement due

to the instantaneous elastic response dominates the displacement induced by GIA and is

of the order of a couple of millimetres per year compared to up to 10 mm yr-1 for the

elastic response contribution (Bevis et al., 2012). In the Amundsen Sea Sector, a rapid

uplift of 41 mm per year has been measured, linked to a lower viscosity of the mantle

beneath this region compared to the global average, inducing a more rapid uplift than

previously thought. This rapid uplift of the bedrock rebound potentially has a stabilising

effect on ice sheet mass losses from this region (Barletta et al., 2018). To remove the GIA

effect on satellite altimetry data, models of the Earth’s structure combined with glacial

history are used (e.g. Caron et al., 2018; Peltier, 2004) (Figure 1.23).
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Figure 1.23: GIA surface elevation change rate of the Antarctic Ice Sheet from two ice

histories a) IJ05, b) ICE-5G. Reproduced from Riva et al. (2009). GIA surface elevation

change rate of the Greenland Ice Sheet from two ice histories c) ICE-6GC, d) Earth model

VM5a. Reproduced from Wake et al. (2016).
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1.3 Thesis Aim

The aim of this thesis is to improve our ability to detect and interpret changes in the

surface elevation of Earth’s polar ice sheets using satellite radar altimetry.

1.4 Thesis Objectives

To address the aim of this thesis, the following research objectives are set:

1. Assess the ability to determine ice sheet elevation change using Ka-band radar alti-

metry. This will be achieved using AltiKa, the first space borne altimeter operating

at Ka-band, and contrasting the results to CryoSat-2 and airborne altimetry in West

Antarctica.

2. Investigate the link between fluctuations in radar penetration and firn properties.

This will be achieved using in-situ firn cores, airborne radar and modelled firn dens-

ification outputs in West Central Greenland.

3. Assess the ability of waveform retracking algorithms to mitigate the impact of radar

penetration fluctuations on elevation measurements. This will be achieved through

a comparison of airborne and satellite radar and laser altimetry in West Central

Greenland.

4. Estimate ice sheet mass balance using satellite radar altimetry. This will be achieved

using CryoSat-2 measurements in Northwest Greenland in conjunction with inde-

pendent estimates from satellite gravimetry and the mass budget method.

1.5 Thesis Structure

In Chapter 2, I describe the altimetry principle, the methods I implemented as well as the

satellite missions and airborne campaigns from which the analyses presented in this thesis

were drawn. In Chapter 3, I present a study in West Antarctica using satellite Ka-band

and Ku-band radar altimetry as well as airborne laser altimetry to investigate changes in
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surface elevation in this sector of the Antarctic Ice Sheet. In Chapter 4, my attention turns

to West Central Greenland where I investigate changes in radar penetration linked with

changes in firn properties using airborne radar and laser data and in-situ data collected

during the ESA CryoVEx campaigns with the aid of firn densification model outputs. In

Chapter 5, I present surface elevation change from CryoSat-2 satellite radar altimetry and

compare it to airborne laser altimetry from Operation IceBridge in the Northwest sector

of the Greenland Ice Sheet. I estimate the mass imbalance of this sector and compare this

result to independent estimates of mass balance from the gravimetry and mass budget

techniques. Finally, in Chapter 6, I synthesise the findings of this thesis, place these

results in a wider context and discuss potential avenues for future work.

Chapters 3, 4 and 5 have been written as stand-alone papers to facilitate the dissem-

ination of their findings to the research community. Authors contribution statements are

included at the start of this thesis. Chapters 3 and 4 have already been published in

Geophysical Research Letters and their published format are included as appendixes at

the end of this thesis (Appendices C and D).
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Chapter 2

Tracking Changes in Ice Sheet Surface Elevation

using Satellite Radar Altimetry

While the Results Chapters 3 to 5 that follow each have their own Methods section, this

chapter provides a broader overview and context of the satellite radar altimetry principle

as well as a description of the methods and algorithms I have developed in this thesis

to track changes in the elevation of the ice sheets. In this chapter, I start by providing

an overview of the altimetry principle before underlining the specific corrections that

need to be applied to the altimetry signal over the ice sheets in order to derive surface

elevation from the radar echoes. I then summarise the methods I have used to estimate

surface elevation change from satellite radar altimetry data. I present the two satellite

radar altimetry missions central to this thesis, CryoSat-2 and AltiKa, as well as underline

the differences between satellite radar and laser altimetry. Finally, I introduce NASA’s

Operation IceBridge and ESA’s CryoVEx campaigns, which provide airborne and in-situ

data to calibrate and validate satellite altimetry data.
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2. TRACKING CHANGES IN ICE SHEET SURFACE ELEVATION
USING SATELLITE RADAR ALTIMETRY

2.1 Principles of Satellite Radar Altimetry

The first scientific demonstration of the application of satellite radar altimetry can be

dated to the SeaSat mission for the observation of the oceans, which was launched in

1978 by NASA, building on the legacy from the previous Skylab and GEOS-3 missions.

Despite a short lifetime of only three months, the SeaSat mission demonstrated that it

was possible to observe the ocean surface topography from space, providing observations

of geostrophic currents, ocean bathymetry and significant wave height (Evans et al., 2005),

but also initiated the future developments of radar altimetry for glaciological studies (e.g.

Thomas et al., 1983; Zwally et al., 1989). Following this, Geosat was launched in 1985,

later followed by the launch of ERS-1 (1991), TOPEX/Poseidon (1992), ERS-2 (1995),

Geosat Follow-on (GFO) (1998), Jason-1 (2001), Envisat (2002), Jason-2 (2008), CryoSat-

2 (2010), AltiKa (2013), Jason-3 (2016), Sentinel-3 (2016) and Sentinel-6 (2020). The

success achieved in satellite oceanography altimetry encouraged the application of radar

altimetry to land ice surfaces, which is complicated by the pronounced topography of the

ice sheets. ERS-1 was the first mission with the explicit aim of monitoring the polar ice

sheets, surveying Greenland and Antarctica up to 81.5◦ latitudes – compared to the Jason

or TOPEX/Poseidon satellites which cover only the southern part of the Greenland Ice

Sheet –, thus providing the opportunity to map the surface elevation change of almost the

whole Antarctic Ice Sheet for the first time (Wingham et al., 1998).

The surface elevation measurement E above a reference ellipsoid is the combination

of the measurement of the satellite altitude A above the same reference ellipsoid and the

measurement of the distance between the satellite and the sensed surface on the ground,

called the range R (Figure 2.1):

E = A−R (2.1)

In addition to these two quantities, several instrumental and geophysical corrections need

to be applied to the range measurement. Instrumental corrections account for the vari-

ations in the centre of gravity of the satellite, internal noise of the instrument etc. These

corrections are estimated based on periodic on-board calibration and are already applied
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by the Space Agencies in the Level 1B data.1. On the other hand, geophysical corrections

account for the processes affecting the radar signal propagation in the atmosphere and for

the processes affecting the target point location such as oscillations due to tides. These

geophysical corrections are delivered in the data product but need to be added to the

range measurement by the user. The geophysical corrections that need to be applied over

land ice surfaces as well as the other specific corrections to the ice sheets, including land

ice retracking correction and corrections for the surface slope effect and radar penetration

in the snowpack, are described in details in Section 2.2 of this chapter.

Figure 2.1: Illustration of the satellite radar altimetry principle. Reproduced from Es-

cudier et al. (2018).

1Data are processed into different levels from raw instrument data to geophysical parameters Level 1B

(L1B) data refer to data that have been processed to sensor units (e.g. radar waveforms), Level 2 (L2)

data to data that have been processed into geophysical parameters (e.g. surface elevation) and Level 3

(L3) data to variables that have been mapped onto a grid (e.g. rates of elevation change).
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2.1.1 Altitude Determination

To measure the surface elevation of the terrain surveyed, the position of the satellite needs

to be precisely determined. The precise orbit determination (POD) is usually achieved

through a combination of a GPS (Global Positioning System), Doris (Doppler Orbito-

graphy and Radiopositioning Integrated by Satellite), or laser telemetry tracking systems

on-board the satellite (Figure 2.1) combined with dynamical modelling. A GPS receiver

system embarked on-board the satellite provides continuous tracking of the satellite’s po-

sition, receiving signals from up to 12 satellites of the GNSS constellation. The Doris

system is based on the Doppler shift measured between the signal transmitted by the

ground beacons and the signal received on-board the satellite, from which the velocity

and trajectory of the satellite is deduced. Finally, a laser retro-reflector instrument acts

as a target for laser tracking by reflecting the laser pulse emitted from ground stations

back. Contrary to the GPS and Doris systems which provide continuous tracking of the

satellite’s position, laser telemetry is limited by the number of laser ground stations and

by the sensitivity of the laser signal to weather conditions and is therefore mainly used for

the refinement and validations of the orbits determined using the GPS or Doris systems.

Thanks to advances in POD, the real-time position of the satellite can now be achieved

with an accuracy typically between 2 to 10 cm and after a period of 30-day, this is further

refined and delivered with an accuracy of about 1 cm.

2.1.2 Range Determination

Radar altimeters transmit electromagnetic pulses at regular intervals defined by the pulse

repetition frequency (PRF) travelling at the speed of light towards the Earth’s surface in

the nadir direction and records the travel time it takes to reach the Earth’s surface and

back (two-way travel time). The range measurement is the product of the speed of light

c and the two-way travel time ttwt of the radar signal divided by two:

R = cttwt
2 (2.2)
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To achieve a high resolution in the range measurement, radar altimeters use the deramp

technique, first implemented on SeaSat. Radar altimeters send a chirp linearly modulated

in frequency of length τ , centred around the frequency of the altimeter (Ku-band for

CryoSat-2 and Ka-band for AltiKa), sweeping over a bandwidth B. When the chirp is

generated, two copies of the chirp are taken. The first one is transmitted, while the second

one – the deramping chirp – is delayed by the expected return time of the transmitted

chirp and slightly shifted in frequency. The return signal from the surface consists of many

discrete chirps, coming from the different scatterers present within the surface illuminated

by the altimeter, each with a slightly different delay time. The deramping chirp is mixed

with this backscattered signal and the frequency of this mixing product is proportional to

the difference in frequency between the deramping chirp and the backscattered echo, from

which the range is deduced. The range resolution ∆R can be written as:

∆R = cτ

2 = c

2B (2.3)

The range resolution of CryoSat-2 is 47 cm in LRM mode and 23 cm in SARIn mode and

the range resolution of AltiKa is 31 cm.

The echo received by the altimeter originates from the ground surface illuminated

by the radar, which corresponds to the footprint of the antenna beam. The total area

illuminated by the altimeter on the Earth’s surface is called the beam-limited footprint

and is dependent on the satellite altitude and the antenna beam width θ. The width of

the beam-limited footprint can be written as:

Fb = 2Atan(θ2) (2.4)

For CryoSat-2, the width of the beam-limited area varies between 13.2 and 14 km along-

track and 14.9 and 15.8 km across-track. For AltiKa, the width of the beam-limited area

is 8 km.

The pulse-limited footprint corresponds to the ground area illuminated around the

point of closest approach (POCA) and is defined as the area illuminated by the leading

edge of the pulse until the time when the trailing edge first intersects the surface (Figure
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2.2). For a conventional pulse-limited altimeter, the pulse-limited footprint is dictated by

the length of the pulse (or bandwidth) and is a circular area that can be approximated as:

Fp =
√
Acτ =

√
Ac

B
(2.5)

In CryoSat-2 LRM mode, the pulse-limited footprint corresponds to a circular area of

diameter 1.65 km and AltiKa, which operates only in LRM mode, has a pulse-limited

footprint of 1.4 km.

In SARIn mode, CryoSat-2 can be viewed as a beam-limited altimeter. The footprint of

a beam-limited altimeter is dictated by the width of the beam. In SARIn mode, CryoSat-

2 uses delay-doppler interferometry to sharpen the altimeter footprint in the along-track

direction, which results in a smaller footprint of 1.65 km across-track and 0.305 km in

the along-track direction. While all radar altimeters are pulse-limited altimeters, at the

exception of CryoSat-2 which can be approximated as a beam-limited altimeter when it

is operating in SAR or SARIn modes, laser altimeters such as the instruments on board

ICESat and ICESat-2 are beam-limited altimeters and have a footprint smaller than 100 m.

In SAR and SARIn mode, the pulse-Doppler limited footprint in the along-track direction

is dependent on the altitude of the satellite, the pulse repetition frequency (PRF), the

velocity of the platform and the wavelength used:

Fp,x = A
λ

2NνPRF (2.6)

The shape and magnitude of the echo (or waveform) recorded by the altimeter corres-

ponds to all the reflections comprised within the footprint of the altimeter as a function of

time. The power received by the altimeter corresponds to the surface illuminated on the

ground, which varies during the impulsion and recording time. Shortly after the emission

of the pulse, the only signal recorded by the altimeter is a low-magnitude signal corres-

ponding to thermal noise from the instrument and from reflections from the atmosphere.

Once the signal reaches the surface, the altimeter illuminates a circular area widening

over time, reaching points away from nadir. This results in a gradual increase in power,

corresponding to the leading edge part of the waveform. The power then starts decreasing
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Figure 2.2: Illumination geometry and footprint plan view of the a) Pulse-limited footprint,

b) Pulse-Doppler-limited footprint. Reproduced from Scagliola (2013).

progressively and the ground footprint corresponds to an annular ring of increasing radius

but constant surface, corresponding to the trailing edge part of the waveform (Figure 2.3).

The ideal waveform corresponds to the Brown model, which is an idealised waveform

for flat surfaces. In the Brown model, the averaged returned waveform P is the convolution

of three components, the transmitted pulse Pt(t), the average flat surface response S(t)

and the probability density function distribution of local scatterers in the radar footprint

I(t) (Brown, 1977):

P (t) = Pt(t) ∗ S(t) ∗ I(t) (2.7)

However, this is further complicated by the roughness of land ice surfaces as well as by

the penetration of the radar wave into the snowpack, which implies that the echo over ice

surfaces is the sum of both surface and volume scattering. In the next section, I present

the corrections dedicated to the altimetry signal over land ice surfaces.
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Figure 2.3: Area illuminated through time and corresponding waveform recorded over

a flat surface (top) and a non-penetrating rough surface (bottom). Reproduced from

Woodhouse (2006).
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2.2 Corrections to the Altimetric Signal over the Ice Sheet

Surface

In order to derive surface elevation from the radar waveforms, it is necessary to correct

the radar signal for atmospheric and tidal effects, to develop specific retracking algorithms

to account for the pronounced topography of the ice sheets as well as specific corrections

for the surface slope induced error and for the penetration of the radar signal into the

snowpack. In this section, I review the different processing steps involved in deriving

surface elevation (Level 2) from radar waveforms (Level 1B). The processing chain I im-

plemented in this thesis is illustrated on Figure 2.4 with the different steps being described

in the following paragraphs.

Figure 2.4: Processing scheme to derive surface elevation over the ice sheets from the radar

waveforms

2.2.1 Geophysical Corrections

The propagation of the radar signal is slightly delayed when it travels through the iono-

sphere and troposphere and thus the range measurement must be adjusted for this delay.

The ionospheric correction accounts for the presence of free electrons in the ionosphere; the

dry tropospheric correction accounts for the presence of dry neutral gases – such as oxygen
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and nitrogen – in the atmosphere; and the wet tropospheric correction for the presence of

water vapour, which delay the propagation of the radar signal with respect to the speed

of light. The magnitude of these corrections is usually estimated through modelling or by

using data from a dual-frequency radiometer carried on the same platform as the altimeter

in case of the wet tropospheric correction. It is important to note that the ionospheric

effects are much lower on Ka-band than Ku-band with the ionospheric correction being

inversely proportional to the square of the frequency (Steunou et al., 2015). In addition

to these atmospheric corrections, the range measurement needs to be further corrected

for tidal effects which induce a deformation of the Earth’s crust. The ocean loading tide

correction accounts for the deformation of the Earth’s crust due to the weight of the ocean

tides; the solid earth tide correction accounts for the deformation of the Earth’s crust due

to the combined gravitational pull of the Sun and Moon; and the geocentric polar tide

originates from variations in the Earth’s rotation axis. The magnitude of these tidal ef-

fects are estimated using dedicated models. The typical magnitude of these geophysical

corrections are given in Table 2.1 below.

Table 2.1: Typical range of the different geophysical corrections applied over the grounded

ice sheet. Adapted from Bouzinac (2012) and Bronner et al. (2016).

Geophysical

correction
Magnitude

Source of the correction

CryoSat-2 AltiKa

Ionosphere
6 - 12 cm (Ku)

0.3 - 3.6 cm (Ka)

Global ionospheric

map (GIM)
GIM

Wet troposphere 0 - 50 cm ECMWF model
Radiometer or

ECMWF model

Dry troposphere 170 - 250 cm ECMWF model

Ocean loading tide ± 2 cm FES2004 model
FES2012 or

GOT4.8 model

Solid Earth tide ± 30 cm Cartwright model

Geocentric polar tide ± 2 cm Wahr (1985)
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2.2.2 Echo Retracking

The radar echo is recorded by the altimeter within a fixed number of tracking gates or

range bins. The reflections from the surface are recorded within a pre-set range window,

whose position is continuously adjusted on-board to account for the variations in the

range in order to maintain track of the received echoes. The range window of CryoSat-2

consists of 128 range bins in LRM mode and 512 range bins in SARIn mode, which is

equivalent to 60 m and 240 m in range, respectively. The range window of AltiKa counts

128 range bins, equivalent to 40 m in range. The on-board processor uses a fixed nominal

tracking gate ( 63/255 for CryoSat-2 LRM/SARIn and 51 for AltiKa) to compute the

range. However, in practice, the waveform is not exactly centred on the nominal tracking

gate in the analysis window, but is slightly shifted. To remedy this and precisely locate

the tracking gate corresponding to the point of closest approach, a ground processing

technique called echo retracking is used. The retracking procedure provides a correction

to the range measurement, calculated as the offset between the nominal tracking point

and the leading edge of the waveform.

Several algorithms – both empirical and analytical retrackers – dedicated to ocean,

sea ice and land ice surfaces have been developed. The CryoSat-2 product contains range

estimates from three different retrackers for the LRM waveforms – Ocean Customer Fur-

nished Item (Ocean CFI), University College London Land Ice (UCL) and Offset Centre

Of Gravity (OCOG) – and for the SARIn waveforms, a dedicated retracker that fits the

waveform to a modelled SAR waveform is provided (Wingham et al., 2006). On the other

hand, in the AltiKa product, four different retracking algorithms – ICE-1, ICE-2, Sea Ice

and Ocean – are used to generate range estimates (Figure 2.5).

There is a large variety of retracking algorithms available in the literature with different

sensitivities to the waveform shape. The waveform shape is affected by the surface slope

and roughness and in the case of continental ice, the shape of the waveform is a result

of both surface and volume scattering as the radar pulse penetrates into the snowpack

layers (Ridley and Partington, 1988). The Ocean retracker implemented on the ground-

processing scheme of AltiKa consists of a MLE4 fit from second order to the Brown model
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Figure 2.5: Example waveform recorded by a) CryoSat-2 (LRM) and b) AltiKa in West

Antarctica. The leading edge position identified from the different retrackers available in

the two satellite products are marked by the coloured lines. The waveforms have been

averaged along-track and shifted by 27 gates.

(Amarouche et al., 2004; Brown, 1977). The ICE-2 retracker attempts to fit the measured

waveform to a modified Brown model waveform adapted to continental ice (Légrésy et al.,

2005). The ICE-2 algorithm assumes that for continental ice, the leading edge part of

the waveform does not affect the trailing edge part of the waveform contrary to oceanic

waveforms and therefore, the two parts of the waveform can be fitted separately. The

ICE-1 retracker is an OCOG-based retracker, which determines the centre of gravity of

the waveform based on its power distribution (Davis, 1997; Wingham et al., 1986). The

Sea Ice retracker is a threshold retracker designed for peaky waveforms that are usually

recorded over sea ice. A threshold is applied to the maximum amplitude of the waveform

to determine the leading edge position (Laxon, 1994). The CryoSat-2 OCOG retracker is

a threshold-based OCOG retracker, similar to ICE-1. Both the Ocean CFI and UCL Land

Ice retracking algorithms are model fits to the Brown model. The retracking correction

and the resulting height estimate is dependent on the algorithm chosen. In the example

presented on Figure 2.5, all of the retrackers give a slightly different leading edge position

with a maximum difference of 5 gates for AltiKa between the ICE-1 and Sea Ice retrackers

and 7 gates for CryoSat-2 OCOG/UCL, corresponding to a difference of approximately
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Figure 2.6: Illustration of the OCOG retracking algorithm. Reproduced from Bamber

(1994).

1.6 m and 3.3 m between the resulting height estimates respectively.

While the retracked range estimates are available from the Level-2 satellite products,

I have implemented three commonly used land ice retrackers in this thesis – the OCOG,

TCOG (available in the AltiKa and CryoSat-2 products) and TFMRA algorithms – that

I use to analyse airborne radar waveforms in Chapter 4. In the next paragraphs, I detail

the implementation of these three retrackers.

The OCOG Retracker

The OCOG retracker is an empirical model, which determines the centre of gravity of

the waveform COG and its amplitude A by fitting a rectangular box to the waveform

(Wingham et al., 1986) (Figure 2.6). The leading edge position LEP is calculated from

the centre of gravity and width W of this box.

For a waveform with N samples, Pi the power recorded in the ith bin, n1 and n2 the

number of aliased bins at the start and end of the waveform, the amplitude A, width W

and centre of gravity COG are given by:

A =

√√√√∑N−n2
i=1+n1

P 4
i (t)∑N−n2

i=1+n1
P 2
i (t)

(2.8)
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W =
∑N−n2
i=1+n1

P 2
i (t)∑N−n2

i=1+n1
P 4
i (t)

(2.9)

COG =

√√√√∑N−n2
i=1+n1

iP 2
i (t)∑N−n2

i=1+n1
P 2
i (t)

(2.10)

Finally, the leading edge position is defined as:

LEP = COG− W

2 (2.11)

The OCOG retracker is a robust retracker and is the basis of the Threshold retracker

(TCOG), which I describe in the next paragraph, and is also used as the initial guess in

the Ocean CFI waveform fitting procedure. However, as all samples of the waveform are

used to find the leading edge position, it is sensitive to both surface and volume scattering.

The TCOG Retracker

The Threshold retracker (TCOG) is based on the parameters estimated by the OCOG

retracker but instead defines the leading edge position as the first range bin to exceed a

certain threshold of the OCOG amplitude (Davis, 1997). The retracking position is then

linearly interpolated between the bins adjacent to the threshold crossing to improve the

precision of the retracking procedure. This offers the advantage of focusing the waveform

procedure to the first part of the waveform, which minimises the contribution of volume

scattering in the determination of the leading edge position. The ICE-1 retracker, im-

plemented in AltiKa ground processing segment, and the retracker confusingly labelled

as ‘OCOG’ in the CryoSat-2 ground processing segment both use this algorithm with a

threshold set at 30 % of the OCOG amplitude.

TFMRA

The Threshold First Maximum Retracker (TFMRA) is another threshold retracking al-

gorithm but instead of finding the centre of gravity of the waveform, it finds the first local

maximum of the waveform exceeding a certain threshold level. The procedure is described

in details in Helm et al. (2014) and is summarised briefly here. The algorithm proceeds
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by oversampling and smoothing the waveform, before calculating the first derivatives of

the power to find the first local maxima exceeding the set threshold. Finally, the leading

edge position is defined as the first range bin exceeding the threshold level at the leading

edge of the first local maxima and is linearly interpolated in the same manner as in the

TCOG algorithm.

2.2.3 Surface Slope Correction

As we have seen, a radar altimeter illuminates an area of several kilometres on the ground.

However, over the ice sheets, the terrain topography is far from homogeneous within the

footprint of the altimeter and fluctuations in the surface elevation can reach up to tens

of meters over a few kilometres. This has important consequences on the signal recorded

by the altimeter as the point of closest approach is shifted upwards from the sub-satellite

nadir point when the surface is inclined. The difference between the range to the sub-

satellite nadir point and the range to the impact point is the slope-induced error. The

magnitude of the slope-induced error ∆hslope can be approximated for small slope angles

α as:

∆hslope ≈
Aα2

2 (2.12)

This shows that the slope error is proportional to the square of the surface slope (Brenner

et al., 1983) and can therefore be very large and it is in fact the largest source of error on

the surface elevation measurement. The magnitude of the surface slope over the ice sheets

ranges typically between 0.1◦ to 1.5◦, which corresponds to a vertical error of 1 m to 275

m or a lateral shift of 1 to 21 km in the point of closest approach. To correct for the error

induced by the surface slope, several geometrical corrections have been developed. The

three main corrections are the direct method, intermediate method, and the relocation

method (Figure 2.7). In the following paragraphs, I briefly describe each of these methods

and in particular the relocation method, which I have implemented and further developed

to correct AltiKa surface elevation change measurements in Chapter 3. Finally, it is

important to remark that all of these slope correction methods require the use of an

external Digital Elevation Model (DEM). DEMs – such as the RAMP DEM (Liu et al.,
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Figure 2.7: Illustration of the principles of the three slope corrections. a) Direct Method,

b) Intermediate Method, c) Relocation Method. x0 and R are the initial satellite position

along-track and the measured range, and xC and RC are the corrected along-track position

and range. Φ is the slope angle. Reproduced from Bamber (1994).

2015) for Antarctica or the GIMP DEM (Howat et al., 2015) for Greenland – are usually

generated by combining multiple remote sensing datasets from satellite and airborne radar

and laser altimetry, satellite optical and radar imagery and aerial photogrammetry to

ensure a complete coverage of the ice sheets. In recent years, DEMs created exclusively

from CryoSat-2 satellite altimetry data have also been generated by taking advantage

of the interferometric mode of CryoSat-2 in the steep margins of the ice sheets, which

improved the coverage over the ice sheets compared to previous satellite radar altimetry

missions (e.g. Helm et al., 2014; Slater et al., 2018). The contemporaneity of the datasets

used in the compilation of the DEM as well as the DEM spatial resolution both play an

important role in the accuracy and precision of the slope correction, especially in the steep

margins of the ice sheets (Levinsen et al., 2016).

The Direct Method of Slope Correction

In the Direct Method, the range measurement at nadir is corrected without being shifted

laterally with the aid of an external DEM. An effective surface is fitted using a quadratic

function to the a-priori DEM over the ground area that encloses the pulse-limited footprint

of the altimeter (Brenner et al., 1983; Roemer et al., 2007):

z(x, y) = ah + axx+ ayy + axxx
2 + axyxy + ayyy

2 (2.13)
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Where x and y are the horizontal coordinates centred around the nadir sub-satellite point

and ah, ax, ay, axx, ayy are the coefficients of the fit. From the parameter estimation of

the quadratic fit, the slope angle of the effective surface is calculated as:

α =
√
a2
x + a2

y (2.14)

Finally, the corrected range Rc is computed from the measured range R based on the slope

angle as:

Rc = R

cos(α) (2.15)

This approach can be further refined by considering the curvature C (Rémy et al., 1989)

calculated as:

C = 2(a2
xaxx + axayaxy + a2

yayy)α−2 (2.16)

In this case, the corrected range is calculated as:

Rc = Rα2

2(1−R(C − 1
rE+ah

)
(2.17)

where rE is the Earth radius

In addition to its easy implementation, the Direct Method also facilitates the calcula-

tion of temporal elevation changes through crossovers or repeat-track methods compared

to the other two slope correction methods as the original location of the measurements

is retained. However, simply correcting the range measurement without relocating it to

its true location can cause interpretation errors, as the geophysical parameters are not

attributed to their actual locations (Hurkmans et al., 2012).

The Intermediate Method of Slope Correction

The Intermediate Method finds the point on the ground between the nadir point and the

true impact point for which the range measurement is correct and relocates the meas-

urement to that point. This method thus provides a correction on the location of the

measurement rather than on the range measurement itself (Rémy et al., 1989). Similarly

to the Direct Method, an effective surface is fitted within the pulse-limited footprint of
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the altimeter (Eq. 2.13) and the slope angle of the plane is computed from the parameters

estimated during the plane fitting stage (Eq. 2.14). Finally, the lateral displacement D

from the satellite nadir point is calculated as:

D = Rtan(α2 ) (2.18)

The Intermediate Method results in lower errors than the Direct Method (Rémy et al.,

1989). However, the relocation of the range measurement is not to the true impact point,

but somewhere in-between the nadir point and the true impact point, and therefore the

geophysical signals are attributed to an artificial location where the range measurement

is correct.

The Relocation Method of Slope Correction

Contrary to the two previous slope corrections, the relocation method finds the true impact

point – the point of closest approach – within the beam-limited footprint of the altimeter,

correct and relocate the range measurement to this location. Rather than assuming a

constant slope angle within an effective surface, the full topography within the altimeter

footprint is taken into account. Here, I detail the implementation of the relocation proced-

ure. First, the DEM segment centred around the sub-satellite nadir position (xsat,ysat,zsat)

that falls within the beam-limited footprint is extracted in order to identify the location

of the point of closest approach. To improve the precision of the relocation procedure, the

DEM segment is resampled at a finer resolution. The locations and elevation of the DEM

pixels within the beam-limited footprint are denoted (xblf ,yblf ,zblf ). The corresponding

DEM elevation of the nadir point zblf,nadir is extracted and the DEM elevation relative to

the DEM elevation at nadir is written as:

dzdem = zblf − zblf,nadir (2.19)

The horizontal distance of each point in the beam-limited footprint from the nadir sub-

satellite point is calculated as:

dnadir =
√

(xblf − xsat)2 + (yblf − ysat)2 (2.20)
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Next, the surface geometry parameters – the slope angle (Eq. 2.21) and the surface parallel

distance (Eq. 2.22) – for each point in the beam-limited footprint can be written as:

α = 90−Atan(dzdem
dnadir

) (2.21)

dsurf,parallel =
√
d2
nadir + dz2

DEM (2.22)

Using the law of cosines, the range from the satellite to each point of the beam-limited

footprint is given by:

Rdem =
√
A2
dem + d2

surf,parallel − 2.Adem.dsurf,parallel.cos(α) (2.23)

where Adem = A− zblf,nadir is the satellite altitude above the DEM

The point of closest approach is identified by calculating the corresponding range of

each point within the beam-limited footprint to the satellite using Eq. 2.23 and selecting

the point for which the Euclidean distance between the satellite and the DEM is the

smallest:

Rpoca(xpoca, ypoca, zpoca) = min(Rdem) (2.24)

Finally, the coordinates of the identified point of closest approach are used to compute the

offset ∆z to add to the measured elevation measurement and the relocation distance D:

∆z = zpoca +Rpoca −A (2.25)

D =
√

(xpoca − xsat)2 + (ypoca − ysat)2 (2.26)

Compared to GNSS field measurements in East Antarctica, the Relocation method results

in smaller errors compared to the Direct and Intermediate methods (Schröder et al., 2017).

This is therefore the method that I implemented in Chapter 3 of this thesis to correct

AltiKa surface elevation measurements for the slope-induced errors. However, AltiKa’s

beam-width footprint is smaller than previous altimeter (0.6◦), which enables a more

precise elevation measurement as the beam-limited footprint is smaller, however it also

limits AltiKa’s ability to survey terrain where the slope angle exceeds the antenna half

beam-width. This is particularly limiting over the ice sheet margins where the slope is
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usually high. Rather than excluding the measurements that are being relocated outside

the beam-limited footprint – which could result in excluding important measurements

over the rapidly thinning glaciers – I iterate the relocation procedure by increasing the

search radius in step of 1 km, which is equivalent to increasing the beam-limited footprint

in increments of 1 km. As the power received by the altimeter decreases outside the 3-

dB antenna beam-width, the measurements relocated outside the beam-limited footprint

are expected to be noisier. However, through a comparison to coincident airborne laser

altimetry, I demonstrate in Chapter 3 that the benefit of retaining more measurements

outweighs the small increase in noise level.

2.2.4 Penetration of Radar Signal

A further complication over the ice sheets is the penetration of the radar wave into the

snowpack. The radar penetration depth is dependent on both the physical properties of

the medium and the frequency of the sensor. At Ku-band, the radar signal is estimated

to penetrate between 5 and 12 m below the ice sheet surface whereas at Ka-band, this is

reduced to only 10 to 70 cm below the surface (Rémy et al., 2015). As a consequence,

the radar waveform is the sum of a surface and volume echo (Ridley and Partington,

1988). The surface echo is modulated by the snow density and surface roughness while

the volume echo is the result of ice grain size and internal layering in the snowpack (Rémy

et al., 2014). The contributions of the surface and volume echoes both affect the radar

waveform parameters (Figure 2.8). The slope of the leading edge is related to the surface

roughness, with smooth surfaces having a steep leading edge and rough surfaces a shallower

leading edge. This directly affects the retracking procedure as the precise location of the

surface is determined from the identification of the first interaction of the surface from the

leading edge part of the waveform as we have seen in Section 2.2.2. On the other hand,

the trailing edge part of the waveform is related to the penetration depth. The slope

of the trailing edge is linked to the scattering properties of the medium observed, with

a rapid tailing off when scattering is limited to surface scattering and a slow tailing off

when there is additional volume scattering due to the penetration of the radar signal into
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the snowpack (Lacroix et al., 2008). The contributions of surface and volume scattering

to the radar echo are spatially and temporally variable (Adodo et al., 2018). As the

ratio between surface and volume scattering affects the shape of the echo, it impacts the

retracking procedure, introducing a bias on the surface elevation measurements retrieved

from the radar echoes.

Figure 2.8: Simulated waveform at a) Ku-band and b) Ka-band showing the surface echo

(‘Surf’) and the sum of a surface and volume echo (‘Surf + Vol’) with two snow grain

sizes: tg = 0.4 and 0.5 mm. Reproduced from Rémy et al. (2017).

Inter-annual and seasonal changes in the snowpack properties thus entail fluctuations

in radar elevation measurements. Time-series of radar elevation change over the Greenland

Ice Sheet exhibit a pronounced seasonal cycle in surface elevation of the order of tens of

centimeters following the annual cycle of surface melt, snow accumulation and compaction

(Davis and Segura, 2001; Khvorostovsky, 2012). Seasonal fluctuations are also visible in

time-series extracted over the Antarctic Ice Sheet, where the seasonal cycle in elevation

change modelled from firn processes has been compared against temporal changes derived

from Envisat, showing that a third of the seasonal variations in radar elevation can be

explained by the seasonal cycle of firn processes with both signals having the same phase

(Ligtenberg et al., 2012). Irregular and episodic changes in the snowpack properties can

further bias surface elevation time-series retrieved from radar altimetry. This issue was

illustrated during the Greenland melt event of 2012, following which a thickening of 56 ±
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26 cm of the interior of the ice sheet over a period of only 5 months was observed from

CryoSat-2 (Nilsson et al., 2015) (Figure 2.9). However, this step in elevation change was

caused by the formation of a refrozen ice layer at the surface of the ice sheet following the

melt event rather than being an actual elevation change caused by snowfall accumulation.

Figure 2.9: a) Surface elevation change difference between the periods May-June 2012 and

August-September 2012 from CryoSat-2. b) Histogram of elevation difference to a DEM

before and after the 2012 melt event around the local site NEEM shown in the inset on

(a). c) Time-series of elevation change at local site NEEM. Reproduced from Nilsson et al.

(2015).

The choice of the retracking algorithm can play an important role in mitigating the

effect of radar penetration on radar surface elevation measurements and this is further

explored in Chapter 4 of this thesis. For instance, different thresholds have been proposed

to limit the calculation of the leading edge position to only the very first part of the

radar waveform in order to minimize the contribution of volume scattering on the range

determination (Davis, 1993). More recently, Slater et al. (2019) proposed another method

to correct for changes in radar penetration depth by explicitly calculating the contribution
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of surface and volume scattering to the radar waveform and the effective penetration

depth using a waveform deconvolution model (Arthern et al., 2001). Other methods

account for the effect of changing snowpack properties in the calculation of time-series

of elevation change rather than correcting the surface elevation measurement itself, by

examining correlations between temporal changes in waveform parameters and surface

elevation changes. In this thesis, I adopt the latter method, which is described further in

the following section.

2.3 Deriving Ice Sheet Thickness Change from Satellite Al-

timetry Data

By repeatedly surveying the surface of the ice sheets with satellite altimetry, it is possible

to estimate temporal changes in surface elevation across the ice sheets. Radar altimeters

measure the integrated change in surface elevation, which arises from a combination of

different physical processes – changes in glacier dynamics, surface mass balance, firn layer

thickness, ice sheet hydrology or solid Earth height (described in Chapter 1) – as well

as from the remaining effect of radar penetration and fluctuations in the surface and

snowpack properties. In this section, I describe the principal methods to derive surface

elevation changes from repeated radar altimetry elevation measurements: the crossover,

repeat-track and plane fit methods. The processing scheme I implemented in order to

derive surface elevation change (Level L3) from surface elevation measurements (Level

L2) is shown on Figure 2.10.
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Figure 2.10: Processing scheme to derive surface elevation change over the ice sheets from

repeated surface elevation measurements.

2.3.1 Ice Sheet Elevation Changes from Crossover Analysis

The very first method employed to derive surface elevation change of the ice sheet is

based on the analysis of differences in elevation at crossover points, where ascending and

descending orbits cross each other (e.g. Wingham et al., 1998; Zwally et al., 1989) (Figure

2.11). The elevation difference at crossover points is calculated by linearly interpolating the

elevation measurements from the two nearest records on each satellite track. To construct

a time-series of elevation change, a reference satellite repeat-cycle is crossed against all the

other cycles. The elevation difference dH between orbit passes at t1 and t2 is calculated

as:

dH = H(t2)−H(t1) + ε (2.27)

where ε is the associated error arising from orbital errors, noise in the measurement or

penetration of the radar wave into the snowpack.
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Figure 2.11: Illustration of the crossover technique. Reproduced from Zwally et al. (1989).

By differencing elevation measurements at crossover locations, where the spacecraft

is in the same position, the slope error cancels out. This is the main advantage of the

crossover technique as it yields a high accuracy in the derived surface elevation change.

However, restricting the calculation of surface elevation changes to crossover points does

not provide a complete a coverage of the ice sheets (Figure 2.12), and therefore limits the

subsequent derivation of volume change or mass balance from crossover points.

Figure 2.12: Surface elevation change (in cm yr-1) derived using the crossover technique

using ERS-1/2 data between 1992 and 2003 over the a) Antarctic and b) Greenland Ice

Sheet. Reproduced from Davis et al. (2005) and Johannessen et al. (2005).
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2.3.2 Ice Sheet Elevation Changes from Repeat-track and Plane-fit Meth-

ods

To make full use of all the surface elevation measurements along the satellite tracks,

rather than only using the measurements at crossover locations, the repeat-track method

was developed. In the repeat-track method, the satellite tracks within successive orbits are

split into segments of kilometre-scale. The repeat-track method provides a large increase

in data points, from 60 000 crossovers over the Antarctic Ice Sheet to more than 1.5

million measurements during the Envisat mission (Flament and Remy, 2012). This type

of analysis is well suited for satellite missions with a repeat-orbit, such as ERS or Envisat,

but another approach is required for CryoSat-2 drifting orbit, which has a repeat cycle

of 369 days. The plane-fit method was developed to account for CryoSat-2 ground track

spacing at high latitudes. The plane-fit method is a modification of the repeat-track

method and is based on the grouping of data based on their spatial proximity with no

distinction between tracks (McMillan et al., 2016) (Figure 2.13). As the plane-fit method

is well suited to CryoSat-2 and AltiKa’s drifting orbit, this is the method I employ in this

thesis to calculate surface elevation changes.

In order to isolate the temporal fluctuations in elevation, a least-square model is fitted

to the elevation measurements that fall within each segment along-track in the repeat-

track method or within each grid cell in the plane-fit method. Different multi-parameters

models have been proposed to model the fluctuations of elevation within each segment or

grid cell. All these models include the mean of the heights recorded by the satellite zm, a

quadratic function of the coordinates of the measurements relative to the grid cell centre

(x, y) and a linear function of the observation acquisition time t relative to the middle of the

time-series. In addition, models also include a dependence on the heading of the satellite s

to account for the anisotropic dependence of the surface elevation measurement due to the

radar polarization and wind-induced small-scale topography of the firn (Armitage et al.,

2014; Rémy et al., 2006).

z(x, y, t, s) = zm + a0x+ a1y + a2x
2 + a3y

2 + a4xy + a5s+ a6t (2.28)
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In order to account for changes in the waveform shape arising from the radar penetration in

the snowpack, waveform parameters such as the leading edge width (LeW ), backscatter

coefficient (Bs) or trailing edge slope (TeS) can be further included in the model fit

(Flament and Remy, 2012; Simonsen and Sorensen, 2017):

z(x, y, t, s, LeW,Bs, TeS) = zm+a0x+a1y+a2x
2+a3y

2+a4xy+a5s+a6t+a7LeW+a8Bs+a9TeS

(2.29)

Alternatively, the derived surface elevation change measurements obtained from Eq. 2.28

can be corrected after the least-square fitting procedure by removing the surface elevation

changes that are correlated with a change in backscatter (McMillan et al., 2016). In this

case, the final corrected surface elevation change dhc can be written in each grid cell as:

dhc(t) = dh(t)− dBs(t) dh
dBs

(2.30)

Finally, in addition to generate time-series of elevation change within each grid cell, rates

of elevation change are calculated using a linear regression in time.
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Figure 2.13: a) Surface elevation change derived using the repeat-track method over the

Antarctic Ice Sheet from Envisat data between 2002 and 2010. Reproduced from Flament

and Remy (2012). b) Surface elevation change derived using the plane-fit method over

the Greenland Ice Sheet from CryoSat-2 data between 2011 and 2014. Reproduced from

McMillan et al. (2016).

2.4 Satellite Altimetry Missions

This thesis focuses on exploiting data from the CryoSat-2 and AltiKa missions to improve

elevation change retrievals from satellite radar altimetry. Here, I provide an overview of

these two missions as well as an overview of the satellite laser altimetry missions ICESat

and ICESat-2 in order to underline the main differences between radar and laser altimetry.

2.4.1 CryoSat-2

CryoSat-2 was launched in April 2010 and is the first satellite radar altimetry mission ded-

icated to the observations of the Polar Regions. To maximise the number of observations

acquired over the Polar Regions, CryoSat-2 was placed on a non-synchronous orbit with

an inclination of 92◦, resulting in coverage up to 88◦ N/S and reducing the pole hole data

gap from 2,831,000 km2 to only 157,000 km2 compared to ERS-1/2, Envisat or AltiKa.

SIRAL, the altimeter carried on-board CryoSat-2, operates in three different modes that
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are switched on depending on the type of surface surveyed (Wingham et al., 2006) (Figure

2.14). Over the ice-free ocean and smooth interior of the ice sheets, CryoSat-2 uses the

Low-Resolution mode (LRM), operating in a similar manner as previous radar altimeters.

Over sea ice, CryoSat-2 uses SAR processing to increase the along-track resolution. Fi-

nally, over the ice sheet margins, the ice caps and mountain glaciers, CryoSat-2 operates

in SAR interferometric mode (SARIn) by employing a second receiving antenna in addi-

tion to SAR processing to improve both the along-track resolution and the location of the

echo over steep terrains. The phase difference between the two receiving antennas is used

to estimate the across-track surface slope angle in order to directly identify the point of

closest approach and correct the range measurement for the slope-induced error, instead

of applying a slope correction to the data with an external DEM. The principal charac-

teristics of the LRM and SARIn modes, employed over the Greenland and Antarctic Ice

Sheets, are summarised in Table 2.2.

Figure 2.14: Mode acquisition mask of CryoSat-2. CryoSat-2 operates in LRM mode over

the ocean and the interior of the ice sheets (light grey), in SAR mode over sea ice (grey)

and in SARIn mode over the ice sheet margins and ice caps (black). Reproduced from

Wingham et al. (2006).
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2.4.2 AltiKa

SARAL was launched in February 2013 as part of a collaboration between CNES and

ISRO, embarking the first space-borne altimeter operating at Ka-band, AltiKa. AltiKa

was placed on the same sun-synchronous orbit as ERS-1/2 and Envisat and covers the

poles up to latitudes of 81.5◦ N/S. However, from 4th July 2016, AltiKa was moved to a

drifting orbit in order to reduce the stress on the satellite’s reaction wheels and extend the

lifetime of the satellite. Since then, the repetitive ground tracks are no longer maintained.

The primary aim of AltiKa is to provide observations over the oceans, with a secondary

focus on the monitoring of the Polar Regions. AltiKa is a conventional pulse-limited

altimeter but delivers a better performance compared to previous pulse-limited altimeters

with a higher PRF of 4 kHz for a better along-track sampling and a higher bandwidth of

480 MHz, resulting in a vertical accuracy of 31 cm and a reduced pulse-limited footprint

of 1.4 km. The smaller 3 dB antenna beam width of AltiKa (0.6◦) results in a smaller

beam-limited footprint of 8 km (Verron et al., 2015). As we have seen in Section 2.2.4,

the higher frequency of Ka-band compared to Ku-band offers new opportunities to better

understand the interactions of the radar wave into the snowpack. The main instrument’s

characteristics of AltiKa are summarised in Table 2.2.

2.4.3 Satellite Laser Altimetry

While radar altimetry is the focus of this thesis, both radar and laser altimetry have been

used to track changes in the ice sheets topography (e.g. Pritchard et al., 2009; Smith et al.,

2020; Sørensen et al., 2018). In this section, I discuss differences between radar and laser

altimetry, underlining the strengths and limitations of each technique.

Compared to satellite radar altimetry, which has been used for almost three decades

to study the Greenland and Antarctic Ice Sheets, satellite laser altimetry is relatively

new. The Ice, Cloud and Land Elevation Satellite (ICESat) was launched in January 2003

but stopped operating in October 2009 after the failure of its last laser instrument. The

Geoscience Laser Altimeter System (GLAS) is the lidar system embarked on ICESat. The

GLAS instrument consists of three lasers, which have been operated one at a time during
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Table 2.2: Summary of the principal instrumental characteristics of CryoSat-2 and AltiKa.

CryoSat-2
AltiKa

LRM SARIn

Launch date 8th April 2010 25th February 2013

Altitude 730 km 800 km

Inclination 92◦ 98.55◦

Latitude limits 88◦ 81.5◦

Repeat cycle 369 days 35 days until July 2016

Centre frequency 13.575 (Ku-band) 35.75 GHz (Ka-band)

Bandwidth 320 MHz 40 MHz 480 MHz

PRF 1.97 kHz 17.8 kHz 4 kHz

Antenna 3 dB beam width
1.08◦ (along-track)

x 1.20◦ (across-track)
0.6 ◦

Along-track sampling 250 m 175 m

Range resolution 47 cm 23 cm 31 cm

Waveform samples 128 512 128

Tracking window size 60 m 240 m 40 m

18 episodic campaigns ranging between 12 to 55 days in duration covering latitudes up to

86◦ N/S, after it appeared that the lasers were affected by manufacturing defects in the

laser diode pump arrays (Abshire et al., 2005). More recently, ICESat follow-on, ICESat-2

embarking the Advanced Topographic Laser Altimeter System (ATLAS) was launched in

September 2018. ATLAS is a photon-counting laser altimeter that generates six beams

arranged in pairs, which enables the determination of the cross-track surface slope angle

as well as a better ground coverage. ICESat-2 has a 91-day repeat orbit and samples the

poles up to 88◦ latitudes (Markus et al., 2017).

The main difference between radar and laser altimetry is related to the nature of the

measurement itself. While both measure the range, radars are sensitive to the contrast in

67



2. TRACKING CHANGES IN ICE SHEET SURFACE ELEVATION
USING SATELLITE RADAR ALTIMETRY

dielectric properties of the medium illuminated, while lasers are sensitive to the upper op-

tical surface at the top of the snow surface. As the radar signal can penetrate below the ice

sheet surface, it is sensitive to variations in both the surface and snowpack properties that

can cause changes in the dielectric contrast of the snowpack unlike laser data. However,

laser data are more sensitive to atmospheric conditions and cannot penetrate through the

cloud cover, limiting the data acquisition in the presence of thick clouds or blowing snow

(Palm et al., 2011). On the other hand, radar altimeters provide measurements in all

weather conditions.

Other differences between radar and laser altimetry relate to the different footprints of

the instruments. Satellite laser altimeters have a much smaller footprint of the order of tens

of meters – ICESat and ICESat-2 have a footprint of only 65 m and 14.5 m, respectively –

compared to satellite radar altimeters. The smaller footprint of laser altimeters results in a

finer precision of the range measurement to the decimal level than that of radar altimeters.

Another advantage to a smaller footprint is that the slope-induced errors are negligible on

laser data (Brenner et al., 2007). However, laser data are more sensitive to mispointing

errors and are also sensitive to high-energy returns over highly reflective surfaces, which

can saturate the detection system resulting in errors of the order of tens of centimetres

(Sun et al., 2017; Tilling et al., 2020).

2.5 Calibration and Validation of Satellite Altimetry Mis-

sions using Data from Airborne Altimetry Campaigns

To calibrate and validate data acquired from satellite radar and laser altimeters, several

airborne campaigns over the Greenland and Antarctica Ice Sheets have been organised.

These campaigns provide a very good dataset with which to compare satellite data against,

as well as to test the feasibility of future satellite missions. In this section, I give an

overview of NASA’s Operation IceBridge and ESA’s CryoVEx campaigns.
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2.5.1 NASA’s Operation IceBridge

To bridge the gap between ICESat and ICESat-2, NASA started the Operation IceBridge

program, aiming at mapping the Polar Regions from aircraft platforms. Operation IceBridge

operations started in 2009 and ended in November 2019, one year after the success-

ful launch of ICESat-2. A dozen of different instruments including two laser altimeters

(the Airborne Topographic Mapper (ATM) and the Land and Vegetation and Ice Sensor

(LVIS)), several radar instruments (a snow radar, an accumulation radar, an ice-penetrating

radar and a Ku-band altimeter) as well as several mapping instruments (a gravimeter, a

magnetometer and optical and infrared cameras) were flown during these campaigns. The

ATM instrument was flown during all annual IceBridge campaign over both Greenland

and Antarctica, which allows the derivation of surface elevation change over the flight lines

overflown or crossed between different annual campaigns. The ATM dataset can therefore

be used to compare both surface elevation (Data Product ILATM1B) and surface elev-

ation change measurements (Data Product IDHDT4) to estimates derived from satellite

radar altimetry. In this thesis, I use data acquired with the ATM instrument to compare

to satellite radar altimetry data from CryoSat-2 and AltiKa in Chapters 3 and 5.

2.5.2 ESA’s CryoVEx campaigns

In preparation for the CryoSat mission, ESA started a series of airborne campaigns in 2004.

In total, 9 airborne surveys were organised in 2004, 2006, 2008, 2011, 2012, 2014, 2016,

2017 and 2019 over the Greenland Ice Sheet as well as one survey over the Antarctic Ice

Sheet in 2018. While these surveys are not as comprehensive as surveys from Operation

IceBridge, they nonetheless provide some valuable datasets to understand the physical

processes responsible for variations in radar altimetry returns. The aircraft flown during

the CryoVEx campaigns carries both a laser and radar instrument, which allows the

simultaneous acquisition of elevation measurements from radar and laser altimetry. The

radar altimeter used is a Ku-band radar, called ASIRAS, designed to mimic the SIRAL

altimeter on-board CryoSat-2. It operates at a central frequency of 13.5 GHz with a

bandwidth of 1.0 GHz and range resolution of 0.109 m (Cullen, 2010). The laser instrument
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is a laser scanner, which surveys the ice sheet in a 400 m wide swath at a raw resolution

of 0.7 m x 0.7 m (at a nominal flying altitude of 300 m) with an accuracy of 0.1 m. In

addition to these two instruments, a Ka-band radar, KAREN, was also flown in 2016 and

2017. KAREN has a bandwidth of 0.5 GHz and a range resolution of 0.165 m. Finally,

these airborne campaigns have sometimes been organised in conjunction with a coincident

in-situ campaign in the ice sheet, in order to collect data on the snowpack properties to

help the interpretation of the airborne radar. In 2016, 2017 and 2019, a field campaign

was organised on the ice sheet along the EGIG line in West Central Greenland. This

location was surveyed during several campaigns and there are therefore extensive airborne

and in-situ datasets over this region, which is analysed in Chapter 4 of this thesis.
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Chapter 3

Ice Sheet Elevation Change in West Antarctica

From Ka-band Satellite Radar Altimetry

The work presented in this chapter was published as:

Citation: Otosaka, I. N., Shepherd, A. and McMillan, M.: Ice Sheet Elevation Change

in West Antarctica From Ka-Band Satellite Altimetry, Geophysical Research Letters, 46,

13135 - 13143. doi:10.1029/2019GL084271, 2019.

Author contributions: I. N. Otosaka led the study, processed and analysed the data

and wrote the manuscript supervised by A. Shepherd. M. McMillan helped with imple-

mentation of the slope correction. All authors commented on the manuscript.

3.1 Abstract

Satellite altimetry has been used to track changes in ice sheet elevation using a series of

Ku-band radars in orbit since the late 1970’s. Here, we produce an assessment of higher-

frequency Ka-band satellite radar altimetry for the same purpose, using SARAL/AltiKa

measurements recorded over West Antarctica. AltiKa elevations are 3.8± 0.5 and 2.5± 0.1

m higher than those determined from airborne laser altimetry and CryoSat-2, respectively,

likely due to the instruments’ coarser footprint in the sloping coastal margins. However,
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AltiKa rates of elevation change computed between 2013 and 2019 are within 0.6 ± 2.4 and

0.1 ± 0.1 cm yr-1 of airborne laser and CryoSat-2, respectively, indicating that trends in

radar penetration are negligible. The fast-flowing trunks of the Pine Island and Thwaites

Glaciers thinned by 117 ± 10 and 100 ± 20 cm yr-1, respectively, amounting to a 9 %

reduction and a 43 % increase relative to the 2000’s.

3.2 Introduction

Satellite radar and laser altimetry have been widely used to derive ice sheet surface el-

evation and elevation change in Antarctica (e.g. Bamber et al., 2009; Pritchard et al.,

2009; Schröder et al., 2019; Shepherd et al., 2019; Slater et al., 2018; Wingham et al.,

1998) and in Greenland (e.g. McMillan et al., 2016; Sørensen et al., 2018) to quantify their

contributions to global sea level rise. Radar altimeters transmit pulses of electromagnetic

radiation towards the Earth’s surface and record the two-way travel time of the signal as

well as the magnitude and the shape of the backscattered echo (waveform). The waveform

shape is related to the average terrain and scattering properties of the Earth surface area

illuminated by the altimeter footprint which, in turn, is determined by the sensor design

(Brown, 1977). The leading-edge position of the waveform can be deduced with the aid of

an echo retracking algorithm (Davis, 1997; Légrésy et al., 2005), and is typically used as

a range adjustment to improve the precision of the surface elevation measurement. The

AltiKa sensor has operated on the ISRO/CNES SARAL satellite since 2013, and is the

first space-borne radar altimeter transmitting at Ka-band (37 GHz, 0.8 cm wavelength)

frequencies. In this study, we look at the strengths and weaknesses of this new dataset

for cryosphere studies. In theory, Ka-band radar has a reduced penetration depth within

ice sheet surfaces when compared to the Ku-band sensors (13.5 GHz, 2.3 cm wavelength)

due to the scattering losses dominating in Ka-band (with a scattering coefficient ∼57

times higher than in Ku-band) over absorption losses, and this has been supported by

comparisons between the degree of radar backscattering recorded by AltiKa and Envisat

over Antarctica (Adodo et al., 2018; Rémy et al., 2015). Reduced signal penetration may
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potentially lead to better measurements of the ice sheets surface height. Previous studies

have looked at the possibility of deriving elevation and elevation change in Antarctica

(Suryawanshi et al., 2019) and Greenland (Yang et al., 2018) from AltiKa but their ana-

lyses were limited to only three years of data and did not include a comparison to Ku-band

measurements. Here, we compute elevation and changes in the elevation of West Antarc-

tica using 5 years of data acquired by AltiKa between March 2013 and March 2019. The

main objectives of this study are to (i) assess the capability of AltiKa to measure elevation

and elevation change in West Antarctica by comparing these estimates to contemporan-

eous airborne laser altimetry observations recorded by Operation IceBridge (OIB) and

(ii) compare the Ka-band measurements to CryoSat-2 satellite Ku-band measurements

to investigate whether the different frequencies of the two instruments lead to significant

differences in elevation or elevation change.

3.3 Data and Methods

We use 51 million range measurements recorded by AltiKa between March 2013 and March

2019 to compute elevation change across the Amundsen Sea Sector of West Antarctica, a

region that has exhibited widespread thinning (Flament and Remy, 2012; Shepherd et al.,

2002) due to ice dynamical imbalance (Mouginot et al., 2014; Rignot et al., 2019). The

range measurements were derived from 63 cycles of the AltiKa Sensor Geophysical Data

Record (SGDR-T), and include corrections for dry tropospheric delay, wet tropospheric

delay, ionosphere delay, solid earth tide, ocean loading tide and pole tide. The AltiKa

data were acquired along the same 35-day repeat orbit as ERS-1/2 and Envisat until

July 2016, date at which the satellite was moved to a drifting orbit because of technical

issues on the reaction wheels (Verron et al., 2018). This change of orbit did not affect the

data availability or quality. Although AltiKa is a pulse-limited radar altimeter of similar

design to Envisat, its operating bandwidth of 500 MHz allows for a higher pulse-repetition

frequency (4 kHz), which results in a closer along-track sampling, a narrower beam width

(0.6°), and a smaller (8 km diameter) ground footprint (Steunou et al., 2015; Verron et al.,
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2015).

To assess the performance of AltiKa, we compare the retrieved elevation and elevation

change to satellite Ku-band altimetry data from CryoSat-2. CryoSat-2 is operating since

2010 and has been widely used to map the elevation and elevation change of the Greenland

and Antarctic ice sheets (Helm et al., 2014; Nilsson et al., 2016). It offers improved spatial

coverage and resolution relative to previous pulse-limited altimeter missions, thanks to

its high (92°) orbital inclination, its long-repeat drifting orbit, and – in coastal regions –

its Synthetic Aperture Radar Interferometric Radar Altimeter (SARIn) mode (Wingham

et al., 2006). Over the interior of the ice sheets, CryoSat-2 operates as a traditional

pulse-limited altimeter, known as Low-Resolution Mode (LRM).

Elevation measurements over the ice sheets need to be adjusted for the effects of the ice

sheet surface slope, which typically ranges from 0.1◦ to 1.5◦ in Antarctica, introducing a

1.4 to 20.9 km lateral shift in the point of closest approach (Brenner et al., 1983; Levinsen

et al., 2016; Rémy et al., 1989) or, equivalently, a 1.2 to 274.2 m error in the estimated el-

evation if the measurement was assumed to be originating from nadir. CryoSat-2 elevation

measurements from Product L2I are corrected for this slope-induced error unlike AltiKa

SGDR-T elevation measurements. To correct for this we apply a geometrical translation

(Roemer et al., 2007) that relocates echoes to the point of closest approach, using the

same digital elevation model (Liu et al., 1999) employed in the ESA CryoSat-2 Level-2

processing chain to ensure a like-for-like comparison with CryoSat-2. In total, 76.1 % of

echoes fall within AltiKa’s beam-limited footprint. However, the remainder are in areas

of high slope that tend to be located near to the ice sheet margin, which is a region of

geophysical interest. To include these, we iterate the slope correction by artificially in-

creasing the ground footprint diameter in three 1 km intervals, and this procedure allows

us to retain 20.5 % more echoes (96.6 % in total).

We applied waveform retracker corrections to the AltiKa and CryoSat-2 range meas-

urements to improve their precision. The shape of pulse limited satellite radar altimeter

waveforms is dependent on the instrument specifications, the surface topography, and on

the degree of surface and volume scattering (Ridley and Partington, 1988). One aim of
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retracking algorithms is to mitigate the effects of volume scattering, which occurs if the

radar pulse penetrates below the physical surface – as is common over ice sheets (Michel

et al., 2014; Nilsson et al., 2015). Retracking algorithms achieve this by identifying the

location of the surface echo within the waveform, which is itself the sum of scattering from

all elements illuminated by the transmitted pulse. A selection of retracker corrections are

present within the AltiKa SGDR (ICE-1, ICE-2, Sea Ice and Ocean retrackers) and the

CryoSat L2I (OCOG, Ocean CFI, UCL Land Ice retrackers) products and, for consistency,

we pick similar ones for both missions. We choose Threshold Centre of Gravity (TCOG)

based retracking algorithms (Wingham et al., 1986): the ICE-1 retracker for AltiKa and

the OCOG retracker for CryoSat-2 LRM waveforms. Only one waveform retracker (the

Wingham/Wallis model fit) is available for CryoSat-2 data acquired in SARIN mode, and

so we use this correction for those data (Bouzinac, 2012).

We apply the same methodology to derive elevation and elevation change from AltiKa

and CryoSat-2 (McMillan et al., 2016). The data are collated within 5 km by 5 km

square grid cells, and a multi-parameter least-square model fit is applied to retrieve the

mean elevation and the mean rate of elevation change within each cell. The model fit

accounts for the fluctuations in the heights recorded by the satellite, due to the horizontal

location, the heading of the satellite, and time. We apply an additional correction on

elevation change based on the correlation of elevation and backscattered power to account

for temporal variability of the snowpack properties which can induce a spurious elevation

change associated with changes in surface and volume scattering (Davis and Ferguson,

2004; Simonsen and Sorensen, 2017). We estimate the uncertainty in elevation from the

departure between the heights recorded by the satellite and in our model fit. Errors

in gridded rates of elevation change are estimated as the 1-sigma uncertainty from the

linear fit, and errors over larger regions are computed as the sum in quadrature of this

and the standard deviation of the elevation change measurements at each epoch over the

contributing grid cells. Finally, we exclude grid cells where the time span of measurements

is less than 2.5 years, where the magnitude of the elevation change rate exceeds 10 m yr-1,

where the root-mean-square of the residuals exceeds 10 m, or where the proportion of

75



3. ICE SHEET ELEVATION CHANGE IN WEST ANTARCTICA
FROM KA-BAND SATELLITE RADAR ALTIMETRY

ascending and descending orbits is not evenly balanced.

To evaluate the accuracy of the AltiKa data, we use contemporaneous and coincident

measurements of ice sheet elevation and elevation change acquired during NASA’s Oper-

ation IceBridge (OIB) surveys. We use surface elevation measurements recorded by the

NASA’s Airborne Topographic Mapper (ATM) (Studinger, 2014, updated 2018a) (ILATM

icessn) and elevation change rates derived from repeated ATM elevation measurements

(Studinger, 2014, updated 2018b) (IDHDT).

3.4 Results

3.4.1 Comparison Between Ka-Band Satellite Altimetry and Airborne

Laser Altimetry

We computed the average surface elevation (Figure 3.1a) and the average rate of surface

elevation change (Figure 3.1d) across the Amundsen Sea Sector between 2013 to 2019

from the AltiKa measurements alone. The region is an area of known dynamical imbal-

ance (Joughin et al., 2014; Mouginot et al., 2014; Rignot, 2008) where rapid ice thinning

has occurred across the coastal margins in the vicinity of its fast-flowing outlet glaciers

(Shepherd et al., 2002). Altogether, AltiKa is able to map 60.7 % of 5 km square grid

cells within the study area (up to 81.5°), and most data gaps are small so that 95.7 % of

the basin has an adjacent measurement at this resolution. However, in areas of high slope,

AltiKa struggles to track the ice sheet surface because of the instrument’s smaller beam-

width and of the smaller range window explored (∼40 m compared to ∼60 m in LRM and

∼120 m in SARIn for CryoSat-2). Furthermore, due to AltiKa’s 35-day repeat cycle, the

track spacing is wider compared to CryoSat-2 and only half (48.1 %) of grid cells falling

on fast-flowing ice (v ≥ 250 m yr-1) are surveyed. For comparison, the interferometric

altimeter of CryoSat-2 is able to survey 92.7% of the same ice (McMillan et al., 2017).

First, we compare AltiKa elevation measurements to the OIB measurements to evaluate

their accuracy (Figures 3.1b and 3.1c). To compare the elevation data, we interpolated the

satellite data to the time and location of the airborne measurements using the coefficients
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Figure 3.1: a) Average elevation of the Amundsen Sea Sector determined from AltiKa Ka-

band satellite radar altimetry between March 2013 and March 2019, h, b) average elevation

from Operation IceBridge airborne laser altimetry, c) elevation difference between AltiKa

and airborne laser altimetry, d) average rate of elevation change from AltiKa, dh/dt, e)

average rate of elevation change from Operation IceBridge, f) difference between rates of

elevation change between AltiKa and airborne laser altimetry. The size of the OIB data

has been increased for better visualization. A 25 km x 25 km median filter is applied to

fill small gaps in the AltiKa data. The inset on (a) represents the location of the study

area in Antarctica. Insets on (c) and (f) are histograms of the difference between AltiKa

and OIB in the recorded elevation and rates of elevation change, respectively. Purple line

shows the boundary between CryoSat-2 LRM and SARIn acquisition modes, green lines

show OIB flight lines (A to B, C to D and E to F), and the red outlines mark the central

trunks of the Pine Island (PIG) and Thwaites (THW) Glaciers defined by a 250 m/yr

contour from ice velocity data (Rignot et al., 2011).
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of the multi-parameter model fits, and we then computed the median difference within

the 1,654 AltiKa data grid cells that contained at least five airborne measurements. We

compare both the uncorrected and relocated AltiKa elevation measurements to OIB to

assess the quality of our iterative slope correction. The uncorrected AltiKa measurements

are positively biased with a median difference relative to OIB of 6.2 ± 0.5 m and associated

standard deviation of 19.2 m. With our iterative relocation, the median difference is

reduced to 3.8 ± 0.5 m with a standard deviation of 20.8 m. The OIB measurements are

concentrated around the ice sheet margins (Figure 3.1b), with 55.9 % of the data collected

over surfaces with a slope higher than AltiKa’s half antenna aperture (0.3◦) where the

median and standard deviation of the difference to OIB are 5.5 ± 0.8 m and 23.4 compared

to 2.3 ± 0.5 m and 12.2 m in low slope areas. This larger departure from the OIB dataset

in areas of slope exceeding 0.3◦ illustrates the trade-off between the beam width footprint

of a radar altimeter and the slope of the terrain surveyed. There are advantages to a

smaller footprint (e.g. a shaper waveform), however when the surface slope exceeds half

the antenna aperture, the point of closest approach is shifted outside the beam footprint

where the power is significantly lower. This does not apply to laser altimeters such as

ICESat-1/2, which have footprints of the order of tens of meters over which the surface

slope variations can be neglected. This could explain the positive bias and relatively high

dispersion as 50.6 % of the echoes used in the comparison to OIB are scattered from beyond

the instrument’s 0.3◦ beam-limited footprint – 23.9 % of the total number of echoes across

the study area – introducing an increased standard deviation in the difference to OIB of

17.8 m compared to 16.6 m when considering only the points within the 0.3◦ beam limited

footprint. We also examine this elevation bias in terms of surface slope and roughness

(Figure 3.2). The differences between AltiKa and OIB exceeding 10 m are recorded in

areas of slope higher than 0.4◦ and of surface roughness higher than 7 m. The presence

of crevasses from which the returned echo is more complex could also potentially bias the

elevation measurements recorded (Lacroix et al., 2007; Partington et al., 1987).

We also compared rates of surface elevation change computed from AltiKa data to those

determined from the OIB measurements over 327 grid cells common to both datasets and
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Figure 3.2: Difference between satellite rates of elevation change and airborne laser alti-

metry rates of elevation change as a function of a) surface slope and b) surface roughness.

falling within the CryoSat-2 SARIn mask (Figures 3.1e and 3.1f). Without a backscatter

correction applied, the median difference between AltiKa and OIB rates of elevation change

is -5.5 ± 2.5 cm yr-1 with an associated standard deviation of 43.0 cm yr-1. Across this

subset of grid cells, the backscatter correction applied to AltiKa elevation change is 4.8 cm

yr-1 on average with a standard deviation of 30.7 cm yr-1 and across the study area as a

whole, the magnitude of this correction is 1.0 cm yr-1 with a standard deviation of 16.5 cm

yr-1. Applying this correction leads to a better agreement with the laser altimetry rates

of elevation change with a median difference of -0.6 ± 2.4 cm yr-1 and standard deviation

of 42.7 cm yr-1. This analysis shows that there is far better agreement between the OIB

and AltiKa measurements of elevation change in comparison to elevation.

3.4.2 Comparison Between Ka Band and Ku Band Satellite Altimetry

As a second test, we compared the AltiKa estimates of ice sheet surface elevation to

independent estimates derived from CryoSat-2, to investigate potential differences in the

degree of signal penetration recorded by each sensor. At the 3,580 common grid cells that
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contained at least five airborne measurements, the median difference between CryoSat-

2 and OIB measurements of elevation is -0.7 ± 0.2 m, consistent with previous studies

(Slater et al., 2018). By comparison, the median difference between AltiKa and CryoSat-2

(computed as AltiKa - CryoSat-2) elevation data at 27,192 coincident grid cells is 2.5 ±

0.1 m, which confirms that AltiKa elevations are on average positively biased. Because the

AltiKa bias is present in comparisons to both OIB and CryoSat-2, and because there is

little evidence of bias between OIB and CryoSat-2, we do not believe it is associated with

differences in the degree of radar penetration. Rather, the largest differences are in areas

of high slope and roughness, suggesting this bias is related to the different instrument

characteristics and in particular to the different footprint sizes and acquisition modes.

Next, we compared AltiKa and CryoSat-2 estimates of ice sheet surface elevation

change to examine whether the positive bias in AltiKa elevation measurements is also

present in the rates of elevation change recorded by AltiKa. This comparison also extends

the area over which the AltiKa data can be evaluated with respect to independent ob-

servations, as the OIB data are limited to a small (≤ 2%) portion of the mainly coastal

Amundsen Sea Sector. Across the region as a whole, the rate of elevation change recorded

by AltiKa and CryoSat-2 averages 5.3 ± 1.0 cm yr-1 and 8.2 ±1.2 cm yr-1 lowering between

2013 and 2019, respectively. Within the coastal margins (the SARIn mask of CryoSat-2,

see Figure 3.1d), the average rate of surface lowering recorded by AltiKa and CryoSat-2

is 14.4 ± 1.6 cm yr-1 and 18.1 ± 2.0 cm yr-1 whereas in the interior (the LRM mask of

CryoSat-2), the surface elevation increased at an average rate of 0.6 ± 0.6 cm yr-1 and 1.3

± 1.0 cm yr-1, respectively. At 27,192 common locations, the median difference between

AltiKa and CryoSat-2 measurements of surface elevation change is -0.1 ± 0.1 cm/yr with

an associated standard deviation of 11.5 cm yr-1. This difference is small, and comparable

to or smaller than the differences between each instrument and the OIB data themselves

(-0.6 ± 2.4 cm yr-1 between AltiKa and OIB and -8.1 ± 1.5 cm yr-1 between Cryosat-2 and

OIB, at 327 common grid cells). We also compute the robust dispersion estimate (RDE)

of the difference between AltiKa and CryoSat-2 as defined by Smith, Gourmelen, Huth

and Joughin (2017). The RDE is 3.5 cm yr-1 and shows that although local differences
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exceeding 20 cm yr-1 do occur (e.g. Figure 3.4), the small regional differences suggest that

there is no significant bias in either AltiKa and CryoSat-2 estimate of elevation change

in this particular sector of Antarctica where the changes are dominated by changes in ice

dynamics. Other factors that may be responsible for local differences between AltiKa and

CryoSat-2 include differences in the low-level satellite data processing chains and differ-

ences in the satellite radar acquisition modes, and without equal treatment of these factors

it is not possible to further isolate the potential effects of radar signal penetration.

We also compared AltiKa and Cryosat-2 rates of elevation change to Operation IceBridge

along continuous sorties flown by the aircraft, to examine changes over diverse terrain in

more detail: one along Thwaites Glacier, one along the centreline of Pine Island Glacier

and another following approximately the ice sheet grounding line inland of the Getz Ice

Shelf (Fig. 3.1e). Along the Thwaites sortie, AltiKa records fewer measurements than

Cryosat-2 but both sensors have comparable performances with RMS differences of 0.58

m yr-1 and 0.54 m yr-1, respectively (Figure 3.3a). AltiKa and CryoSat-2 perform similarly

well along the Pine Island Glacier sortie, yielding RMS differences of 0.22 m yr-1 and 0.21

m yr-1 relative to OIB, respectively (Figure 3.3b). Along the Getz Ice Shelf sortie, how-

ever, AltiKa performs poorly due to the presence of steep and rough terrain, and acquires

9 times fewer measurements (Figure 3.3c). Although there is rapid thinning at several

outlet glaciers, AltiKa fails to detect this, and records a RMS difference of 2.85 m yr-1

relative to OIB. This highlights the limits of AltiKa, which struggles to track surfaces in

areas of complex terrain with rapidly changing slopes because of its smaller beam footprint

and tracking window size, which are not very suited for high slope areas such as the ice

sheet margins. Thus, deriving total volume change from AltiKa might be challenging, as

most of the ice losses are occurring in the areas least well sampled by AltiKa. By com-

parison, the SARIn mode of CryoSat-2 performs extremely well despite the challenging

terrain, tracking local thinning at a series of outlet glaciers along the sortie, with an RMS

difference of 0.43 m yr-1 relative to OIB.
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Figure 3.3: Rates of elevation change profiles from Operation IceBridge ATM, AltiKa and

CryoSat-2 and ATM surface slope profiles a) along airborne sorties of Thwaites Glacier

from A to B, b) Pine Island Glacier from C to D and c) at the Getz Ice Shelf grounding

line from E to F (locations shown on Figure 3.1e).
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Figure 3.4: Time series of elevation change over a) Thwaites Glacier and b) Pine Island

Glacier fast-flowing trunks (shown on Figure 3.1d) from AltiKa and CryoSat-2 and elev-

ation change difference.

We also examined temporal variations in the surface elevation of the fast-flowing sec-

tions of Thwaites (Figure 3.4a) and Pine Island Glaciers (Figure 3.4b) recorded by AltiKa

and CryoSat-2 to assess to which extent AltiKa can be used to examine elevation change

trends at the scale of individual glaciers. Previous studies have identified rapid and in-

creasing rates of surface lowering across the fast-flowing trunks of the Thwaites and Pine

Island Glaciers (Shepherd et al., 2001; Wingham et al., 2009). This signal reflects gla-

cier thinning associated with widespread ice dynamical imbalance (Konrad et al., 2017).

Observations recorded by AltiKa show that the surface at Thwaites Glacier has lowered

at a rate of 100 ± 20 cm yr-1 between 2013 and 2019 and thinning exceeded 50 cm yr-1

at distances up to 173 km from the grounding line. Over Pine Island Glacier, AltiKa

recorded a rate of elevation change of 117 ± 9 cm yr-1 over the same period with thinning

spreading inland up to 363 km from the glacier’s terminus. Thinning rates recorded at

these two glaciers peaked at 343 ± 33 cm yr-1 and 216 ± 9 cm yr-1 at Thwaites and Pine

Island Glaciers, respectively. We compared these Ka-band observations with CryoSat-2
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data. Over Thwaites Glacier, CryoSat-2 is recording a rate of elevation change of 136

± 14 cm yr-1 showing that AltiKa is slightly underestimating the elevation trend at this

particular glacier, likely because AltiKa surveys only 45 % of the glacier, compared to an

almost complete coverage of Thwaites Glacier (97 %) by Cryosat-2. On the other hand, the

elevation change trend recorded by Cryosat-2 at Pine Island Glacier is in close agreement

with AltiKa with a rate of 128 ± 9 cm yr-1.

3.5 Discussion and Conclusion

We provide observations of ice sheet surface elevation change from Ka-band satellite radar

altimetry. Using SARAL/AltiKa measurements and a least-square model fit, we map ice

thinning across the Amundsen Sea Sector of West Antarctica between March 2013 and

March 2019, and we evaluate these estimates using two independent datasets – Opera-

tion IceBridge airborne laser altimetry and CryoSat-2 satellite Ku-band radar altimetry.

In general, the AltiKa, IceBridge, and CryoSat-2 data are in excellent agreement, with

difference in elevation and elevation change in the range -59 to 68 m and -110 to 114

cm yr-1 for 99.7% of the data, respectively. We surmise that the small positive bias in

elevation between AltiKa and IceBridge is related to AltiKa’s coarser ground footprint

and the sloping terrain of the study region. The slope correction we applied to the AltiKa

dataset reduced this bias by 63% but a small residual slope effect remains. Despite being

less suited to survey the ice sheets surface than CryoSat-2 because of its orbit inclination

and smaller beam width compared to the magnitude of the slope found in the margins of

the ice sheet, AltiKa is still able to detect elevation change with good levels of agreement

with both airborne laser altimetry and Cryosat-2. The very small difference in elevation

trends between AltiKa and IceBridge, and CryoSat-2 and IceBridge, is an indicator that

trends in radar altimeter penetration are negligible in this region. Although deriving total

volume change from AltiKa might be challenging, as it does not sample parts of the ice

sheet margins where the surface slope and roughness are high with a sufficient spatial

coverage, it is still able to detect changes in the surface elevation of Thwaites and Pine
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Island Glaciers for instance. The new Ka-band altimetry record presented in this study

reveals that the surface elevation at Thwaites and Pine Island Glaciers has reduced by 7.9

± 1.1 m and 6.8 ± 0.5 m respectively between 2013 and 2019 with a change in elevation

of 2.5 ± 0.8 m and 2.3 ± 0.3 m in the last two years (2017-2019) of our survey. These

additional two years of data added by our study to the long altimetry record already

available show that the surface elevation lowering on Pine Island and Thwaites Glacier

has continued at a similar pace compared to the 2013-2017 period. However, compared to

surface elevation change estimates recorded during the 2000’s from a combination of ERS-

2 and Envisat (Shepherd et al., 2019), the rate of elevation change over the fast-flowing

section of Thwaites Glacier has increased by 43% and decreased by 9% over Pine Island

Glacier compared to the AltiKa record from 2013 to 2019. Overall, our study highlights

the capability of AltiKa, the first space borne Ka-band altimeter, for measuring surface

elevation change in West Antarctica.
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4.1 Abstract

Greenland Ice Sheet surface melting has increased since the 1990s, affecting the rheology

and scattering properties of the near-surface firn. We combine firn cores and modelled

firn densities with seven years of CryoVEx airborne Ku-band (13.5 GHz) radar profiles to

quantify the impact of melting on microwave radar penetration in West-Central Greenland.

Although annual layers are present in the Ku-band radar profiles to depths up to 15 m

below the ice sheet surface, fluctuations in summer melting strongly affect the degree of

radar penetration. The extreme melting in 2012, for example, caused an abrupt 6.2 ±

2.4 m decrease in Ku-band radar penetration. Nevertheless, retracking the radar echoes

mitigates this effect, producing surface heights that agree to within 13.9 cm of coincident

airborne laser measurements. We also examine two years of Ka-band (34.5 GHz) airborne

radar data and show that the degree of penetration is half that of coincident Ku-band.

4.2 Introduction

In recent decades, increased melting at the surface of the Greenland Ice Sheet (Broeke

et al., 2016) has had a marked impact on rates of runoff (Enderlin et al., 2014; van Angelen

et al., 2014) and glacier flow (van de Wal et al., 2008), and has also affected the structure of

the near surface firn owing to the redistribution and refreezing of surface meltwater (de la

Peña et al., 2015; Machguth et al., 2016). These processes, and the associated changes

in firn properties, present challenges for satellite radar altimetry surveys of the ice sheet

mass balance when converting observations of volume change to mass change (McMillan

et al., 2016). Surface melting has a large impact on the firn stratigraphy and density as

meltwater can refreeze at the surface, or percolate into the snowpack and refreeze to form

ice lenses (Benson, 1996), or refreeze in between already existing ice layers and form thicker

ice slabs (Macferrin et al., 2019). Ice cores provide records of density and stratigraphy

at point locations (Mosley-Thompson et al., 2001) and firn densification models provide

estimates of densities across the ice sheet (e.g. Kuipers Munneke et al., 2015). Radars

have also been widely used over glaciers and ice sheets to map their structure (MacGregor
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et al., 2015), calculate accumulation rates (Miège et al., 2013), and track changes in their

elevation (Shepherd et al., 2019).

Radar systems transmit electromagnetic pulses and record the amplitude and time

delay of the waves scattered back from discontinuities in the dielectric properties. Their

echoes are sensitive to density variations in the firn column, and the firn structure can

reveal continuous internal scattering horizons, corresponding to isochrones (Hawley et al.,

2006). Both ground-based (Brown et al., 2012) and airborne radar, such as the snow

radar flown during NASA Operation IceBridge (Koenig et al., 2016; Medley et al., 2013;

Montgomery et al., 2020) or the European Space Agency’s Airborne SAR/Interferometric

Radar Altimeter System (ASIRAS) operating at Ku-band (de la Peña et al., 2010; Helm

et al., 2007; Overly et al., 2016; Simonsen et al., 2013), have been used to track isochrones

and derive accumulation rates. Unlike ground-based and airborne radar, satellite radar

measurements lack the vertical resolution to resolve the internal structure of the firn

column due to the smaller bandwidth and coarser spatial resolution of the radar footprint.

Nonetheless, satellite radar altimeters are sensitive to variations in the firn properties as

the radar signal penetrates into the snowpack. Additionally, the radar signal penetration

is frequency-dependent. At present, two frequencies are used by satellite radar altimeters:

Ku-band (13.5 GHz) is used by CryoSat-2 and Sentinel 3A/B, and Ka-band (37 GHz) is

used by AltiKa. Studies have shown that at Ku-band the radar signals can penetrate up to

∼15 m into firn, while the penetration depth of higher frequency Ka-band radars is reduced

to ∼ 0.5 m (Rémy et al., 2015). The altimeter echo recorded is therefore a combination of

surface and volume scattering (Ridley and Partington, 1988). The ratio between surface

and volume scattering varies spatially and temporally according to changes in the surface

and subsurface properties, and may impact the height retrieval from radar altimeters

(Simonsen and Sorensen, 2017).

In this study, we use airborne Ku-band radar data acquired using the ASIRAS instru-

ment, Ka-band radar data acquired using the KAREN radar (the MetaSensing Ka-band

altimeter), airborne laser data, shallow firn cores (≤ 6 m), and firn density models to

characterise and assess the impact of spatial and temporal fluctuations in the properties
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of the near-surface firn in West Central Greenland. This study is performed along the gla-

ciological transect established during the Expéditions Glaciologiques Internationales au

Groenland (EGIG) in 1958 (Renaud et al., 1963). The EGIG line extends from the abla-

tion zone at the Western margin of the ice sheet, across the percolation and dry snow zones

to the Summit, and further towards the Eastern margin and is therefore a representative

location of density variations across the Greenland Ice Sheet (Parry et al., 2007).

4.3 Data and Methods

The EGIG line (Figure 4.2a) has been surveyed for more than a decade as part of ESA’s

Cryosat Validation Experiment (CryoVEx). According to previous in-situ investigations

of snow density and stratigraphy, EGIG line sites T3 to T21 lie in the percolation zone

with site T21 marking the start of the dry snow zone (Morris and Wingham, 2011; Scott

et al., 2006). In this study, we use data collected between 2006 and 2017 over a ∼ 675 km

transect of the EGIG line, starting about 14 km from Ilullissat airport at an elevation of

157 m above sea level (m.a.s.l.), 115 km before site T1, and ending 149 km beyond site

T41 at an altitude of 2956 m.a.s.l.

4.3.1 Shallow Firn Cores

Shallow firn cores were collected in October 2016 (T1, T4, T5) and April 2017 (T5,

T9, T12, T19, T30, T41) (Table 4.1). A Kovacs coring system with a drill barrel of 9

cm diameter was used to extract shallow ice cores down to ∼6 m to obtain firn density

and stratigraphy. A detailed stratigraphy analysis of the ice cores was performed by

illuminating the ice cores and taking photographs to identify the snow and ice layers. The

density was measured by dividing the ice core into several sections and measuring each

section’s bulk weight and length. We attribute an uncertainty of 10 % on the firn cores

bulk density (Fausto et al., 2018).

90



4.3 Data and Methods

Table 4.1: Date of collection and coordinates of firn cores

Site Date Latitude (N) Longitude (W)

T1 16 27/10/2016 69.731 -48.133

T4 16 27/10/2016 69.811 -47.510

T5 16 25/10/2016 69.851 -47.253

T5 17 30/03/2017 69.852 -47.550

T9 17 31/03/2017 70.020 -46.306

T12 17 31/03/2017 70.176 -45.345

T19 17 31/03/2017 70.470 -43.564

T30 17 01/04/2017 70.850 -40.500

T41 17 30/03/2017 71.079 -37.920

4.3.2 Firn Densification Models

These in-situ density measurements are used to evaluate two firn densification models

(Figure 4.1): (1) the stand-alone Institute for Marine and Atmospheric research Utrecht

Firn Densification Model (IMAU-FDM) (Ligtenberg et al., 2011, 2018), forced at the sur-

face by RACMO (Noël et al., 2018). IMAU-FDM simulates the density and temperature

in a vertical, 1-dimensional firn column through time at a vertical resolution of 5 cm; and

(2) the CROCUS snow model (Brun et al., 1992) embedded in the Modèle Atmosphérique

Régional (MAR) (version 3.10 Fettweis et al., 2017, 2020) to derive the MAR firn densific-

ation model (MAR-FDM). CROCUS simulates the transfer of mass and energy between

a fixed number of layers of snow, firn or ice with a vertical resolution varying from 5 cm

to 500 cm.
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Figure 4.1: Depth-density profiles at each site from the shallow firn cores, IMAU- and

MAR-FDMs.

4.3.3 Airborne Radar Data

Airborne radar data were collected in 2004, 2006, 2008, 2011, 2012, 2014, 2016 and 2017,

along segments of the EGIG line of varying length. For all CryoVEx airborne surveys, the

same aircraft and instrumental setup were used, which includes an airborne laser scanner

(ALS), the ASIRAS radar, and the KAREN radar in two surveys in 2016 and 2017. The

ALS is a Riegl LMS-Q140-i60 laser scanner operating at 904 nm (red), which gives surface

heights in 0.7 m intervals across a 300 m wide swath with an accuracy of 0.1 m (Skourup

et al., 2019). ASIRAS is a Ku-band radar designed as a prototype for the SIRAL altimeter

on board CryoSat-2 operating at a central frequency of 13.5 GHz with a bandwidth of 1.0

GHz, range resolution of 0.109 m in air and a nominal footprint size of 10 m across-track

and 3 m along-track at a flight elevation of ∼300m a.g.l. (Cullen, 2010). KAREN is a Ka-

band radar altimeter operating at a central frequency of 34.5 GHz – the same frequency
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used by AltiKa – with a bandwidth of ∼0.5 GHz, range resolution of 0.165 m in air and

a footprint size of 10 m across-track and 5 m along-track (version ‘levc’). Data acquired

when the aircraft roll angle exceeded ±1.5°were discarded.

Retracking and Calibration

We applied three different retracking algorithms to locate the ice sheet surface in the

radar echoes as different processing strategies have been shown to affect the elevation

measurements when the radar penetration depth varies (Slater et al., 2019). We used (1)

an offset centre of gravity (OCOG) retracker (Wingham et al., 1986), (2) a 30 % threshold

centre of gravity (TCOG) retracker (Davis, 1997) similar to the retracker implemented in

CryoSat-2 ground segment, and (3) a 50 % threshold first maximum retracking algorithm

(TFMRA, Helm et al., 2014). Each retracker’s performance was evaluated by comparing

their elevations to those recorded by the ALS, after calibrating ASIRAS and KAREN

relative to the ALS along runway over-flights, using search radii of 3 and 5 m, respectively

(Table 4.2). The calibration offsets account for the different positions of the radar and laser

sensors in the aircraft and are calculated for each campaign by comparing radar and laser

surface elevation measurements recorded over runway overflights across Greenland where

both radar and laser reflect to the same surface. This calculation is therefore dependent

on the retracker used and thus, we compute this correction for all three retrackers used in

this study.

Conversion of radar two-way travel time to depth

We aligned each radar waveform to the ice sheet surface and took the mean radar wave-

forms in 1 km segments along-track to reduce noise. We converted the radar two-way

travel time to depth using a depth-density profile from the MAR output:

vfirn = c
√
εfirn

(4.1)

where c is the speed of light in vacuum, vfirn the speed of light in firn, εfirn the dielectric

permittivity of the firn We estimate the dielectric permittivity of the firn using Looyenga
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Table 4.2: Calibration offsets for ASIRAS and KAREN calculated for each campaign.

Radar Year OCOG (m) TCOG (m) TFMRA (m)

ASIRAS 2006 3.39 3.35 3.42

ASIRAS 20081 * * *

ASIRAS 2011 3.47 3.43 3.50

ASIRAS 2012 3.61 3.57 3.62

ASIRAS 2014 3.78 3.68 3.81

ASIRAS 2016 3.49 3.45 3.50

ASIRAS 2017 3.58 3.57 3.63

KAREN 2016 -0.40 -0.51 -0.33

KAREN 2017 0.03 -0.07 0.13

1 ASIRAS data for the calibration offset computation were not available

(1965) from the modelled density-depth profile at every location i along the EGIG line

transect for each depth bin j defined in the model:

εMAR
firn (i, j) = (1 + ρfirn(i, j)

ρice
(ε

1
3
ice − 1))3 (4.2)

where εice is the dielectric permittivity of pure ice, ρice(i, j) is the integrated density at

location i of the firn column from the surface up to depth j and ρice is the density of ice

The velocity of the radar wave in the modelled firn column vMAR
firn (corrected for the

propagation delay in snow and firn) is deduced from equations 4.1 and 4.2. We calculate

the associated uncertainty in the derived velocity by assuming an uncertainty of 15 % in

the modelled density based on the comparison to the in-situ measurements:

σvMAR
firn

= 3A
2

δρ

1 + ρfirn(i, j).A (4.3)

with the constant A defined as:

A = 1
ρice

(ε
1
3
ice − 1) (4.4)
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Finally, the radar two-way travel time is converted to depth by interpolating the firn

velocity-depth profile from the model and the final uncertainty is calculated as:

δd = |d|
√

(δtwt
twt

)2 + (δv
v

)2 (4.5)

by assigning an uncertainty in radar travel time of two travel time bins in the radar travel

time: δtwtASIRAS = 1.17 ns and δtwtKAREN = 2.6 ns

The IMAU-FDM and MAR densities of the top 15 m of the firn column are in close

agreement (r=0.99) and using either of these models to convert the radar time delay to

a depth leads to similar estimated depths with a mean difference of 2.2 cm and standard

deviation of 9.5 cm.

Tracing algorithm to detect internal layers in ASIRAS Ku-band radar

The internal layers present within each ASIRAS profiles were traced in an automated

way. To do this, we first applied a logarithmic scale to enhance the deeper layers and we

then removed a Gaussian filtered echogram to sharpen each image. Our tracing algorithm

is based on the detection of waveform peaks above a power of 15 counts. For each peak

detected, we applied a peak-following algorithm (Fahnestock et al., 2001) in both directions

along-track to obtain a potential layer across each echogram. This algorithm starts at one

peak, proceeds to the adjacent location along-track, and then searches for the range bin

within the chosen waveform that records the maximum power within 5 bins centred on

the bin identified from the previous location along-track. We grouped the potential layers

based on their respective distances to their centroids – defined in the accumulation zone

where the layers are the most stable – and, for each location along-track, we kept the

mode and the standard deviation of the ensemble of layers found to identify a final layer

per cluster. We checked that the final layers were all distinct and at least 15 km long, and

we resolved their chronology relative to the surface (de la Peña et al., 2010; Hawley et al.,

2006).
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Figure 4.2: a) Elevation profile along the EGIG line. b) IMAU-FDM density profile

(31/03/2017) and firn core densities. The isochrones traced from IMAU-FDM are indic-

ated by grey lines. The firn cores from 2016 are offset by the net SMB relative to 2017. The

inset shows the location of the study area. c) ASIRAS Ku-band radar profile. The traced

layers are indicated by black lines. d) KAREN Ka-band radar profile. The two radar

profiles were acquired on 31/03/2017 and 01/04/2017. Along-track distance is relative to

Ilulissat airport.
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4.4 Results

We evaluated the modelled firn densities by comparison to those measured in the shallow

cores (Figure 4.1). The IMAU- and MAR-FDM densities are highly correlated with the

cores (r = 0.93 and 0.89, respectively) and show good overall agreement, with root-

mean-square differences (RMSD) of 64 kg m-3 and 104 kg m-3, respectively (Figure 4.3a).

However, we note a spatial pattern in the difference between the in-situ and modelled

densities. At sites below 2000 m (T1 to T5), IMAU-FDM overestimates firn density by

10 % on average and underestimates firn density by 11 % at higher elevation sites. MAR-

FDM exhibits a similar bias, with an overestimation of 21 % on average at sites below

2000 m, and an 11 % underestimation of firn density at higher elevation sites. The largest

departure from the firn cores is recorded for both models at site T1, located at an elevation

of 1698 m in the low percolation zone. At this site, we measured a total of 40 cm of ice

from the firn core while IMAU- and MAR-FDM simulated a total of 188 cm and 294 cm of

ice in the corresponding firn column, indicating that the firn ice content is overestimated

in the lower section of the EGIG line (Figure 4.1).

The ASIRAS radar profiles across the EGIG line (Figure 4.2c) show a clear sequence

of internal layers starting at an elevation of ∼2200 m, which we attribute to melt and

refreezing in the percolation zone and to autumn hoar in the dry snow zone. We compare

the distribution and sequence of internal-layers present within the 2017 ASIRAS profile

to isochrones derived from the 2017 IMAU-FDM firn density and chronology. We identify

annual isochrones in the IMAU-FDM profile by locating the maximum firn density in

data of the same age. The ASIRAS internal layers and IMAU-FDM chronology are highly

correlated (r = 0.99, Figure 4.3b) with a robust dispersion estimate (RDE) of 71 cm.

However, compared to the radar layers, IMAU-FDM annual isochrones are consistently

found deeper in the firn column, with a systematic bias of 17.1%. The bias between

the modelled isochrones and the observed layers accumulates with depth, shifting the

distribution of annual layers compared to the radar observations. After adjusting the

IMAU-FDM isochrones for this systematic bias, the radar layers and modelled isochrones
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Figure 4.3: a) Scatterplot of firn core densities versus model (IMAU- and MAR-FDM)

densities. b) Scatterplot of the IMAU-FDM isochrones depths versus ASIRAS internal

layers depths.

are well-aligned with an overall RDE of 26 cm and RMSEs of 14 cm for the top 2016

isochrone and 21 cm for the 2012 isochrone. The close agreement between the sequence

and depth of the ASIRAS internal layers with the IMAU-FDM chronology leads us to

conclude they are recording the same physical features.

The layers recorded in the ASIRAS profiles show marked inter-annual variability, with

a clear transition after 2012 (Appendix A). Until 2012, the top two isochrones are the

strongest peaks in the radar return. Afterwards in 2014, however, the strongest peaks

correspond to the surface layer and the 2012 isochrone. In 2016 and 2017, even though the

2012 isochrone is located deeper in the snowpack, the associated waveform peak remains

relatively high – at 33 % and 29 % of the maximum peak respectively. The strong dielectric

contrast of the 2012 melt layer – reducing the energy transmitted to the deeper firn column

– is linked to the formation of an ice lens following the intense melt event of that year

(Nghiem et al., 2012). This attenuation of the radar backscatter is seen in both the

percolation and the dry snow zone. In the percolation zone, we recorded a 1 cm thick
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ice lens at a depth of 4.4 m in the firn core collected at site T12 in 2017 (at an elevation

of 2352 m). This layer is aligned with the 2012 isochrone measured at a depth of 4.4 ±

0.2 m in ASIRAS data collected in the same year. At elevations above 2500 m and prior

to the melt event in 2012, the Ku-band radar records significant power (above 1% of the

maximum surface return) to a depth of 11.5 ± 1.3 m below the ice sheet surface (Figure

4.6a). After the melt event, the attenuation in the firn column is mainly driven by the

strong reflection at the 2012 melt layer and as a result, the degree of radar penetration is

reduced to 5.3 ± 2.0 m in 2014 and 7.5 ± 2.0 m in 2017. The strong reduction in radar

penetration coincides with a peak in the density anomaly recorded by IMAU-FDM of 32.9

kg m-3 and by MAR-FDM of 63.0 kg m-3, which demonstrates that the near-surface firn

densities and degree of the radar penetration are linked (Figure 4.6b).

We observe strong spatial variations in the degree of radar penetration into the near-

surface firn along the EGIG line (Figure 4.4). In all years, few or no internal-layers are

present in the ASIRAS data in the ablation and percolation zones below ∼2200 m, after

which their abundance begins to increase with surface elevation as the firn density falls.

The number of layers with significant power (above 10% of the maximum surface return)

varies in a similar manner to the OCOG retracker width, indicating that strong near-

surface scattering has masked scattering at depth. In the ablation and percolation zones,

water percolates into the winter snow and new ice lenses or layers are formed each year,

preventing the radar signal from penetrating deep into the firn. This process leads to a

reduction of the OCOG width, because the main scattered energy is concentrated nearer

the ice sheet surface. In all years, the OCOG retracker width and the number of layers

show a tendency to increase with elevation and reach maxima at the highest elevation of

the transect. However, the maximum number of layers visible and the maximum OCOG

retracker width vary from year to year; in 2014 for example, the maxima of both parameters

above 2500 m are more than three times lower than in 2012. Furthermore, compared to

2012, the range of variations in OCOG width is reduced by 86% in 2014 over the same

section, which shows that spatial variations in volume scattering are also less prominent

after the 2012 melt event.
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Figure 4.4: a) Number of layers above 10 % of the maximum surface return. b) OCOG

width. c) Depth at which power falls below 1 % of the maximum surface return.
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We evaluate the impact of volume scattering fluctuations on the performance of three

alternative radar retrackers – OCOG, TCOG and TFMRA. Both the TCOG and TFMRA

retrackers track the very first peak recorded by the radar altimeter and identify the surface

at similar locations with a mean difference of 7.1 cm and standard deviation of 1.9 cm. On

the other hand, the OCOG retracker follows the centre of gravity of the radar echoes. At

elevations above 3000 m, the scattering horizon is shifted towards the snow surface after

the melt event in 2014 compared to 2012, resulting in a 73 cm increase in the altimetry

range measurement using the OCOG retracker. We compare the heights from each of the

retrackers to the ALS heights (Figure 4.5). Over a total of 2496 km of flights acquired on

five different years, the mean difference between the ALS and OCOG heights was 107 cm,

with a standard deviation of 55 cm (Table 4.3). By comparison, the TCOG and TFMRA

retracked heights are in far better agreement with the ALS data, with mean differences

of 14 cm and 20 cm, and standard deviations of 20 cm and 21 cm, respectively. Despite

the large fluctuations in volume scattering that have occurred along the EGIG line as a

consequence of changes in the snowpack structure, the TCOG and TFMRA retracking

of radar heights is stable, demonstrating that these algorithms are effective methods of

mitigating the impact of radar penetration variations.

Table 4.3: Comparison of airborne laser and ASIRAS elevation measurements. Mean and

standard deviation of the difference between ALS and ASIRAS (cm). The quality of the

ALS data was not sufficient for this comparison in 2008 and 2014.

Date ALS-OCOG ALS-TCOG ALS-TFMRA
Number of km

surveyed

2006 96.0 ± 34.1 13.4 ± 24.0 21.1 ± 25.3 575

2011 99.2 ± 33.6 9.7 ± 17.6 13.3 ± 13.5 514

2012 108.0 ± 51.7 13.8 ± 21.0 20.5 ± 21.4 562

2016 78.8 ± 52.4 29.3 ± 15.0 37.6 ± 17.1 287

2017 139.6 ± 73.8 10.4 ± 13.6 15.6 ± 17.1 558
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Figure 4.5: Histograms of the difference between airborne laser scanner and Ku-band radar

surface heights (ALS-ASIRAS).

4.5 Discussion

The two firn densification models we have tested at the EGIG line are able to reproduce

the mean density of the shallow firn column with typical differences of 10 % (IMAU) and

15 % (MAR-FDM) by comparison to in-situ measurements. At site T1 in particular, the

firn ice content is largely overestimated by the models with more than 59 % and 92 % of

the total length of the firn core simulated as ice by IMAU- and MAR-FDM respectively,

compared to only 13 % from the field observations (Figure 4.1). This indicates that

surface melt and refreezing might not be quantified properly in the lower percolation zone

of the EGIG line. However, using the density measured from the firn cores or the density

outputs from either of these models to convert the radar travel time to depth leads to mean

differences within 13 cm. Nevertheless, small biases in modelled firn density do accumulate
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with depth, offsetting the vertical distribution of annual ice layers (Figure 4.3b). We also

investigate to which extent firn densification models are able to capture the distribution

of annual melt layers within the firn column compared to radar-derived layers. This

requires a firn model with a fine vertical resolution, such as the IMAU-FDM, to resolve

the different layers, which are typically spaced between 30 cm to 100 cm apart. Although

the chronology and spatial distribution of isochrones derived from the IMAU-FDM show

good agreement with the internal layers detected by ASIRAS, there is a systematic bias

of 17.1 % between the two data sets, which we suspect is due to an underestimation of

the firn densification rate. This shows that capturing the density variability in the firn

column is more challenging than simulating the mean density of the column as suggested

by firn model inter-comparison studies (Vandecrux et al., 2018; Verjans et al., 2019).

We link the sharp reduction in the degree of radar penetration depth after 2012 to

the 2012 melt event. Over elevations of 2500 m, the 2012 isochrone is recorded in the

Ku-band altimetry echoes at a depth of 1.5 ± 0.2 m with a significant power of 82 % of

the maximum surface return and in 2014 at a depth of 3.7 ± 0.2 m with a significant

power of 60 % (Figure 4.6a). To analyse these fluctuations in radar penetration depth, to

fluctuations in the intensity of surface melting, we calculate the density anomalies from

IMAU- and MAR-FDMs. The density anomaly from IMAU-FDM is derived from the

2017 firn column density and chronology data averaged between 300 and 600 km along-

track (at elevation above ∼2500 m). The chronology in the firn column is defined as the

age of the different layers on 31st March 2017 (date of the 2017 CryoVEx campaign). We

convert the age of the different layers to decimal years and we exclude the first three layers

defined in the model due to some spurious behaviour caused by inter- and extrapolation

of the age profile. We average the density and date fields along-track over the 300 km

section of the EGIG line to obtain a density time series. Finally, we detrend this time

series with a quadratic fit to account for firn compaction. To derive the density anomaly

from MAR-FDM, which lacks the vertical resolution to resolve the density in the column

through time, we extract a time series of the integrated density of the top 1 m using

modelled daily density from 2006 through to 2017. We average the integrated density
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Figure 4.6: a) Temporal variations of the mean of three proxies for penetration depth

derived from ASIRAS radar profiles presented on Figure 4.4 over the section 300-600 km

along-track. Error bars indicate the standard deviation. b) Density anomaly from IMAU-

and MAR-FDMs centred around the mean over the same section.

over the transect extending between 300 and 600 km along-track (at elevation above 2500

m). Finally, we detrend this time series by removing the mean density calculated over the

whole time period 2006-2017. From the derivation of these density anomalies, we found

that over the same part of the transect, the melt layer is captured by the IMAU- and

MAR-FDM with a high density peak after the 2012 summer, which is double the density

of the previous summer’s peak. In general, when surface melting occurs, the degree of

radar penetration into the near surface firn reduces sharply. The density fluctuations

recorded above 2500 m in 2012 are the largest since 2006 (Figure 4.6b) and coincide with

the fluctuations in radar penetration recorded in the same year. This is shown by the 63

104



4.5 Discussion

% decrease in the OCOG width, the 68 % reduction in the number of layers with a high

power return, and the 6.2 ± 2.4 m decrease in the radar penetration depth. Such density

fluctuations lead to instantaneous upwards (towards the surface) shifts in the distribution

of power within the radar echo, followed by gradual downwards (away from the surface)

returns to pre-melt conditions. These saw-tooth variations in radar penetration lead to

aliased fluctuations in the elevation of the scattering surface, explaining effects that have

been highlighted (and corrected for) in analyses of satellite radar altimetry (McMillan

et al., 2016; Nilsson et al., 2015; Slater et al., 2019).

We explored two approaches to mitigate the impact of these density fluctuations on

surface elevation derived from radar altimetry. First, we found that the application of

threshold waveform echo retracking is able to provide estimates that agreed to within 20

cm of coincident laser altimetry. We also examined the sensitivity of higher-frequency Ka-

band radar data to volume scattering, as an alternative means of mitigating firn density

fluctuations (Appendix B). At higher frequencies, surface scattering is relatively stronger

than volume scattering, and we find that the penetration depth is smaller at Ka-band

than Ku-band. For example, in 2016 and 2017, although significant power was recorded

in ASIRAS Ku-band radar at depths of up to 6.8 ± 0.3 m below the surface along the

high altitude section of the EGIG line (300 to 600 km), the corresponding KAREN Ka-

band radar penetration was 3.4 ± 0.3 m. We also compared Ka-band surface elevation

estimates to those recorded by the ALS (Figure 4.7) . Over a total of 782 km of KAREN

flight tracks, the mean difference between the KAREN and laser data, when using OCOG,

TCOG and TFMRA retracking algorithms, was 16.0 cm, 12.5 cm and 15.6 cm respect-

ively, with standard deviations of 10.8 cm, 10.9 cm and 11.3 cm (Table 4.4). A more

detailed assessment of the Ka-band penetration depth was not possible due to the reduced

bandwidth of KAREN compared to ASIRAS, which prevents internal layering from being

resolved (Figure 4.2d).
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Table 4.4: Comparison of airborne laser and KAREN elevation measurements. Mean and

standard deviation of the difference between ALS and KAREN (cm).

Date ALS-OCOG ALS-TCOG ALS-TFMRA
Number of km

surveyed

2016 24.7 ± 15.9 21.6 ± 15.7 25.8 ± 15.4 236

2017 12.2 ± 3.2 8.6 ± 3.5 11.1 ± 3.8 546

Figure 4.7: Histograms of the difference between airborne laser scanner and Ka-band radar

surface heights (ALS-KAREN).

4.6 Conclusion

We present an extensive and coincident set of near-surface firn density and airborne radar

and laser measurements acquired between 2006 and 2017 along the EGIG line in West

Central Greenland. Using these data, we examine the impacts of firn density fluctuations

on spatial and temporal variations in the scattering of airborne ASIRAS Ku-band radar

waveforms. The largest fluctuations in radar penetration over this period are recorded

after 2012 with an abrupt decrease of 6.2 ± 2.4 m in the Ku-band radar penetration.

We link this decrease in radar penetration to the density fluctuations associated with the

2012 extreme melt event. As the frequency and extent of extreme melt events is likely

to increase in the coming decades (Hall et al., 2013), the effects of fluctuations in radar
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penetration are an important consideration for satellite radar altimetry. We find that

simple methods of threshold retracking are efficient at mitigating this effect on Ku-band

airborne radar data and the impact of such events are likely to last for a shorter period

of time on Ka-band data due to its reduced penetration depth.
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Chapter 5

Changes in Northwest Greenland Ice Sheet

Elevation and Mass

The work presented in this chapter was prepared as a manuscript to be submitted as:

Citation: Otosaka, I. N., Shepherd, A., Groh, A.: Changes in Northwest Greenland Ice

Sheet Elevation and Mass.

Author contributions: I. N. Otosaka led the study, processed and analysed the data

and wrote the manuscript supervised by A. Shepherd. A. Groh provided the gravimetry

data and the solid Earth corrections. A. Shepherd commented on the manuscript.

5.1 Abstract

About a third of Greenland’s total ice losses come from the Northwest sector, a sector that

includes a large number of marine-terminating outlet glaciers, which have all experienced

widespread retreat triggered by ocean-induced melting. Here, we derive changes in surface

elevation, volume and mass in the Northwest sector of the Greenland Ice Sheet using a

decade of CryoSat-2 observations. We find an average elevation change rate of 18.7 ±

0.4 cm yr-1, with rapid thinning at the ice sheet margins at a rate of 42.7 ± 0.9 cm

yr-1. We compare our CryoSat-2 rates of elevation change to airborne laser altimetry
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data from Operation IceBridge. Overall, there is a good agreement between the two

datasets with a mean difference of 6.5 ± 0.5 cm yr-1 and standard deviation of 31.1 cm

yr-1. We further compute volume change, which we convert to mass change by testing

three alternate density models and we find that the Northwest sector has lost 386 ± 3.7

Gt of ice between July 2010 and July 2019. We compare our mass balance estimate

to independent estimates from gravimetry and the mass budget method across different

spatial scales. First, we compare the different estimates by splitting the sector into two

and four regions. While our altimetry estimate is the least negative across all regions, the

gravimetry and mass budget estimates alternate in recording the largest ice losses. We

further compare mass changes derived from altimetry and the mass budget method within

73 glacier basins of the Northwest sector. We find a high correlation of 0.81 between rates

of mass change from altimetry and the mass budget method, with the highest differences

recorded in Steenstrup-Dietrichson and Kjer Gletscher basins. Our comparisons show

that the spatial pattern of the differences between mass balance estimates is complex,

suggesting that discrepancies between techniques do not solely originate from one single

region or technique. Finally, we explore several factors that could potentially bias our

altimetry mass balance estimation, by investigating differences between satellite radar

and airborne laser altimetry, the dependency on grid spatial resolution and the impact of

using different density models.

5.2 Introduction

Changes in ice sheet mass manifest as changes in thickness, glacier flow and gravitational

attraction. These parameters can be measured from space and used to derive mass changes

independently from each other. Thickness changes are measured from repeated laser or

radar altimetry measurements of surface elevation from either airborne or space borne

platforms. Altimetry-derived elevation changes are then converted to mass change using

a density model (McMillan et al., 2016) or by correcting for firn height changes estimated

with an external model (Zwally et al., 2011). Gravity measurements are recorded from
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satellite gravimetry and are converted to a mass change using mass concentration units

(mascons) or spherical harmonics (Velicogna et al., 2020). Finally, ice flow at outlet gla-

ciers is measured from interferometric satellite synthetic radar aperture (InSAR) and is

combined with ice thickness observations and surface mass balance models to estimate ice

sheet mass changes in the so-called ‘mass budget method’ (Mouginot et al., 2019). Estim-

ates of ice sheet mass balance from these three geodetic techniques have been aggregated

(e.g. Shepherd et al., 2020) to assess their agreement and to produce a reconciled ice-sheet-

wide scale estimate of Greenland’s mass balance. Although a regional inter-comparison

has been performed for the Amundsen Sea sector in West Antarctica (Sutterley et al.,

2014), this has yet to be done at the basin scale for Greenland.

The Greenland Ice Sheet is a major contributor to global mean sea level rise, contrib-

uting about 20 % to the global mean sea level rise since 1993 (WCRP Global Sea Level

Budget Group, 2018) despite only storing 10 % of Earth’s total ice on land – about 3

million km3 of ice (Morlighem et al. 2017). In recent years, ice losses from the Greenland

Ice Sheet have accelerated, rising from 34 Gt yr-1 in the 1990s to 244 Gt yr-1 between

2012 and 2017 (Shepherd et al., 2020) as a consequence of widespread retreat (King et al.,

2020) and thinning (Pritchard et al., 2009) of outlet glaciers of the Greenland Ice Sheet.

About a third of Greenland’s total ice losses come from the Northwest sector, which has

been contributing a total of 4.4 mm to global mean sea level rise since 1972 (Mouginot

et al., 2019). The Northwest sector includes a large number of marine-terminating outlet

glaciers, which have all experienced widespread retreat triggered by ocean-induced melt

(Wood et al., 2018). Glaciers retreat was first observed from aerial photographs between

1985 and 1993 (Kjær et al., 2012), and another period of sustained retreat between 2000

up to at least 2015 was observed from satellite optical imagery (Bunce et al., 2018; Howat

and Eddy, 2011). However, the pattern of retreating and thinning of the different glaciers

is complex and suggests that their response to oceanic forcing is strongly modulated by

their bed topography (Morlighem et al., 2019) and fjord geometry (Carr et al., 2013).

In this chapter, we estimate elevation and volume change of the Northwest Greenland

Ice Sheet using a decade of CryoSat-2 observations between 2010 and 2020 and evaluate
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these estimates with airborne laser altimetry from NASA’s Operation IceBridge. We then

use this new dataset to derive mass change over the Northwest sector and compare this new

result to existing mass balance estimates from gravimetry and the mass budget method.

Finally, we investigate the potential sources of the discrepancies between the three mass

balance solutions and we outline further avenues to explore the origins of these differences.

5.3 Data

We use 24.4 million observations from CryoSat-2 between July 2010 and July 2020 to

compute changes in ice sheet elevation in North Western Greenland, using the drainage

basin delineations as defined in Mouginot et al. (2019). The Northwest sector is divided

into 74 basins with 63 tidewater glaciers and 11 land-terminating glaciers, over an area of

27 thousand km2. The novel design of CryoSat-2, launched in 2010, offers many advantages

for observing the polar regions compared to previous radar altimeters. CryoSat-2 operates

as a traditional pulse-limited altimeter in the interior of the ice sheet using the so-called

Low Resolution Mode (LRM). Over the more rugged terrain of the coastal margins of the

ice sheet, it uses the Synthetic Aperture Radar Interferometric mode (SARIn). In addition

to this novel interferometric mode, CryoSat-2 benefits from a high orbital inclination

allowing measurements to be collected up to latitudes of ±88◦ and from a long-repeat drift

orbit (369-day, with a 30-day sub-cycle), which maximises the number of orbit crossovers

at the poles (Wingham et al., 2006). We use CryoSat-2 Baseline D elevation measurements

from the L2i product obtained by applying the on-board TCOG retracker (Davis, 1997)

on the LRM waveforms in the interior of the ice sheet and the Wingham-Wallis retracker

on the SARIn waveforms over the margins of the ice sheet. We correct the elevation

measurements for dry tropospheric delay, wet tropospheric delay, ionosphere delay, solid

Earth tide, ocean loading tide, and pole tide.
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5.4 Methods and Results

In this section, we present the methodology we develop to derive surface elevation change,

volume change, and mass change from CryoSat-2 elevation measurements in the Northwest

sector and the resulting estimates of these three parameters. First, we derive surface

elevation change using a least-square model fit and we validate the resulting rates of

elevation change using airborne laser altimetry from Operation IceBridge. Using these

elevation change data, we derive volume change and compare our results to airborne laser

altimetry in the ablation zone, where airborne measurements are dense enough to measure

volume change. Finally, we test different density scenarios to convert volume change to

mass change and present our new mass balance estimate.

5.4.1 Ice Sheet Surface Elevation Change

We compute surface elevation changes from CryoSat-2 elevation measurements in square

grids of 5 km x 5 km, 2500 m x 2500 m, and 10 km x 10 km to investigate the dependency

of elevation changes to grid resolution. We fit a multi-parameter least-square model to

the observed elevation measurements within each grid cell of the form:

z(x, y, t, s) = zm + a0x+ a1y + a2x
2 + a3y

2 + a4xy + a5s+ a6t (5.1)

with zm is the mean of the heights recorded by the satellite falling within the grid cell

considered, x,y, the coordinates relative to the grid cell centre, s the heading of the satellite

(ascending or descending orbit), and t the time relative to the centre of the time period.

The fitting is iterated until the modelled heights are within 2 standard deviations of

the heights recorded by the altimeter or until only 15 measurements are left. The temporal

change in elevation dhuc is calculated from Eq. 5.1 for each surface height measurement

zobs acquired within the considered grid cell as:

dhuc(t) = zobs − (zm + a0x+ a1y + a2x
2 + a3y

2 + a4xy + a5s) (5.2)

Eq. 5.2 thus provides a time-series of elevation change within each grid cell calculated with

reference to the centre of the time period so that dhuc(t = tmid) = 0. This elevation change
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time-series is then adjusted using a backscatter correction to ensure that elevation changes

correlated with backscatter changes are removed as they likely emerge from changes in

the ice sheet surface properties rather than actual elevation changes (Davis and Ferguson,

2004). The corrected elevation change time-series dhc(t) within each grid cell is computed

as:

dhc(t) = dhuc(t)− dBs(t)
dh

dBs
(5.3)

where dBs(t) is the time-series of backscatter change within the same grid cell and dh
dBs is

the slope of the linear fit between the elevation changes and backscatter changes

Finally, we derive rates of elevation changes (dh/dt) in each grid cell with a linear

regression in time.

We correct our gridded rates of elevation change for the vertical crustal displacement

induced by the solid Earth’s response to ice mass variability. We correct for the combined

effect of the solid earth’s delayed response to past changes in ice distribution – called

Glacial Isostatic Adjustment (GIA) – and of the viscoelastic response to present-day ice

mass changes. The former correction is computed using the GIA simulation from Caron

et al. (2018). The latter correction is calculated using Green’s function ((Farrell, 1972)

and requires knowledge of the recent ice mass changes. Here, we use as input the mass

balance estimate computed in Section 5.4.3 of this chapter (and corrected for GIA). After

the elastic uplift correction is computed, we iterate our mass balance estimation to include

this new correction. In the Northwest sector, the GIA rate ranges from -2.8 mm yr-1 to

3.9 mm yr-1, with an average subsidence rate of 1.1 mm yr-1, while the elastic rebound

rate ranges between 0.3 mm yr-1 and 15.7 mm yr-1, with an average uplift rate of 2.4 mm

yr-1. Lastly, we estimate the uncertainty in dh/dt as the 1-sigma uncertainty from the

fit, as it is more conservative than the uncertainty derived from the formal uncertainties.

Figure 5.1 illustrates the processing applied in a SARIn and in a LRM grid cell.
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Figure 5.1: Example of the plane fit method in one 5 km x 5 km grid cell located in the

SARIn area (top row) and LRM area (bottom row). a) and b) Modelled surface from

the plane fit and CryoSat-2 surface elevation measurements. The circles represent the

CryoSat-2 surface elevation measurements used in the plane fitting process. The coloured

circles represent the surface heights retained after the different iterations and the black

circles the points excluded. The x and y coordinates refer to the middle of the grid

cell. b) and d) Time-series of elevation changes with respect to the centre of the time

period (tref = 2015.5) for the same grid cells. The linear fit and elevation change rate

are indicated in purple. The location of the grid cells is marked by the red circle and the

boundary between LRM and SARIn areas is marked by the black line on the inset maps.

In addition to gridded rates of elevation change, we produce elevation change time-

series within 60-day epochs at the sector and glacier drainage basin level. For each grid
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cell of the selected region and at each time step, we calculate the cumulative elevation

change (with respect to the centre of the time-series) as the mean of the elevation change

within the 60-day epoch and correct the resulting elevation change for GIA and elastic

uplift. The magnitude of the solid earth corrections at each time step is computed as

the uplift/subsidence rate multiplied by the epoch duration, assuming that the GIA and

elastic rebound rates are constant over the study period. We then take the final elevation

change of the total area at each time step as the mean of the grid cells contributing to

the area of interest. At each epoch (except at the very beginning of the CryoSat-2 record

during its commissioning phase), almost 40 %, 70 % and 90 % of the Northwest sector is

surveyed – compared to only 20 %, 40 % and 60 % over 30-day epochs at grid resolutions

of 2.5 km, 5km and 10 km, respectively. We fill in the elevation change map using an

inverse distance weighting interpolation with a radius of 25 km and a power of 2. There is

a trade-off between spatial and temporal samplings: shorter epochs offer the advantage of

preserving the short-term fluctuations in elevation change, while longer epochs offer the

advantage of reducing the number of grid cells that need to be filled. Here, we choose an

epoch duration of 60-day as a compromise between spatial and temporal samplings and to

compare all three grid resolutions consistently, we select the same epoch duration for all

three resolutions. This epoch choice is short enough to preserve the seasonality observed

in elevation changes while limiting the unobserved areas. Figure 5.2 illustrates the choice

of the epoch duration at 5 km. We find that not accounting for unobserved areas leads to

an underestimation in total elevation change in the Northwest sector of 9.2 cm, 6.8 cm and

17.7 cm between 2010 and 2020 at 2.5 km, 5 km, and 10 km, respectively. Predecessors

of CryoSat-2 and AltiKa have a repeat cycle and therefore the epoch duration should

match the satellite cycle. In Chapter 3, we compute time-series of elevation change in the

Amundsen Sea Sector from AltiKa and CryoSat-2 within 35-days epoch to match AltiKa

repeat cycle. In Antarctica, Shepherd et al. (2019) have calculated elevation changes from

CryoSat-2 within 3-month epochs as there are no seasonal fluctuations in elevation changes

in Antarctica compared to Greenland. In Greenland,McMillan et al. (2016) and Nilsson

et al. (2016) among others have derived elevation changes from CryoSat-2 at monthly
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intervals.

Finally, the uncertainty in elevation change σdh,obs at a surveyed grid cell (i,j) and

epoch (t) is estimated as the combination of the errors arising from the noise at the grid

cell level σnoise, the backscatter correction σps, the GIA correction σgia, and the elastic

uplift σela correction. We assume these sources of errors to be uncorrelated and sum them

in quadrature as:

σdh,obsi,j
(t) =

√
σ2
noisei,j

+ σ2
pci,j

+ σ2
giai,j

+ σ2
elai,j

(5.4)

However, the combined GIA and elastic rebound corrections result in an alteration of the

elevation change at each epoch smaller than 1 mm (0.2 mm) and we therefore neglect the

uncertainty associated to the solid earth corrections. The uncertainty associated with the

measurement imprecision is estimated as the standard error (SE) of the elevation change

measurements within the grid cell and epoch considered. The uncertainty associated with

the backscatter correction is computed as the standard error of the magnitude of the

correction. Eq. 5.4 can then be written as:

σdh,obsi,j
(t) =

√
SE[dhci,j (t)]2 + SE[dhci,j (t)− dhuci,j (t)]2 (5.5)

At unobserved grid cells – where we use an inverse distance weighting scheme to es-

timate the elevation change using the n grid cells located within a 25 km radius – we

estimate the error σdh,interp by cross-validation using the jackknife procedure (Quenouille,

1956). Similarly to the bootstrapping procedure, the jackknife procedure is a resampling

technique; however it proceeds by omitting one observation from the original set instead

of replacing it. Here, we repeat the interpolation n times, each time removing one data

point in turn, and we calculate the standard error as the standard error of the resulting n

jackknife estimates d̂h (each calculated using n− 1 grid cells):

σdh,interpi,j
(t) =

√
n− 1
n

V AR(d̂hi,j) (5.6)

Finally, to obtain a single error per epoch across the selected area, the errors from the N

contributing grid cells at each epoch are propagated as:

σdh(t) =

√∑N−1
0 σdhi,j

(t)2

N
(5.7)
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Lastly, errors at each epoch are cumulatively summed in quadrature to get errors on the

cumulative elevation change.

Figure 5.2: a) Elevation change time-series (with reference to the centre of the time period

tref = 2015.5) and percentage of the Northwest sector area surveyed by CryoSat-2 using

a 30-day and 60-day epochs. b) Example given at one epoch (t = 2018.77, marked with

a red star on (a)). Map of the elevation change between t = 2018.77 and tref and same

version of this map but interpolated with inverse distance weighting at 30-day epoch and

60-day epoch, respectively. c) Same as (b) but using a 60-day epoch. The inset on (a)

shows the location of the Northwest sector.
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Over the Northwest sector, the average surface lowering rate was 18.7 ± 0.4 cm yr-1

between 2010 and 2020 (Figure 5.3). All of the thinning is concentrated around the

margins of the ice sheet, where the surface is lowering at a rate of 42.7 ± 0.9 cm yr-1

(SARIn mask, Figure 5.3b). On the other hand, elevation changes in the interior of the

ice sheet are small and we record there a rate of elevation change of -0.3 ± 0.3 cm yr-1

(LRM mask, Figure 5.3c). While elevation changes around the margins of the ice sheet

are largely dominated by the thinning of outlet glaciers, changes in the interior of the

ice sheet arise due to a combination of snowfall accumulation and fluctuations in radar

penetration depth. The radar signal can penetrate in the firn up to several meters below

the snow surface and is therefore sensitive to any ice lenses in the structure of the near

surface firn resulting from strong melt events as seen in Chapter 4 of this thesis. We

find an elevation change increase of 25 cm in the LRM region after the 2012 melt event,

due to the formation of an ice lens that shifted the main scattering horizon upwards

(Nilsson et al., 2015). However, these fluctuations are short-lived and, over the course of

a decade, cancel out each other. Several procedures have been implemented to correct for

the effect of the 2012 melt event, including applying an empirical step change correction

(McMillan et al., 2016) or a deconvolution procedure to the radar waveforms to estimate

and correct for the penetration depth (Slater et al., 2019). However, as we expect the

scattering horizon to recover progressively over the course of a decade, applying a step

change function to correct for the effect of the 2012 melt event would only be appropriate

when looking at short time periods within only a couple of years after the melt event.

Applying a deconvolution procedure to the LRM CryoSat-2 data is out of the scope of

this chapter as we only focus on Level-2 data.
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Figure 5.3: a) CryoSat-2 surface elevation change rates from 2010 to 2020. The purple line

marks the boundary between SARIn and LRM modes of CryoSat-2. The red line marks

the boundary of the Northwest Greenland region used in this chapter. The map has been

smoothed using a 25 km x 25 km median filter for better visualisation. b) Elevation change

time-series over the SARin area of the Northwest sector. c) Elevation change time-series

over the LRM area of the Northwest sector. The elevation change time-series refer to the

centre of the survey time period.

To evaluate the rates of surface elevation changes determined from CryoSat-2 (Fig-

ure 5.3a), we compare them to independent estimates derived from NASA’s Operation

IceBridge airborne topographic mapper (ATM). We use rates of elevation changes from

Operation IceBridge (Product IDHDT4 provided by the National Snow and Ice Data Cen-

ter (NSIDC)), which are derived from overlapping or crossing flight lines flown during two

different annual campaigns (Figure 5.4) (Studinger, 2014, updated 2018b).
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Figure 5.4: a) Operation IceBridge surface elevation change rates computed from surveys

conducted between 2010 and 2018. b) Number of years during which at least one airborne

survey was conducted.

As Operation IceBridge campaigns are typically conducted between March and May of

each year with additional summer surveys conducted in 2015, 2016 and 2017, the resulting

elevation rates are typically computed over shorter time periods than those derived from

CryoSat-2. In addition, the airborne data are of inferior temporal sampling by compar-

ison to CryoSat-2, which records elevation measurements all year long. To ensure that

we compare airborne and satellite surface elevation rates computed over the same time

intervals, we limited the CryoSat-2 elevation change time-series to the periods used in the

derivation of the airborne laser rates. To do this, we fitted first-, second- and third-degree

polynomial functions in time to the CryoSat-2 elevation data and selected the order that

resulted in the lowest root-mean-square (RMS) departure. Rates of elevation change were

then computed as the slope between the polynomial fits at the start and end dates used in

the computation of the Operation IceBridge rates of elevation change. We then use this

set of CryoSat-2 elevation change rates to compare to Operation IceBridge data.
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In total, it was possible to compare CryoSat-2 and Operation IceBridge rates of eleva-

tion change within 3,331 grid cells distributed across the Northwest sector. The majority

(72 %) of grid cells were located in the SARIn mask of CryoSat-2, and the remainder fell

within the LRM mask (Figure 5.5a). A first-order (linear) polynomial fit was selected over

49 % of the grid cells, and a quadratic fit was selected over the remaining 51 % because

the cubic fit systematically resulted in higher RMS departure (Figure 5.5b). We find a

good agreement between satellite radar and airborne laser data with a mean difference of

6.5 ± 0.5 cm yr-1 and a standard deviation of 31.1 cm yr-1 (Figures 5.5c and 5.5d). When

comparing over the LRM and SARIn regions separately, we find mean differences of 3.1 ±

0.2 cm yr-1 and 7.8 ± 0.7 cm yr-1, respectively. This level of agreement is consistent with

previous studies, with McMillan et al. (2016) reporting a mean difference to Operation

IceBridge of 3 cm yr-1 and Simonsen and Sorensen (2017) a mean difference of 9 cm yr-1

across the whole Greenland Ice Sheet between 2010 and 2014.
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Figure 5.5: a) Difference in surface elevation change rates between CryoSat-2 satellite

radar altimetry and Operation IceBridge airborne laser altimetry. b) Map indicating

whether a linear fit or quadratic fit was applied to the CryoSat-2 elevation change time

series. c) Scatterplot of CryoSat-2 and Operation IceBridge rates of elevation change over

the Northwest sector. d) Histogram of the difference between Cryosat-2 and Operation

IceBridge rates of elevation change over the Northwest sector.
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5.4.2 Ice Sheet Volume Change

We compute volume change, dV , from CryoSat-2 by multiplying elevation change recorded

within each grid cell (i,j) by the corresponding grid cell area A at each epoch t:

dVi,j(t) = Ai,j .dhi,j(t) (5.8)

The associated uncertainty is simply derived by multiplying the uncertainty in elevation

change by the grid cell area:

σdVi,j
(t) = Ai,j .σdhi,j

(t) (5.9)

We record a total volume change of 496.4 ± 4.1 km3 between 2010 and 2020 in the

Northwest sector. We further examine the volume change spatial distribution by dividing

the Northwest sector into three elevation bands (Figure 5.6). At elevations below 2000 m,

volume change is most important due to the thinning of the outlet glaciers and accounts

for 92.7 % of the sector’s total volume change, with a volume change rate of -49.8 ± 0.6

km3 yr-1. At elevations ranging between 2000 m and 2700 m, volume change is only a

small portion (4.6 %) of the sector’s total volume change with a volume change rate of

-1.6 ± 0.3 km3 yr-1. At elevations higher than 2700 m, we find that the area is stable with

a volume change rate of 0.2 ± 0.1 km3 yr-1.
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Figure 5.6: Volume change time-series from CryoSat-2 over three elevation bands processed

at different grid resolutions (2.5 km (blue), 5 km (sky blue), 10 km (teal)). Associated

uncertainties are shown by the corresponding coloured shaded envelopes. a) at elevation

below 2000 m, b) at elevations between 2000 m and 2700 m, c) at elevations higher than

2700 m. The inset map on (a) shows the elevation in the Northwest sector and the three

different elevation bands defined.

We compare volume change derived from CryoSat-2 with Operation IceBridge data

in the ablation zone where the laser airborne measurements are dense enough to derive
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volume change (Figure 5.7). We define the ablation zone as the area where the mean

annual surface mass balance from 2010 to 2020 is negative, using surface mass balance

data from the regional climate model MAR (Modèle Atmosphérique Régional, version

3.10). The ablation zone covers 16 % of the Northwest sector, with the main part located

along the coastal margins and the remainder at the northern tip of the sector.

Figure 5.7: Operation IceBridge rates of elevation change maps interpolated with least-

square collocation computed a) between 2010 and 2011, b) between 2010 and 2012, c)

between 2010 and 2013, d) between 2010 and 2014, e) between 2010 and 2015, f) between

2010 and 2016, g) between 2010 and 2017, h) 2010 and 2018. The black line marks the

ablation zone. The proportion of the area sampled by Operation IceBridge is indicated

on each map.

We derive a volume change time-series from Operation IceBridge measurements at

two grid resolutions (1 km x 1 km and 5 km x 5 km) from rates of elevation change com-
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puted from pairs of annual campaigns, taking the 2010 campaign as reference. Operation

IceBridge elevation change maps cover between 13 % to 49 % of the main coastal ablation

region, except for elevation changes computed between 2010 and 2013 which cover only

4 % of this area and that we therefore exclude from the final volume change time series.

We interpolate the Operation IceBridge rates of elevation change maps using least-square

collocation similarly to Nilsson et al. (2016). Finally, we derive volume change from Oper-

ation IceBridge by multiplying the rates of elevation change by the time interval separating

the two campaigns and the corresponding grid cell area. The associated uncertainty is de-

rived as the standard error of the elevation change across the area, multiplied by the grid

cell area. Despite covering only a small portion of the sector (13.2 %), the main ablation

region over which we perform the comparison between CryoSat-2 and Operation IceBridge

volume change estimates is the region where 64.6 % of the sector’s total volume change

is recorded. Furthermore, as changes in the ablation zone occur at the density of ice, any

disagreement between satellite radar and airborne altimetry volume change estimates are

important to consider as it would lead to a large bias in mass change.

We find a good agreement between CryoSat-2 and Operation IceBridge volume change

measurements over the coastal ablation zone (Figure 5.7). We find volume change rates

of -36.8 ± 0.5 km3 yr-1, -35.5 ± 0.6 km3 yr-1, -34.6 ± 0.8 km3 yr-1 from CryoSat-2 at 2.5

km, 5 km and 10 km grid resolution and volume change rates of -36.1 ± 0.3 km3 yr-1 and

-36.4 ± 1.4 km3 yr-1 from Operation IceBridge at 1 km and 5 km grid resolution between

2011 and 2018, respectively.

We note that volume change estimates from both datasets show a slight dependency on

the resolution of the grid used, becoming more negative with finer scale resolution grids.

This suggests that both datasets could be undersampling changes in the area as using larger

grid cell sizes could average out some important small-scale spatial variations in elevation

and volume change. Based on this comparison, we choose to keep the CryoSat-2 estimates

computed at the finer resolution grid (2500 m x 2500 m) as it is in closest agreement

with the airborne altimetry data and is likely to minimize the issue of the undersampling

compared to the other grid resolutions used in this chapter. Furthermore, as many glaciers
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in the Northwest sector are of relatively small drainage area (40 smaller than 1000 km2),

a finer grid resolution is better suited to observe changes at these small outlet glaciers.

However, this analysis is limited by the reduced temporal sampling and spatial coverage of

the airborne laser altimetry dataset compared to our satellite radar altimetry dataset. Our

volume change estimates from Operation IceBridge are computed annually (compared to

bi-monthly for CryoSat-2) and have been heavily interpolated spatially across this region,

which could therefore bias our volume change estimates from airborne laser altimetry.

Figure 5.8: a) Volume change time-series over the coastal ablation region from CryoSat-2

and Operation IceBridge processed at different grid resolutions. CryoSat-2 time-series are

displayed with coloured lines and the associated uncertainties are shown by the corres-

ponding coloured shaded envelopes. Operation IceBridge time-series are displayed with

coloured dots. b) Volume change rates (CryoSat-2 in blue and Operation IceBridge in

black) versus spatial resolution of the grid used. Associated errors are shown with error

bars.
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5.4.3 Ice Sheet Mass Change

Finally, we derive mass change, dM , from CryoSat-2 volume change within each grid cell

as:

dMi,j(t) = ρi,j(t).dVi,j(t) (5.10)

To estimate mass change, the density ρ associated with the volume change needs to be

estimated. We assume that all volume changes in the ablation zone occur at the density

of ice (917 kg m-3) and we test three different density model approaches for the interior

of the ice sheet (Models 1, 2, and 3), illustrated on Figure 5.9. In Model 1 we simply

assign the interior of the ice sheet to the density of snow (450 kg m-3). In Model 2, we

further divide the interior of the ice sheet into percolation and dry snow zones based on

the intensity and frequency of melting. We define the dry snow zone over the area where

melting does not exceed 5 mm water equivalent on any day using MAR model outputs

from 2010 to 2020 but excluding 2012 in this record, as exceptional melting extended up

to the dry snow during summer 2012 (Nghiem et al., 2012). The remainder of the interior

of the ice sheet is defined as the percolation zone. The dry snow zone covers only 4 %

of the Northwest sector, while the percolation covers 80 % of this sector. We assign the

percolation and dry snow zones to densities of 488 kg m-3 and 400 kg m-3 respectively,

following (McMillan et al., 2016). In Model 3, we allow the density in the interior of the

ice sheet to vary in time and space based on the density output from MAR. However,

MAR densities are only available up to September 2020 and therefore we only compute

mass change from Model 3 until this date. At each epoch, we compute the integrated

density of the first top meter of the firn column within each grid cell to convert CryoSat-2

volume change to mass change.

The uncertainty in mass change, σdM , is computed based on the uncertainty in volume

change defined in the previous section (itself derived from the uncertainty in elevation

change from Section 5.4.1) and from the uncertainty in density as:

σdMi,j
(t) = |dMi,j(t)|.

√
(
σdVi,j

(t)
dVi,j(t)

)2 (5.11)

For Models 1 and 2, we define the uncertainty associated to the density σρ as the standard
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deviation of the top 1-m of the firn column density from MAR in each of the defined facies

of the sector. We find standard deviations of 114.1 kg m-3, 63.8 kg m-3, 65.3 kg m-3 and

3.8 kg m-3 for the ablation, interior of the ice sheet, the percolation and dry snow zones,

respectively. For Model 3, we define the uncertainty in the density at each epoch in a

similar manner as the standard deviation of the 1-m firn column density within each grid

cell. Using temporally and spatially variable densities (Model 3) to compute mass change

from volume change results in higher mass losses than when assigning fixed densities over

the different facies of the Northwest sector (Models 1 and 2). We note however that based

on our findings in Chapter 4, the standard deviation might be an underestimate of the

density error, especially in some parts of the ice sheet. We have shown in Chapter 4 that

the densities from MAR in West Central Greenland are overestimating the firn density by

21 % in the lower percolation zone and underestimating the density by 11 % in the higher

percolation zone compared to in-situ firn cores.

Figure 5.9: Illustrations of the three density models defined in this study. a) Model 1

assigning the interior of the ice sheet to the density of snow, b) Model 2 further partitioning

the interior of the ice sheet into percolation and dry snow zones, c) Model 3 using time-

and space-varying densities from MAR. The black line marks the extent of the ablation

zone where the density is set to that of ice in all three models.

We compute mass change over the Northwest sector using these three density models.

We find that the Northwest sector has lost mass at a rate of 40.5 ± 0.6 Gt yr-1, 41.1 ±
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0.6 Gt yr-1, and 41.3 ± 0.6 Gt yr-1 between July 2010 and September 2019 from Models

1, 2 and 3, respectively. The first two density models offer the advantage, by relying

on fixed densities, of not requiring up-to-date densities from an external firn densification

models. On the other hand, they ignore the spatial and temporal variability in firn density.

Furthermore, as in recent years melting has increased at the surface of the Greenland Ice

Sheet, the division of the ice sheet into ablation, percolation and dry snow zones might

not be valid anymore as it has been observed that melt has extended up to the dry snow

zone in 2012 for example (Nghiem et al., 2012). We therefore select Model 3 as our final

estimate of mass balance.

We further examine CryoSat-2 mass change in each of the different glacier basins

(except for one basin that is smaller than 6.3 km2) to be resolved within our CryoSat-2

mass balance solution (Figure 5.10). Between July 2010 and July 2019, the Northwest

sector has lost a total of 386.0 ± 3.7 Gt, with all glaciers losing ice over this period.

The largest losses are recorded at Upernavik-Isstrom-N (-4.6 ± 0.2 Gt yr-1), followed by

Steenstrup-Dietrichson (-2.9 ± 0.1 Gt yr-1) and Kjer Gletscher (-2.9 ± 0.1 Gt yr-1). We

find that between the 2011-2014 period and the 2014-2017 period, ice losses increased

by 8.2 % and have stabilized over the 2017-2020 period. The largest increase in mass

loss occurred at Hayes Gletscher-N-NN (+2.1 Gt), Kong Oscar Gletscher (+1.7 Gt), and

Gade-Morell (+1.6 Gt) glaciers with an increase of more than 1.5 Gt between 2011-2014

and 2014-2017.
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Figure 5.10: Mass change rate between July 2010 and July 2019 for each individual glacier

drainage basin of the Northwest sector. The basins have been ordered by latitudes. The

colours of the bars refer to the location of the basins as shown on the inset map.

5.5 Discussion

In this section, we compare our mass balance results to independent estimates from gravi-

metry and the mass budget method. We investigate the spatial variability of the differences

in mass balance between these three geodetic techniques by looking at differences across

different spatial scales. Finally, we identify potential sources of biases in our altimetry

mass balance solution.

5.5.1 Comparison to Independent Estimates of Ice Sheet Mass Balance

We compare our mass balance solution with independent mass balance estimates from

gravimetry from Groh and Horwath (2016) and the mass budget method from Mouginot

et al. (2019) (Figure 5.11). These two independent estimates were computed using the
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same basin delineations; however, both estimates include mass losses from Greenland’s

peripheral glaciers and ice caps (GICs) unlike our CryoSat-2 estimates. An estimate

based on surface mass balance (SMB) modelling is available for GICs in the Northwest

sector from Mouginot et al. (2019) and we thus add this signal to our CryoSat-2 time-

series. Based on this estimate, the ice caps in the Northwest sector have lost ice at a rate

of 1.3 ± 0.1 Gt yr-1. Between July 2010 and July 2019, the mass budget estimate is the

most negative with a mass change rate of -66.7 ± 1.0 Gt yr-1, followed by the gravimetry

estimate with a rate of -57.2 ± 2.2 Gt yr-1 and our CryoSat-2 estimate with a rate of -41.7

± 0.2 Gt yr-1 (including the GICs).

Figure 5.11: Time-series of mass change of the Northwest sector of the Greenland Ice

Sheet since July 2010 from CryoSat-2 satellite altimetry, satellite gravimetry, and the

mass budget method.

We further compare these mass balance estimates across different spatial scales in

order to look at the spatial variability in the differences. First, we compare our altimetry

solution to the gravimetry and mass budget estimates across the sector divided into two

and four regions of similar size (Figure 5.12). For this comparison, we do not include the
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GICs in our CryoSat-2 estimate and in the mass budget estimate as we only have a mass

balance estimate for the ensemble of GICs of the whole Northwest sector rather than a

spatially varying estimate of the GICs. When divided into two regions, we found that

CryoSat-2 underestimates mass losses across the two regions (Figure 5.12a). Gravimetry

and the mass budget method are in close agreement in the southern region (region 2) with

rates of -34.4 ± 1.1 Gt yr-1 and -32.3 ± 1.1 Gt yr-1 respectively but a large difference of

6.8 Gt yr-1 is recorded in the northern region (region 1). We further divide each of these

two regions into two sub-regions to further isolate the areas exhibiting large differences

(Figure 5.12b). In sub-region 1a, the gravimetry estimate is the most negative among all

estimates, likely due to the inclusion of the large ice cap located in the northernmost part

of the sector. In sub-region 1b, we find that CryoSat-2 and gravimetry both estimate a

similar rate of mass loss of ∼10 Gt yr-1 while the rate of mass loss from the mass budget

method is twice as large. This shows that most of the difference between gravimetry and

the mass budget method recorded in region 1 actually originates from the southern half of

this region (sub-region 1b). On the other hand, in sub-region 2a, CryoSat-2 and the mass

budget method are in better agreement than with the gravimetry estimate. Finally, in sub-

region 2b, CryoSat-2 largely underestimates mass losses compared to both gravimetry and

the mass budget method. This comparison reveals that differences between estimates are

highly variable spatially, suggesting that discrepancies between techniques do not solely

originate from one single region or technique.
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Figure 5.12: Comparison of CryoSat-2 altimetry, gravimetry and mass budget mass bal-

ance estimates in the Northwest sector divided into a) two and b) four parts. The different

regions (1 and 2) and sub-regions (1a, 1b, 2a, 2b) defined in this comparison are shown

on the inset maps. The grey box represents the reconciled mass balance estimate with the

solid grey line indicating the average of the altimetry, gravimetry and mass budget mass

balance estimates. The height of the grey box indicates the corresponding uncertainty

calculated as the average of the three estimates’ uncertainties.

Second, we compare mass balance estimates from CryoSat-2 altimetry and the mass

budget method in each individual glacier basin as the higher resolution of these two tech-

niques enable us to compute mass balance of individual glacier drainage basins. Differences

between mass budget and altimetry estimates exceed 0.5 Gt yr-1 in 19 basins, with the

mass budget method estimating larger ice losses than our CryoSat-2 estimate in 17 of these

basins. The largest differences are recorded in Steenstrup-Dietrichson and Kjer Gletscher

basins – the basins in which we have recorded the largest ice mass losses after Upernavik-
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Isstrom-N according to our CryoSat-2 estimates – with differences of -4.4 Gt yr-1 and -3.0

Gt yr-1, respectively (Figure 5.13). Overall, we find a correlation coefficient (r2) of 0.81

between our CryoSat-2 estimates and the mass budget estimates (Figure 5.14a).

Figure 5.13: Comparison of mass change rates between CryoSat-2 altimetry and the mass

budget method in the Northwest sector divided into individual glacier drainage basins. The

colours of the bars refer to the difference in dM/dt between mass budget and altimetry

estimates as shown on the inset map.

To investigate the origins of these differences, we examine which datasets were included

in the compilation of the mass budget estimates. The ice discharge component of the mass

budget is computed from observations of ice velocity and ice thickness change at a defined

flux gate. However, in some basins, observations of ice velocity or thickness change are

not always available and in the absence of data, steady state conditions are assumed,

which could bias the discharge estimates. In Mouginot et al. (2019) dataset, no velocity
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or thickness change data were used in the computation of the discharge estimates of 26

basins. 9 basins had velocity data but no thickness change data and 2 basins (Steenstrup-

Dietrichson and Morris-Jesup) had thickness change data but no velocity data (Figure

5.14a). As we record the largest differences in Steenstrup-Dietrichson, we believe that the

absence of velocity data in this basin could explain the large bias between the altimetry

and mass budget method at this particular basin. If we remove Steenstrup-Dietrichson

and Morris-Jesup estimates from this comparison, the correlation coefficient between our

dataset and the mass budget method slightly increases to 0.83. We also examine whether

the differences between the two methods could arise from a lack of CryoSat-2 observations

close to the grounding line where ice losses are generally greater. To do this, we look at

the area sampled by CryoSat-2 within 25 km from the coast as a measure of the spatial

coverage of CryoSat-2 close to the grounding line (Figure 5.14b). In each glacier drainage

basin, at least 30 % of the coastal area is sampled by CryoSat-2. Furthermore, in 68 out of

74 basins, at least half of the coastal area is surveyed by CryoSat-2, with this proportion

reaching 75 % in 21 basins, suggesting that the spatial coverage of CryoSat-2 cannot be

the only factor leading to significant differences with the mass budget method.
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Figure 5.14: a) Scatterplot of mass change rates computed from the mass budget method

and from our altimetry estimate. The colours of the points indicate what data were used

in the computation of the corresponding mass budget estimate, b) Percentage coverage of

CryoSat-2 within 25 km from the coast for each glacier drainage basin of the Northwest

sector. The names of the basins have been coloured with the corresponding colour from

the scatterplot.
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5.5.2 Potential Sources of Bias

We have found that there are large differences between mass balance estimates derived

from satellite radar altimetry, satellite gravimetry and satellite velocity measurements in

the Northwest sector, with our CryoSat-2 estimate underestimating ice losses compared to

the other two techniques. While other studies (Shepherd et al., 2020) have also found that

mass balance estimates from satellite radar altimetry are generally less negative compared

to other techniques, we outline here some potential sources of bias that could affect our

mass balance estimate. Here, we discuss potential biases in our elevation, volume and

mass change estimates.

While we have found an overall good agreement between satellite radar and airborne

laser altimetry rates of elevation change with a mean difference of 6.5 ± 0.5 cm yr-1,

there remain important localized differences in the margins of the ice sheet that could

therefore lead to a significant mass change underestimation in our CryoSat-2 solution. To

estimate the magnitude of this potential underestimation, we interpolate the difference

map between CryoSat-2 and Operation IceBridge rates of elevation change (Figure 5.5a)

to produce an empirical correction of our CryoSat-2 rates of elevation change. We limit

this analysis to the SARIn area where the airborne measurements are dense enough and

where ice losses are concentrated. We find that this empirical correction leads to an

additional volume change of 14.9 km3 yr-1 across the SARIn area of the sector. We

further convert this volume change to mass change by applying fixed densities from our

density model 2 (as the empirical correction that we compute is not time dependent, we

cannot apply our density model 3). This results in an additional mass loss of 11.8 Gt yr-1,

bringing our altimetry solution much closer to gravimetry and mass budget estimates. The

origins of the differences between satellite radar and airborne laser altimetry remain to be

explored and are out of the scope of this chapter but these differences likely originate from

fluctuations in radar penetration into the snowpack, or from CryoSat-2 sampling issues

in areas of high-relief topography. While this simple approach – based on the assumption

that Operation IceBridge provides unbiased measurements of surface elevation changes

compared to CryoSat-2 – ignores temporal variations in the bias between satellite radar
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and airborne laser altimetry, it provides an indication of the impact such a bias would

have on mass balance derived from satellite radar altimetry.

In this study, we have corrected our elevation change measurements for the solid earth’s

response to past and contemporary changes in ice load but we have found that the mag-

nitude of the GIA and elastic uplift corrections is very small (less than 1 cm) and therefore

are unlikely to lead to significant differences in mass balance. However, we have not cor-

rected our elevation changes for the effect of firn compaction. Firn elevation changes due

to firn compaction are not associated with a mass change and therefore need to be ac-

counted for before converting volume to mass change using a firn density model. This

correction is not included in this study as no up-to-date firn model outputs are available

to compute this correction, but it has been estimated that this correction correspond to

a volume change of -19 km3 yr-1 for the whole of the Greenland Ice Sheet between 2003

and 2008 (Sørensen et al., 2011).

A key parameter in calculating mass balance from satellite altimetry is the density

used to convert our observed volume change to mass change. Here, we have tested three

density models in this chapter. However, we have found that using either of these density

models leads to similar mass change rates with maximum differences of the order of 1 Gt

yr-1, which are insufficient compared to the magnitude of the differences with other mass

balance estimates. Therefore, we conclude that while density is an important parameter,

it cannot solely explain the underestimation of ice losses compared to gravimetry and the

mass budget method.

Finally, when comparing ice sheet mass balance estimates, the inclusion of the peri-

pheral glaciers and ice caps needs to be considered as not all techniques can isolate mass

losses from the GICs. The gravimetry estimate includes the peripheral ice caps as they

cannot be isolated from the ice sheet due to the coarse resolution of the GRACE and

GRACE-FO sensors. We used the estimate from Mouginot et al. (2019) to include the

GICs mass balance in our CryoSat-2 solution, however this estimate might be an under-

estimation of the GICs ice losses, as we have seen that in the northern half of the sector,

differences between gravimetry and mass budget exceed this estimate. If the GICs contri-
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bution is underestimated, it would bring the mass balance estimates from altimetry and

the mass budget method closer to the gravimetry solution.

5.6 Conclusion

In this chapter, we derive surface elevation change, volume change and mass change from

CryoSat-2 in the Northwest sector of the Greenland Ice Sheet between 2010 and 2020. We

find that all glaciers have lost ice over this period with an overall rate of mass loss of 41.3

± 0.6 Gt yr-1. We compare our altimetry mass balance estimate to independent estimates

from gravimetry and mass budget method. This comparison shows that mass losses meas-

ured from CryoSat-2 data are underestimated compared to the other techniques, which

recorded a mass loss rate of -57.2 ± 2.2 Gt yr-1 and 66.7 ± 1.0 Gt Gt yr-1, respectively.

We further investigate differences between mass balance estimates spatially by splitting

the Northwest sector into different regions and individual glacier drainage basins. Fi-

nally, we identify potential sources of biases in our estimation of elevation change, volume

change and mass change from CryoSat-2. While there is a good overall agreement between

satellite radar and airborne laser altimetry rates of elevation change, we find that local

differences in the coastal margins of the ice sheet can lead to significant underestimation

of ice sheet volume and mass change and could help explain the departure of the radar

altimetry mass balance from the other geodetic techniques. However, this remains to be

further explored by closely examining radar penetration fluctuations and satellite sampling

against airborne laser altimetry data.
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Chapter 6

Conclusion, Synthesis and Future Work

The aim set at the beginning of this thesis was to improve our ability to detect and interpret

changes in the elevation of Earth’s polar ice sheets using satellite radar altimetry. In the

preceding three chapters, I have met this aim using satellite and airborne Ka-band and

Ku-band altimetry data to detect surface elevation and elevation changes across Antarctica

and Greenland. In Chapter 3, I have shown that Ka-band satellite altimetry from AltiKa

is fit to retrieve surface elevation and elevation change in West Antarctica. I demonstrated

that AltiKa is detecting trends in elevation change similar to those derived from Ku-band

satellite altimetry from CryoSat-2, apart in some specific areas of the ice sheet margins,

such as the Getz ice shelf grounding line, where AltiKa struggles to sample the steep terrain

compared to CryoSat-2. After demonstrating the ability of Ka-band satellite altimetry for

measuring surface elevation changes, I examined the sensitivity of airborne radar data

to surface melt and firn stratigraphy in West Central Greenland in Chapter 4 to assess

their relative performance and to further explore differences between Ka- and Ku-band

data. I investigated means of mitigating the impact of radar penetration fluctuations on

retrieved surface heights and showed that applying threshold retracking methods results in

surface heights in good agreement with coincident airborne laser altimetry data. Finally,

in Chapter 5, I used a decade of CryoSat-2 Ku-band satellite altimetry data to detect
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surface elevation changes in the Northwest sector of the Greenland Ice Sheet and estimate

the mass imbalance of this region. Thanks to the long CryoSat-2 record and to its SARIn

acquisition mode, which allows for dense observations in the margins of the sector where

the topography of the terrain is complex, I further partitioned the mass change into the

individual glacier basins of the Northwest sector, showing that all glacier basins lost ice

during the past decade.

In this final chapter, I firstly summarise the main findings from each piece of work. I

then present a synthesis of these findings and discuss their significance before underlining

key areas of future work that have emerged from the results presented here.

6.1 Summary of Main Results

The different pieces of work comprised in this thesis are presented in the chronological

order they have been undertaken. As the main priority of this thesis was to explore the

potential of Ka-band altimetry data over the ice sheets, I started by assessing trends

in surface elevation derived from Ka-band satellite altimetry against coincident Ku-band

satellite and laser airborne data, before exploring differences between Ka- and Ku-band

more closely using data from field campaigns in West Central Greenland. Finally, I used a

decade of CryoSat-2 data to estimate the mass imbalance of the Northwest Greenland Ice

Sheet. I compared estimates of elevation change from CryoSat-2 satellite altimetry and

airborne laser altimetry in the Northwest sector of the Greenland Ice Sheet and produced

a mass balance estimate in the individual glacier basins of this region by making use of

the high temporal and spatial sampling of CryoSat-2. The later chapters of this thesis

were developed based on the findings of the earlier chapters and inversely, with more time,

the earlier chapters could also be revisited based on the knowledge gained from the later

chapters.
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6.1.1 Ice Sheet Elevation Change in West Antarctica from Ka-band

Satellite Radar Altimetry

In Chapter 3, I assessed the potential of higher frequency Ka-band data for mapping

elevation and elevation changes of the ice sheets. I used AltiKa Ka-band satellite altimetry

data to derive surface elevation and elevation change in West Antarctica between 2013 and

2019, producing the first extensive map of West Antarctica surface elevation change from

Ka-band satellite altimetry. Ka-band (36 GHz, 0.8 cm) has a reduced penetration depth

compared to the traditional Ku-band (13.5 GHz, 2.3 cm) used by the other altimeters

(Rémy et al., 2015). Given that the signal scatters closer to the surface at Ka-band than

at Ku-band, the reduced penetration depth at Ka-band might potentially lead to more

reliable surface elevation and elevation change measurements. I evaluated these estimates

of elevation and elevation change through comparisons to airborne laser altimetry from

Operation IceBridge. I showed that there is a good agreement in terms of surface elevation

with a mean difference of 3.8 ± 0.5 m, which is half that of the difference when a slope

correction is not applied. In terms of surface elevation change, the mean difference between

Ka-band satellite altimetry and airborne laser altimetry is 0.6 ± 2.4 cm yr-1. I further

compared these estimates to CryoSat-2 Ku-band satellite altimetry and found that there

are only minor differences in both elevation and elevation change with mean differences

of 2.5 ± 0.1 m and 0.1 ± 0.1 cm yr-1, respectively (Figure 6.1). This demonstrates that

trends in radar penetration are minor in this sector of this ice sheet as differences between

Ka-band and Ku-band satellite altimetry and airborne laser altimetry are small. The

main challenge of using AltiKa for the study of the ice sheets is not related to its different

penetration depth, but rather to its smaller antenna beam width (0.6◦) and smaller range

window (40 m against 120 m for CryoSat-2 operating in SARIN mode), which limits the

number of valid elevation measurements acquired over the steep margins. This effect can

be seen in some specific regions of the margins of the ice sheet, for instance along the Getz

ice shelf grounding line, where AltiKa records 9 times fewer measurements than CryoSat-

2. From this new Ka-band satellite altimetry dataset, I have shown that surface elevation

is lowering at rates of 117 ± 10 cm yr-1 and 100 ± 20 cm yr-1 between 2013 and 2019 over
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Pine Island and Thwaites Glaciers, respectively. Compared to surface elevation change

recorded in the 2000s and estimated from ERS-2 and Envisat from Shepherd et al. (2019),

the rate of surface lowering has risen by 43 % at Thwaites Glacier but has slow down by 9

% at Pine Island Glacier (Figure 6.1). The reduced pace of thinning of the main trunk of

Pine Island Glacier was also later confirmed by Bamber and Dawson (2020) and has been

linked to the weakening in the ocean forcing (Dutrieux et al., 2014).

Figure 6.1: Time series of elevation change at a) Pine Island Glacier from AltiKa, CryoSat-

2 and from a combination of ERS, Envisat, and CryoSat-2 data (Shepherd et al., 2019).

The locations of the selected pixels are indicated by the white circles on the AltiKa map of

average rate of elevation change in the insets. The 0.5 m yr-1 contours of rates of surface

lowering from the 1990s, the 2000s and from the AltiKa and Cryosat-2 datasets used in

this study are marked by the coloured lines on the maps. b) Histograms of the difference

in rates of elevation change between satellite Ka-band and Ku-band radar and airborne

laser altimetry from Operation IceBridge.

This work highlights the potential of Ka-band satellite altimetry for mapping changes

in the surface elevation of the ice sheets. To further explore differences between Ka-band
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and Ku-band data, my attention now turns to a close examination of a transect in West

Central Greenland by analysing a decade of airborne radar and laser data in combination

with in-situ firn density measurements and firn densification model outputs.

6.1.2 Correlated Fluctuations in Ku-band Airborne Radar Penetration

and Surface Melting in West Central Greenland

In Chapter 4, I examined the spatial and temporal variability in Ku-band airborne radar

profiles acquired over the EGIG line in West Central Greenland from data acquired during

the ESA CryoVEx field campaigns between 2006 and 2017. By tracing annual melt layers

in the radar profiles, I showed that there are large variations in the radar scattering

horizon spatially – across the ablation, percolation and dry snow accumulation sections of

the EGIG line – and temporally with high inter-annual variability. The largest fluctuations

are found between 2012 and 2014, with a radar penetration depth reduction of 6.2 ± 2.4

m, owning to a shift of the main scattering horizon closer to the surface. Using firn cores

collected during the field campaigns and modelled outputs from firn densification models,

I demonstrated that these fluctuations are correlated with fluctuations in surface melting.

After evaluating two firn densification models with in-situ firn density measurements –

showing that they agree with RMSEs of 104 kg m-3 and 64 kg m-3 for MAR and IMAU-

FDM, respectively – I linked the strong reduction in radar penetration observed after

2012 to fluctuations in firn density (Figure 6.2). The reduction in radar penetration depth

coincides with a peak in summer density, which is twice the density from previous years,

underlining the anomalous character of the 2012 melt event. While the impact of the

2012 melt event had been shown on CryoSat-2 satellite altimetry in the interior of the ice

sheet (Nilsson et al., 2015; Slater et al., 2019), this piece of work provides the first direct

evidence of the origins of these fluctuations by using a combination of airborne data, field

data and outputs from firn densification models.

Fluctuations in radar penetration can have a large impact on retracked surface heights.

Nilsson et al. (2015) showed that the 2012 melt event induced a step in elevation of 89 ±

49 cm in the dry snow zone of the Greenland Ice Sheet from CryoSat-2 satellite altimetry.
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Figure 6.2: a) Total daily melt along the EGIG line from MAR regional climate model. A

10-day moving average has been applied to the time-series to reduce noise. b) Fluctuations

in airborne Ku-band radar penetration shown by three parameters derived from radar

echoes. c) Density anomaly from the MAR- and IMAU firn density models (FDM).

Several approaches have been proposed to mitigate this effect on CryoSat-2 satellite alti-

metry data, such as applying a deconvolution procedure to the radar waveforms to correct

for penetration depth (Slater et al., 2019). Here, I assessed three different retrackers and

their ability to mitigate fluctuations in radar penetration through comparisons to coincid-

ent airborne laser altimetry data. I showed that applying threshold retracking algorithms

results in surface heights in good agreement within 13.9 cm from coincident laser data. I

further investigated the potential of higher frequency Ka-band data as a means of mitigat-

ing the impact of fluctuations in surface melting on retracker surface heights. As Ka-band

penetration depth is reduced compared to Ku-band, the impact of an anomalous melt

layer on Ka-band data would last over shorter timescales compared to Ku-band. To verify

this assumption, I investigated the sensitivity of Ka-band data to volume scattering fluc-

tuations. Despite this analysis being limited to one year, I found that all three retrackers

provide similar results – within 16 cm from the coincident laser data – suggesting that
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Ka-band data are less sensitive to the choice of the retracking algorithm due to its reduced

penetration depth (Figure 6.3).

Figure 6.3: Histograms of the difference between airborne radar and airborne laser alti-

metry surface heights during the 2017 campaign. a) Airborne laser scanner - Ku-band

radar ASIRAS, b) Airborne laser scanner - Ka-band radar KAREN. The radar data were

retracked using three different retracking algorithms (OCOG, TCOG and TFMRA) indic-

ated by the coloured lines.

In that chapter, I showed that there are large fluctuations in radar penetration but that

threshold retracking methods can be effectively applied to mitigate the impact of these

fluctuations on retracked surface heights. In the following chapter, I compared surface

elevation changes from CryoSat-2 Ku-band satellite altimetry and Operation IceBridge

airborne laser altimetry in Northwest Greenland and estimated the mass balance of this

sector. I further compared this altimetry mass balance estimate to independent estimates

from gravimetry and the mass budget method and investigated the potential sources of

discrepancies between the different techniques.
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6.1.3 Changes in the Elevation and Mass of the Northwest Sector of the

Greenland Ice Sheet

In Chapter 5, I derived surface elevation change from a decade of CryoSat-2 satellite al-

timetry data between 2010 and 2019 in the Northwest sector of the Greenland Ice Sheet.

The Northwest sector is the only region of the Greenland Ice Sheet that has experienced

sustained acceleration in ice discharge since the early 2000s (King et al., 2020), triggered by

ocean forcing (Wood et al., 2021), and accounts for a third of the total mass loss of Green-

land (Mouginot et al., 2019). This sector counts a large number of marine-terminating

glaciers, which have the potential to experience widespread inland thinning diffusion due

to their bed topography (Felikson et al., 2021), potentially explaining the sustained in-

crease in discharge. I derived surface elevation change from a decade of CryoSat-2 data in

this sector and found that the surface is lowering at a rate of 18.7 ± 0.4 cm yr-1 during

this period, with the margins of this region thinning at more than twice this pace (42.7

± 0.9 cm yr-1). I compared these estimates to airborne laser altimetry from Operation

IceBridge estimates and found an overall good agreement with a mean difference of 6.5 ±

0.5 cm yr-1 and standard deviation of 31.1 cm yr-1 (Figure 6.4).

After correcting these elevation changes for the glacial isostatic adjustment and the

instantaneous elastic response of the solid Earth to contemporaneous ice changes, I estim-

ated the mass balance of this sector. I found that Northwest Greenland lost a total of

386.0 ± 3.7 Gt between 2010 and 2019, with only 8 glacier basins – out of the 68 basins

of the sector surveyed – contributing to more than half of this mass loss (Figure 6.5).

I compared this mass balance estimate to estimates from gravimetry and the mass

budget method and found that the altimetry solution is the least negative, both at the

sector scale and when the region is split into two or four regions. I further compared the

altimetry and mass budget estimates in individual glacier basins as both these methods

allow for finer spatial resolution. There is a high correlation between the two techniques.

While the mass budget method directly estimates discharge in 35 basins from velocity

and thickness change data, steady-state conditions are assumed for the remainder of the

basins. I also explored potential sources of biases in my altimetry estimate. I found that
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Figure 6.4: a) Difference between CryoSat-2 Ku-band and Operation IceBridge airborne

laser altimetry rates of elevation change. b) Scatterplot of CryoSat-2 rates of elevation

change against Operation IceBridge rates of elevation change. c) Histogram of the differ-

ence between CryoSat-2 and Operation IceBridge rates of elevation change.

the largest source of discrepancy could potentially be explained by a bias between radar

and laser retrievals of surface elevation change, which can account for an additional mass

loss of 11.8 Gt yr-1, using a simple empirical correction based on extrapolating differences

between airborne laser and satellite radar altimetry.
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Figure 6.5: CryoSat-2 mass balance estimates per glacier basin.

In this chapter, I showed that Northwest Greenland has lost mass at a rate of 41.3

± 0.6 Gt yr-1 between 2010 and 2019 from CryoSat-2 satellite altimetry. However, I

showed that there are significant differences between altimetry, gravimetry and the mass

budget method mass balance estimates in Northwest Greenland. The spatial pattern of

the differences between the different geodetic techniques is complex, suggesting that the

differences cannot be solely attributed to a particular region or technique.

6.2 Synthesis of Principal Findings

In this thesis, I have developed methods and created new datasets in order to improve

our ability to detect and interpret changes in the elevation of Earth’s polar ice sheets

using Ka-band and Ku-band satellite altimetry. In this section, I will first show how

this has contributed to demonstrating the potential of Ka-band AltiKa satellite altimetry

for detecting trends in surface elevation change. Next, I investigated the effect of radar

152



6.2 Synthesis of Principal Findings

penetration depth on surface elevation and elevation change measurements by comparing

Ka- and Ku-band data in Antarctica and Greenland from satellite and airborne platforms.

Finally, I will show that the new datasets I have created using AltiKa and CryoSat-2

data underline significant areas of ice sheet imbalance in West Antarctica and Northwest

Greenland.

6.2.1 Demonstration of the Potential of Ka-band Satellite Altimetry to

Track Changes in the Ice Sheets’ Shape

In this thesis, I have demonstrated the potential of the new higher-frequency AltiKa

altimeter for tracking changes in the ice sheets shape. AltiKa is the first space borne

mission using the higher frequency Ka-band and interest in using this higher frequency for

both oceanic and cryospheric studies has been growing in the last decades (Verron et al.,

2015). One advantage of Ka-band is its reduced penetration in the snowpack below the ice

sheet surface compared to Ku-band (Rémy et al., 2015). Another advantage is the smaller

antenna of Ka-band, which lowers the cost of a satellite mission using Ka-band compared

to an equivalent mission using Ku-band. There has been a number of studies on the

combination of Ka- and Ku-band over sea ice to derive snow depth (e.g. Guerreiro et al.,

2016; Lawrence et al., 2018), but land ice has received limited attention in comparison.

To retrieve surface elevation and elevation changes using AltiKa data, I have imple-

mented new methods to accommodate for the altimeter’s instrumental characteristics and

spatial sampling. First, in Chapter 3, I developed a slope correction method to correct

AltiKa Ka-band surface elevation data for slope-induced errors. This new correction, based

on Roemer et al. (2007), takes into account the fact that AltiKa has a smaller aperture

(0.6◦) than other altimeters (CryoSat-2’s antenna aperture is twice that of AltiKa), result-

ing in the retainment of 20.5 % more surface height measurements compared to the regular

slope correction. This slope correction led to an agreement of AltiKa surface heights with

coincident airborne laser data to within 3.8 ± 0.5 m in West Antarctica, compared to

a median difference of 6.2 ± 0.5 m when a slope correction is not applied. Second, to

estimate changes in surface elevation, I have applied a least-square model fit for estim-
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ating surface elevation changes on both AltiKa Ka-band and CryoSat-2 Ku-band data in

Chapters 3 and 5. Using the plane-fitting method (McMillan et al., 2016) maximises the

spatial coverage of the derived elevation change field compared to the crossover method

and is more adapted to AltiKa’s drifting orbit phase (which began in July 2016) than

the repeat-track method. This was the first application of such a model fit on Ka-band

satellite data. I showed in Chapter 3 that this led to a coverage of 60.7 % of the West

Antarctica basin with only small gaps in-between tracks. I also assessed the performance

of AltiKa with respect to contemporaneous CryoSat-2 Ku-band data and showed that

AltiKa detects similar surface elevation trends than those derived from CryoSat-2 with a

mean difference of 0.1 ± 0.1 cm yr-1.

While trends in surface elevation from AltiKa have not been studied in detail before

this thesis, the potential of AltiKa for monitoring the oceans, inland water bodies and sea

ice has already been demonstrated. Over the open ocean, the vast majority of AltiKa data

(99.5 %) results in valid measurements of sea surface heights and AltiKa has a similar level

of performance than Ku-band Jason-2 data in terms of both sea surface heights differences

at crossovers and along-track sea level anomalies (Prandi et al., 2015). Furthermore, close

to the coast – where radar echoes are easily distorted by the presence of land, complicating

sea surface height retrievals from satellite altimetry – the smaller footprint (1.4 km against

1.7 km) and higher along-track sampling (31 cm against 47 cm) of AltiKa compared to

Jason-2 results in a higher number of measurements. In the Northwestern Mediterranean

Sea, AltiKa provides denser near shore observations compared to Jason-2 with improved

quality with respect to tide gauge measurements (Birol and Niño, 2015). Similarly, over

inland water bodies, such as rivers and lakes, the smaller footprint of AltiKa is also better

suited for surveying these relatively small features than previous Ku-band altimeters,

providing water level time series with reduced noise compared to Ku-band Envisat data

(Schwatke et al., 2015). Finally, over sea ice, differences between AltiKa and Ku-band

CryoSat-2 freeboard measurements arise from the different radar penetration depths of

Ka- and Ku-band (Armitage and Ridout, 2015), which can be further used to derive snow

depth on top of sea ice floes (Guerreiro et al., 2016; Lawrence et al., 2018). While the main
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benefit of AltiKa over these surfaces is its smaller footprint, which results in better quality

measurements, this proves more complicated over the ice sheets where the topography of

the terrain can vary by up to tens of meters over only a few kilometres causing the radar

echoes to originate outside AltiKa’s narrow beam-limited footprint. This implies that

in the margins of the ice sheet, the smaller antenna beam width of AltiKa, rather than

providing higher quality measurements, limits the retrievals of surface elevation. However,

as I have demonstrated in Chapter 3, this can be mitigated by adapting the slope correction

algorithm to allow the relocation of surface elevation measurements outside the beam-

limited footprint of AltiKa.

6.2.2 Exploring Differences in Penetration Depth between Ka- and Ku-

band over the Ice Sheets

While differences between Ka- and Ku-band satellite data over the oceans and inland

water bodies are driven by the difference in the sensors’ characteristics, over sea ice and

land ice, the radar signal can penetrate below the actual snow surface. Thus, differences

between Ka- and Ku-band surface elevation and freeboard measurements are related to

differences in radar penetration. Over Arctic sea ice, differences in freeboard between

AltiKa, CryoSat-2, and airborne laser altimetry from Operation IceBridge have been used

to show that Ka- and Ku-band radar range to a different scattering horizon over both first

year and multi-year sea ice. CryoSat-2 penetrates up to the ice surface over first-year sea

ice and through the majority of the snow layer on multi-year sea ice, while AltiKa echoes

originate from the midpoint of the snow layer in both cases (Armitage and Ridout, 2015).

Unlike over sea ice, where there is a clear snow-ice interface with a snow layer that

does not typically exceed 40 cm in the Arctic and 100 cm in the Antarctic in thickness,

the ice sheets are covered by a layer of firn of up to tens of meters in the interior of

the ice sheets. In Chapter 4, I have demonstrated that radar data are sensitive to melt

layers formed during past summers by examining a long record of Ku-band airborne radar

data in West Central Greenland. The spatial and temporal variations in surface melting

induce strong fluctuations in the radar waveforms shape and penetration depth. The
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largest variation in radar penetration is linked to the formation of an ice lens following

the 2012 melt event, with a shift of the radar main scattering horizon upwards closer to

the snow surface, resulting in a sudden decrease in Ku-band radar penetration of 6.2 ±

2.4 m. In 2017, the 2012 melt layer was still visible in the Ku-band radar profile, buried

at a depth of 4.4 ± 0.2 m. While our Ka-band airborne data record is limited to 2016 and

2017 only, which limits our analysis of the sensitivity of higher-frequency data to extreme

melt events, I showed that over these two years, radar penetration at Ka-band is reduced

by half compared to that of coincident Ku-band. I have further assessed the ability of

different retracking algorithms to mitigate the impact of radar penetration fluctuations

on surface height retrievals and have shown that threshold retracking methods results in

a good agreement with airborne laser data to within 13.9 cm for Ku-band data and 15.6

cm for Ka-band data.

While fluctuations in radar penetration are evident in Greenland where surface melt

occurs every summer, in Antarctica where surface melt is limited to the margins of the

ice sheet, this effect is less visible. In Chapter 3, I have shown that trends in surface

elevation change in West Antarctica derived from Ka-band AltiKa are in good agreement

with both Ku-band CryoSat-2 (within 0.1 ± 0.1 cm yr-1) and airborne laser altimetry

(within 0.6 ± 2.4 cm yr-1), suggesting that trends in penetration depth over this region

are minor. However, when comparing Ku-band CryoSat-2 and airborne laser altimetry

data, I found differences in rates of elevation change of the same magnitude in both West

Antarctica (Chapter 3) and Northwest Greenland (Chapter 5), with differences of 8.1 cm

yr-1 and 6.5 cm yr-1, respectively. This shows that differences between Ku-band satellite

radar and airborne laser altimetry over both ice sheets seem to be larger than differences

with Ka-band AltiKa satellite. Yet, differences between satellite radar and airborne laser

cannot be solely interpreted as the effect of radar penetration. Other factors such as

the different footprint sizes between satellite radar and airborne laser instruments, the

operational mode of the satellite radar altimeter (LRM or SARIn), as well as the slope

and roughness of the terrain all play a role in the differences between satellite radar and

airborne radar data.
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Finally, this work also fits in with the development of the European Space Agency

high-priority candidate mission CRISTAL (Copernicus Polar Ice and Snow Topography

Altimeter) mission, which will employ both Ka- and Ku-band frequencies (Kern et al.,

2020), allowing for new opportunities to further develop the work presented in this thesis.

6.2.3 Detecting Ice Sheet Imbalance from Satellite Radar Altimetry

Finally, I have used the methods and datasets I developed throughout this thesis to study

in details two key regions of the Antarctic and Greenland Ice Sheets that are exhibiting

significant imbalance. In Chapter 3, I estimated surface elevation changes in West Ant-

arctica using Ka-band and Ku-band satellite altimetry data and showed that the surface

is lowering at a rate of 8.2 ± 1.2 cm yr-1 between 2013 and 2019 across this region. By

extending the surface elevation time-series in time compared to previous studies (Shepherd

et al., 2019), I have shown that the pace of surface elevation lowering at Pine Island Glacier

fell by 9 % compared to the 2000s, while it increased by 43 % at Thwaites Glacier. The

slowdown of Pine Island Glacier was also observed in a later study (Bamber and Dawson,

2020), confirming the complex pattern of thinning of Pine Island Glacier.

In Chapter 5, I used a decade of CryoSat-2 data to examine changes in the elevation

and mass of the Northwest sector of the Greenland Ice Sheet. This sector is of critical

importance as about a third of Greenland’s ice losses come from the Northwest sector,

contributing 4.4 mm to global mean sea level rise since 1972 (Mouginot et al., 2019). As

this region counts a large number of relatively narrow marine-terminating glaciers in steep

terrain, I made use of the dense observations provided by the SARIn acquisition mode

of CryoSat-2 to derive surface elevation change and estimate the mass imbalance of this

region. I showed that this sector is losing mass at a rate of 41.3 ± 0.6 Gt yr-1, contributing

0.11 mm yr-1 to global mean sea level rise between 2010 and 2019. I further partitioned the

mass change within each of the 74 glacier drainage basins of the Northwest sector, showing

that all basins have lost ice over this period. This geographical partitioning in individual

basins allows for a direct comparison with the mass budget method at a higher resolution

than previous comparisons which have been performed either by considering the whole
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ice sheets (e.g. Shepherd et al., 2020) or large regions of the ice sheets (e.g. Sutterley

et al., 2014; Velicogna et al., 2020). A comparison at a finer resolution helps isolate

differences geographically and identify more precisely the areas exhibiting similarities and

differences. By applying this approach in Chapter 5, I showed that the bias between

CryoSat-2 and the mass budget method in Steenstrup-Dietrichson basin likely originates

from the absence of ice velocity observations in the computation of the discharge estimate

in the mass budget method in this particular basin. Therefore, this approach can further

help reconcile differences between independent estimates of mass balance.

6.3 Recommendations for Future Work

In this section, I underline areas of future research that have emerged from the results

of this thesis. First, I consider comparing surface elevation changes derived from AltiKa

and CryoSat-2 data across the Greenland Ice Sheet where seasonal fluctuations in surface

mass balance are more important that in Antarctica based on the findings from Chapters

3 and 4 in order to retrieve firn properties from space. I then consider investigating

biases between satellite radar and laser airborne altimetry based on Chapter 5. Finally,

I consider combining data from AltiKa, CryoSat-2 and Operation IceBridge to create a

multi-mission time series of elevation changes in the Antarctic Peninsula, where the steep

terrain complicates the altimetry retrievals of surface elevation and elevation change.

6.3.1 Retrieving Firn Properties from Dual Frequency Radar Altimetry

Ka-/Ku-band across the Greenland Ice Sheet

In Chapter 3, I demonstrated that surface elevation trends derived from Ka-band AltiKa

satellite altimetry were in good agreement with CryoSat-2 Ku-band satellite altimetry and

airborne laser altimetry in West Antarctica. A quarter of this region is now in a state of

dynamic imbalance (Shepherd et al., 2019) and thinning rates recorded over the glaciers

of the Amundsen Sea Embayment – Pine Island, Thwaites and Pope Smith and Kohler

glaciers – typically exceed 3 m yr-1 over their main trunks (e.g. McMillan et al., 2014;
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Pritchard et al., 2009). This dynamic thinning signal is very large and might mask out

differences between Ka- and Ku-band signals related to radar penetration.

The Greenland Ice Sheet is a good candidate to further explore differences between Ka-

and Ku-band surface elevation trends (Figure 6.6) as the Greenland Ice Sheet experiences

large spatial and temporal variations in surface mass balance, as we have seen in Chapter 4.

Comparing surface elevation changes arising from surface mass balance and firn processes

simulated by a firn densification model (Kuipers Munneke et al., 2015) to Ka- and Ku-band

elevation trends across the Greenland Ice Sheet could potentially help us infer properties

of the firn pack and how these properties can affect radar penetration.

Figure 6.6: Greenland Surface Elevation Change between March 2013 and April 2017 from

a) AltiKa Ka-band satellite altimetry, b) CryoSat-2 Ku-band satellite altimetry.

In particular, snowfall accumulation and surface melting are the two main surface mass

balance processes leading to a surface elevation change and both these components vary
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in time and space across the ice sheet. Snowfall is the highest in Southeast Greenland,

which receives about 30 % of Greenland’s total snow accumulation (Miège et al., 2013) and

accumulation rates in this region have been derived from Operation IceBridge snow radar

data (Montgomery et al., 2020) and simulated by firn densification models (e.g. Fettweis

et al., 2017; Noël et al., 2018). In addition to snowfall accumulation, I have shown in

Chapter 4 that surface melting has a large impact on radar scattering horizon, with the

2012 unprecedented melt event causing a shift of the scattering horizon towards the ice

sheet surface and a sudden decrease in radar penetration. While AltiKa was launched

after the 2012 melt event, surface melting was also substantial in summer 2019 (Tedesco

and Fettweis, 2020) and investigating the impact of extensive surface melt on Ka- and Ku-

band data would also help improve our radar altimetry retrievals of surface elevation and

elevation changes and better characterise uncertainties from variable scattering horizon.

6.3.2 Investigating Potential Biases between Satellite Radar and Laser

Altimetry in Greenland from CryoSat-2 and Operation IceBridge

Based on Chapter 5, in which I have shown that there are significant differences between

mass balance estimates derived altimetry, gravimetry and the mass budget method in

Northwest Greenland, I investigated the possibility that there exists a bias between radar

and laser surface elevation changes. Here, I propose to extend this work by examining dif-

ferences between CryoSat-2 Ku-band satellite altimetry and Operation IceBridge airborne

laser altimetry across the whole Greenland Ice Sheet to understand the origin of this bias.

Determining the origin of this bias and correcting the CryoSat-2 surface elevation change

for this effect is crucial for accurately estimating the mass balance of the Greenland Ice

Sheet. Several factors, such as the sensors’ different footprint sizes, the different sampling

pattern between satellite and airborne campaigns, the topography of the terrain or the

Ku-band radar penetration (or a combination of these factors), could explain the bias

between satellite Ku-band radar and airborne laser altimetry.

While CryoSat-2 has a footprint size of 1.6 km in LRM mode and a reduced footprint

size of 0.3 km along-track and 1.6 km across-track in SARIn mode (Wingham et al., 2006),
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Operation IceBridge airborne topographic mapper has a footprint of only ∼1 m. This im-

plies that Operation IceBridge can resolve much smaller features than CryoSat-2 and could

potentially lead to differences between the satellite radar and airborne laser data. Another

factor inherent to any airborne campaign to take into account is the sampling pattern of

the terrain. As the airborne campaigns are limited by weather conditions, personnel avail-

ability, time and other logistics constraints, the campaigns’ foremost priority is to survey

the fast-flowing parts of the ice sheet in the margins of the ice sheet that are rapidly chan-

ging, unlike satellites, which systematically revisit the terrain and provide measurements

across the whole ice sheet. Furthermore, it is important to remark that the majority of

the airborne data are collected in areas of high slope where CryoSat-2 surface elevation

measurements are more likely to be affected by slope-induced errors. Finally, unlike laser

signal, which is reflected by the snow surface, Ku-band radar signal can penetrate up to

15 m below the snow surface, potentially contributing to the differences between laser and

radar surface elevation changes.

While in Chapter 5, I have only investigated the possibility of the bias between laser

and radar surface elevation change in Northwest Greenland and estimated the impact of

such a bias by extrapolating the differences in space, the differences appear to vary in time

and across the Greenland Ice Sheet (Figure 6.7). Making use of a decade of coincident data

between CryoSat-2 and Operation IceBridge is a unique opportunity to further explore

differences between radar and laser surface elevation trends and has important implications

for determining ice sheet mass balance. This analysis could be further used as a benchmark

to assess the different processing steps applied in the CryoSat-2 processing chain, such

as the different retracking algorithms or the backscatter correction used to correct the

elevation changes for the temporal variations in the snowpack properties.
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Figure 6.7: Difference in surface elevation change between CryoSat-2 Ku-band satellite

altimetry and Operation IceBridge airborne laser altimetry. Difference in rates of surface

elevation change calculated between a) 2010.5 and 2019, b) 2011.0 and 2015.0, c) 2015.0

and 2019.0. The boundary between LRM and SARIn modes of CryoSat-2 is indicated by

the purple line.

6.3.3 Applying the Methods Developed in this Thesis to other Regions

of Concern

The methods I developed in this thesis to detect changes in surface elevation of the ice

sheets from satellite radar altimetry could also be applied to other regions of concerns.

In Chapter 5, I derived surface elevation and mass changes of the Northwest sector of

the Greenland Ice Sheet. This region counts a large number of small-terminating gla-

ciers, which are challenging to observe from satellite radar altimetry. However, by using

CryoSat-2 data, I have shown that it is possible to detect changes within the individual

glacier basins of this sector. The same approach could be applied to the Antarctic Pen-

insula, a mountainous region with steep terrain. Dynamic thinning has been reported
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over several glaciers in the Southern Peninsula from CryoSat-2 (Wouters et al., 2015),

however satellite radar altimetry data coverage is too sparse in the Northern Peninsula to

derive surface elevation changes, which also limits the ability of deriving a mass balance

estimate of the Antarctic Peninsula from satellite radar altimetry (Shepherd et al., 2019).

The entire Antarctic Peninsula was covered in its entirety for the first time using satellite

laser altimetry data from ICESat, showing that the pattern of surface elevation change is

complex across the Peninsula, with tributary glaciers of the former Larsen ice shelf and

Georges VI ice shelf undergoing significant thinning exceeding several meters per year,

while small glaciers around the Bellinghausen Sea coast are thickening (Pritchard et al.,

2009). However, this has not yet been achieved using satellite radar altimetry as radar

altimetry data are affected by large slope-induced errors, which limits the ability of radar

altimetry to survey the Antarctic Peninsula. Nonetheless, detailed patterns of thickness

changes of the ice shelves of the Antarctic Peninsula have been derived from satellite radar

altimetry (e.g. Adusumilli et al., 2018; Paolo et al., 2015), and therefore, having a more

comprehensive record of elevation changes over the grounded ice sheet would also help

investigate changes over the ice shelves together with changes of their tributary glaciers.

Using CryoSat-2 between 2010 and 2019 and applying the same processing steps as

in Chapters 3 and 5 of this thesis to derive surface elevation changes over the Antarctic

Peninsula, results in a coverage of 80 % of the area at a 5 km resolution. However, as

this region counts some very small outlet glaciers, deriving elevation change at a fine

spatial resolution is necessary but only 49 % of the area is surveyed at a resolution of

1 km, with very few data recovered in the northern drainage basins of the Peninsula

(Figure 6.8). This CryoSat-2 dataset could be supplemented with data from AltiKa,

by applying the same slope correction scheme as developed in Chapter 3, in order to

retain a larger proportion of AltiKa data in regions of high slope compared to other slope

correction algorithms. Furthermore, as I have extensively compared data from Ka-band

AltiKa, Ku-band CryoSat-2 and Operation IceBridge in West Antarctica and Northwest

Greenland and showed that all three datasets detect trends in surface elevation within

8 cm yr-1, including data from Operation IceBridge to complement the satellite radar
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altimetry datasets would enable to further maximise the data coverage across the Antarctic

Peninsula. Therefore, combining data from CryoSat-2, AltiKa and Operation IceBridge to

create a multi-mission time-series of elevation changes would improve the spatial coverage

of this region and help identify and understand glaciological changes of the Antarctic

Peninsula.

Figure 6.8: Antarctic Peninsula rates of surface elevation change from CryoSat-2 between

2010 and 2019 at a) 5 km resolution and b) 1 km resolution.

6.4 Concluding Remarks

Since the 1990s, satellite radar altimeters have enabled us to monitor changes in the sur-

face elevation of the Greenland and Antarctica Ice Sheets (Schröder et al., 2019; Sørensen

et al., 2018), providing critical information on their contributions to global mean sea level

rise (Shepherd et al., 2020; The IMBIE Team, 2018) and constraining numerical simu-

lations of future ice sheet mass losses (Nias et al., 2019). The altimeters on board, the

ground segment processing of the satellite data, and the methods to derive and inter-

pret geophysical signals from these data have all been refined throughout the years (e.g.

Flament and Remy, 2012; Helm et al., 2014; McMillan et al., 2016; Slater et al., 2019),
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further improving our ability to detect changes in the surface of the ice sheets. In this

thesis, I have developed methods and datasets to contribute to this effort, using data from

Ka-band AltiKa and Ku-band CryoSat-2. I have derived surface elevation and surface el-

evation changes over West Antarctica using AltiKa, demonstrating the ability of AltiKa to

track changes in the ice sheets’ shape, with sufficient coverage to examine recent changes

at Pine Island and Thwaites Glaciers (Otosaka et al., 2019). I investigated the impact

of surface melting on fluctuations in radar penetration in West Central Greenland and

assessed methods to mitigate this effect on surface elevation retrievals using a new data-

set of airborne and in-situ measurements combined with firn densification model outputs

(Otosaka et al., 2020). Finally, I estimated the mass imbalance of the Northwest sector

of the Greenland Ice Sheet from a decade of CryoSat-2 satellite altimetry, making use of

the dense observations of CryoSat-2 in the margins of the ice sheet to estimate the mass

loss in individual glacier basins (Otosaka et al., 2021). The methods and datasets derived

in this thesis could be further extended back in time with data from the ERS-1/2 and

Envisat historical missions and could also be combined with contemporaneous data from

Sentinel-3 or ICESat-2 to further improve the spatial and temporal resolution of surface

elevation changes estimates of the polar ice sheets.

165



This page intentionally left blank.



Appendix A

ASIRAS Ku-band Radar Profiles along the EGIG

line
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Appendix B

KAREN Ka-band Radar Profiles along the EGIG

line
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Appendix C

Ice Sheet Elevation Change in West Antarctica

From Ka-Band Satellite Radar Altimetry
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Ice Sheet Elevation Change in West Antarctica From Ka‐
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Abstract Satellite altimetry has been used to track changes in ice sheet elevation using a series of Ku‐
band radars in orbit since the late 1970s. Here, we produce an assessment of higher‐frequency Ka‐band
satellite radar altimetry for the same purpose, using SARAL/AltiKa measurements recorded over West
Antarctica. AltiKa elevations are 3.8 ± 0.5 and 2.5 ± 0.1 m higher than those determined from airborne laser
altimetry and CryoSat‐2, respectively, likely due to the instruments' coarser footprint in the sloping coastal
margins. However, AltiKa rates of elevation change computed between 2013 and 2019 are within 0.6 ± 2.4
and 0.1 ± 0.1 cm/year of airborne laser and CryoSat‐2, respectively, indicating that trends in radar
penetration are negligible. The fast‐flowing trunks of the Pine Island and Thwaites Glaciers thinned by 117
± 10 and 100 ± 20 cm/year, respectively, amounting to a 9% reduction and a 43% increase relative to
the 2000s.

Plain Language Summary Satellite altimeters transmitting 2.3 cm radio waves have been used to
track changes in the shape of Earth's polar ice sheets since the late 1970s. In this study, we demonstrate the
capability of a new altimeter mission—SARAL/AltiKa—to survey ice in western Antarctica using shorter,
0.8 cm radio waves. AltiKa measures changes in elevation across most of the ice sheet to within 0.6 cm/year
of airborne and satellite sensors. Since the late 2000s, thinning of Thwaites Glacier has risen from 70 to 100
cm/year, but thinning of Pine Island Glacier has fallen from 128 to 117 cm/year.

1. Introduction

Satellite radar and laser altimetry have been widely used to derive ice sheet surface elevation and elevation
change in Antarctica (e.g.,Bamber et al., 2009 ; Pritchard et al., 2009 ; Schröder et al., 2019 ; Shepherd et al.,
2019 ; Slater et al., 2018 ; Wingham et al., 1998) and in Greenland (e.g.,McMillan et al., 2016 ; Sandberg
Sørensen et al., 2018) to quantify their contributions to global sea level rise. Radar altimeters transmit pulses
of electromagnetic radiation toward the Earth's surface and record the two‐way traveltime of the signal and
the magnitude and the shape of the backscattered echo (waveform). The waveform shape is related to the
average terrain and scattering properties of the Earth surface area illuminated by the altimeter footprint,
which, in turn, is determined by the sensor design (Brown, 1977). The leading edge position of the waveform
can be deduced with the aid of an echo retracking algorithm (Davis, 1997; Legresy et al., 2005) and is typi-
cally used as a range adjustment to improve the precision of the surface elevation measurement.

The AltiKa sensor has operated on the ISRO/CNES SARAL satellite since 2013 and is the first space‐borne
radar altimeter transmitting at Ka‐band (37 GHz, 0.8 cm wavelength) frequencies. In this study, we look at
the strengths and weaknesses of this new data set for cryosphere studies. In theory, Ka‐band radar has a
reduced penetration depth within ice sheet surfaces when compared to the Ku‐band sensors (13.5 GHz,
2.3 cm wavelength) due to the scattering losses dominating in Ka‐band (with a scattering coefficient ~57
times higher than in Ku‐band) over absorption losses, and this has been supported by comparisons between
the degree of radar backscattering recorded by AltiKa and ENVISAT over Antarctica (Adodo et al., 2018;
Rémy et al., 2015). Reduced signal penetration may potentially lead to better measurements of the ice sheets
surface height. Previous studies have looked at the possibility of deriving elevation and elevation change in
Antarctica (Suryawanshi et al., 2019) and Greenland (Yang et al., 2018) from AltiKa, but their analyses were
limited to only 3 years of data and did not include a comparison to Ku‐band measurements. Here, we com-
pute elevation and changes in the elevation of West Antarctica using 5 years of data acquired by AltiKa
between March 2013 and March 2019. The main objectives of this study are to (i) assess the capability of
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AltiKa to measure elevation and elevation change in West Antarctica by comparing these estimates to con-
temporaneous airborne laser altimetry observations recorded by Operation IceBridge (OIB) and (ii) compare
the Ka‐band measurements to CryoSat‐2 satellite Ku‐band measurements to investigate whether the differ-
ent frequencies of the two instruments lead to significant differences in elevation or elevation change.

2. Data and Methods

Weuse 51million rangemeasurements recorded by AltiKa betweenMarch 2013 andMarch 2019 to compute
elevation change across the Amundsen Sea Sector ofWest Antarctica, a region that has exhibited widespread
thinning (Flament & Remy, 2012; Shepherd et al., 2002) due to ice dynamical imbalance (Mouginot et al.,
2014; Rignot et al., 2019). The range measurements were derived from 63 cycles of the AltiKa Sensor
Geophysical Data Record (SGDR‐T) and include corrections for dry tropospheric delay, wet tropospheric
delay, ionosphere delay, solid Earth tide, ocean loading tide, and pole tide. The AltiKa data were acquired
along the same 35‐day repeat orbit as ERS‐1/2 and ENVISAT until July 2016, date at which the satellite
was moved to a drifting orbit because of technical issues on the reaction wheels (Verron et al., 2018). This
change of orbit did not affect the data availability or quality. Although AltiKa is a pulse‐limited radar alti-
meter of similar design to ENVISAT, its operating bandwidth of 500 MHz allows for a higher pulse‐
repetition frequency (4 kHz), which allows a closer along‐track sampling, a narrower beam width (0.6°),
and a smaller (8 km diameter) ground footprint (Steunou et al., 2015; Verron et al., 2015).

To assess the performance of AltiKa, we compare the retrieved elevation and elevation change to satellite
Ku‐band altimetry data from CryoSat‐2. CryoSat‐2 is operating since 2010 and has been widely used to
map the elevation and elevation change of the Greenland and Antarctic ice sheets (Helm et al., 2014;
Nilsson et al., 2016). It offers improved spatial coverage and resolution relative to previous pulse‐limited alti-
meter missions, thanks to its high (92°) orbital inclination, its long‐repeat drifting orbit, and—in coastal
regions—its Synthetic Aperture Radar Interferometric Radar Altimeter (SARIn) mode (Wingham et al.,
2006). Over the interior of the ice sheets, CryoSat‐2 operates as a traditional pulse‐limited altimeter, known
as Low‐Resolution Mode (LRM).

Elevation measurements over the ice sheets need to be adjusted for the effects of the ice sheet surface slope,
which typically ranges from 0.1° to 1.5° in Antarctica, introducing a 1.4 to 20.9 km lateral shift in the point of
closest approach (Brenner et al., 1983; Levinsen et al., 2016; Remy et al., 1989) or, equivalently, a 1.2 to 274.2
m error in the estimated elevation if the measurement was assumed to be originating from nadir. CryoSat‐2
elevation measurements from Product L2I are corrected for this slope‐induced error unlike AltiKa SGDR‐T
elevation measurements. To correct for this, we apply a geometrical translation (Roemer et al., 2007) that
relocates echoes to the point of closest approach, using the same digital elevation model (Liu et al., 1999)
employed in the ESA CryoSat‐2 Level‐2 processing chain to ensure a like‐for‐like comparison with
CryoSat‐2. In total, 76.1% of echoes fall within AltiKa's beam‐limited footprint. However, the remainder
are in areas of high slope that tend to be located near to the ice sheet margin, which is a region of geophysical
interest. To include these, we iterate the slope correction by artificially increasing the ground footprint dia-
meter in three 1 km intervals, and this procedure allows us to retain 20.5% more echoes (96.6% in total).

We applied waveform retracker corrections to the AltiKa and CryoSat‐2 range measurements to improve
their precision. The shape of pulse limited satellite radar altimeter waveforms is dependent on the instru-
ment specifications, the surface topography, and on the degree of surface and volume scattering (Ridley &
Partington, 1988). One aim of retracking algorithms is to mitigate the effects of volume scattering, which
occurs if the radar pulse penetrates below the physical surface—as is common over ice sheets (Michel
et al., 2014; Nilsson et al., 2015). Retracking algorithms achieve this by identifying the location of the surface
echo within the waveform, which is itself the sum of scattering from all elements illuminated by the trans-
mitted pulse. A selection of retracker corrections are present within the AltiKa SGDR (ICE‐1, ICE‐2, and Sea
Ice and Ocean retrackers) and the CryoSat L2I (OCOG, Ocean CFI, and UCL Land Ice retrackers) products,
and, for consistency, we pick similar ones for both missions. We choose Threshold Centre of Gravity based
retracking algorithms (Wingham et al., 1986): the ICE‐1 retracker for AltiKa and the OCOG retracker for
CryoSat‐2 LRM waveforms. Only one waveform retracker (the Wingham/Wallis model fit) is available for
CryoSat‐2 data acquired in SARIN mode, and so we use this correction for those data (ESA, 2012).
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We apply the same methodology to derive elevation and elevation change from AltiKa and CryoSat‐2
(McMillan et al., 2014). The data are collated within 5 km by 5 km square grid cells, and a multiparameter
least squares model fit is applied to retrieve themean elevation and themean rate of elevation change within
each cell. The model fit accounts for the fluctuations in the heights recorded by the satellite, due to the hor-
izontal location, the heading of the satellite, and time. We apply an additional correction on elevation
change based on the correlation of elevation and backscattered power to account for temporal variability
of the snowpack properties, which can induce a spurious elevation change associated with changes in sur-
face and volume scattering (Davis & Ferguson, 2004; Simonsen & Sandberg Sørensen, 2017). We estimate
the uncertainty in elevation from the departure between the heights recorded by the satellite and in our
model fit. Errors in gridded rates of elevation change are estimated as the 1‐sigma uncertainty from the lin-
ear fit, and errors over larger regions are computed as the sum in quadrature of this and the standard devia-
tion of the elevation change measurements at each epoch over the contributing grid cells. Finally, we
exclude grid cells where the time span of measurements is less than 2.5 years, where the magnitude of the
elevation change rate exceeds 10m/year, where the root‐mean‐square of the residuals exceeds 10m or where
the proportion of ascending and descending orbits is not evenly balanced.

To evaluate the accuracy of the AltiKa data, we use contemporaneous and coincident measurements of ice
sheet elevation and elevation change acquired during NASA's OIB surveys. We use surface elevation mea-
surements recorded by the NASA's Airborne Topographic Mapper (ATM; Studinger, 2014a; ILATM icessn)
and elevation change rates derived from repeated ATM elevationmeasurements (Studinger, 2014b; IDHDT).

3. Results
3.1. Comparison Between Ka‐Band Satellite Altimetry and Airborne Laser Altimetry

We computed the average surface elevation (Figure 1a) and the average rate of surface elevation change
(Figure 1d) across the Amundsen Sea Sector between 2013 and 2019 from the AltiKa measurements alone.
The region is an area of known dynamical imbalance (Joughin et al., 2014; Mouginot et al., 2014; Rignot,
2008) where rapid ice thinning has occurred across the coastal margins in the vicinity of its fast‐flowing out-
let glaciers (Shepherd et al., 2002). Altogether, AltiKa is able to map 60.7% of 5 km square grid cells within
the study area (up to 81.5°), and most data gaps are small so that 95.7% of the basin has an adjacent measure-
ment at this resolution (see Figure S1 in the supporting information). However, in areas of high slope, AltiKa
struggles to track the ice sheet surface because of the instrument's smaller beam width and of the smaller
range window explored (~40 m compared to ~60 m in LRM and ~120 m in SARIn for CryoSat‐2).
Furthermore, due to AltiKa's 35‐day repeat cycle, the track spacing is wider compared to CryoSat‐2 and only
half (48.1%) of grid cells falling on fast‐flowing ice (v > 250 m/year) are surveyed. For comparison, the inter-
ferometric altimeter of CryoSat‐2 is able to survey 92.7% of the same ice (McMillan et al., 2017).

First, we compare AltiKa elevation measurements to the OIB measurements to evaluate their accuracy
(Figures 1b and 1c). To compare the elevation data, we interpolated the satellite data to the time and location
of the airborne measurements using the coefficients of the multiparameter model fits, and we then com-
puted the median difference within the 1,654 AltiKa data grid cells that contained at least five airborne mea-
surements. We compare both the uncorrected and relocated AltiKa elevation measurements to OIB to assess
the quality of our iterative slope correction. The uncorrected AltiKameasurements are positively biased with
a median difference relative to OIB of 6.2 ± 0.5 m and associated standard deviation of 19.2 m. With our
iterative relocation, the median difference is reduced to 3.8 ± 0.5 m with a standard deviation of 20.8 m.
The OIB measurements are concentrated around the ice sheet margins (see Figure 1b), with 55.9% of the
data collected over surfaces with a slope higher than AltiKa's half antenna aperture (0.3°) where the median
and standard deviation of the difference to OIB are 5.5 ± 0.8 m and 23.4 compared to 2.3 ± 0.5 m and 12.2 m
in low slope areas. This larger departure from the OIB data set in areas of slope exceeding 0.3° illustrates the
trade‐off between the beam width footprint of a radar altimeter and the slope of the terrain surveyed. There
are advantages to a smaller footprint (e.g., a shaper waveform); however, when the surface slope exceeds half
the antenna aperture, the point of closest approach is shifted outside the beam footprint where the power is
significantly lower. This does not apply to laser altimeters such as IceSat‐1/2, which have footprints of the
order of tens of meters over which the surface slope variations can be neglected. This could explain the posi-
tive bias and relatively high dispersion as 50.6% of the echoes used in the comparison to OIB are scattered
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from beyond the instrument's 0.3° beam‐limited footprint—23.9% of the total number of echoes across the
study area—introducing an increased standard deviation in the difference to OIB of 17.8 m compared to
16.6 m when considering only the points within the 0.3° beam limited footprint. We also examine this
elevation bias in terms of surface slope and roughness (see Figure S2). The differences between AltiKa
and OIB exceeding 10 m are recorded in areas of slope higher than 0.4° and of surface roughness higher
than 7 m. The presence of crevasses from which the returned echo is more complex could also potentially
bias the elevation measurements recorded (Lacroix et al., 2007; Partington et al., 1987).

We also compared rates of surface elevation change computed from AltiKa data to those determined from
the OIB measurements over 327 grid cells common to both data sets and falling within the CryoSat‐2
SARIn mask (Figures 1e and 1f). Without a backscatter correction applied, the median difference between
AltiKa and OIB rates of elevation change is −5.5 ± 2.5 cm/year with an associated standard deviation of
43.0 cm/year. Across this subset of grid cells, the backscatter correction applied to AltiKa elevation change
is 4.8 cm/year on average with a standard deviation of 30.7 cm/year, and across the study area as a whole, the
magnitude of this correction is 1.0 cm/year with a standard deviation of 16.5 cm/year. Applying this correc-
tion leads to a better agreement with the laser altimetry rates of elevation change with amedian difference of
−0.6 ± 2.4 cm/year and standard deviation of 42.7 cm/year. This analysis shows that there is far better agree-
ment between the OIB and AltiKa measurements of elevation change in comparison to elevation.

3.2. Comparison Between Ka‐Band and Ku‐Band Satellite Altimetry

As a second test, we compared the AltiKa estimates of ice sheet surface elevation to independent estimates
derived from CryoSat‐2, to investigate potential differences in the degree of signal penetration recorded by

Figure 1. (a) Average elevation of the Amundsen Sea Sector determined from AltiKa Ka‐band satellite radar altimetry
between March 2013 and March 2019, h; (b) average elevation from Operation IceBridge airborne laser altimetry; (c)
elevation difference between AltiKa and airborne laser altimetry; (d) average rate of elevation change from AltiKa, dh/dt;
(e) average rate of elevation change from Operation IceBridge; and (f) difference between rates of elevation change
between AltiKa and airborne laser altimetry. The size of the OIB data has been increased for better visualization. A 25 km
× 25 km median filter is applied to fill small gaps in the AltiKa data. The inset on (a) represents the location of the study
area in Antarctica. Insets on (c) and (f) are histograms of the difference between AltiKa and OIB in the recorded elevation
and rates of elevation change, respectively. Purple line shows the boundary between CryoSat‐2 LRM and SARIn acqui-
sition modes, green lines show OIB flight lines (A to B, C to D and E to F), and the red outlines mark the central trunks of
the Pine Island (PIG) and Thwaites (THW) Glaciers defined by a 250 m/year contour from ice velocity data (Rignot et al.,
2011).
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each sensor. At the 3,580 common grid cells that contained at least five airborne measurements, the median
difference between CryoSat‐2 and OIB measurements of elevation is −0.7 ± 0.2 m, consistent with previous
studies (Slater et al., 2018). By comparison, the median difference between AltiKa and CryoSat‐2 (computed
as AltiKa‐CryoSat‐2) elevation data at 27,192 coincident grid cells is 2.5 ± 0.1 m, which confirms that AltiKa
elevations are on average positively biased. Because the AltiKa bias is present in comparisons to both OIB
and CryoSat‐2, and because there is little evidence of bias between OIB and CryoSat‐2, we do not believe that
it is associated with differences in the degree of radar penetration. Rather, the largest differences are in areas
of high slope and roughness, suggesting that this bias is related to the different instrument characteristics
and in particular to the different footprint sizes and acquisition modes.

Next, we compared AltiKa and CryoSat‐2 estimates of ice sheet surface elevation change to examine whether
the positive bias in AltiKa elevation measurements is also present in the rates of elevation change recorded
by AltiKa. This comparison also extends the area over which the AltiKa data can be evaluated with respect to
independent observations, as the OIB data are limited to a small (<2%) portion of the mainly coastal
Amundsen Sea Sector. Across the region as a whole, the rate of elevation change recorded by AltiKa and
CryoSat‐2 averages 5.3 ± 1.0 cm/year and 8.2 ± 1.2 cm/year lowering between 2013 and 2019, respectively.
Within the coastal margins (the SARIn mask of CryoSat‐2; see Figure 1d), the average rate of surface lower-
ing recorded by AltiKa and CryoSat‐2 is 14.4 ± 1.6 cm/year and 18.1 ± 2.0 cm/year, whereas in the interior
(the LRMmask of CryoSat‐2), the surface elevation increased at an average rate of 0.6 ± 0.6 cm/year and 1.3
± 1.0 cm/year, respectively. At 27,192 common locations, the median difference between AltiKa and
CryoSat‐2 measurements of surface elevation change is −0.1 ± 0.1 cm/year with an associated standard
deviation of 11.5 cm/year. This difference is small and comparable to or smaller than the differences

Figure 2. Rates of elevation change profiles from Operation IceBridge ATM, AltiKa, and CryoSat‐2 and ATM surface
slope profiles (a) along airborne sorties of Thwaites Glacier from A to B, (b) Pine Island Glacier from C to D, and (c) at
the Getz Ice Shelf grounding line from E to F (locations shown on Figure 1e).
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between each instrument and the OIB data themselves (−0.6 ± 2.4 cm/year between AltiKa and OIB and
−8.1 ± 1.5 cm/year between Cryosat‐2 and OIB, at 327 common grid cells). We also compute the robust
dispersion estimate (RDE) of the difference between AltiKa and CryoSat‐2 as defined by Smith et al.
(2017). The RDE is 3.5 cm/year and shows that although local differences exceeding 20 cm/year do occur
(e.g., Figure 3), the small regional differences suggest that there is no significant bias in either AltiKa and
CryoSat‐2 estimate of elevation change in this particular sector of Antarctica, where the changes are domi-
nated by changes in ice dynamics. Other factors that may be responsible for local differences between AltiKa
and CryoSat‐2 include differences in the low‐level satellite data processing chains and differences in the
satellite radar acquisition modes, and without equal treatment of these factors, it is not possible to further
isolate the potential effects of radar signal penetration.

We also compared AltiKa and Cryosat‐2 rates of elevation change to OIB along continuous sorties flown by
the aircraft, to examine changes over diverse terrain in more detail: one along Thwaites Glacier, one along
the centerline of Pine Island Glacier, and another following approximately the ice sheet grounding line
inland of the Getz Ice Shelf (see Figure 1e). Along the Thwaites sortie, AltiKa records fewer measurements
than Cryosat‐2 but both sensors have comparable performances with RMS differences of 0.58 and 0.54
m/year, respectively (Figure 2a). AltiKa and CryoSat‐2 perform similarly well along the Pine Island
Glacier sortie, yielding RMS differences of 0.22 and 0.21 m/year relative to OIB, respectively (Figure 2b).
Along the Getz Ice Shelf sortie, however, AltiKa performs poorly due to the presence of steep and rough ter-
rain and acquires 9 times fewer measurements (Figure 2c). Although there is rapid thinning at several outlet
glaciers, AltiKa fails to detect this and records a RMS difference of 2.85 m/year relative to OIB. This high-
lights the limits of AltiKa, which struggles to track surfaces in areas of complex terrain with rapidly changing
slopes because of its smaller beam footprint and tracking window size, which are not very suited for high
slope areas such as the ice sheet margins. Thus, deriving total volume change from AltiKa might be challen-
ging, as most of the ice losses are occurring in the areas least well sampled by AltiKa. By comparison, the
SARIn mode of CryoSat‐2 performs extremely well despite the challenging terrain, tracking local thinning
at a series of outlet glaciers along the sortie, with an RMS difference of 0.43 m/year relative to OIB.

We also examined temporal variations in the surface elevation of the fast‐flowing sections of Thwaites
(Figure 3a) and Pine Island Glaciers (Figure 3b) recorded by AltiKa and CryoSat‐2 to assess to which extent
AltiKa can be used to examine elevation change trends at the scale of individual glaciers. Previous studies
have identified rapid and increasing rates of surface lowering across the fast‐flowing trunks of the
Thwaites and Pine Island Glaciers (Shepherd et al., 2001; Wingham et al., 2009). This signal reflects glacier
thinning associated with widespread ice dynamical imbalance (Konrad et al., 2017). Observations recorded
by AltiKa show that the surface at Thwaites Glacier has lowered at a rate of 100 ± 20 cm/year between 2013
and 2019 and thinning exceeded 50 cm/year at distances up to 173 km from the grounding line. Over Pine
Island Glacier, AltiKa recorded a rate of elevation change of 117 ± 9 cm/year over the same period with

Figure 3. Time series of elevation change over (a) Thwaites Glacier and (b) Pine Island Glacier fast‐flowing trunks (shown
on Figure 1d) from AltiKa and CryoSat‐2 and elevation change difference.
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thinning spreading inland up to 363 km from the glacier's terminus. Thinning rates recorded at these two
glaciers peaked at 343 ± 33 cm/year and 216 ± 9 cm/year at Thwaites and Pine Island Glaciers, respectively.
We compared these Ka‐band observations with CryoSat‐2 data. Over Thwaites Glacier, CryoSat‐2 is record-
ing a rate of elevation change of 136 ± 14 cm/year showing that AltiKa is slightly underestimating the
elevation trend at this particular glacier, likely because AltiKa surveys only 45% of the glacier, compared
to an almost complete coverage of Thwaites Glacier (97%) by Cryosat‐2. On the other hand, the elevation
change trend recorded by Cryosat‐2 at Pine Island Glacier is in close agreement with AltiKa with a rate of
128 ± 9 cm/year.

4. Discussion and Conclusions

We provide observations of ice sheet surface elevation change from Ka‐band satellite radar altimetry. Using
SARAL/AltiKa measurements and a least squares model fit, we map ice thinning across the Amundsen Sea
Sector of West Antarctica between March 2013 and March 2019, and we evaluate these estimates using two
independent data sets—OIB airborne laser altimetry and CryoSat‐2 satellite Ku‐band radar altimetry. In
general, the AltiKa, IceBridge, and CryoSat‐2 data are in excellent agreement, with difference in elevation
and elevation change in the range −59 to 68 m and −110 to 114 cm/year for 99.7% of the data, respectively.
We surmise that the small positive bias in elevation between AltiKa and IceBridge is related to AltiKa's coar-
ser ground footprint and the sloping terrain of the study region. The slope correction we applied to the
AltiKa data set reduced this bias by 63%, but a small residual slope effect remains. Despite being less suited
to survey the ice sheets surface than CryoSat‐2 because of its orbit inclination and smaller beam width com-
pared to the magnitude of the slope found in the margins of the ice sheet, AltiKa is still able to detect eleva-
tion change with good levels of agreement with both airborne laser altimetry and Cryosat‐2. The very small
difference in elevation trends between AltiKa and IceBridge, and CryoSat‐2 and IceBridge, is an indicator
that trends in radar altimeter penetration are negligible in this region. Although deriving total volume
change from AltiKa might be challenging, as it does not sample parts of the ice sheet margins where the sur-
face slope and roughness are high with a sufficient spatial coverage, it is still able to detect changes in the
surface elevation of Thwaites and Pine Island Glaciers for instance. The new Ka‐band altimetry record pre-
sented in this study reveals that the surface elevation at Thwaites and Pine Island Glaciers has reduced by 7.9
± 1.1 m and 6.8 ± 0.5 m, respectively, between 2013 and 2019 with a change in elevation of 2.5 ± 0.8 m and
2.3 ± 0.3 m in the last 2 years (2017–2019) of our survey. These additional 2 years of data added by our study
to the long altimetry record already available show that the surface elevation lowering on Pine Island and
Thwaites Glacier has continued at a similar pace compared to the 2013–2017 period. However, compared
to surface elevation change estimates recorded during the 2000's from a combination of ERS‐2 and
ENVISAT (Shepherd et al., 2019), the rate of elevation change over the fast‐flowing section of Thwaites
Glacier has increased by 43 % and decreased by 9 % over Pine Island Glacier compared to the AltiKa record
from 2013 to 2019. Overall, our study highlights the capability of AltiKa, the first space‐borne Ka‐band alti-
meter, for measuring surface elevation change in West Antarctica.
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Abstract Greenland Ice Sheet surface melting has increased since the 1990s, affecting the rheology and
scattering properties of the near‐surface firn. We combine firn cores and modeled firn densities with 7 years
of CryoVEx airborne Ku‐band (13.5 GHz) radar profiles to quantify the impact of melting on microwave
radar penetration in West Central Greenland. Although annual layers are present in the Ku‐band radar
profiles to depths up to 15 m below the ice sheet surface, fluctuations in summer melting strongly affect the
degree of radar penetration. The extreme melting in 2012, for example, caused an abrupt 6.2 ± 2.4 m
decrease in Ku‐band radar penetration. Nevertheless, retracking the radar echoes mitigates this effect,
producing surface heights that agree to within 13.9 cm of coincident airborne laser measurements. We also
examine 2 years of Ka‐band (34.5 GHz) airborne radar data and show that the degree of penetration is half
that of coincident Ku‐band.

Plain Language Summary Radar waves emitted by satellites can be used to measure changes in
surface elevation of the Greenland Ice Sheet. However, they do not reflect off the ice sheet surface itself but
penetrate into the snow to a depth of about 15 m for radar wavelengths of 2.3 cm. When the snow melts,
meltwater can percolate into the snow or refreeze at the surface. Layers of refrozen ice sharply reduce the
degree of radar penetration and may be mistaken for an elevation increase in radar measurements. Here, we
combine firn cores and modeled firn densities with 7 years of airborne radar data collected during field
campaigns in West Central Greenland to quantify this effect. We identify internal layers corresponding to
annual stratigraphy within the snowpack, and we show that moremelt means less radar penetration into the
firn. The unprecedented surface melting which occurred across Greenland in 2012 caused a sharp
reduction in the degree of radar penetration, from 11.5 to 5.3 m. However, if the effects of penetration are
corrected for, radar altimeters can accurately measure the surface elevation of the ice sheet.

1. Introduction

In recent decades, increased melting at the surface of the Greenland Ice Sheet (van den Broeke et al., 2016)
has had a marked impact on rates of runoff (Enderlin et al., 2014; van Angelen et al., 2014) and glacier flow
(van de Wal et al., 2008), and has also affected the structure of the near‐surface firn owing to the redistribu-
tion and refreezing of surface meltwater (de la Peña et al., 2015; Machguth et al., 2016). These processes, and
the associated changes in firn properties, present challenges for satellite radar altimetry surveys of the ice
sheet mass balance when converting observations of volume change to mass change (McMillan et al., 2016).
Surface melting has a large impact on the firn stratigraphy and density as meltwater can refreeze at the sur-
face, or percolate into the snowpack and refreeze to form ice lenses (Benson, 1996), or refreeze in between
already existing ice layers and form thicker ice slabs (MacFerrin et al., 2019). Ice cores provide records of
density and stratigraphy at point locations (Mosley‐Thompson et al., 2001) and firn densification models
provide estimates of densities across the ice sheet (e.g., Kuipers Munneke et al., 2015). Radars have also
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been widely used over glaciers and ice sheets to map their structure (MacGregor et al., 2015), calculate accu-
mulation rates (Miège et al., 2017), and track changes in their elevation (Shepherd et al., 2019).

Radar systems transmit electromagnetic pulses and record the amplitude and time delay of the waves scat-
tered back from discontinuities in the dielectric properties. Their echoes are sensitive to density variations in
the firn column, and the firn structure can reveal continuous internal scattering horizons, corresponding to
isochrones (Hawley et al., 2006). Both ground‐based (Brown et al., 2012) and airborne radar, such as the
snow radar flown during NASA Operation IceBridge (Koenig et al., 2016; Medley et al., 2013;
Montgomery et al., 2020) or the European Space Agency's Airborne SAR/Interferometric Radar Altimeter
System (ASIRAS) operating at Ku‐band (de la Peña et al., 2010; Helm et al., 2007; Overly et al., 2016;
Simonsen et al., 2013), have been used to track isochrones and derive accumulation rates. Unlike
ground‐based and airborne radar, satellite radar measurements lack the vertical resolution to resolve the
internal structure of the firn column due to the smaller bandwidth and coarser spatial resolution of the radar
footprint. Nonetheless, satellite radar altimeters are sensitive to variations in the firn properties as the radar
signal penetrates into the snowpack. Additionally, the radar signal penetration is frequency dependent. At
present, two frequencies are used by satellite radar altimeters: Ku‐band (13.5 GHz) is used by CryoSat‐2
and Sentinel 3A/B, and Ka‐band (37 GHz) is used by AltiKa. Studies have shown that at Ku‐band, the radar
signals can penetrate up to ~15 m into firn, while the penetration depth of higher‐frequency Ka‐band radars
is reduced to ~0.5 m (Rémy et al., 2015). The altimeter echo recorded is therefore a combination of surface
and volume scattering (Ridley & Partington, 1988). The ratio between surface and volume scattering varies
spatially and temporally according to changes in the surface and subsurface properties and may impact the
height retrieval from radar altimeters (Simonsen & Sørensen, 2017).

In this study, we use airborne Ku‐band radar data acquired using the ASIRAS instrument, Ka‐band radar
data acquired using the KAREN radar (the MetaSensing Ka‐band altimeter), airborne laser data, shallow
firn cores (< 6 m), and firn density models to characterize and assess the impact of spatial and temporal fluc-
tuations in the properties of the near‐surface firn in West Central Greenland. This study is performed along
the glaciological transect established during the Expéditions Glaciologiques Internationales au Groenland
(EGIG) in 1958 (Renaud et al., 1963). The EGIG line extends from the ablation zone at the Western margin
of the ice sheet, across the percolation and dry snow zones to the Summit, and further toward the Eastern
margin and is therefore a representative location of density variations across the Greenland Ice Sheet
(Parry et al., 2007).

2. Data and Methods

The EGIG line (Figure 1a) has been surveyed for more than a decade as part of ESA's Cryosat Validation
Experiment (CryoVEx). According to previous in situ investigations of snow density and stratigraphy,
EGIG line sites T3 to T21 lie in the percolation zone with site T21 marking the start of the dry snow zone
(Morris &Wingham, 2011; Scott et al., 2006). In this study, we use data collected between 2006 and 2017 over
a ~675 km transect of the EGIG line, starting about 14 km from Ilullissat airport at an elevation of 157 m
above sea level (m.a.s.l.), 115 km before site T1, and ending 149 km beyond site T41 at an altitude of
2,956 m.a.s.l.

Shallow firn cores were collected in October 2016 (T1, T4, and T5) and April 2017 (T5, T9, T12, T19, T30, and
T41) (Table S1 in the supporting information). The stratigraphy was recorded by illuminating the cores to
identify ice lenses. Firn density was measured by weighing the different stratigraphic layers (see
Supporting Information S1). These in situ density measurements are used to evaluate two firn densification
models: (1) the stand‐alone Institute for Marine and Atmospheric Research Utrecht firn densification model
(IMAU‐FDM) (Ligtenberg et al., 2011, 2018), forced at the surface by RACMO (Noël et al., 2018).
IMAU‐FDM simulates the density and temperature in a vertical, one‐dimensional firn column through time
at a vertical resolution of 5 cm and (2) the CROCUS snowmodel (Brun et al., 1992) embedded in the Modèle
Atmosphérique Régional (MAR) (version 3.10, Fettweis et al., 2017, 2020) to derive the MAR firn densifica-
tion model (MAR‐FDM). CROCUS simulates the transfer of mass and energy between a fixed number of
layers of snow, firn, or ice with a vertical resolution varying from 5 to 500 cm.

Airborne radar data were collected in 2004, 2006, 2008, 2011, 2012, 2014, 2016, and 2017, along segments of
the EGIG line of varying length. For all CryoVEx airborne surveys, the same aircraft and instrumental setup
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were used, which includes an airborne laser scanner (ALS), the ASIRAS radar, and the KAREN radar in two
surveys in 2016 and 2017. The ALS is a Riegl LMS‐Q140‐i60 laser scanner operating at 904 nm (red), which
gives surface heights in 0.7 m intervals across a 300‐m‐wide swath with an accuracy of 0.1 m (Skourup
et al., 2019). ASIRAS is a Ku‐band radar designed as a prototype for the SIRAL altimeter on board
CryoSat‐2 operating at a central frequency of 13.5 GHz with a bandwidth of 1.0 GHz, range resolution of
0.109 m in air, and a nominal footprint size of 10 m across‐track and 3 m along‐track at a flight elevation
of ~300 m a.g.l. (Cullen, 2010). KAREN is a Ka‐band radar altimeter operating at a central frequency of
34.5 GHz—the same frequency used by AltiKa—with a bandwidth of ~0.5 GHz, range resolution of
0.165 m in air, and a footprint size of 10 m across‐track and 5 m along‐track (version “levc”). Data
acquired when the aircraft roll angle exceeded ±1.5° were discarded.

Figure 1. (a) Elevation profile along the EGIG line. (b) IMAU‐FDM density profile (31/03/2017) and firn core densities.
The isochrones traced from IMAU‐FDM are indicated by gray lines. The firn cores from 2016 are offset by the net
SMB relative to 2017. The inset shows the location of the study area. (c) ASIRAS Ku‐band radar profile. The traced layers
are indicated by black lines. (d) KAREN Ka‐band radar profile. The two radar profiles were acquired on 31/03/2017
and 01/04/2017. Along‐track distance is relative to Ilulissat airport.
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We applied three different retracking algorithms to locate the ice sheet surface in the radar echoes as differ-
ent processing strategies have been shown to affect the elevation measurements when the radar penetration
depth varies (Slater et al., 2019). We used (1) an offset center of gravity (OCOG) retracker (Wingham
et al., 1986), (2) a 30% threshold center of gravity (TCOG) retracker (Davis, 1997) similar to the retracker
implemented in CryoSat‐2 ground segment, and (3) a 50% threshold first maximum retracking algorithm
(TFMRA, Helm et al., 2014). Each retracker's performance was evaluated by comparing their elevations to
those recorded by the ALS, after calibrating ASIRAS and KAREN relative to the ALS along runway
over‐flights (Tables S2 and S3). We aligned each radar waveform to the ice sheet surface and took the mean
radar waveforms in 1 km segments along‐track to reduce noise. We converted the radar two‐way travel time
to depth using a depth‐density profile from the MAR output. Finally, internal layers present within each
ASIRAS profile were traced in an automated way with their chronology resolved relative to the surface
(de la Peña et al., 2010; Hawley et al., 2006) (see Supporting Information S1).

3. Results

We evaluated the modeled firn densities by comparison to those measured in the shallow cores (Figure 1b).
The IMAU‐ andMAR‐FDMdensities are highly correlatedwith the cores (r¼ 0.93 and 0.89, respectively) and
show good overall agreement, with root‐mean‐square differences (RMSD) of 64 and 104 kg/m3, respectively
(Figure 2a). However, we note a spatial pattern in the difference between the in situ andmodeled densities. At
sites below 2,000m (T1 to T5), IMAU‐FDMoverestimates firn density by 10% on average and underestimates
firn density by 11% at higher elevation sites. MAR‐FDMexhibits a similar bias, with an overestimation of 21%
on average at sites below 2,000 m, and an 11% underestimation of firn density at higher elevation sites. The
largest departure from the firn cores is recorded for both models at site T1, located at an elevation of 1,698 m
in the low percolation zone. At this site, we measured a total of 40 cm of ice from the firn core while IMAU‐
and MAR‐FDM simulated a total of 188 and 294 cm of ice in the corresponding firn column, indicating that
the firn ice content is overestimated in the lower section of the EGIG line (Figure S1a).

The ASIRAS radar profiles across the EGIG line (Figure 1c) show a clear sequence of internal layers starting
at an elevation of ~2,200 m, which we attribute to melt and refreezing in the percolation zone and to autumn
hoar in the dry snow zone. We compare the distribution and sequence of internal layers present within the
2017 ASIRAS profile to isochrones derived from the 2017 IMAU‐FDM firn density and chronology. We iden-
tify annual isochrones in the IMAU‐FDM profile by locating the maximum firn density in data of the same
age. The ASIRAS internal layers and IMAU‐FDM chronology are highly correlated (r¼ 0.99, Figure 2b) with
a robust dispersion estimate (RDE) of 71 cm. However, compared to the radar layers, IMAU‐FDM annual
isochrones are consistently found deeper in the firn column, with a systematic bias of 17.1%. The bias
between the modeled isochrones and the observed layers accumulates with depth, shifting the distribution
of annual layers compared to the radar observations. After adjusting the IMAU‐FDM isochrones for this sys-
tematic bias, the radar layers and modeled isochrones are well‐aligned with an overall RDE of 26 cm and

Figure 2. (a) Scatterplot of firn core densities versus model (IMAU‐ and MAR‐FDM) densities. (b) Scatterplot of the
IMAU‐FDM isochrones depths versus ASIRAS internal layers depths.
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RMSEs of 14 cm for the top 2016 isochrone and 21 cm for the 2012 isochrone (Figure S5). The close
agreement between the sequence and depth of the ASIRAS internal layers with the IMAU‐FDM
chronology leads us to conclude they are recording the same physical features.

The layers recorded in the ASIRAS profiles showmarked interannual variability, with a clear transition after
2012 (Figure S2). Until 2012, the top two isochrones are the strongest peaks in the radar return. Afterwards
in 2014, however, the strongest peaks correspond to the surface layer and the 2012 isochrone. In 2016 and
2017, even though the 2012 isochrone is located deeper in the snowpack, the associated waveform peak
remains relatively high—at 33% and 29% of the maximum peak respectively. The strong dielectric contrast
of the 2012 melt layer—reducing the energy transmitted to the deeper firn column—is linked to the forma-
tion of an ice lens following the intense melt event of that year (Nghiem et al., 2012). This attenuation of the
radar backscatter is seen in both the percolation and the dry snow zone. In the percolation zone, we recorded
a 1‐cm‐thick ice lens at a depth of 4.4 m in the firn core collected at site T12 in 2017 (at an elevation of
2,352 m). This layer is aligned with the 2012 isochrone measured at a depth of 4.4 ± 0.2 m in ASIRAS data
collected in the same year. At elevations above 2,500 m and prior to the melt event in 2012, the Ku‐band
radar records significant power (above 1% of the maximum surface return) to a depth of 11.5 ± 1.3 m below
the ice sheet surface (Figure 4a). After the melt event, the attenuation in the firn column is mainly driven by
the strong reflection at the 2012 melt layer, and as a result, the degree of radar penetration is reduced to
5.3 ± 2.0 m in 2014 and 7.5 ± 2.0 m in 2017. The strong reduction in radar penetration coincides with a peak
in the density anomaly recorded by IMAU‐FDM of 32.9 kg/m3 and by MAR‐FDM of 63.0 kg/m3, which
demonstrates that the near‐surface firn densities and degree of the radar penetration are linked (Figure 4b).

We observe strong spatial variations in the degree of radar penetration into the near‐surface firn along the
EGIG line (Figure 3). In all years, few or no internal layers are present in the ASIRAS data in the ablation
and percolation zones below ~2,200m, after which their abundance begins to increase with surface elevation
as the firn density falls. The number of layers with significant power (above 10% of the maximum surface

Figure 3. (a) Number of layers above 10% of the maximum surface return. (b) OCOG width. (c) Depth at which power
falls below 1% of the maximum surface return.
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return) varies in a similarmanner to theOCOG retrackerwidth, indicating
that strong near‐surface scattering has masked scattering at depth. In the
ablation and percolation zones, water percolates into the winter snow
and new ice lenses or layers are formed each year, preventing the radar sig-
nal from penetrating deep into the firn. This process leads to a reduction of
the OCOG width, because the main scattered energy is concentrated
nearer the ice sheet surface. In all years, the OCOG retracker width and
the number of layers show a tendency to increase with elevation and reach
maxima at the highest elevation of the transect. However, the maximum
number of layers visible and the maximum OCOG retracker width vary
from year to year; in 2014, for example, the maxima of both parameters
above 2,500 m are more than three times lower than in 2012.
Furthermore, compared to 2012, the range of variations in OCOG width
is reduced by 86% in 2014 over the same section, which shows that spatial
variations in volume scattering are also less prominent after the 2012 melt
event.

We evaluate the impact of volume scattering fluctuations on the perfor-
mance of three alternative radar retrackers—OCOG, TCOG, and
TFMRA. Both the TCOG and TFMRA retrackers track the very first peak
recorded by the radar altimeter and identify the surface at similar loca-
tions with a mean difference of 7.1 cm and standard deviation of 1.9 cm.
On the other hand, the OCOG retracker follows the center of gravity of
the radar echoes. At elevations above 3,000 m, the scattering horizon is
shifted toward the snow surface after the melt event in 2014 compared
to 2012, resulting in a 73‐cm increase in the altimetry range measurement
using the OCOG retracker. We compare the heights from each of the

retrackers to the ALS heights (Table S4). Over a total of 2,496 km of flights acquired on five different years,
the mean difference between the ALS and OCOG heights was 107 cm, with a standard deviation of 55 cm. By
comparison, the TCOG and TFMRA retracked heights are in far better agreement with the ALS data, with
mean differences of 14 and 20 cm, and standard deviations of 20 and 21 cm, respectively. Despite the large
fluctuations in volume scattering that have occurred along the EGIG line as a consequence of changes in the
snowpack structure, the TCOG and TFMRA retracking of radar heights is stable, demonstrating that these
algorithms are effective methods of mitigating the impact of radar penetration variations.

4. Discussion

The two firn densification models we have tested at the EGIG line are able to reproduce the mean density of
the shallow firn column with typical differences of 10% (IMAU) and 15% (MAR‐FDM) by comparison to in
situ measurements. At site T1 in particular, the firn ice content is largely overestimated by the models with
more than 59% and 92% of the total length of the firn core simulated as ice by IMAU‐ andMAR‐FDM, respec-
tively, compared to only 13% from the field observations. This indicates that surface melt and refreezing
might not be quantified properly in the lower percolation zone of the EGIG line. However, using the density
measured from the firn cores or the density outputs from either of these models to convert the radar travel
time to depth leads to mean differences within 13 cm. Nevertheless, small biases in modeled firn density do
accumulate with depth, offsetting the vertical distribution of annual ice layers (Figure 2b). We also investi-
gate to which extent firn densification models are able to capture the distribution of annual melt layers
within the firn column compared to radar‐derived layers. This requires a firn model with a fine vertical reso-
lution, such as the IMAU‐FDM, to resolve the different layers, which are typically spaced between 30 and
100 cm apart. Although the chronology and spatial distribution of isochrones derived from the
IMAU‐FDM show good agreement with the internal layers detected by ASIRAS, there is a systematic bias
of 17.1% between the two data sets, which we suspect is due to an underestimation of the firn densification
rate. This shows that capturing the density variability in the firn column is more challenging than simulating
the mean density of the column as suggested by firn model intercomparison studies (Vandecrux et al., 2018;
Verjans et al., 2019).

Figure 4. (a) Temporal variations of the mean of three proxies for
penetration depth derived from ASIRAS radar profiles presented on
Figure 3 over the section 300–600 km along‐track. Error bars indicate the
standard deviation. (b) Density anomaly from IMAU‐ and MAR‐FDMs
centered around the mean over the same section (see Supporting
Information S1).
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We link the sharp reduction in the degree of radar penetration depth after 2012 to the 2012 melt event. Over
elevations of 2,500 m, the 2012 isochrone is recorded in the Ku‐band altimetry echoes at a depth of
1.5 ± 0.2 m with a significant power of 82% of the maximum surface return and in 2014 at a depth of
3.7 ± 0.2 m with a significant power of 60% (Figure 4a). Over the same part of the transect, the melt layer
is also captured by the IMAU‐ andMAR‐FDMwith a high density peak after the 2012 summer, which is dou-
ble the density of the previous summer's peak. In general, when surface melting occurs, the degree of radar
penetration into the near‐surface firn reduces sharply. The density fluctuations recorded above 2,500 m in
2012 are the largest since 2006 (Figure 4b) and coincide with the fluctuations in radar penetration recorded
in the same year. This is shown by the 63% decrease in the OCOGwidth, the 68% reduction in the number of
layers with a high power return, and the 6.2 ± 2.4 m decrease in the radar penetration depth. Such density
fluctuations lead to instantaneous upwards (toward the surface) shifts in the distribution of power within the
radar echo, followed by gradual downwards (away from the surface) returns to pre‐melt conditions. These
saw‐tooth variations in radar penetration lead to aliased fluctuations in the elevation of the scattering sur-
face, explaining effects that have been highlighted (and corrected for) in analyses of satellite radar altimetry
(McMillan et al., 2016; Nilsson et al., 2015; Slater et al., 2019).

We explored two approaches tomitigate the impact of these density fluctuations on surface elevation derived
from radar altimetry. First, we found that the application of threshold waveform echo retracking is able to
provide estimates that agreed to within 20 cm of coincident laser altimetry. We also examined the sensitivity
of higher‐frequency Ka‐band radar data to volume scattering, as an alternative means of mitigating firn den-
sity fluctuations. At higher frequencies, surface scattering is relatively stronger than volume scattering, and
we find that the penetration depth is smaller at Ka‐band than Ku‐band. For example, in 2016 and 2017,
although significant power was recorded in ASIRAS Ku‐band radar at depths of up to 6.8 ± 0.3 m below
the surface along the high altitude section of the EGIG line (300 to 600 km), the corresponding KAREN
Ka‐band radar penetration was 3.4 ± 0.3 m. We also compared Ka‐band surface elevation estimates to those
recorded by the ALS (Table S5). Over a total of 782 km of KAREN flight tracks, the mean difference between
the KAREN and laser data, when using OCOG, TCOG, and TFMRA retracking algorithms, was 16.0, 12.5,
and 15.6 cm, respectively, with standard deviations of 10.8, 10.9, and 11.3 cm. A more detailed assessment
of the Ka‐band penetration depth was not possible due to the reduced bandwidth of KAREN compared to
ASIRAS, which prevents internal layering from being resolved (Figure 1d).

5. Conclusions

We present an extensive and coincident set of near‐surface firn density and airborne radar and laser mea-
surements acquired between 2006 and 2017 along the EGIG line in West Central Greenland. Using these
data, we examine the impacts of firn density fluctuations on spatial and temporal variations in the scattering
of airborne ASIRAS Ku‐band radar waveforms. The largest fluctuations in radar penetration over this period
are recorded after 2012 with an abrupt decrease of 6.2 ± 2.4 m in the Ku‐band radar penetration. We link this
decrease in radar penetration to the density fluctuations associated with the 2012 extreme melt event. As the
frequency and extent of extrememelt events is likely to increase in the coming decades (Hall et al., 2013), the
effects of fluctuations in radar penetration are an important consideration for satellite radar altimetry. We
find that simple methods of threshold retracking are efficient at mitigating this effect on Ku‐band airborne
radar data and the impact of such events are likely to last for a shorter period of time on Ka‐band data due to
its reduced penetration depth.

Data Availability Statement

The ASIRAS, KAREN, and ALS raw data are freely available from the European Space Agency at https://
earth.esa.int/web/guest/campaigns. Ice core data, IMAU‐FDM, MAR‐FDM, ASIRAS, and KAREN profiles
are available on PANGAEA at https://doi.pangaea.de/10.1594/PANGAEA.921673.
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Adodo, F. I., Rémy, F. and Picard, G. (2018), ‘Seasonal variations of the backscattering

coefficient measured by radar altimeters over the Antarctic Ice Sheet’, The Cryosphere

12(5), 1767–1778.

Adusumilli, S., Fricker, H. A., Medley, B., Padman, L. and Siegfried, M. R. (2020), ‘Inter-

annual variations in meltwater input to the Southern Ocean from Antarctic ice shelves’,

Nature Geoscience .

Adusumilli, S., Fricker, H. A., Siegfried, M. R., Padman, L., Paolo, F. S. and Ligtenberg, S.

R. M. (2018), ‘Variable Basal Melt Rates of Antarctic Peninsula Ice Shelves, 1994-2016’,

Geophysical Research Letters 45(9), 4086–4095.

Amarouche, L., Thibaut, P., Zanife, O. Z., Dumont, J. P., Vincent, P. and Steunou,

N. (2004), ‘Improving the Jason-1 Ground Retracking to Better Account for Attitude

Effects’, Marine Geodesy 27(1-2), 171–197.

Armitage, T. W. K. and Ridout, A. L. (2015), ‘Arctic sea ice freeboard from AltiKa

and comparison with CryoSat-2 and Operation IceBridge’, Geophysical Research Letters

42(16), 6724–6731.

193



REFERENCES

Armitage, T. W. K., Wingham, D. J. and Ridout, A. L. (2014), ‘Meteorological Origin

of the Static Crossover Pattern Present in Low-Resolution-Mode CryoSat-2 Data Over

Central Antarctica’, IEEE Geoscience and Remote Sensing Letters 11(7), 1295–1299.

Arthern, R. J., Wingham, D. J. and Ridout, A. L. (2001), ‘Controls on ERS altimeter

measurements over ice sheets: Footprint-scale topography, backscatter fluctuations, and

the dependence of microwave penetration depth on satellite orientation’, Journal of

Geophysical Research: Atmospheres 106(D24), 33471–33484.

Aschwanden, A., Fahnestock, M. A., Truffer, M., Brinkerhoff, D. J., Hock, R., Khroulev,

C., Mottram, R. and Khan, S. A. (2019), ‘Contribution of the Greenland Ice Sheet to

sea level over the next millennium’, Science advances 5(6), eaav9396–eaav9396.

Bamber, J. and Dawson, G. (2020), ‘Complex evolving patterns of mass loss from Antarc-

tica’s largest glacier’, Nature Geoscience 13(2), 127–131.

Bamber, J. L. (1994), ‘Ice sheet altimeter processing scheme’, International Journal of

Remote Sensing 15(4), 925–938.

Bamber, J. L., Gomez-Dans, J. L. and Griggs, J. A. (2009), ‘A new 1 km digital elevation

model of the Antarctic derived from combined satellite radar and laser data - Part 1:

Data and methods’, The Cryosphere 3(1), 101–111.

Bamber, J. L., Vaughan, D. G. and Joughin, I. (2000), ‘Widespread Complex Flow in the

Interior of the Antarctic Ice Sheet’, Science 287(5456), 1248–1250.

Banwell, A. F., MacAyeal, D. R. and Sergienko, O. V. (2013), ‘Breakup of the Larsen B Ice

Shelf triggered by chain reaction drainage of supraglacial lakes’, Geophysical Research

Letters 40(22), 5872–5876.

Barletta, V. R., Bevis, M., Smith, B. E., Wilson, T., Brown, A., Bordoni, A., Willis,

M., Khan, S. A., Rovira-Navarro, M., Dalziel, I., Smalley, R., Kendrick, E., Konfal,

S., Caccamise, D. J., Aster, R. C., Nyblade, A. and Wiens, D. A. (2018), ‘Observed

194



REFERENCES

rapid bedrock uplift in Amundsen Sea Embayment promotes ice-sheet stability’, Science

360(6395), 1335–1339.

Benn, D. I., Cowton, T., Todd, J. and Luckman, A. (2017), ‘Glacier Calving in Greenland’,

Current Climate Change Reports 3(4), 282–290.

Benn, D. I., Warren, C. R. and Mottram, R. H. (2007), ‘Calving processes and the dy-

namics of calving glaciers’, Earth-Science Reviews 82(3), 143–179.

Bennett, M. R. (2003), ‘Ice streams as the arteries of an ice sheet: their mechanics, stability

and significance’, Earth-Science Reviews 61(3), 309–339.

Benson, C. S. (1996), ‘Stratigraphic Studies in the Snow and Firn of the Greenland Ice

Sheet’.

Berthier, E., Scambos, T. A. and Shuman, C. A. (2012), ‘Mass loss of Larsen B tribu-

tary glaciers (Antarctic Peninsula) unabated since 2002’, Geophysical Research Letters

39(13).

Bevis, M., Harig, C., Khan, S. A., Brown, A., Simons, F. J., Willis, M., Fettweis, X.,

van den Broeke, M. R., Madsen, F. B., Kendrick, E., Caccamise, D. J., van Dam, T.,

Knudsen, P. and Nylen, T. (2019), ‘Accelerating changes in ice mass within Green-

land, and the ice sheet’s sensitivity to atmospheric forcing’, Proceedings of the National

Academy of Sciences 116(6), 1934–1939.

Bevis, M., Wahr, J., Khan, S. A., Madsen, F. B., Brown, A., Willis, M., Kendrick, E.,

Knudsen, P., Box, J. E., van Dam, T., Caccamise, D. J., Johns, B., Nylen, T., Abbott,

R., White, S., Miner, J., Forsberg, R., Zhou, H., Wang, J., Wilson, T., Bromwich, D. and

Francis, O. (2012), ‘Bedrock displacements in Greenland manifest ice mass variations,

climate cycles and climate change’, Proceedings of the National Academy of Sciences

109(30), 11944.

Birol, F. and Niño, F. (2015), ‘Ku- and Ka-band Altimeter Data in the Northwestern Medi-

195



REFERENCES

terranean Sea: Impact on the Observation of the Coastal Ocean Variability’, Marine

geodesy 38(sup1), 313–327.
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K., Mottram, R. H., Niwano, M., NoÃ�l, B., Ryan, J. C., Smith, A., Streffing, J., Te-

desco, M., van de Berg, W. J., van den Broeke, M., van de Wal, R. S. W., van Kampen-

hout, L., Wilton, D., Wouters, B., Ziemen, F. and Zolles, T. (2020), ‘GrSMBMIP:

intercomparison of the modelled 1980-2012 surface mass balance over the Greenland Ice

Sheet’, The Cryosphere 14(11), 3935–3958.

Flament, T. and Remy, F. (2012), ‘Dynamic thinning of Antarctic glaciers from along-track

repeat radar altimetry’, Journal of Glaciology 58(211), 830–840.

Fretwell, P., Pritchard, H. D., Vaughan, D. G., Bamber, J. L., Barrand, N. E., Bell,

R., Bianchi, C., Bingham, R. G., Blankenship, D. D., Casassa, G., Catania, G., Cal-

lens, D., Conway, H., Cook, A. J., Corr, H. F. J., Damaske, D., Damm, V., Ferrac-

cioli, F., Forsberg, R., Fujita, S., Gim, Y., Gogineni, P., Griggs, J. A., Hindmarsh,

R. C. A., Holmlund, P., Holt, J. W., Jacobel, R. W., Jenkins, A., Jokat, W., Jordan,

T., King, E. C., Kohler, J., Krabill, W., Riger-Kusk, M., Langley, K. A., Leitchenkov,

G., Leuschen, C., Luyendyk, B. P., Matsuoka, K., Mouginot, J., Nitsche, F. O., Nogi,

Y., Nost, O. A., Popov, S. V., Rignot, E., Rippin, D. M., Rivera, A., Roberts, J.,

201



REFERENCES

Ross, N., Siegert, M. J., Smith, A. M., Steinhage, D., Studinger, M., Sun, B., Tinto,

B. K., Welch, B. C., Wilson, D., Young, D. A., Xiangbin, C. and Zirizzotti, A. (2013),

‘Bedmap2: improved ice bed, surface and thickness datasets for Antarctica’, The Cryo-

sphere 7(1), 375–393.

Fricker, H. A., Scambos, T., Bindschadler, R. and Padman, L. (2007), ‘An Active Subgla-

cial Water System in West Antarctica Mapped from Space’, Science 315(5818), 1544–

1548.

Frieler, K., Clark, P. U., He, F., Buizert, C., Reese, R., Ligtenberg, S. R. M., van den

Broeke, M. R., Winkelmann, R. and Levermann, A. (2015), ‘Consistent evidence of

increasing Antarctic accumulation with warming’, Nature Climate Change 5(4), 348–

352.

Gardner, A. S., Moholdt, G., Scambos, T., Fahnstock, M., Ligtenberg, S., van den Broeke,

M. and Nilsson, J. (2018), ‘Increased West Antarctic and unchanged East Antarctic ice

discharge over the last 7 years’, The Cryosphere 12(2), 521–547.

Gledhill, L. A. and Williamson, A. G. (2017), ‘Inland advance of supraglacial lakes

in north-west Greenland under recent climatic warming’, Annals of Glaciology

59(76pt1), 66–82.

Goelzer, H., Nowicki, S., Payne, A., Larour, E., Seroussi, H., Lipscomb, W. H., Gregory,

J., Abe-Ouchi, A., Shepherd, A., Simon, E., Agosta, C., Alexander, P., Aschwanden,

A., Barthel, A., Calov, R., Chambers, C., Choi, Y., Cuzzone, J., Dumas, C., Edwards,

T., Felikson, D., Fettweis, X., Golledge, N. R., Greve, R., Humbert, A., Huybrechts,

P., Le clec’h, S., Lee, V., Leguy, G., Little, C., Lowry, D. P., Morlighem, M., Nias,

I., Quiquet, A., Rückamp, M., Schlegel, N.-J., Slater, D. A., Smith, R. S., Straneo,

F., Tarasov, L., van de Wal, R. and van den Broeke, M. (2020), ‘The future sea-level

contribution of the Greenland ice sheet: a multi-model ensemble study of ISMIP6’, The

Cryosphere 14(9), 3071–3096.

202



REFERENCES

Goelzer, H., Robinson, A., Seroussi, H. and van de Wal, R. S. W. (2017), ‘Recent Progress

in Greenland Ice Sheet Modelling’, Current Climate Change Reports 3(4), 291–302.

Golledge, N. R., Keller, E. D., Gomez, N., Naughten, K. A., Bernales, J., Trusel, L. D.

and Edwards, T. L. (2019), ‘Global environmental consequences of twenty-first-century

ice-sheet melt’, Nature 566(7742), 65–72.

Groh, A. and Horwath, M. (2016), ‘The method of tailored sensitivity kernels for GRACE

mass change estimates’.

Gudmundsson, G. H., Paolo, F. S., Adusumilli, S. and Fricker, H. A. (2019), ‘Instantan-

eous Antarctic ice sheet mass loss driven by thinning ice shelves’, Geophysical Research

Letters 46(23), 13903–13909.

Guerreiro, K., Fleury, S., Zakharova, E., Remy, F. and Kouraev, A. (2016), ‘Potential

for estimation of snow depth on Arctic sea ice from CryoSat-2 and SARAL/AltiKa

missions’, Remote Sensing of Environment 186, 339–349.

Hall, D. K., Comiso, J. C., DiGirolamo, N. E., Shuman, C. A., Box, J. E. and Koenig,

L. S. (2013), ‘Variability in the surface temperature and melt extent of the Greenland

ice sheet from MODIS’, Geophysical Research Letters 40(10), 2114–2120.

Hanna, E., Cappelen, J., Fettweis, X., Mernild, S. H., Mote, T. L., Mottram, R., Steffen,

K., Ballinger, T. J. and Hall, R. J. (2021), ‘Greenland surface air temperature changes

from 1981 to 2019 and implications for ice-sheet melt and mass-balance change’, Inter-

national Journal of Climatology 41(S1), E1336–E1352.

Hanna, E., Navarro, F. J., Pattyn, F., Domingues, C. M., Fettweis, X., Ivins, E. R.,

Nicholls, R. J., Ritz, C., Smith, B., Tulaczyk, S., Whitehouse, P. L. and Zwally, H. J.

(2013), ‘Ice-sheet mass balance and climate change’, Nature 498(7452), 51–59.

Hawley, R. L., Morris, E. M., Cullen, R., Nixdorf, U., Shepherd, A. P. and Wingham,

D. J. (2006), ‘ASIRAS airborne radar resolves internal annual layers in the dry-snow

zone of Greenland’, Geophysical Research Letters 33(4), L04502.

203



REFERENCES

Helm, V., Humbert, A. and Miller, H. (2014), ‘Elevation and elevation change of Greenland

and Antarctica derived from CryoSat-2’, The Cryosphere 8(4), 1539–1559.

Helm, V., Rack, W., Cullen, R., Nienow, P., Mair, D., Parry, V. and Wingham, D. J.

(2007), ‘Winter accumulation in the percolation zone of Greenland measured by airborne

radar altimeter’, Geophysical Research Letters 34(6), L06501.

Holland, D. M., Thomas, R. H., de Young, B., Ribergaard, M. H. and Lyberth, B. (2008),

‘Acceleration of Jakobshavn Isbrae triggered by warm subsurface ocean waters’, Nature

Geoscience 1(10), 659–664.

Howat, I. M. and Eddy, A. (2011), ‘Multi-decadal retreat of Greenland’s marine-

terminating glaciers’, Journal of Glaciology 57(203), 389–396.

Howat, I., Negrete, A. and Smith, B. (2015), ‘MEaSUREs Greenland Ice Mapping Project

(GIMP) Digital Elevation Model, Version 1’.

Hurkmans, R., Bamber, J. L. and Griggs, J. A. (2012), ‘Brief communication ’Importance

of slope-induced error correction in volume change estimates from radar altimetry’’, The

Cryosphere 6(2), 447–451.

Johannessen, O. M., Khvorostovsky, K., Miles, M. W. and Bobylev, L. P. (2005), ‘Recent

Ice-Sheet Growth in the Interior of Greenland’, Science 310(5750), 1013–1016.

Joughin, I., Alley, R. B. and Holland, D. M. (2012), ‘Ice-Sheet Response to Oceanic

Forcing’, Science 338(6111), 1172–1176.

Joughin, I., Howat, I. M., Fahnestock, M., Smith, B., Krabill, W., Alley, R. B., Stern, H.

and Truffer, M. (2008), ‘Continued evolution of Jakobshavn Isbrae following its rapid

speedup’, Journal of Geophysical Research: Earth Surface 113(F4).

Joughin, I., Shean, D. E., Smith, B. E. and Dutrieux, P. (2016), ‘Grounding line variability

and subglacial lake drainage on Pine Island Glacier, Antarctica’, Geophysical Research

Letters 43(17), 9093–9102.

204



REFERENCES

Joughin, I., Smith, B. E. and Medley, B. (2014), ‘Marine Ice Sheet Collapse Potentially

Under Way for the Thwaites Glacier Basin, West Antarctica’, Science 344(6185), 735–

738.

Joughin, I. and Tulaczyk, S. (2002), ‘Positive Mass Balance of the Ross Ice Streams, West

Antarctica’, Science 295(5554), 476–480.

Kern, M., Cullen, R., Berruti, B., Bouffard, J., Casal, T., Drinkwater, M. R., Gabriele,

A., Lecuyot, A., Ludwig, M., Midthassel, R., Navas Traver, I., Parrinello, T., Ressler,

G., Andersson, E., Martin-Puig, C., Andersen, O., Bartsch, A., Farrell, S., Fleury,

S., Gascoin, S., Guillot, A., Humbert, A., Rinne, E., Shepherd, A., van den Broeke,

M. R. and Yackel, J. (2020), ‘The Copernicus Polar Ice and Snow Topography Altimeter

(CRISTAL) high-priority candidate mission’, The Cryosphere 14(7), 2235–2251.

Khazendar, A., Fenty, I. G., Carroll, D., Gardner, A., Lee, C. M., Fukumori, I., Wang,

O., Zhang, H., Seroussi, H., Moller, D., Noël, B. P. Y., van den Broeke, M. R., Dinardo,
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M. A., Luthcke, S. B., Petrie, E., Rémy, F., Schön, N., Wouters, B. and Bamber,

J. L. (2016), ‘Spatial and temporal Antarctic Ice Sheet mass trends, glacio-isostatic

adjustment, and surface processes from a joint inversion of satellite altimeter, gravity,

and GPS data’, Journal of Geophysical Research: Earth Surface 121(2), 182–200.
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A., Moufouma-Okia, W., Péan, C., Pidcock, R., Connors, S., Matthews, J., Chen, Y.,

Zhou, X., Gomis, M., Lonnoy, E., Maycock, T., Tignor, M. and Waterfield, T. (2018),

‘Global Warming of 1.5◦C. An IPCC Special Report on the impacts of global warming of

1.5◦C above pre-industrial levels and related global greenhouse gas emission pathways,

in the context of strengthening the global response to the threat of climate change,

sustainable development, and efforts to eradicate poverty’, Intergovermental Panel on

Climate Change .

McMillan, M., Leeson, A., Shepherd, A., Briggs, K., Armitage, T. W. K., Hogg, A.,

Kuipers Munneke, P., van den Broeke, M., Noël, B., van de Berg, W. J., Ligtenberg,

S., Horwath, M., Groh, A., Muir, A. and Gilbert, L. (2016), ‘A high-resolution record

of Greenland mass balance: High-Resolution Greenland Mass Balance’, Geophysical

Research Letters 43(13), 7002–7010.

McMillan, M., Nienow, P., Shepherd, A., Benham, T. and Sole, A. (2007), ‘Seasonal

evolution of supra-glacial on the Greenland Ice Sheet’, Earth and Planetary Science

Letters 262, 484–492.

McMillan, M., Shepherd, A., Muir, A., Gaudelli, J., Hogg, A. E. and Cullen, R. (2017),

‘Assessment of CryoSat-2 interferometric and non-interferometric SAR altimetry over

ice sheets’, Advances in Space Research .

McMillan, M., Shepherd, A., Sundal, A., Briggs, K., Muir, A., Ridout, A., Hogg, A.

and Wingham, D. (2014), ‘Increased ice losses from Antarctica detected by CryoSat-2’,

Geophysical Research Letters 41(11), 3899–3905.

209



REFERENCES

Medley, B., Joughin, I., Das, S. B., Steig, E. J., Conway, H., Gogineni, S., Criscitiello, A. S.,

McConnell, J. R., Smith, B. E., van den Broeke, M. R., Lenaerts, J. T. M., Bromwich,

D. H. and Nicolas, J. P. (2013), ‘Airborne-radar and ice-core observations of annual

snow accumulation over Thwaites Glacier, West Antarctica confirm the spatiotemporal

variability of global and regional atmospheric models’, Geophysical Research Letters

40(14), 3649–3654.

Mercer, J. H. (1978), ‘West Antarctic ice sheet and CO2 greenhouse effect: a threat of

disaster’, Nature 271(5643), 321–325.

Meredith, M., Sommerkorn, M., Cassotta, S., Derksen, C., Ekaykin, A., Hollowed, A.,

Kofinas, G., Mackintosh, A., Melbourne-Thomas, J., Muelbert, M., Ottersen, G.,

Pritchard, H. and Schuur, E. (2019), ‘Polar Regions’, Intergovernmental Panel on Cli-

mate Change .
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