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Abstract 

Among the fossil fuels, natural gas is the cleanest compared to oil and coal. Identifying 

pressure trends and patterns associated with natural gas production and reservoir fluid 

characterisation in subsurface workflows is a major challenge in the oil and gas industry. 

Traditionally used methods could be employed to identify pressure dynamics and, among 

these methods, numerical reservoir simulation approach exhibits promising potential as a tool 

for studying complex multiscale reservoir problems. Managing reservoir subsurface 

workflows based on numerical simulation, however, poses a great computational challenge 

and involves numerous simulations that require the discretisation of complex nonlinear 

partial differential equations represented by parameter spaces of extremely high dimension. 

Data-driven modelling is changing the landscape of reservoir subsurface workflows and 

making a key difference as a promising technique for identifying patterns and predicting 

future trends in the oil and gas industry. Thus, this thesis aims to develop effective machine 

learning data-driven based methods for modelling and simulation of pressure and fluid flow 

dynamics in natural gas reservoirs. Firstly, an adaptive neuro-fuzzy model that captures the 

pressure dynamics and gas production trend under different conditions of varied BHPs for 

single-phase gas condensate reservoir is developed. This is followed by developing a hybrid 

model that combines the capabilities of adaptive neuro-fuzzy and subtractive clustering 

techniques to improve the dewpoint pressure predictions for gas condensate reservoirs. Next, 

a data-driven model based on dynamic mode decomposition algorithm is developed to 

decompose and reconstruct a pressure field of a depleted reservoir model that mimics the 

behaviour of an underground natural gas storage. Lastly, a new dynamic mode learning 

method is developed to examine the effect of gas injection and water flooding on pressure 

and fluid flow dynamics of multiphase reservoirs. Experimental results show that the outputs 

of the developed models are in good agreement with reference data. 
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Chapter One:  Introduction 

1.1 Background and Motivation 

As the world population keeps on rising and industrial and residential activities increase, so 

also the demand for energy  [1], [2], [3]. One of the fundamental issues every country is 

trying to address today, is how to strike a balance between the energy and population size 

[4], [5]. Thus, demand for energy by the world increases as population size increases and 

economy grows. Study has shown as in Figure 1.1 that over the past decades, world demand 

for energy has been steadily increasing [6].  

To meet the rapidly increasing global energy demand, various forms of energy sources need 

to apply available and develop new techniques to meet this increasing demand [7]. So far, 

renewable energy (solar, wind, hydro, tidal, geothermal and biomass) has accounted for up 

to 35% of the overall energy supply [8], [9], [10]. Nuclear energy is another source, however, 

the possible risk of contamination associated with nuclear energy is high [11]. Fossil fuels, 

which include oil, natural gas and coal, supply almost 65% of the total world energy [12], 

[13]. Until alternative sources of energy that are economically viable are found to support the 

world’s energy-hungry way of life, hydrocarbon fuels in conventional and unconventional 

hydrocarbon reservoirs will continue to account for the large proportion of the world energy 

supply to meet the increasing energy demand in the next several decades [14] [15],. 

Concurrently, now that climate change is recognized as one of the major challenges facing 

mankind, attempts headed for achieving a low-carbon energy mix have to be considered in 

Figure 1.1: World-wide energy demand [6] 
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every parts of the globe [16], [17]. Thus, this study is motivated by the fact that, compared 

to other available fossil fuels (oil and coal), natural gas is found to be the cleanest of the 

hydrocarbon fuels and the fuel of choice for energy efficiency having not only low carbon 

emission, but also providing a solution to world’s increasing energy demand for economic 

growth and environmental challenges in a safe and sustainable manner [6], [18], [19].  

1.1.1 Natural Gas Consumption 

It has been observed that among the fossil fuels, world demand for natural gas has been 

steadily increasing over the last forty years [6], as shown in Figure 1.2. 

 

Considering the future energy demand by the world, power generation is expected to be the 

most demand. Expectation for power demand over the next 20 years is estimated to grow at 

the rate of more than 2% per year [6]. According to  [20], power generation using natural gas 

is considered a better option than using any other fossil fuels for the following reasons: lower 

operating costs, lower CO2 and NOx emissions, short construction time, higher operational 

flexibility, lower capital investment, no SOx or particulate emissions and higher thermal 

efficiency. The 2020 statistical report on natural gas information released by International 

Energy Agency [21] further disclosed that, production of natural gas globally has for the first 

time, hit a new high in 2019 by breaking the 4 Trillion cubic meters (Tcm) threshold with 

4088 Billion cubic meters (Bcm), produced, +3.3% in comparison to 2018 [21]. The report 

also added that, since the financial crisis, production of natural gas has been constantly 

increasing at an annually compounded increase rate of 2.7%. 

Figure 1.2: Historic demand for natural gas [6] 
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Industrial and residential activities remain the major factors for a large proportion of natural 

gas consumption in developed countries, and thus are targets of energy efficiency plans [22], 

[23], [24]. Industrial consumption of natural gas, both as a feedstock and fuel is set to rise at 

an average yearly rate of 3% which represents 46% of the increase in global consumption to 

2024 [21]. As concerns and campaigns about climate change and air quality keep growing in 

today’s world, renewable energy is growing but at a slow rate and energy resources with low-

carbon are difficult to explore in some regions [25], [26]. Burning natural gas has been 

considered as a “bridging technology” along the long path to establishing energy systems 

based largely on renewables, this is why natural gas is still regarded to have major increase 

potential in the predictable feature  [27]. Thus, it is worthwhile mentioning that if policies to 

cap carbon emission have to be made by world governments, then extensive fuel replacement 

from coal to natural gas is likely [28], [29], and any effort aimed to optimize the development 

of gas fields, maximize gas production and minimize its severe loss should be considered a 

positive contribution to a more sustainable world. 

1.1.2 Natural Gas Reservoirs 

Natural gas reservoirs are naturally occurring formations of rocks that trap and hold natural 

gas beneath the subsurface [6]. Conventional natural gas reservoirs are characterised by three 

main parts: the source rock, the reservoir rock, and the cap rock. The source rock is referred 

to as the less-permeable and compact rock that contains the kerogen that the gas forms from. 

Examples of source rocks are tight limestones, shales, and fine-grained. Reservoir rock refers 

to the porous, permeable rock layer or layers that hold the natural gas. Examples of reservoir 

rocks are sandstones, sand, and dolomites. The natural gas migrates from the source rock into 

the reservoir rock because of the pressure difference between the reservoir rocks, which are 

at lower pressures, and the source rocks, which are compressed by the weight of overlying 

rocks. Recovery from the reservoir is affected mainly by the natural expansion of the gas. 

The cap rock refers to an impervious rock that seals the top and sides of the reservoir rock so 

that the natural gas is trapped in the reservoir to prevent it from escaping upward or laterally. 

For a natural gas reservoir to exist, gas from the source rock must migrate into the reservoir 

rock, which takes millions of years.  
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In the oil and natural gas industry, natural gas reservoir modelling refers to the creation of a 

geological model that can be computationally simulated in order to improve the estimation 

of reserves and make decisions as regards field development, future production prediction, 

and evaluating scenarios with respect to reservoir management plan. Thus, a natural gas 

reservoir model represents the physical space of the reservoir in the form of a collection of 

discrete cells, depicted by a grid which may be regular or irregular. The collection of these 

discrete cells is usually three-dimensional, although two-dimensional and one-dimensional 

are sometimes used. Values of attributes such as rock properties (porosity, permeability, 

compressibility) and fluid properties (density, viscosity, compressibility) are associated with 

each cell within the grid. Other components such as reservoir pressure, temperature and wells 

(production and injection) with their associated properties are also added to the reservoir 

model. The main aim of creating a natural gas reservoir model is to provide a static 

description of the real reservoir prior to production.   

Natural gas reservoir simulation refers to the process of utilising geological model with its 

associated physics and mathematics, as well as computer programming to estimate the fluids 

dynamics and field performance under various operating strategies. Thus, the goal of natural 

gas reservoir simulation is to gain insight into the recovery processes of the reservoir. The 

simulation process starts with building a reservoir model that describes rock and fluid 

properties and choosing certain numerical features of the grid such as number and size of 

cells. This is followed by setting up the appropriate field wells controls (bottom hole pressure 

constraints, injection rates, etc). These controls are what drive the model during the 

simulation process. Next, the output needed to be printed to file is chosen. The output can be 

cumulative gas production over time, average reservoir pressure as a function of time, gas 

saturation over time, etc. The simulation process is then carried out under various operating 

strategies. In the process of simulating a natural gas reservoir, the inputs to the simulator can 

be adjusted in such a way that a better fit to the actual reservoir performance is achieved.  
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1.1.3 Problem Statement  

Decrease in reservoir pressure can result in underperforming production which can have a 

tremendous impact on the estimated well deliverability and the entire field performance [30], 

[31]. As such, early prediction of pressure dynamics in relation to production alterations and 

taking the necessary measures to control or alleviate such issues are essential for maximizing 

natural gas reservoir resources [32]. Techniques for learning pressure and fluid flow 

dynamics in natural gas reservoirs are of prime significance in developing reliable predictive 

models for managing reserves.  

Conventionally, numerical simulation is the standard in the oil and gas industry for predicting 

dynamic parameters (such as production rate, injection rate, pressure drop) and quantifying 

uncertainties in reservoirs. Characterizing reservoirs and managing workflows using this 

approach involve numerous simulations for optimizing production, enhancing oil/gas 

recovery and history matching [33]. Flow of fluid in the reservoir is governed by complex 

nonlinear partial differential equations (PDEs), which in practice, are spatially discretized 

into a high-dimensional set of nonlinear ordinary differential equations (ODEs) [34]. For 

consistent representation of flow dynamics and subsurface geology, grid blocks in very large 

numbers are required and cumbersome algorithms are employed for their spatiotemporal 

solutions. It requires thousands of simulations even with advanced algorithms to achieve 

optimal solutions when solving with nonlinear constraints [35]. The complexity in physics 

associated with reservoir pressure dynamics and the multiscale nature of the rock and fluid 

properties present challenges in achieving better predictive models. In comparison to 

numerical simulation, in which model set up is laborious and implementation is time 

consuming, a machine learning based data-driven model that not only scales down 

computational complexity but also, offers accuracy in a short time without compromising 

results would be of great benefit.  

1.2 Aim and Objectives 

The challenges faced by physical models to adequately describe fluid/rock interactions and 

accurately capture flow dynamics on complex geometries prompted a remarkable interest in 

seeking for alternative solutions via machine learning models [36] [37]. Thus, the aim of this 
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study is to develop novel machine learning based data-driven methods for accurate modelling 

and simulation of pressure dynamics and fluid flow in natural gas reservoirs for achieving 

optimal production that will guide the implementation of effective energy policies in the 

natural gas industry. To achieve the aforementioned aim, the study foresees the following 

objectives: 

i. To investigate the effect of bottom hole pressure (BHP) on production performance 

of a single-phase gas condensate reservoir model. 

ii. To improve the prediction of dewpoint pressure for gas condensate reservoirs based 

on machine learning method. 

iii. To examine the effect of gas injection on pressure dynamics of underground natural 

gas storage in depleted reservoirs. 

iv. To develop a novel data-driven method that analyses the effect of injecting gas and 

water on the pressure dynamics of multiphase reservoir models, and compare its 

performance to existing mainstream methods. 

1.3 Contributions 

The contributions of this work to the body of knowledge can be summarised as follows: 

Firstly, a machine learning model that regenerates the numerical simulation results of a 

single-phase gas condensate reservoir model for both production rates and pressure drop at 

different BHPs is developed. The novelty of this method is its ability to incorporate physics-

based petro-physical data in the model development process which distinguishes it from 

existing methods. 

Next, a hybrid machine learning model for accurate prediction of dewpoint pressure for gas 

condensate reservoirs is developed. The novelty of this method is its capability to adapt to 

changing situations and generate the desired output even if it encounters a situation that is 

different from the history enclosed in the historical datasets. This is followed by developing 

a data-driven method that decomposes and reconstructs a pressure field of a depleted 

reservoir model that mimics the behaviour of an underground natural gas storage. The novelty 

of this method is its ability to address problems of complexity and demand for high 

performance computing observed in numerical simulation. 
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Finally, a novel method called Dynamic Mode Learning (DML) that aims to provide an 

efficient alternative approach for learning and decomposing flow dynamics in multiphase 

reservoir models that produce under secondary recovery is proposed. The novelty of this 

method is its ability to address the limitations of expensive computational demand and 

variations in final results that are observed in existing methods. 

1.4 Scope of the Work and Organization of Chapters 

This work focuses on development of machine learning data-driven based methods and their 

applications to single-phase and multiphase gas condensate reservoir models, underground 

natural gas storage in depleted reservoirs, and multiphase reservoir models producing under 

secondary recovery. The remaining part of this thesis is organized as follow: 

Chapter two presents a survey of literature on hydrocarbon reservoirs, techniques for 

simulation of hydrocarbon reservoirs and prediction of gas condensate dewpoint pressure, 

and an overview of UNGS facilities.  

Chapter three titled “Neuro-adaptive learning approach for predicting production 

performance and pressure dynamics of gas condensation reservoir”, presents a neuro-

adaptive learning method for predicting the production performance and pressure dynamics 

of a single-phase gas condensation reservoir model. The machine learning model developed 

in this chapter addresses the challenges of inflexibility, long development time and high cost 

of development that are observed in conventional numerical reservoir simulators. 

Chapter four titled “Adaptive neuro-fuzzy approach for prediction of dewpoint pressure for 

gas condensate reservoirs”, presents a hybrid adaptive neuro-fuzzy method for prediction of 

dewpoint pressure for gas condensate reservoirs. The developed adaptive machine learning 

model addresses the challenges of high cost and long-time of dewpoint pressure prediction 

that are observed in experimental approach. Also, the challenges of improper characterization 

of components and cumbersomeness that are observed in conventional equations of state 

(EOS) approach are addressed. 

Chapter five titled “Dynamic mode decomposition for modelling of pressure dynamics in 

underground natural gas storage reservoirs”, presents a data-driven method for investigation 
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of pressure dynamics in underground natural gas storage reservoirs. The proposed data-

driven model is able to learn the pressure field dynamics and approximate average pressure 

of the depleted reservoir model over time in relation to natural gas injection/storage with a 

very high accuracy. 

Chapter six titled “Dynamic mode learning method for analysis of pressure and fluid phase 

dynamics in multiphase reservoir models”, presents a novel dynamic mode learning (DML) 

method for analysis of pressure and fluid phase dynamics in multiphase reservoir models. 

The performance of the proposed DML method is illustrated on pressure field and fluid phase 

distribution data sets generated from direct numerical simulations of two multiphase reservoir 

models. 

Based on the presentations and discussion of results, conclusions and limitations of this study 

are drawn, with direction for future work in chapter seven. 

1.5 Publications 

The following papers were written in the course of this work. 

1. A. Ali and L. Guo. Adaptive neuro-fuzzy approach for prediction of dewpoint 

pressure for gas condensate reservoirs. Pet. Sci. Technol., vol. 38, no. 9, pp. 673–

681, 2020, doi: 10.1080/10916466.2020.1769655.  

2. A. Ali and L. Guo. Neuro-adaptive learning approach for predicting production 

performance and pressure dynamics of gas condensation reservoir. Presented at 13th 

IFAC Workshop on Adaptive and Learning Control Systems - ALCOS 2019, 04 – 

06 December 2019, Winchester, UK. IFAC-PapersOnLine, vol. 52, no. 29, pp. 122–

127, 2019, doi: 10.1016/j.ifacol.2019.12.632.  

3. A. Ali and L. Guo. Data-driven based investigation of pressure dynamics in 

underground hydrocarbon reservoirs. Presented at 5th Energy Storage and its 

Applications Conference, 12 – 13 January 2021, Sheffield, UK. Energy Reports 

7(5):104-110, May 2021. DOI: 10.1016/j.egyr.2021.02.036 
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Chapter Two: Literature Review 

2.1 Introduction 

This chapter takes a critical survey of literature on hydrocarbon reservoirs, techniques for 

simulation of hydrocarbon reservoirs, and prediction of gas condensate dewpoint pressure. 

The chapter begins with looking at the classification of hydrocarbon reservoirs and 

simulation studies of hydrocarbon reservoirs in general, then the survey is narrowed to 

performance and flow behaviour of gas condensate reservoirs as well as techniques used for 

predicting the dewpoint pressure of gas condensate systems. The chapter ends with a 

discussion of the drawbacks and gaps identified in the literature and how the present study 

attempts to address such drawbacks and fill in the gap. 

2.2 Hydrocarbon Reservoirs 

Hydrocarbon reservoirs are rocks that have sufficient void space to store oil and/or gas and 

sometimes are referred to as multicomponent systems. The composition of fluids in 

hydrocarbon reservoirs is strongly related to the source, history, and present reservoir 

conditions [1]. Hydrocarbon reservoirs most at times are classified based on their fluid 

compositions, petro-physical properties, and the phase behaviour exhibited by the mixture 

[1]. Table 2.1 gives a typical classification of hydrocarbon reservoirs based on their fluid 

compositions as dry gas, wet gas, gas condensate, near-critical oil, volatile oil, and black oil. 

It is therefore evident from Table 2.1 that fluid compositions and other physical properties 

differentiate one reservoir from the other. Fluid composition, temperature, and pressure are 

essential parameters whose conditions determine the phase behaviour of these systems. 

2.2.1 Hydrocarbon Reservoir Modelling and Simulation 

Reservoir modelling refers to the creation of a geological model that can be computationally 

simulated in order to improve the estimation of reserves and make decisions as regards field 

development, future production prediction, and evaluating scenarios with respect to reservoir 

management plan. When designing a reservoir model, it is essential that the conceptual 

reservoir architecture be captured by the model and that the key structural and depositional 

elements have been correctly selected. The authors in [2] defined simulation of hydrocarbon 

reservoir performance as “the construction and operation of a model whose behaviour 
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assumes the appearance of actual reservoir behaviour.” Such a model itself can be 

mathematical or physical (such as laboratory sand pack). A mathematical reservoir model is 

a set of equations (subject to certain assumptions) that describe relationship among various 

parameters/variables which in turn, describes the physical processes/operations active in the 

reservoir. Even though the model itself may at some point lack the reality of the reservoir, its 

valid simulation behaviour assumes the working principle of the actual reservoir. The 

purpose of reservoir simulation is to estimate field performance (for example, gas recovery) 

under one or various producing plans. 

Table 2.1: Composition of different reservoir fluids [3] 

  Composition (mol %) 

Component  Dry 

Gas 

Wet 

Gas 

Gas 

Condensate 

Near-

Critical 

Oil 

Volatile 

Oil 

Black 

Oil 

CO2  0.10 1.41 2.37 1.30 0.93 0.02 

N2  2.07 0.25 0.31 0.56 0.21 0.34 

C1  86.12 92.46 73.19 69.44 58.77 34.62 

C2  5.91 3.18 7.80 7.88 7.57 4.11 

C3  3.58 1.01 3.55 4.26 4.09 1.01 

i-C4  1.72 0.28 0.71 0.89 0.91 0.76 

n-C4   0.24 1.45 2.14 2.09 0.49 

i-C5  0.50 0.13 0.64 0.90 0.77 0.43 

n-C5   0.08 0.68 1.13 1.15 0.21 

C6(S)   0.14 1.09 1.46 1.75 1.61 

C7+   0.82 8.21 10.04 21.76 56.40 

 

While a field can be produced only once, at reasonable expense, a valid reservoir model can 

be produced or run many times at considerable expense over a short period of time. Results 

observed/collected from the model that represent different producing conditions can help in 

selection of an optimal set of producing conditions for the reservoir. 
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2.2.2 Black Oil Reservoir Modelling and Simulation 

Black-oil simulators are models that are used to determine the production strategies 

and management of reservoirs. They essentially account for three phases: oil, water, 

and gas where the respective phases are assumed to have no interaction among 

themselves. Hydrocarbon reservoirs can be modelled using black oil simulators. When a 

black oil model is used to model a reservoir, the reservoir fluid Pressure-Volume-

Temperature (PVT) properties are generated as functions of saturation and pressure [4]. The 

model consists of fluid components; gas, oil, and water at standard conditions, which are 

distributed among three distinct fluid phases such as gas, oil, and water, respectively. In black 

oil model, gas may exist as free gas or solution gas while water and oil are considered to be 

immiscible. The basic assumptions behind the black oil simulation are: (i) that all of the 

resulting fluid PVT behaviour is only a function of pressure and temperature, and (ii) 

reservoir fluids are in thermodynamic equilibrium throughout the reservoir and maintain 

constant reservoir temperature [5] [6]. Governing differential flow equations for modelling 

three-phase black oil are developed by combining EOS, Darcy’s law, and conservation of 

mass. Given by [7], these equations can be expressed as follows: 
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 where x, y and z stand for the coordinates of the model; Ax, Ay, and Az represent the cross 

sectional areas normal to x, y, and z directions respectively; subscripts  g, o, and w represent 

gas phase, oil phase, and water phase, respectively; krg, kro, and krw denote relative 

permeabilities of the phases, Bg, Bo, and Bw denote formation volume factors; 𝜇𝑔, 𝜇𝑜, and 𝜇𝑤 
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represent respective phase viscosities; Sg, So, and Sw denote phase saturations; qg, qo, and qw 

represent production rates of gas, oil, and water, respectively; 𝜑 stands for the porosity; Vb 

stands for the bulk volume, and Rso denotes solution gas oil ratio. The fluid potentials are 

𝜙𝑔, 𝜙𝑜, and 𝜙𝑤which are expressed as follows: 

𝜙𝑔 = 𝑃𝑔 + 𝜌𝑔𝑔                                                            (2.4)  

𝜙𝑜 = 𝑃𝑜 + 𝜌𝑜𝑔                                                          (2.5) 

𝜙𝑤 = 𝑃𝑤 + 𝜌𝑤𝑔                                                        (2.6) 

where Pg, Po, and Pw denote phase pressures; 𝜌𝑔, 𝜌𝑜, and 𝜌𝑤 denote phase densities of gas, 

oil, and water, respectively, g denotes acceleration due to gravity, and h denotes hydraulic 

pressure head. 

2.2.3 Compositional Reservoir Modelling and Simulation 

While black oil simulators represent reservoir fluids at stock-tank volume conditions and do 

not put fluid composition into consideration, compositional simulators on the other hand 

represent their equations at reservoir conditions [8]. Compositional models are developed in 

terms of moles of the individual components that made up the mixture [9]. In reality, there 

are a large number of components in a reservoir fluid sample, and developers of 

compositional simulators most at times represent the first few (say, three to twelve) 

components precisely. However, the remaining components, such as C7+ are grouped together 

into what is referred to as pseudo component. In this manner, the average properties of the 

remaining components are represented by the properties of such a pseudo component. Cubic 

equations of state (EOS) are mostly used to represent the fluid properties of the pseudo 

component. With vaporization test data available, compositional model developers normally 

modify the EOS properties of one or more of the components to closely represent the test 

data [10]. 

2.3 Gas Condensate Reservoirs 

Gas-condensate reservoirs are considered an important source of natural gas which for long 

have been discovered as  reservoir type that exhibits the most complex thermodynamic and 

intricate flow behaviours [16] - [19]. These reservoirs are characterized by producing both 
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natural gas and condensate liquid at surface. Fluid properties and phase behaviour play a 

critical role in gas condensate reservoirs in comparison to other reservoir type. A gas 

condensate reservoir is a system composed of mostly C1, intermediate components (C2, C3, 

C4, C5, C6), and a slight portion of heavier components (C7+). It also contains nonhydrocarbon 

components such as CO2, N2 and sometimes H2S. These components are naturally situated 

underground at elevated conditions of pressure and temperature as shown in Figure 2.1.  

 

 

To produce from such a reservoir, components must embark on a complicated journey from 

beneath the earth, passing through a great deal of intermediate stages, to be finally dumped 

into the atmosphere. One of the major challenges faced while interpreting reservoir 

performance for gas condensate reservoirs is the difficulty to understand the flow and phase 

behaviours due to the following reasons: (i) continuous composition variation with pressure 

as the reservoir produces, (ii) diverse and nonlinear nature of reservoir parameters associated 

with the subsurface system, and (iii) complexity of the reservoir fluid composition [21] - [23]. 

At initial reservoir conditions, a gas condensate reservoir is a single-phase (gaseous state) 

fluid. As the reservoir produces, formation temperature usually does not change, but pressure 

decreases. The reservoir experiences decline in pressure isothermally from the reservoir 

boundary to the well as production continues [24]. When the pressure in a gas condensate 

reservoir decreases to a certain point, called the dewpoint, a condensate (liquid) phase rich 

in heavy ends drops out of the solution [25]. At the first instance, the condensate that dropped 

Figure 2.1: Occurrence of hydrocarbon fluid under the earth's surface [20] 
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out in the reservoir does not flow until the assembled condensate saturation rises above the 

critical condensate saturation and in this case, both gas and condensate flow. Because the 

condensate accommodates most of the heavier components, this results to a loss of valuable 

hydrocarbons [26]. 

2.3.1 Single-Phase Gas Condensate Reservoir Performance  

The phase behaviour of a Gas Condensate reservoir is a plot of pressure versus temperature 

that determines whether the reservoir fluid at a given pressure and temperature consists of a 

single-phase (gas), or two-phase (gas and liquid). The flow and phase behaviours of a gas 

condensate reservoir fluid can best be described with the help of a phase diagram which is 

unique for each reservoir fluid having different compositions. Figure 2.2 shows a Pressure-

Temperature phase diagram of a gas condensate system. For this type of reservoirs, the 

reservoir temperature is between the critical temperature and the cricondentherm, and within 

this region is a line of isothermal reduction of reservoir pressure that describes pressure drops 

as the reservoir produces. The cricondentherm is the maximum temperature at which two 

phases can coexist in equilibrium. Therefore, when the reservoir pressure is above the 

dewpoint pressure, the reservoir is said to be in a single phase (gaseous stage). 

Figure 2.2: A typical phase diagram of a gas condensate reservoir [25] 

2.3.2 Two-Phase Gas Condensate Reservoir Performance 

As gas condensate reservoir produces, formation temperature usually does not change, but 

pressure decreases [27]. Significant change in reservoir pressure as a result of production 

may result in the volatilization of lighter components as well as condensation of heavier 

components in the reservoir [28] At this stage, the reservoir experiences pressure decline 

isothermally from the reservoir boundary to the producing well. Dropping of the Bottom-
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Hole Flowing Pressure (BHFP) below the dew-point pressure, causes condensate to drop out 

of the gas and form a bank of liquid around the well. When the pressure further decreases 

isothermally, instead of having gas coming out of the reservoir, liquid condenses from the 

gas. This is what makes the gas condensate special and sometimes referred to as “retrograde 

gas”. At the first instance, the condensate that drops does not flow until the accumulated 

condensate saturation exceeds the critical condensate saturation and, in this case, both gas 

and condensate flow. 

2.3.3 Formation Damage, Retrograde Condensation and Condensate 

Blockage 

In petroleum engineering, the terms skin effect damage and formation damage have been 

used to describe various impairments associated to well productivity [29] - [31]. Formation 

damage can simply be understood as a kind of phenomenon that obstructs the normal flow 

of fluids towards the surface and such a production impairment can take place anywhere in 

the production system, from the near-wellbore region of the rock matrix to perforations and 

into the formation [32], [33]. One of these production impairments that has been notably 

reported in gas condensate systems is the retrograde condensation. Retrograde condensation 

is a special case of relative permeability effect. Retrograde condensation can simply be 

understood as a phenomenon where a condensate (liquid phase) forms from a rich gas as a 

result of pressure drop resulting in creation of another phase and causing condensate blockage 

that results in reducing permeability to gas substantially as shown in Fig. 2.3 [34].  

 

Figure 2.3: Condensate blockage formation in pore spaces of reservoir [34] 
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The reduction of gas permeability as a result of condensate bank is referred to as condensate 

blockage (or condensate banking). Condensate blockage has a negative effect in production 

history of a gas condensate system. When retrograde condensation occurs, serious loss in 

well productivity can be recorded. In certain cases, the loss in productivity can be as high as 

80% [35]. This phenomenon usually occurs near the wellbore when a dewpoint pressure is 

reached. 

Producing a well below the dewpoint causes a reduction to the relative permeability as liquids 

condense around the wellbore and this can be observed in significant decline in well 

productivity [32], [36], and [37]. Retrograde condensation is generally classified by the 

mechanism of its formation as either natural or induced. Natural retrograde condensations 

are those that take place mainly when the reservoir is being produced based on primary 

production method. Induced retrograde condensations on the other hand, are those that take 

place as a result of an external operation that was accomplished on the well such as injection 

operation or stimulation treatment, well completion, drilling, repair, and so on. 

2.3.4 Dewpoint Pressure Prediction for Gas Condensate Reservoirs 

Prediction of thermodynamic properties such as the dewpoint pressure of gas condensate 

reservoirs plays a vital role in interpreting reservoir performance and understanding the fluid 

phase behaviour. The dewpoint pressure is considered as one of the most important quantities 

capable of characterizing and predicting the future performance of gas condensate reservoirs. 

The dewpoint pressure can be defined as the pressure at which a substantial amount of  gas 

phase exists in equilibrium with an infinitesimal amount of liquid phase [38]. As such, 

accurate determination and prediction of gas condensate dewpoint pressure is essential for 

fluid characterization, gas reservoir performance calculations, and the design of production 

systems [39]. When discussing the dewpoint pressure of hydrocarbon mixtures, it is 

important to know that there are two types of dewpoint pressures which must be distinguished 

[40]. The first type which is often known as normal dewpoint pressure, occurs when dry gas 

is compressed to the point where liquid first forms. Normal dewpoint usually occurs at low 

pressures (below atmospheric pressure) as such, would be of no interest in hydrocarbon 

reservoir performance. The second type which sometimes is referred to as retrograde 
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dewpoint pressure, occurs when the pressure in a gas mixture containing heavy hydrocarbons 

in solution is decreased until a liquid is formed. Retrograde dewpoint pressure is of great 

significance in interpreting hydrocarbon reservoir performance and behaviour, as such, is the 

property referred to throughout this study. Following is a brief description of some well-

known techniques used to determine the dewpoint pressure of gas condensate reservoirs. 

2.3.4.1 Constant Composition Expansion 

Dewpoint pressure of a gas condensate fluid can traditionally be determined experimentally 

in a laboratory through a process called Constant Composition Expansion (CCE), using a 

visual window-type PVT cell. Figure 2.4 shows a CCE experimental procedure for 

determination of dewpoint pressure for gas condensate reservoirs. 

The CCE experimental procedure as shown schematically in Figure 2.4 involves placing a 

hydrocarbon fluid sample at reservoir temperature and pressure in a visual PVT cell. At the 

first instance, the sample is placed at a pressure in excess of the initial reservoir pressure 

(Figure 2.4, A). Keeping the temperature constant, the pressure is then reduced in steps by 

removing mercury from the cell, and for each pressure change, the change in the total 

hydrocarbon volume, Vt is measured. The corresponding volume and the saturation pressure 

(dew-point pressure) are observed and recorded and used as a reference volume Vsat. 

The volume of the hydrocarbon system which is reported as the ratio of the reference volume 

to saturation volume is termed the relative volume. The relative volume is a function of the 

cell pressure and is expressed mathematically as: 

𝑉𝑟𝑒𝑙 =
𝑉𝑡

𝑉𝑠𝑎𝑡

                                                                       (2.7) 

 
Figure 2.4: Constant composition expansion procedure 
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where, 𝑉𝑟𝑒𝑙  stands for relative volume, Vt denotes total hydrocarbon volume, and Vsat denotes 

volume at saturation pressure. This test is sometimes called pressure-volume relations. 

Throughout the experiment, the composition of the entire hydrocarbon sample in the cell 

remains fixed and no hydrocarbon material is removed from the cell, hence, the name 

constant composition expansion. 

2.3.4.2 Constant Volume Depletion Test 

The constant volume depletion (CVD) test is another experimental method for determining 

the dewpoint pressure for gas condensate fluids [41]. The method begins at the dewpoint 

pressure of the gas condensate and measures the saturation volume, Vsat, at the dew point. 

Decrease in pressure and increase in volume leads to formation of two-phase (gas-

condensate). To keep the total volume of the phases equal at a constant pressure, gas is 

depleted from a valve at the top of the cylinder as shown in Figure 2.5. 

The percentage of the liquid dropout as to the saturation volume as well as the percentage of 

the depleted gas as to the original gas are measured. The volatile condensate as they may 

change with each stage in the productions or the PVT properties of the gas condensate are 

then obtained. 

2.3.4.3 Equations of State (EOS) Approach 

Equations relating pressure, volume, and temperature (PVT) of a compound, fluid or mixture 

are referred to as Equations of State (EOS) [3]. These equations describe the state, volumetric 

and phase behaviour of pure compounds and mixtures under certain thermodynamic 

conditions. Using the EOS to predict thermodynamic quantities requires critical properties 

and acentric factor of each component present in the mixture. In this study, the most widely 

Figure 2.5: Schematic diagram of CVD test 
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used Soave-Redlich-Kwong (SRK) and Peng-Robinson (PR) EOS for dewpoint pressure 

prediction are reviewed. 

Soave-Redlich-Kwong (SRK) EOS 

The RK EOS is expressed as  

𝑃 =
𝑅𝑇

𝑉 − 𝑏
−

𝑎

𝑉(𝑉 + 𝑏)
                                                       (2.8) 

where P is the pressure, R the universal gas constant, V is the molar volume and T the absolute 

temperature. In an attempt to improve the vapour-liquid equilibrium (VLE) predictions of the 

RK EOS, Soave [42] modified the RK EOS by introducing a dimensionless term, 𝛼, which 

resulted to the SRK EOS as follows: 

𝑃 =
𝑅𝑇

𝑉 − 𝑏
−

𝑎𝛼

𝑉(𝑉 + 𝑏)
.                                                    (2.9) 

At dewpoint pressure, the mole fractions of the vapour phase, 𝑦𝑖, equals to unity as shown 

in (2.10) 

∑ 𝑦𝑖 = 1

𝑁

𝑖=1

.                                                              (2.10) 

The vapour phase mole fractions can be expressed in terms of K-values as  

∑ 𝑦𝑖 = ∑
𝑦𝑖

𝐾𝑖

= 1                                                      (2.11)

𝑁

𝑖=1

𝑁

𝑖=1

 

where N represents the number of components in the entire mixture, 𝑦𝑖  is the mole fraction 

of component i in the mixture when the first drop of liquid phase appears, and 𝐾𝑖 denotes K-

value of component i which is the ratio of the mole fraction of component i in the gas phase 

to the mole fraction of component i in liquid phase. Thus, the dewpoint pressure can be 

calculated using the following expression, 

𝑃𝑑 = ∑ =
𝑓𝑖

𝑉

𝜑𝑖
𝐿                                                             (2.12)

𝑁

𝑖=1
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where 𝑓 stands for the vapour fugacity of the ith component, which is calculated from the 

EOS, and 𝜑 stands for the liquid fugacity coefficient. 

Peng-Robinson (PR) EOS 

An equation that contains two constants was proposed by Peng and Robinson. PR EOS 

created great expectations for improved VLE predictions in petroleum fluids. The PR EOS 

is expressed as 

𝑃 =
𝑅𝑇

𝑉 − 𝑏
−

𝑎

𝑉(𝑉 + 𝑏) + (𝑉 − 𝑏)
.                                     (2.13) 

The Peng-Robinson and Soave-Redlich-Kwong equations are the two most widely used cubic 

EOS for VLE and phase predictions of hydrocarbon fluids. Calculation of the parameters is 

what makes the difference between SRK-EOS and PR-EOS. 

2.3.4.4 Equilibrium Ratio (K-values) Approach 

Another classic method for calculation of dewpoint pressure of multicomponent systems is 

the K-value method.  The K-value of a component in a mixture is defined as the ratio of the 

component mole fraction in the gas phase to that in the liquid phase [43]. K-values are 

thermodynamic quantities that depend on temperature, pressure and composition of the 

mixture and is expressed as 

𝐾𝑖 =
𝑦𝑖

𝑥𝑖

                                                                         (2.14) 

where 𝑦 stands for the mole fraction of component i in the gas phase, and 𝑥 stands for the 

mole fraction of component i in the liquid phase. For a gas condensate system, this approach 

requires that the fugacity of each component must be the same in both phases. That is, 

𝑓𝑖
𝑉 = 𝑓𝑖

𝐿(𝑖 = 1,2, . . . , 𝑁).                                             (2.15) 

The superscripts V and L express vapour, and liquid phases, respectively, the fugacity of 

component i denoted by fi can be calculated by EOS, N represents the total number of 

components in the system. To calculate the dewpoint pressure, the equilibrium condition in 

equation 2.15 must be met, as well as the following expression, 
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∑ 𝑥𝑖 = ∑
𝑦𝑖

𝐾𝑖

= 1                                                             (2.16)

𝑁

𝑖=1

𝑁

𝑖=1

 

where 𝑦𝑖 denotes the mole fraction of component i in the mixture when the first drop of liquid 

phase appears. Equation 2.16 is nonlinear and can be solved iteratively using initial guesses 

of equilibrium ratios, Ki as defined in equation 2.14, and initial pressure. The value of Ki can 

be corrected by 

𝐾𝑖 = (
𝑦𝑖

𝑥𝑖

) (
𝑓𝑖

𝐿

𝑓𝑖
𝑉) =

𝜙𝑖
𝐿

𝜙𝑖
𝑉                                                     (2.17) 

where   𝜙 stands for the fugacity coefficient of component i and can be calculated using EOS. 

2.3.4.5 Dewpoint Pressure Prediction and Reservoir Flow Characterization 

Using Data-Driven Based Machine Learning Methods 

In recent years, data-driven techniques have been widely applied in the field of reservoir 

modeling and simulation, and they are highly regarded for their strong ability to account for 

nonlinearity of fluid flow in porous media. The authors in [44] and  [39] applied Artificial 

Neural Networks (ANN) to predict gas condensate dewpoint pressure, and evaluate the 

dynamics of reservoir parameters under different conditions of CO2 injections, respectively. 

In [34], multigene genetic programming was applied to predict the dewpoint pressure of gas 

condensate fluids. In their approach, the authors used 158 experimental data points of 

Constant Volume Depletion (CVD) tests and consider the dewpoint pressure as a function of 

reservoir temperature, molecular weight of heavier components, mole fraction of heavier, 

intermediate and volatile components. In [45] Radial Basis Function (RBF) network coupled 

with Genetic Algorithm (GA) was used to predict the dewpoint pressures of gas condensate 

fluids using 562 experimental data. The authors in [46] presented an approach based on Least 

Square Support Vector Machine (LSSVM) coupled with Simulated Annealing (CA) to 

predict the dewpoint pressures of gas condensate fluids using a total of 562 experimental 

data. 

Even though the data-driven based machine learning approaches applied in previous studies 

present reasonable estimations of the dewpoint pressures for certain gas condensate 

reservoirs, however, they solely rely on huge amount of training data for accurate results and 
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do not put into consideration any particular prior knowledge of the characteristics or physics 

of the relationships involved in gas condensate reservoirs. As such, they are lacking in term 

of good generalization ability, and are unable to explain the general working principle of gas 

condensate fluids. Thus, they can be described as black box models. 

Another noticeable drawback with the data-driven based machine learning methods applied 

previously is that, the models reported to address the dewpoint pressure estimation were 

developed based on the common assumptions that when a computational intelligence model 

is developed and trained using a huge amount of historical datasets, the resulting model will, 

to some extent, handle similar situations during their operations. However, in many real-

world operations, these assumptions may tend to fail as in most cases as the amount of 

previously available data used in developing and training the model may not be sufficient to 

represent the underlying system. Furthermore, the environment as well as the system and its 

constituents may change over time. In such a situation, it becomes difficult for a model that 

is developed and trained using only iterative algorithms to cope with such changes and 

process the data efficiently. 

Therefore, this study aims to address the aforementioned challenges and limitations of the 

data-driven based machine learning methods previously applied for modelling of pressure 

dynamics and fluid flow in nature gas reservoirs. In particular, this work utilises machine 

learning approach that combines the power of Fuzzy Inference System that transforms stream 

data into a knowledge-based inference, and the learning ability of ANN that learns the 

patterns and behaviours of the data, thereby resulting to adaptive models that are capable of 

adapting to changing situations and generating the desired result even if they encounter a 

situation that is different from the history enclosed in the historical datasets. 

2.4 Reservoir Simulation Software/Platform 

A large number of programs/applications are available for reservoir simulation. These 

applications can be classified broadly into two categories namely: open-source and 

commercial. Following is a brief description (in alphabetical order) of the most well-known 

applications for hydrocarbon reservoir simulation: 
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i. BOAST-NFR: Black Oil Applied Simulation Tool for Naturally Fractured 

Reservoirs (BOAST-NFR) is an open-source package for reservoir simulation 

published by the United States Department of Energy (DOE) and available for 

educational purposes [11]. It is a three-dimensional, three-phase, black oil simulator 

that employs the implicit pressure - explicit saturation (IMPES) formulation for 

solving partial differential flow equations by the way of finding the pressure 

distribution for a given time step first, then computes the saturation distribution for 

the same time step isothermally. 

ii. ECLIPSE: This is a well-known commercial reservoir simulator that was originally 

developed by ECL and currently owned, maintained and marketed by a division of 

Schlumberger. In addition to add-on options, the software contains tools for 

streamline, compositional and black oil simulation. 

iii. INTERSECT: This is a commercial high-resolution reservoir simulator developed 

by Schlumberger that can be used for various reservoir simulation tasks such as 

modelling of highly heterogeneous formations and complex geological structures. 

MATLAB Reservoir Simulation Toolbox (MRST). The MRST is an open-source software 

for modelling and simulation of reservoir fluid flow and transport in porous media. It was 

developed by the Computational Geosciences research group at SINTEF Digital, Norway 

[12]. The software has a wide international user and also, external modules developed by 

other research groups from University of Bergen, Heriot-Watt University, TU Delf, and 

Norwegian University of Science and Technology. Similar to MATLAB, MRST is not only 

a simulator, but also, developed as a tool that enables researchers to rapidly prototype and 

demonstrate new modelling concepts and simulation methods. Thus, the software offers a 

wide range of computational methods and data structures that one can combine to develop a 

custom-made tool for reservoir modelling and simulation. Furthermore, MRST provides 

quite in-depth compositional and black oil reservoir simulators that are capable of simulating 

industry-standard models as well as graphical user interfaces designed for post-processing 

simulation results. The MRST software is structured into two major sections as follows: (a) 

a small core module providing functionality and fundamental data structures and, (b) a large 

collection of add-on modules providing solvers, discretization, and a wide variety of 



28 
 

workflow tools and simulators [13] - [15]. In this work, MRST is used to carry out numerical 

simulations for all the reservoirs models presented in this thesis. 

2.5 Challenges and Motivations 

The importance of reservoir modelling and simulation to estimate field performance under 

one or various producing plans in the oil and gas industry cannot be underestimated. 

Experimental approaches for predicting gas condensate dewpoint pressure are time-

consuming, intrusive, costly, and sometimes dangerous. Even though black oil simulators 

can be used to model fluid in three phases (gas, oil and water) and are suitable for studies of 

numerous problems, it is worthwhile mentioning that black oil simulation has some 

drawbacks in areas of application. Black oil simulation approach gives no consideration to 

hydrocarbon fluid composition and in areas where mass transfer between phases is important, 

black oil simulators are not suitable for studying such cases. For instance, black oil simulators 

are not suitable for studying problems related to volatile oil and gas condensate reservoirs 

because in these reservoirs, the physical properties and fluid composition of the phases 

change with pressure [11]. 

On the other hand, compositional simulations are considered suitable for modelling and 

simulating lean gas cycling in the presence of oil by the way of causing the oil to vaporize in 

the lean gas. However, it should be noted that the pseudo component approach in 

compositional simulators normally results in lumping all of the heavier fluid components 

together. As such, this approach leads to over predicting the vaporization of the pseudo 

component. To reduce the errors caused by pseudo component vaporization, a good 

compositional model should be able to accommodate all the components that constitute the 

reservoir fluid under study. 

It has been observed and reported that calculating dewpoint pressure using SRK-EOS and 

PR-EOS yields different results [47]. As such, to calculate the dewpoint pressure using the 

EOS, consideration must be given to the choice of the EOS. In addition, use of EOS requires 

that the heptane plus fraction be split into several pseudo-fractions and each of the sub 

fractions be characterized [43] [48]. Furthermore, when using EOS to predict other physical 

quantities, it must be first, tuned properly to match some experimental data for a specific 



29 
 

reservoir fluid [49]. In doing so, quite often the influence of composition on dewpoint 

pressure is neglected. Another drawback of using the EOS to predict thermodynamic property 

and phase behaviour of reservoir fluids is the difficulty of characterizing the plus fraction 

properly. Since the hydrocarbon plus fraction comprises a significant portion of the reservoir 

fluid, improper characterization of this component will lead to errors in predicting some 

quantities that depend on them.  

Equilibrium ratios (K-values) approach defines pressure as a function of K-values and 

involves trial and error. Trial and error approach associated with K-values while calculating 

the dewpoint pressure makes the method unreliable and most of K-values approaches at high 

pressures are inaccurate [48]. It has also been observed that K-values are dependent on 

pressure, temperature and composition and their use adds nothing to the accuracy of 

predicting dewpoint pressure [40]. In addition, it has been reported that K-values approach 

is only suitable for calculating dewpoint pressure at low or moderate pressures. At high 

pressures, the method tends to be slow and imprecise [43]. 

This chapter presents a critical survey of literature in relation to hydrocarbon reservoir 

classification and simulation techniques, gas condensate reservoir performance, and 

dewpoint pressure prediction for gas condensate reservoirs. Drawbacks of existing methods 

in learning pressure dynamics and predicting gas condensate dewpoint pressure are 

identified, and how the present work attempts to address such drawbacks are presented. The 

next chapter presents a physics-informed intelligent method for predicting the pressure 

dynamics and production trend of a single-phase gas condensate reservoir model with varied 

BHFPs. 
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Chapter Three: Neuro-Adaptive Learning Approach 

for Predicting Production Performance and Pressure 

Dynamics of Gas Condensation Reservoir 

3.1 Introduction 

In Reservoir Engineering, state-of-the-art data analysis enables engineers to characterize 

reservoirs and plan for developing fields. This allows production companies to save huge 

amounts that would otherwise be allocated to reservoir modelling and simulation, as well as 

well testing. Numerical reservoir modelling and simulation is the standard use in industries 

today for comprehensive study of oil and gas fields. However, the inflexible behaviour, 

development time, and cost of numerical simulators are major challenges to production 

engineers, managers and modellers.  On the other hand, Machine Learning (ML) based 

reservoir models are characterised with low cost of development, short development time 

and fast track analysis, and flexibility to estimate the uncertainties normally found in 

numerical simulators. In this chapter, an approach for controlling gas production rate and 

reservoir pressure drop in gas condensate reservoir is described. Numerical simulations of 

production rate and pressure drop were carried out first. An adaptive Neuro-Fuzzy system 

was then developed and trained using some parts of the numerical simulation results. This 

ML-based system is validated and tested with the other part of the numerical simulation 

results that had not been used during the training. The developed system regenerates the 

numerical simulation results for both production rates and pressure drop at different Bottom 

Hole Pressures (BHPs) with very high accuracy (>98%).  Results of this chapter showed that 

ML-based reservoir simulation can be considered as a vital tool for production engineers, 

managers, and modellers for a quick and more informed decision as regards field 

development plans that can meet operational targets. 

3.2 Problem Statement and Model of GCR 

Numerical simulators are the standard today in oil and gas industries to simulate reservoirs. 

Most of these simulators are developed based on Implicit Pressure, Explicit Saturation 

(IMPES) method where pressure and transport equations are solved in separate steps using 

numerical techniques that are designed to utilize special features of such equations. 

Conventionally, developing a gas condensate field and investigating its production behaviour 
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has several challenges: 1. Understanding the complexity of the system and its physics at 

microscopic level, 2. Up-scaling such complexities and physics to reservoir simulation scale, 

3. Modelling and incorporating the petro-physical properties into the simulation model. Apart 

from the aforementioned challenges, another concern when trying to model a gas condensate 

field is the fact that the economic production of these special reservoirs depends on the 

number of phases that exist in the reservoir. In line with this, modelling a gas condensate 

field becomes even more complicated with the existence of two phases (gas and condensate). 

With recent interest and enthusiasm in oil and gas industry towards intelligent fields, smart 

wells, and analysis of data for process optimization and decision-making, AI/ML techniques 

are making firm steps toward becoming more preferred in the widespread of the oil and gas 

industry [6]. However, existing machine learning methods applied to investigate problems 

related to gas condensate reservoirs are limited in the literature. Furthermore, the available 

ones are focused on prediction of dewpoint pressure where most of them rely on measured 

data for characterizing reservoirs and give no consideration to production trend and pressure 

dynamics which are essential for accurate prediction of gas condensate dewpoint pressure 

and other reservoir quantities. These limited existing machine learning techniques for 

dewpoint prediction include multi-gene genetic programming [7], artificial neural network 

[8], least square support vector machine [3], genetic programming [9], and expert systems 

[10]. Apart from their reliance on not physics-based data, they also consider dewpoint 

pressure as a function of only fluid composition, reservoir temperature, specific gravity and 

molecular weight of heptane plus (C7+). Thus, they are also limited given that they neglect 

some relevant geometric and flow parameters such as bottom-hole and reservoir pressures, 

reservoir geometries, fluid density, viscosity and compressibility, porosity, and permeability. 

These parameters have impact on analysing reservoir performance and thus any model that 

would be used to accurately characterize a reservoir for managerial decision and operational 

plan, should incorporate these parameters. 

Therefore, the objective of this chapter is to address the aforementioned challenges and 

limitations of existing techniques by demonstrating the potentiality of ML-based reservoir 

simulation systems that can capture production and pressure trends of a gas condensate 

reservoir based on physics-informed data.  
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A gas condensate reservoir (GCR) is a system composed of predominantly methane and other 

light hydrocarbons with a slight portion of heavier components situated underground at 

elevated conditions of pressure and temperature [1]. To produce from such a reservoir, 

components must embark on a complicated journey from beneath the earth, passing through 

a great deal of intermediate stages, to be finally dumped into our atmosphere. A model of 

GCR is presented Figure 3.1.  

 

 

 

 

 

 

A model of GCR can be explained using three regions as shown in Figure 3.1. At stage of 

discovery, a gas condensate reservoir is a single-phase (gaseous state) fluid and the reservoir 

pressure is above the dewpoint pressure. This is depicted in region 3 of Figure 3.1. As 

production commences, formation temperature mostly remains unchanged, but pressure 

drops as the gas components begin to move towards the wellbore. Thus, the reservoir 

experiences decline in pressure from the boundaries to the well as production continues. 

When the pressure within the reservoir drops to a certain point, called the dewpoint, 

condensates drop out of the mixture as predicted in region 2 of Figure 3.1. At this stage, the 

reservoir splits from single phase (gas) to two-phase (gas and condensate). The dewpoint 

pressure is considered as one of the most valuable parameters capable of describing and 

predicting the future behaviour of gas condensate systems. It is defined as the pressure at 

which a massive quantity of gas exists in equilibrium with a minute quantity of liquid [3]. 

Continuous production below the dewpoint causes an increase in the level of the condensates 

which in consequence, obstructs the flow of gas towards the wellbore as depicted in region 1 

of Figure 3.1. When pressure decreases isothermally as a result of continuous production, 

instead of having gas coming out of the system, liquid condenses from the gas. This is what 

Figure 3.1: A model of gas condensate reservoir [2] 
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makes the gas condensate reservoirs special and are sometimes referred to as “retrograde 

systems”. To model and simulate a GCR, fluid composition is used to compute fluid 

properties such as fluid density, fluid viscosity, fluid compressibility. These variables 

together with reservoir initial pressure, temperature, and rock properties (porosity, 

permeability, rock compressibility) are used as input variables to the GCR model. Depending 

on the aim of the study, the output variable can the average reservoir pressure as a function 

of time, cumulative gas production over time, gas saturation over time, well pressure (well 

head or bottom hole pressure) over time.  

In addition to their unique retrograde behaviours, these unique reservoirs also differ in their 

thermodynamic and flow behaviour from other common oil and gas reservoirs due to the fact 

that they exist as a single gas phase at the time of discovery [4]. This key fact nearly always 

governs the development and operation plans for recovery of hydrocarbons from gas 

condensate reservoirs [5]. Control over pressure in gas condensate reservoirs is necessary 

due to the fact that production declines significantly when reservoir pressure falls below the 

dewpoint pressure. Reliable prediction of petro-physical quantities such as the dewpoint 

pressure over the life of these reservoirs requires an accurate knowledge and clear 

understanding of the flow behaviour of gas condensate fluid through reservoir rock. Hence, 

for optimum gas condensate engineering computations such as predicting productivity trend 

and pressure dynamics, a suitable model that represent the realistic operations of gas 

condensate reservoir is essential. 

The rest of this chapter is organised as follows. Section 3.3 develops a numerical simulation 

model using MATLAB Reservoir Simulation Toolbox [11], and tests the model by using a 

fluid data of Pars gas condensate field [12]. Section 3.4 describes the development of the 

Neuro-Adaptive system. Section 3.5 discusses the results of both the numerical simulation 

and the Neuro-Adaptive system. Section 3.6 ends the chapter with conclusions and future 

work. 

3.3 Numerical Modelling and Simulation Implementation 

This section presents the major components/objects of the numerical simulation model for 

prediction of production performance and pressure dynamics in gas condensate reservoirs. 

These components are sufficient to represent the physical trend of gas condensate reservoirs 
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which might not only be of benefit to production engineers, but also build confidence among 

operational team and lessens the risk of complex model errors. The major steps involved in 

developing the numerical simulation model are summarized as follows: 

➢ Set up reservoir model with rock properties 

➢ Define fluid and production well 

➢  Impose vertical equilibrium and solve initial pressure distribution 

➢ Compute mapping between faces and cells 

➢ Define discrete operators, flow, and well equations 

➢ Define simulation parameters 

➢ Simulate reservoir at different conditions and visualize results 

➢ Save simulation results.  

Figure 3.2 shows a schematic diagram that illustrates the steps involved in simulating the 

reservoir model numerically. 
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3.3.1 Reservoir Rock and Fluid Properties 

The reservoir model in this chapter is assumed to be a homogeneous 500 × 500 × 25 m3 box 

with rock properties represented on a regular 20 × 20 × 5 Cartesian grid which consists of set 

of grid cells in three-dimensional volumetric form that allows the distributions of petro-

physical parameters. The petro-physical parameters are values stored inside each grid cell 

which in turn, defined the rock properties. Parameters that characterize the reservoir rock and 

fluid properties used in developing the numerical simulation model are presented in Table 

3.1. The fluid composition used for the numerical simulation is given in Table 3.2, 

representing the fluid composition of Pars field. 

Initial reservoir pressure distribution 

Compute mappings 

between faces and 

cells 

Define discrete 

operators, flow, and 

well equations

Define 

simulation 

parameters 

Simulate reservoir 

… 

Porosity Permeability Reservoir temperature … 

Set up reservoir with rock and fluid properties 

Reservoir model 

Visualize simulation results 

Save simulation 
results 

Figure 3.2: Schematic illustration of the numerical simulation development process 
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Table 3.1: Reservoir rock and fluid parameters. 

Porosity (%) 15 

Permeability (mD) 0.5 

Rock compressibility (bar-1) 0.0156 

Fluid density (kg/m3) 173 

Fluid viscosity (cP) 0.0221 

Fluid compressibility (bar-1) 0.00286 

Reservoir pressure (bar) 200 

Reservoir temperature (0F)  212 

 

Table 3.2: Fluid composition used for numerical simulation [12]. 

Component C1 C2 C3 iC4 nC4 iC5 

Composition (%) 89.24 2.28 0.51 0.12 0.13 0.06 

Component nC5 C6 C7+ N2 CO2 H2S 

Composition (%) 0.04 0.06 0.24 1.7 4.96 0.66 

 

3.3.2 Equations Governing Fluid Flow 

In this section, fluid flow in gas condensate reservoir is descried by the way of combining 

the equation of conservation of mass (3.1) and Darcy’s law of fluid flow in porous media 

(3.2).  

𝜕

𝜕𝑡
(𝜀𝜌) + ∇ ∙ (𝜌𝑣) = 𝑝𝑤                                                      (3.1) 

𝑣 = −
𝐾

𝜇
(∇𝑃 − 𝑔𝜌∇𝑧)                                                        (3.2) 

where 𝜀, 𝜌, 𝑣, 𝐾, 𝜇, 𝑔, 𝑧, 𝑃, and 𝑝𝑤 represent porosity, fluid density, flow velocity, 

permeability, fluid viscosity, gravity, reservoir vertical direction, reservoir pressure, and 

production well respectively. Before production commences, we assume the reservoir is at 

hydrostatic equilibrium as such, for the reservoir pressure to be distributed within the 

reservoir, the following equation must be satisfied. 
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𝑑𝑃

𝑑𝑧
= 𝜌𝑔(𝑃)                                                                              (3.3) 

The hydrostatic distribution within the reservoir is computed numerically with respect to a 

fixed point 𝑝(𝑧0) =  𝑃. This distributes the initial pressure in all the cells of the reservoir grid 

and sets the reservoir at its initial condition. Figure 3.3 shows a plot of the reservoir with a 

single production well and initial pressure distributed within the grid. 

3.3.3 The Production Well 

The production well appears as a source term in Eq. (3.1). Hence, we need to establish a 

connection between the production well and the reservoir. This is accomplished by the way 

of defining an equation that accounts for the rate of flow within the grid cells in which the 

reservoir is connected to the production well. By approximating fluid density and enabling 

computations at the wellbore, the pressure 𝑃[𝑐𝑜𝑛]  in connection 𝑐𝑜𝑛 of production well 

𝑃𝑤[𝑐𝑜𝑛] is given as  

𝑃𝑐[𝑐𝑜𝑛] =  𝑃𝑏ℎ[𝑁𝑤(𝑐𝑜𝑛)] + 𝑔∆𝑧[𝑐𝑜𝑛]𝜌(𝑃𝑏ℎ[𝑁𝑤(𝑐𝑜𝑛)])                          (3.4) 

where ∆𝑧[𝑐𝑜𝑛] stands for distance from the well connection to the wellbore. Using Production 

Indices PI, we relate the average pressure within the grid cells to the pressure at the well 

connection and write the equation for the mass flow-rate as follows 

𝑄𝑐[𝑐𝑜𝑛] =  
𝜌(𝑃[𝑁𝑐(𝑐𝑜𝑛)])

𝜇
 𝑃𝐼[𝑐𝑜𝑛](𝑃𝑐[𝑐𝑜𝑛] − 𝑃[𝑁𝑐(𝑐𝑜𝑛)])                       (3.5) 

where 𝑃[𝑁𝑐(𝑐𝑜𝑛)] represents the pressure in the cell 𝑁𝑐(𝑐𝑜𝑛) containing connection 𝑐𝑜𝑛 . 

Figure 3.3: Reservoir model with production well and initial pressure distribution 
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3.4 Neuro-Adaptive Learning Approach for Gas Condensate 

Reservoirs Proxy Model Development 

3.4.1 ML-Based Proxy Modelling 

A proxy model is a model that mimics the outputs of a more complex model in a manner that 

is simpler and resource-saving. Therefore, a proxy model can simply be seen as a model that 

models another model. This technique is becoming popular and of great help in oil and gas 

industry due to their reduced size and short run-time which are essential for master 

development planning and operating a field [13], [14]. This section considers Neuro-

Adaptive Learning approach suitable for proxy modelling applicable to gas condensate field 

by using Adaptive Neuro-Fuzzy Inference System (ANFIS) to train a Fuzzy Inference 

System (FIS) which in turn regenerates the outputs of a numerical simulation model. The 

proxy model developed in this chapter uses a hybrid (a combination of back propagation 

algorithm and least square) optimization method for adjusting or turning the parameters of 

the model’s Membership Functions (MFs). 

3.4.2 ML-Based Proxy Model Development Procedure 

Generation of input/output data set is the starting point and the most important step when 

developing a Neuro-Adaptive Learning System. In this chapter, Tables 3.1 shows the 

parameters which were used in the numerical simulation model as input data. The data were 

used to simulate the reservoir for 360 days (approximately 1 years). Upon running the 

simulations at different bottom hole pressures, spatiotemporal database was generated for 

each simulation. These databases were developed by extracting the static and dynamic 

variables from the numerical simulations. In this context, static variable refers to a variable 

that does not change with time (porosity, permeability, and temperature), whereas dynamic 

variable refers to a variable that changes with time (timestep, bottom hole pressure, gas 

production rate, and average reservoir pressure). Two ML models based on Sugeno fuzzy 

inference systems (FISs) were then developed and trained using ANFIS to predict the gas 

production rate and reservoir pressure change, respectively. Diagrams of input and output 
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mappings for the two ML-based models for predictions of gas production rate and reservoir 

pressure change are shown in Figures 3.4 and 3.5, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

A flow diagram that shows the basic steps involved in developing the ML-based models is 

given in Figure 3.6.  

 

 

 

 

 

The first step involves generating an initial FIS model. Here, a Sugeno-type FIS is defined 

using a grid partitioning method. Five Gaussian membership functions (Gaussmf) were 

specified, and the initial rule-based FIS structure with the aforementioned properties was 
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Figure 3.4: ML-based model input and output mapping for prediction of gas production 

rate with time. 

Figure 3.5: ML-based model input and output mapping for prediction of reservoir 

pressure change with time. 

Figure 3.6: Basic workflow of the ML-based model development. 
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constructed using the input/output data. Training the initial FIS involves tuning its 

membership function parameters such that the model fits the training data. To achieve this, 

ANFIS training options were configured and used to train the initial FIS. For simplicity, the 

ANFIS training process is explained as follows.  Consider a Sugeno-type FIS with two inputs 

(𝑥1, and 𝑥2) and one output (𝑓). The fuzzy rules of such a FIS can be expressed as follows: 

1. If 𝑥1 is A1 and 𝑥2 is B1, then f1=𝑝1𝑥1+𝑞1𝑥2+𝑟1 

2. If 𝑥1 is A2 and 𝑥2 is B2, then f2=𝑝2𝑥1+𝑞2𝑥2+𝑟2 

where A1, A2, B1, and B2 represent the membership functions (MFs), and (𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖) denote 

set of consequent parameters. An ANFIS structure is a network consisting of five layers. The 

membership functions (MFs) A1, A2, B1, and B2 are contained in the first layer.  The degree 

of each input is determined by the MFs in accordance with the shape of the MFs. In the 

second layer, product operation is performed on the membership degrees for the purpose of 

computing the firing strength of each rule. In layer three, the normalised firing strength of 

each rule is computed. Layer four is a linear polynomial equation that can be expressed as 

 𝑓𝑖 = 𝑝𝑖𝑥1 + 𝑞𝑖𝑥2 + 𝑟𝑖                                                         (3.6)     

Layer five is the last layer that sums the outputs of rules computed in the previous layers. In 

this chapter, a hybrid optimization method consisting of backpropagation and least squares 

estimation was used in the training process. ANFIS computes the outputs of the nodes until 

the fourth layer where least squares estimation is used to update the consequent parameters 

and errors are propagated backward until the first layer where gradient descent is used to tune 

MFs parameters. This process keeps iterating until the training goal is achieved or the 

designated number of iterations is reached. Thus, the backpropagation is for the parameters 

associated with the input MFs, whereas the least square estimation is for the parameters 

associated with the output MFs. 

To this end, the first intelligent model was constructed and trained using production rate data 

at BHP = 50, validated, and tested using production data at BHP = 100, and BHP = 150, 

respectively. The second intelligent model was constructed and trained using pressure drop  
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data at BHP = 150, validated, and tested using pressure drop data at BHP = 100, and BHP = 

50, respectively. Figure 3.7 shows all the stages of the neuro-adaptive proxy model 

development workflow. 

 

 

 

3.5 Results and Discussion 

Two Neuro-Adaptive systems were developed to reproduce the results of numerical 

simulations for production rate and pressure drop with time at different BHPs. The first 

system was developed to regenerate the numerical simulation results of gas production for 

360 days and the second system was designed to regenerate the pressure drop within the 

reservoir for the same time of production. 

3.5.1 Results of Numerical Simulation Model 

Two cases were considered in simulating the reservoir to investigate the dynamics of gas 

production rate and pressure drop over time. 

Case 1: This case investigates the effect of BHP on gas production rate. Three simulations 

were carried out by setting the BHP to 50 bar, 100 bar, and 150 bar. Figure 3.8 shows the 

results of gas production rate with time for the three BHPs used. The results in Figure 3.8 

show that at low BHP of 50 bar, the reservoir produced high volume of gas at earlier 

production with approximately >13,000 m3/day. However, as the reservoir produces over 

time, the rate of production decreases and at the end of the simulation period (day 360),  
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the reservoir produced approximately 3,500 m3/day. At moderate BHP of 100 bar, it can be 

observed that the rate at which the reservoir produces has decreased. With this setting, the 

reservoir produced approximately > 9,000 m3/day at the start of production and at the end of 

the simulation period, the reservoir produced approximately 2,500 m3/day. At high BHP of 

150 bar, it can be observed that the rate at which the reservoir produces has decreased 

significantly. At this BHP, the reservoir produced approximately 5,000 m3/day at the start. 

However, as production continuous with time, it can be observed that the reservoir produced 

approximately 1,500 m3/day at the end of the simulation period. The results in this case reveal 

that the ability of a well to deliver natural gas depends on the difference between the 

formation pressure and the BHP. It is worth mentioning that the initial formation pressure 

(reservoir pressure) in this simulation was set to 200 bar. Thus, when the difference between 

the formation pressure and the BHP is high, natural gas can be produced at a very high rate. 

In other words, for a natural gas reservoir to deliver at high rate, the formation pressure within 

the reservoir must be sufficient enough to drive the flow of the natural gas through the 

formation into the well bore. As the BHP pressure keeps on increasing, formation pressure 

decreases and this causes the flow of natural gas into the well bore to decrease, leading to 

low production rate [1].   

Case 2: This case investigates the effect of BHP on pressure dynamic as the reservoir 

produces over time. In the manner, three simulations were carried out by setting the BHP to 

Figure 3.8: Production rate with time at different BHPs. 
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50 bar, 100 bar, and 150 bar. Figure 3.9 shows the results of reservoir pressure change with 

time for the three BHPs used. 

 

 

 

  

 

 

 

 

 

 

The results in Figure 3.9 show that at low BHP of 50 bar, the reservoir experiences a 

significant decline in pressure. It can be seen that initially, the pressure within the formation 

is 200 bar, however, at the end of the simulation period, the pressure within the formation 

has reduced to approximately 155 bar. At moderate BHP of 100 bar, it can be observed that 

the rate at which the reservoir pressure drops has decreased to approximately 171 bar at the 

end of the simulation period.  At high BHP of 150 bar, it can be observed that the reservoir 

experiences insignificant decline in pressure. With this setting, it can be observed that the 

reservoir has dropped to approximately 187 bar at the end of the simulation period. The 

results of this case reveal that the significant decline in reservoir pressure at low BHP of 50 

can be attributed back to the high volume of gas produced at low BHP as discussed in Figure 

3.5. In the same vein, the insignificant decline in reservoir pressure at high BHP can be 

attributed to the low volume of gas produced at high BHP as earlier discussed in Figure 3.8. 

In summary, the results of the two simulation cases can be stated as, when the initial reservoir 

pressure is far greater than the BHP, the reservoir produces at high rate and consequently, 

experiences significant pressure drop, whereas, when the difference between the initial 

reservoir pressure and the BHP is not much, the reservoir produces at low rate and 

consequently, experiences insignificant pressure drop. For the sake of visualisation, 

Figure 3.9: Pressure drop with time at different BHPs. 
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snapshots of pressure decay within the reservoir cells for some selected days as the reservoir 

produces at BHP = 50 bar are shown in Figure 3.10. 

 

  

 

 

 

 

 

 

 

 

3.5.2 Results of Neuro-Adaptive Learning System 

As stated in section 3.4.2, two ML-based models were developed, one for the gas production 

rate data and the other for the pressure drop data. Figure 3.11 shows the results of the Neuro-

Adaptive systems that were designed and trained with production rate data at BHP at BHP = 

50, and with pressure drop data at BHP = 150, respectively.  

                                                                                                

Figure 3.10: Snapshots of pressure decay with time at BHP = 50 bar. 

Figure 3.11: Plot of neuro-adaptive system trained with (left) production rate data at BHP = 

50 bar, and (right) pressure drop data at BHP = 150 bar. 
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After training the two systems, they were then checked with a data set of production rate at 

BHP = 100, and pressure drop at BHP = 100, respectively. Figure 3.12 compares the 

numerical simulation result with the outputs of the two systems for production rate and 

pressure drop. 

The two Neuro-Adaptive systems were then tested by running blind simulations with data 

sets of production rate at BHP = 150, and pressure drop at BHP = 50, respectively. Figure 

3.13 compares the numerical simulation result with the systems’ predictions. 

It can be seen from Figures 3.11 through 3.13 that the outputs of the Neuro-Adaptive systems 

for both production rate and pressure drop predictions demonstrate a very high accuracy in 

terms of training, checking, and testing when compared to the outputs of the numerical 

simulations. 

Figure 3. 12: Plot of neuro-adaptive system validated with (left) production rate data at BHP = 

100 bar, and (right) pressure drop data at BHP = 100 bar. 

Figure 3. 13: Plot of neuro-adaptive system tested with (left) production rate data at BHP = 150 

bar, and (right) pressure drop data at BHP = 50 bar. 
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3.5.3 Model Performance Evaluation Metrics 

For the purpose of evaluating the performance of the machine learning methods, two classic 

statistical quantities are selected namely, coefficient of determination (R2) and root mean 

squared error (RMSE). The R2 is used to assess the goodness-of-fit and is expressed as 

follows [15]: 

𝑅2 = [1 −

1
𝑁

∑ (�̂�𝑡 − 𝑦𝑡)2𝑁
𝑡=1

𝑣𝑎𝑟(𝑦)
]                                            (3.7) 

where �̂�𝑡  𝑎𝑛𝑑 𝑦𝑡  represent the predicted value and the actual value at time t, respectively. N 

represents the total number of data points/samples in the dataset. R2 is a statistical tool that 

indicates how well a model replicates the actual outcomes. It has a range from 0 to 1 where 

1 signifies perfect prediction accuracy, and 0 signifies complete failure of prediction. The 

closer the R2 value to 1, the better the prediction accuracy and, the closer the R2 value to 0, 

the worse the prediction accuracy. The RMSE is the square root of the average sum of 

deviation of predicted values and actual values. The RMSE is very sensitive to a very small 

or large error value and hence, has a good reflection for precision [16]. The RMSE can be 

computed as follows: 

𝑅𝑀𝑆𝐸 = √
1

𝑁
× ∑ (�̂�𝑡 − 𝑦𝑡)2𝑁

𝑡=1                                                  (3.8)  

The RMSE has values from 0 and above. A RMSE value of 0 signifies a perfect and error-

free prediction, while the farther the value from 0, the greater the prediction error and the 

worse the prediction accuracy. Using the two metrics described above, performance of the 

proposed ML-based model on both production rate and pressure drop datasets is evaluated 

by comparing its results with two machine learning mainstream methods namely, ANN and 

SVM. For the purpose of implementing the ANN and SVM algorithms, the spatiotemporal 

data generated from running the numerical simulation using three different bottom hole 

pressure values (50 bar, 100 bar, and 150 bar) were compiled for both gas production rate 

and reservoir pressure change. This gives a total of 108 data samples for each model (gas 

production rate and reservoir pressure change). The entire data were randomly partitioned 

into 70 %, 15%, and 15%, for training, validation, and testing, respectively for each model. 
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The extracted static and dynamic variables as shown in Figures 3.3 and 3.4 are used to map 

the input and output for the gas production rate and reservoir pressure change, respectively.   

Grid search technique was used to obtain the optimal parameter values for each of the two 

comparison algorithms. Table 3.3 presents a detailed description of parameters used for 

implementing the ANN and SVM algorithms.  

Table 3.3: Parameters used for implementing ANN and SVM algorithms. 

Algorithm Hyperparameters 

 

 

 

ANN 

 

Number of hidden layers: 1, number of neurons: 13, training function: 

Levenberg-Marquardt, activation function: Tangent sigmoid, 

performance function: mean squared error, initial training gain: 0.001, 

training gain decrease factor: 0.1, training gain increase factor: 10, 

maximum training gain: 1e10, minimum performance gradient: 1e-7, 

maximum number epochs: 500.  

 

SVM 

Kernel function: Gaussian, kernel scale: 3.7, box constrain: 0.741, 

Epsilon: 0.074, solver: Sequential Minimal Optimization (SMO). 

 

The results of the comparison for gas production rate and reservoir pressure drop are 

presented in Tables 3.4 and 3.5, respectively. 

Table 3.4: Production rate model performance evaluation. 

Method Training Validation Testing 

 R2 RMSE R2 RMSE R2 RMSE 

ANN 0.9578 493.81 0.9575 508.78 0.9521 510.15 

SVM 0.9369 648.07 0.9329 656.88 0.9290 714.34 

ANFIS 0.9898 240.98 0.9869 301.79 0.9811 327.49 
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Table 3.5: Pressure drop model performance evaluation. 

Method Training Validation Testing 

 R2 RMSE R2 RMSE R2 RMSE 

ANN 0.9888 1.6250 0.9825 1.5501 0.9762 1.7815 

SVM 0.9376 2.9001 0.9231 3.1319 0.9209 3.5350 

ANFIS 0.9960 0.7577 0.9917 1.0654 0.9901 1.3321 

 

It can be observed from Tables 3.4 and 3.5 that the proposed ML-based model exhibits better 

performance over ANN and SVM in terms of training, validation, and testing for both gas 

production rate and reservoir pressure drop, respectively. The performance of the proposed 

ML-based model can be attributed to its ability to integrate both neural network and fuzzy 

logic principles into its model development. Thus, outperforming the stand-alone ANN and 

SVM methods.  

3.6 Conclusions  

In this chapter, Neuro-Adaptive systems that mimic and regenerate results of numerical 

simulations for production rate and pressure drop trends in gas condensate reservoir are 

developed. Results from numerical simulations showed that varying the BHP can be a good 

idea of controlling reservoir flow, production rate, as well as pressure drop within the system. 

The novelty of this chapter is the incorporation of physics-based petro-physical data in the 

model development which distinguishes the proposed models from existing ones. Two 

performance metrics namely, coefficient of determination (R2) and root mean squared error 

(RMSE) were used to evaluate the performance of the proposed approach. The performance 

of the proposed neuro-adaptive model is compared with two machine learning methods 

namely, ANN and SVM. The proposed neuro-adaptive approach exhibits better performance 

in terms of training, validation, and testing on both production rate and pressure drop datasets 

over ANN and SVM methods. The reason as to why the proposed neuro-adaptive method 

performed better can be attributed to its adaptive capability to transform stream data into a 

knowledge-based inference, and learn the patterns and behaviours of the data, thereby 

resulting to adaptive model that is capable of adapting to changing situations and generating 

https://en.wikipedia.org/wiki/Fuzzy_logic
https://en.wikipedia.org/wiki/Fuzzy_logic
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the desired result. The methodology and approach described for the Neuro-Adaptive model 

development can be used to evaluate a green or brown field. Since the method depends on 

data sets generated from numerical simulations, it may require the existence of a numerical 

simulator for development of green fields while for brown fields, this approach can be applied 

independently based on historical data. Given that this approach depends on the number of 

rules generated by a FIS, this approach can be computationally intensive on systems with 

low specifications. Steps have been taken to address this drawback and apply the extended 

approach to predict the dewpoint pressure and to examine more feasible problems of two-

phase simulations and control for gas condensate reservoirs. 
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Chapter Four: Adaptive Neuro-Fuzzy Approach for 

Prediction of Dewpoint Pressure for Gas Condensate 

Reservoirs 

4.1 Introduction 

Dewpoint pressure is an important parameter for reservoir management and characterization. 

Gas condensate reservoirs experience significant reduction in productivity when initial 

reservoir pressure decreases below the dewpoint pressure. As such, an effective and efficient 

methods for prediction of this thermodynamic quantity are crucial for operational plans. In 

this chapter, a hybrid Artificial Intelligence model, based on adaptive neuro-fuzzy approach, 

for the prediction of gas condensate dewpoint pressure is presented. The proposed model 

combines the learning ability of Artificial Neural Network (ANN) and the capability of rule-

based Fuzzy Inference System (FIS). Firstly, fuzzy subtractive clustering technique is applied 

to a set of measured input/output data to identify an initial system based on extracted extract 

groupings from the dataset. The generated system is then trained using Adaptive Neuro-

Fuzzy Inference System (ANFIS) after which model validation and testing were performed. 

The performance of the proposed model is compared with previously reported methods 

including empirical correlations, Soave-Redlich-Kwong, and Peng-Robinson equations of 

states. The results show that our proposed model outperforms the previous and existing 

methods with up to 99% accuracy and with the least Root Mean Square Error (RMSE) of 

2.188 for some selected fluid samples. The better performance of the proposed neuro-

adaptive method over the previously reported methods can be attributed to its adaptive 

capability of transforming stream data into a knowledge-based inference, and learning the 

patterns and behaviours of the data, thereby resulting to adaptive model that is capable of 

adapting to changing situations and generating the desired result even if it encounters a 

situation that is different from the history enclosed in the historical datasets. The approach 

presented in chapter three has similar adaptive capability with the one presented in this 

chapter. 

4.2 Existing Methods of Dewpoint Pressure Prediction 

Design of intelligent techniques for development of gas condensate fields and accurate 

prediction of thermodynamic properties for gas condensate reservoirs has been and is still 
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one of the active areas of research in petroleum industry [1] – [7]. Conventionally, dewpoint 

pressure of a gas condensate fluid can be estimated experimentally using Constant 

Composition Expansion (CCE) or Constant Volume Depletion (CVD) methods, however, 

experimental determination of dewpoint pressure at reservoir temperature for gas condensate 

reservoir is costly and time intensive [8], [9]. Other methods include Equilibrium Ratio (K-

Value) approach and the use of Equation of States (EOS) such as the Soave-Redlich-Kwong 

(SRK) and Peng-Robinson (PR) EOSs [10]. Equilibrium Ratio (K-Value) approach is a trial-

and-error method. Even though, this method can estimate dewpoint pressure to some 

reasonable extent, nevertheless, they are only suitable for estimating dewpoint pressure at 

low and moderate pressures. SRK and PR EOSs have been widely used in the petroleum 

industry for predicting thermodynamic properties. However, these traditional methods have 

some drawbacks which include improper characterization of the heptane hydrocarbon plus 

fraction.  

With recent interest and enthusiasm in petroleum industry toward intelligent fields, smart 

wells and analysis of data for process optimization and decision-making, AI techniques are 

making firm steps toward becoming more preferred in the widespread of the oil and gas 

industry [11] – [13]. However, some of the studies conducted to address the dewpoint 

pressure estimation have been developed based on the common assumptions that when a 

computational intelligence model is developed and trained using a huge amount of historical 

datasets, the resulting model will, to some extent, handle similar situations during their 

operations [14] – [16]. 

In many real-world operations, these assumptions may tend to fail as in most cases, the 

amount of previously available data used in developing and training the model may not be 

sufficient to represent the underlying system. Furthermore, the environment as well as the 

system and its constituents may change over time. In such a situation, it becomes difficult for 

a model that is developed and trained using only iterative algorithms to cope with such 

changes and process the data efficiently.  

Therefore, the aim of this chapter is to address the aforementioned challenges and limitations 

of both conventional and existing techniques by demonstrating the potentiality of a hybrid 
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AI-based approach that combines the power of FIS that transforms stream data into a 

knowledge-based inference, and the learning ability of ANN that learns the patterns and 

behaviours of the data, thereby resulting to a model that is capable of adapting to changing 

situations and generating the desired output even if it encounters a situation that is different 

from the history enclosed in the historical datasets. 

4.3 Adaptive Neuro-Fuzzy Model Development for Dewpoint 

Pressure Prediction  

Generation of input/output data set is the starting point and the most important step when 

developing an adaptive Neuro-Fuzzy model. In this chapter, 168 published fluid samples 

drawn from measured, experimental, and filed data for gas condensate systems in [10], [15] 

- [23] were used in developing the intelligent model. Each set of data has 1 output (dewpoint 

pressure) and 13 input parameters. Table 4.1 shows the range of the input/output variables 

used in developing the model. 

Table 4.1: Range of variables used for model development. 

Component Minimum Maximum Average 

Methane - C1 0.3344 0.9668 0.7280 

Ethane - C2 0.0037 1.092 0.0879 

Propane - C3 0.0018 0.601 0.0510 

Butane - C4 0.0018 0.203 0.0315 

Pentane - C5 0.0006 0.085 0.0172 

Hexane - C6 0.0005 0.0846 0.0132 

Heptane plus - C7+ 0.0019 0.138 0.0389 

Nitrogen - N2 0.0000 0.4322 0.0137 

Carbon Dioxide - CO2 0.0000 0.124 0.0205 

 Hydrogen Sulphide - H2S 0.000 0.1255 0.0054 

SG C7+ 0.0747 0.959 0.7740 

MW C7+ 100.0 253 142.9 

Temperature (0F) 40.00 337 217.4 

Dewpoint pressure (psia) 1110 11830 3792.26 



60 
 

 

The proposed model defines gas condensate dewpoint pressure as a function of fluid 

composition, reservoir temperature, specific gravity and molecular weight of heptane plus 

fraction as follows: 

𝑃𝑑 = 𝑓(𝑍𝑖 , 𝛾𝐶7+, 𝑀𝑊𝐶7+, 𝑇)                                               (4.1) 

where 𝑃𝑑 stands for dewpoint pressure in psia, 𝑍𝑖 represents fluid composition in mole 

fraction, 𝛾𝐶7+ denotes specific gravity of heptane plus, 𝑀𝑊𝐶7+ and 𝑇 represent molecular 

weight of heptane plus and reservoir temperature, respectively. 

4.3.1 Data Clustering 

Clustering of data set forms the basis of various classification and system modelling 

algorithms. The purpose of data clustering is to extract natural formations or groupings of 

data from a data set, thereby resulting to a concise representation of the behaviour of the 

system under study. Even though clustering is, in most cases associated to classification 

problems, here, we use the subtractive clustering estimation technique proposed by [24] to 

address the problem of generating many rules which result to a computationally intensive 

complex model.   

Having a collection of n data points (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) in M-dimensional space, we consider 

each data point as a candidate for cluster centre and define a density measure at data point 𝑥𝑖 

as 

𝑃𝑖 = ∑ 𝑒𝑥𝑝 [−
‖𝑥𝑖−𝑥𝑗‖2

(𝑟𝑎/2)2 ]𝑛
𝑗=1                                                        (4.2) 

where 𝑟𝑎 is a positive constant that defines the neighbourhood of data points. Thus, a density 

measure of a data point is a function of its separation to all other data points. After computing 

the density measure of each data point, the first cluster centre is then selected. This cluster 

centre is the data point that has the highest density measure. If we consider the position of 

the first cluster centre as 𝑥1
∗ and its density measure as 𝑃1

∗, then the density measure of each 

data point 𝑥𝑖 is then revised by the following equation 
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𝑃𝑖 = 𝑃𝑖 − 𝑃1
∗𝑒𝑥𝑝 [

‖𝑥𝑖−𝑥1
∗‖2

(𝑟𝑏/2)2 ]                                                          (4.3) 

where 𝑟𝑏 is a positive constant. Here, an amount of density measure from each data point is 

subtracted as a function of its separation from the first cluster centre. Data points closer to 

the first cluster 𝑥1
∗ will certainly have reduced density measure and hence, are expected to be 

picked as the next cluster centre. After revising the density measure of all data points in 

accordance with (4.3), the data point that has the highest remaining density measure is then 

picked as the next cluster centre, 𝑥2
∗. This procedure is repeated until a number of cluster 

centres required to develop the model are obtained. 

4.3.2 Adaptive Neuro-Fuzzy System Modelling 

Application of ANFIS to predict properties of great importance for engineering calculations 

in chemical and petroleum engineering has been reported in the literature [25] - [29]. In this 

present study, cluster centres are generated first, after which a Sugeno-type FIS is then 

designed and trained using ANFIS. Figure 4.1 is an illustration of an ANFIS system which 

we will use for simplicity to describe the procedure used in developing our proposed model.  

 

 

 

 

 

 

Figure 4.1 is a description of ANFIS model with two inputs (x1, and x2) and one output (Y). 

Each input variable has two Membership Functions (A1, A2, and B1, B2) and the system has 

two fuzzy rules (∏1 and ∏2).  Similar to the rules illustrated in chapter three, the fuzzy rules 

of such a system can be expressed as follows: 

Rule 1: 

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 

W2 

W1 
A1 

A2 

B1 

X1 

B2 

∏1 

∏2 

N1 

N3 
X2 

X1 X2  

Y2ῶ2 

Y1ῶ1 

ῶ2 

ῶ1 

S Y 

X1 X2  

Figure 4.1: ANFIS structure of two input variables and one output variable 
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If 𝑋1 is 𝐴1 and 𝑋2 is 𝐵1, then 𝑌1 = 𝑝1𝑋1 + 𝑞1𝑋2 + 𝑟1 

Rule 2: 

If 𝑋1 is 𝐴2 and 𝑋2 is 𝐵2, then 𝑌2 = 𝑝2𝑋1 + 𝑞2𝑋2 + 𝑟2. 

Each layer of Figure 4.1 can briefly be explained in accordance to [25] as follows: 

Layer 1 

This layer is known as the Fuzzification layer. In this layer, each node i is an adaptive node 

having a node function as 

𝑂1,𝑖 = 𝜇𝐴𝑖(𝑥),      for 𝑖 = 1,2                                                 (4.4) 

where 𝑥 stands for the input to node i and 𝜇𝐴𝑖 denotes the MF that describes the linguistic 

label such as “low” or “high”. Therefore, each node in this layer denotes a membership based 

on the following Gaussian function. 

𝜇𝐴𝑖(𝑥) = 𝑒𝑥𝑝 [{(
𝑥−𝑐𝑖

𝑎𝑖
)

2

}
𝑏𝑖

]                                                      (4.5) 

where parameters 𝑎, 𝑏, and 𝑐 represent the premise parameters that are responsible for 

changing the shape of the MF. 

Layer 2 

This layer is known as the rule layer. In this layer, every node is a fixed node with a label ∏, 

and its output is the product of all the incoming signals given as  

𝑂2,𝑖 = 𝑤𝑖 = 𝜇𝐴𝑖(𝑥1) ∗ 𝜇𝐵𝑖(𝑥2),     for 𝑖 = 1,2                               (4.6) 

here, the input variable 𝑥1 with a linguistic value 𝐴𝑖 is multiplied with the input variable 𝑥2 

with a linguistic value 𝐵𝑖  and the resulting output 𝑤𝑖  is the firing weight of the rule ∏1. 

Therefore, each node in this layer represents the firing weight of a rule. 

Layer 3 
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This layer is referred to as the normalization layer and every node is a fixed node with a label 

N. Every node in this layer is responsible for normalizing the weight of all rules based on the 

following equation: 

𝑂3,𝑖 = ῶ𝑖 =
𝑤𝑖

𝑤1+𝑤2
,      for 𝑖 = 1,2                                         (4.7) 

where ῶ𝑖 stands for the node’s output that computes the ration of the ith rule’s firing weight 

to the sum of all rule’s firing weights. Therefore, the outputs of this layer are known as 

normalized firing weights. 

Layer 4 

This layer is referred to as the defuzzification layer. In this layer, every node i is an adaptive 

node having a node function as: 

𝑂4,𝑖 = ῶ𝑖𝑌𝑖
= ῶ𝑖(𝑝𝑖𝑥1 + 𝑞𝑖𝑥2 + 𝑟𝑖)                                             (4.8) 

where ῶ𝑖 is a normalized firing weight from layer 3 and (𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖) is a set of parameters of 

this node. In this layer, parameters are referred to as consequent parameters. 

Layer 5 

This layer is referred to as the output layer. It is characterized by a single node with a label S 

and is responsible for computing the overall output of the system which is the summation of 

all incoming signals as follows: 

𝑂5,𝑖 = ∑ ῶ𝑖𝑖 𝑌𝑖 =
∑ 𝑤𝑖𝑌𝑖𝑖

∑ 𝑤𝑖𝑖
                                                          (4.9) 

In the developed model, the ANFIS was trained using a hybrid (feedforward and feed 

backward) learning algorithms where the MF parameters are identified and tuned. In the 

forward feed, least squares method was used to identify the consequent parameters on layer 

4 while in the backward feed, errors were propagated backwardly and the premise parameters 

were updated using gradient descent method. Table 4.2 shows the properties of the developed 

hybrid intelligent model. 



64 
 

Table 4.2: Specifications of the developed intelligent model. 

Parameter Description/value 

Number of input variables 13 

Number of output variable 1 

Fuzzy Inference System Sugeno-type 

Input Membership Function Gaussian 

Output Membership Function Linear 

Range of influence of cluster centers 0.275 

Number of cluster centres 62 

Number of fuzzy rules 62 

Optimization method Hybrid 

Number of epochs for training 20 

Initial step size 0.1 

Step size decrease rate 0.081 

 

4.4 Results and Discussion  

The entire data were randomly partitioned into 70 %, 15%, and 15%, for training, validation, 

and testing, respectively. Hold-out validation technique was used for validating and testing 

the proposed model. The model’s training performance for prediction of dewpoint pressures 

based on Gaussian-based MF is shown in Figure 4.2.  
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As presented in Figure 4.2, the ANFIS model training was performed and the result of the 

training showed a correlation coefficient of 0.99978. 

The trained model is then validated by the validating data set. The primary reason for 

performing this validation is to test the generalization capability of the proposed model at 

each epoch and to ensure that the model does not overfit the training data. Figure 4.3 shows 

the result of validating the model and the result depicts the reliability and effectiveness of the 

model by tracking the given input/output validating data set very well with a correlation 

coefficient of 0.99967. 

Next, the model was tested using the testing data set to ascertain its predictability 

performance. Figure 4.4 shows the result of this test where the model performs very well in 

predicting the dewpoint pressures with a correlation coefficient of 0.9997. 

To evaluate the performance of the proposed intelligent model for prediction of gas 

condensate dewpoint pressure, comparison of the model’s result was made with the results 

of other related studies using a statistical quantity known as the Root Mean Squared Error 

(RMSE). 

Figure 4.2: Comparison of trained and measured dewpoint pressure. 
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The statistical quantity RMSE is defined by the following equations [29]: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑃𝑑𝑖 − 𝑃�̂�𝑖)

2𝑛
𝑖=1                                                 (4.10) 

where 𝑃𝑑𝑖 = measured dewpoint pressure of fluid sample i 

Figure 4.3: Comparison of validated and measured dewpoint pressures 

Figure 4.4: Comparison of predicted and measure dewpoint pressure. 



67 
 

 𝑃�̂�𝑖 = predicted dewpoint pressure of fluid sample i 

 𝑛 = number of fluid samples. 

From the testing data set, measured dewpoint pressures of  14 fluid samples [10] were used 

to compare the performance of the proposed model with seven methods reported in the 

literature  [10]. From Table 4.3, the first three approaches reported by Elsharkawy, Organic 

& Golding, Nemeth & Kennedy are empirical correlation methods, whereas the remaining 

four approaches are Soave-Redlich-Kwong, and Peng-Robinson equations of states. Table 

4.3 compares the RMSE of this study with the seven methods reported in the literature. 

Table 4.3: Comparative analysis of results of dewpoint prediction 

Measured 

Dewpoint 

Elsharkawy Organic 

& 

Golding 

Nemeth 

& 

Kennedy 

SRK 

EOS 

1 

SRK 

EOS 

2 

PR 

EOS 

1 

PR 

EOS 

2 

This 

Study 

3095 3220 2650 2823 3104 3077 2833 2815 3087 

3337 6541 2750 4144 6808 4739 5947 4909 3337 

2651 2655 2620 2792 2911 2902 2682 2675 2651 

11830 12081 7800 5545 12914 12689 11738 11426 11831 

3345 3345 3850 2507 3342 2790 3206 2603 3345 

8750 8643 7055 9136 9850 9599 9172 9138 8750 

5780 5808 3468 5492 5602 6500 5096 5427 5780 

5229 5349 4270 5062 5147 5141 5330 5307 5229 

4203 4270 3674 4054 4152 4157 4256 4258 4202 

4173 4170 3740 3983 4153 4152 4243 4242 4174 

5219 5179 4054 4932 4823 4830 4709 4712 5219 

4172 4173 3808 4061 4089 4098 3855 3863 4172 

4160 4139 3520 4063 4055 4105 4159 4235 4160 

7871 6734 4800 7178 6208 6762 6183 6374 7871 

RMSE 913.0 1646 1728 1117 638.8 877.6 662.9 2.188 
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It can be observed from the comparative analysis of the dewpoint pressure prediction 

performances (Table 4.3) that the developed intelligent model of this chapter proves more 

accurate compared to other methods. 

4.5 Conclusions 

In this chapter, a hybrid intelligent model based on adaptive neuro-fuzzy inference system 

has been developed for improved prediction of dewpoint pressure for gas condensate 

reservoirs. The performance of the developed model has been examined in comparison with 

different studies conducted for dewpoint pressure prediction. Results of the proposed model 

developed in this chapter show a very good performance in terms of accuracy with the lowest 

root mean squared error. The proposed intelligent model can be considered a vital tool of 

help to production engineers, managers, and modellers for a quick and more informed 

decision as regards gas condensate field development plans that can meet operational targets. 

The main advantage of the approach utilized in this chapter is its ability to describe the overall 

complex behaviour of a nonlinear dynamic parameter (dewpoint pressure) of a system by 

combining the system’s sub-linear parameters (input variables).  
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Chapter Five: Dynamic Mode Decomposition for 

Modelling of Pressure Dynamics in Underground 

Natural Gas Storage Reservoirs 

5.1 Introduction 

The process of storing natural gas in underground geological formations involves applying 

pressure to force the gas into and out of the porous and permeable reservoirs. In response to 

gas extraction/withdrawal and storage/injection, the reservoir compresses and expands as a 

major consequences of fluid pore pressure variations. The major challenge associated with 

this type of energy systems is learning the pore pressure variations within the grid as fluid is 

being injected and/or withdrawn. As such, it is essential to identify a realistic model that 

accounts for the pore pressure variations at any point in time. In this chapter, a data-driven 

technique called Dynamic Mode Decomposition (DMD) to investigate the pressure dynamics 

of an underground hydrocarbon reservoir model in relation to natural gas injection/storage is 

presented. For demonstration purpose, a hydrocarbon reservoir model using a benchmark 

data of the first Society of Petroleum Engineers (SPE1) Comparative Solution Project was 

implement first. The reservoir model was simulated using varied specifications of porosity 

and permeability distributions within the reservoir layers. Experiment was then performed 

using different number of modes on the pressure field datasets generated from the numerical 

simulations. It is shown that DMD is capable of reconstructing the reservoir pressure field 

and approximating the average reservoir pressure change over time with the best result 

obtained using 15 number of modes. Given that underground natural gas storage reservoirs 

are already developed depleted reservoirs, it is recommended that DMD could serve as a 

reliable tool for fast evaluation of pressure dynamics of underground natural gas storage 

given its low complexity and insignificant loss of prediction accuracy. 

5.2 Existing Methods and Problem Statement 

Given that energy storage plays a vital contribution to energy security in the present energy 

systems, the need for storing energy in bulk to strike a balance between supply and demand 

is essential [1], [2]. Underground natural gas storage (UNGS) plays a crucial role in ensuring 

that any excess gas delivered during the hot season (summer months) is available to meet the 
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raised demand of the cold season (winter months). It requires sufficient time to explore, 

produce, and transport natural gas and the produced quantity that arrives its destination is 

sometimes not needed instantly, thus, to sustain that produced quantity, it is stored via 

injection into underground storage facilities [3]. Industrial and residential operations are 

responsible for a large proportion of natural gas consumption in developed countries, and 

thus are targets of energy efficiency plans [4]. According to [5], two major reasons that 

necessitate natural gas storage are: first, meeting seasonal consumption requirements and 

second, as a security against unanticipated supply interruptions. Most facilities for storing 

natural gas are constructed in deep underground formations, mostly including depleted gas 

and oil reservoirs, aquifer reservoirs, and salt caverns [6]. Currently, UNGS in depleted 

reservoirs has the highest percentage of natural gas storage globally, aquifers represent the 

second-largest UNGS, and salt caverns, particularly caverns left after mining activities in salt 

formations, represent the third-largest UNGS [7]. Among the major types of UNGS facilities, 

depleted hydrocarbon reservoirs are considered economical due to their known geological 

characteristics compared to aquifers and salt caverns [8]. In comparison to large tanks which 

are limited to relatively low pressures when used to store natural gas on the surface, UNGSs 

have the advantage of accommodating natural gas at high pressures, thus, providing a larger 

and safer storage capacity [9]. Storage of natural gas in depleted hydrocarbon reservoirs has 

been considered a strategic practice to meet the increasing seasonal demand of natural gas in 

different parts of the world. In 1915, the first successful underground storage of natural gas 

in a depleted hydrocarbon reservoir occurred in Ontario, Canada. Since then, several of such 

facilities have been built in North America, Canada, Europe, Asia-Oceanic, Middle East, 

Argentina, and other parts of the world [10]. Underground natural gas storage may be 

regarded as a long-term confinement of natural gas within geological formations. Hence, two 

of the most fundamental static parameters of an underground storage facility are porosity (its 

ability to keep natural gas for future use) and permeability (its ability to transmit gas into and 

out of the formation). According to [3], the process of storing natural gas in geological 

formations involves applying pressure to force the gas into and out of the porous and 

permeable reservoir. As natural gas is being injected into the geological formation, pressure 

is being built up within the formation, thereby making the geological formation becoming a 
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type of pressurized natural gas container. As described in [10], the proportion of natural gas 

that can be stored and withdrawn during a normal cycle of a depleted reservoir is referred to 

as working gas while the proportion of the natural gas that must remain in the reservoir to 

maintain pressure within the reservoir is called base gas (also known as cushion gas). 

As described in [11], during the normal operation of depleted storage reservoir, base gas 

remains permanent within the reservoir to maintain pressure required to drive the natural gas 

into the well. Working gas which is referred to as the volume of natural gas available for 

withdrawal during the normal functioning of the storage reservoir, is injected during storage 

and this process causes the pressure in the reservoir to increase. This makes the pressure 

within the storage reservoir becomes high. Converting a depleted hydrocarbon (oil or natural 

gas) reservoir from production facility to storage facility takes advantage of using an already 

developed reservoir with existing wells, pipeline connections, as well as extraction and 

distribution equipments that were leftover when the reservoir was productive [12]. Having 

these equipments in place cuts down the cost of converting depleted oil or natural gas 

reservoirs into storage facilities and thereby making depleted reservoirs, on average, the 

easiest and cheapest to develop, operate and maintain compared to other types of UNGS 

facilities such as caverns and aquifers [13]. 

Much of the practices in UNGS technology are borrowed from oil and gas reservoir 

engineering [10]. Conventionally, numerical simulation is the standard in the oil and gas 

industry for predicting dynamic parameters (such as production rate, injection rate, pressure 

dynamics), and quantifying uncertainties in reservoirs. Characterizing reservoirs and 

managing workflows using this approach involves numerous simulations for optimizing 

production, enhancing oil/gas recovery, and history matching [14]. Flow of fluid in the 

reservoir is governed by complex nonlinear partial differential equations (PDEs), which in 

practice, are spatially discretized into a high-dimensional set of nonlinear ordinary 

differential equations (ODEs) [15]. For consistent representation of flow dynamics and 

subsurface geology, grid blocks in very large numbers are required and cumbersome 

algorithms are employed for their spatiotemporal solutions. It requires thousands of 

simulations even with advanced algorithms to achieve optimal solutions when solving with 

nonlinear constraints [16]. The complexity in physics associated with reservoir fluid flow 
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and the multiscale nature of the rock and fluid properties present challenges in achieving 

better predictive models. In comparison to numerical simulation, in which model set up is 

laborious and implementation is time consuming, a data-driven model that not only scales 

down computational complexity but also, offers accuracy in a short time without 

compromising results would be of great benefit [17]. The challenges faced by physical 

models to adequately describe fluid/rock interactions and accurately capture flow dynamics 

on complex geometries prompted a remarkable interest in seeking for alternative solutions 

via data-driven models [18], [19]. 

Recently, application of machine learning and data-driven techniques to track and predict 

dynamic parameters have been receiving attentions in the energy sector [18] - [20]. In recent 

years, a large body of research called Dynamic Mode Decomposition (DMD) has emerged 

around modal decomposition and machine learning methods. DMD originated as a new 

promising tool in the fluid dynamics community to discover spatiotemporal meaningful 

structures from high-dimensional fluids data [21]. The evolving success of DMD arises from 

the fact that it is a data-driven and equation-free technique that is capable of discovering 

spatiotemporal meaningful patterns that may be used for diagnosis, control, state estimation 

and future-state prediction of complex dynamical systems [22]. 

Given that the UNGS industry borrowed much of its knowledge from oil and gas reservoir 

engineering [10], the present chapter focuses on applying DMD to investigate the pressure 

dynamics in an underground hydrocarbon reservoir model that operates under natural gas 

injection that mimics the process of storing/injecting working gas in depleted storage 

reservoirs. 

The remaining sections of this chapter are organized as follows: section three presents 

materials and methods with focus on first, a brief description of the reservoir model used as 

a reference to the proposed DMD method. The section then describes the DMD algorithm 

utilized in this study. Section four presents computational results of both the reference model 

and the data-driven model. Section five ends the chapter with conclusions on strengths and 

weaknesses of the proposed DMD method, as well as next steps toward future work. 
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5.3 The Reference Model and DMD Algorithm 

5.3.1 Numerical Reservoir Simulation: The Reference Model 

The first step towards achieving the aim of this study is the development of a numerical 

reservoir simulation model to simulate the process of storing natural gas (working gas) in a 

depleted reservoir. The reservoir model which serves as a reference model is developed using 

the available dynamic and static data of the first SPE Comparative Solution Project [23]. The 

first SPE Comparative Solution Project was organized by [23] and is a description of a 

depletion problem with natural gas injection into a 10×10×3 reservoir model with an injector 

and a producer in diagonally opposite corners. The natural gas injection well was completed 

in layer 1 and is located at grid point (1, 1) while the producing well was completed in layer 

3 and is located at grid point (10, 10). In this chapter, experiments were performed using 

three different specifications of rock properties (porosity and permeability) distributed within 

the reservoir layers to observe the effect of rock properties on the reservoir pressure as natural 

gas is being injected. Initially, the reservoir is undersaturated with an initial formation 

pressure of 330 bar and zero free gas (Sg = 0.0). As mentioned earlier, the geological structure 

of the reservoir model is a three-dimensional formation that consists of 10 × 10 grid blocks 

in the x-y dimension and 3 layers in the z dimension. Thus, the numerical reservoir simulation 

model consists of 10 ×10 ×3 = 300 grid blocks (cells). For each of the three rock property 

distributions, the reservoir was simulated for 1200 days in 120 time-steps. This yielded a 

300×120 matrix that contains 36,000 grid cells in the spatiotemporal database for each of the 

rock property distributions. Each grid cell in the spatiotemporal database contains some 

dynamics of the reservoir’s parameters in a given run and given time step. For the purpose 

of this chapter, the pressure field datasets of the gas injection reservoir model for the three 

cases were retrieved and utilized by the proposed data-driven technique. For the sake of 

simplicity, the simulation process neglects the effect of interface pressure, and as for inlet 

boundary condition, a bottom-hole pressure is assigned to the injection well. 

5.3.2 Dynamic Mode Decomposition (DMD) 

The proposed method utilizes the capability of DMD as a data-driven modal reduction 
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technique to provide accurate reconstruction of reservoir pressure field and approximation of 

average pressure change from the numerical simulation data or production/experimental data. 

From the DMD perspective, the pressure field data collected from the numerical simulation 

of the reservoir model in this study were arranged in two snapshot matrices as follows: 

 

𝑌 = [

| | |
𝑦1 … 𝑦𝑚−1

| | |
] ,                                                                 (5.1𝑎) 

𝑌′ = [

| | |
𝑦2 … 𝑦𝑚

| | |
].                                                                    (5.1𝑏) 

These two matrices have large number of rows than columns, that is, 𝑛 ≫ 𝑚 and consist of 

the states of the system and their columns were captured in equal-spaced time, with a time 

step ∆𝑡. Each 𝑌𝑖 = 𝑌(𝑖∆𝑡) is a vector with gridlock components c, as such, 𝑌, 𝑌′ ∈ ℝ𝑐×(𝑚−1). 

Using data from the numerical simulations, DMD algorithm attempts to compute the 

eigendecomposition of a linear operator matrix 𝐴 defined as   

𝐴𝑌 ≈ 𝑌′.                                                                   (5.2) 

This implies that 

𝐴 = 𝑌′𝑌ϯ                                                                     (5.3) 

here, 𝑌ϯ stands for the Moore-Penrose pseudo-inverse of Y. To get an estimate of matrix A, 

Singular Value Decomposition (SVD) has to be computed on the full-snapshot matrix Y as 

follows 

𝑌 = 𝑈𝑆𝑉∗                                                                  (5.4) 

where 𝑈 ∈ ℝ𝑛×𝑟 , 𝑆 ∈ ℝ𝑟×𝑟 , 𝑉 ∈ ℝ𝑚×𝑟 and 𝑟 ≤ 𝑚 stands for the rank of the data matrix Y. 

The columns of U are referred to as POD modes, and they satisfy 𝑈∗ ∙ 𝑈 = 𝐼. In the same 

manner, columns of V are orthonormal, and satisfy 𝑉∗ ∙ 𝑉 = 𝐼. The diagonal of S contains the 
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singular values of matrix Y. The full matrix A can be acquired by solving the pseudo-inverse 

of Y as follows 

𝐴 = 𝑌′𝑉𝑆−1𝑈∗.                                                                (5.5) 

 Here, the eigenvectors of 𝐴 represent the dynamic modes (𝜙𝑖) with distinctive eigenvalues 

(𝜆𝑖). However, in many applications, the matrix 𝐴 will be a high-dimensional matrix and 

computing its eigendecomposition becomes computationally expensive. For this reason, a 

reduced matrix �̃� which have the same nonzero eigenvalues as 𝐴 is computed as  

�̃� = 𝑈∗𝐴𝑈 = 𝑈∗𝑌′V𝑆−1.                                                     (5.6) 

Thus, the spectral decomposition of �̃� can be computed as 

�̃�𝑊 = 𝑊𝛬.                                                                      (5.7) 

Here, the DMD eigenvalues are the elements of the diagonal matrix 𝛬 and the eigenvectors 

of �̃� are represented by the columns of W. The high-dimensional DMD modes 𝜙𝐷 can then 

be reconstructed by using W of the reduced system and the snapshot matrix 𝑌′ as follows 

𝜙𝐷 = 𝑌′V𝑆−1𝑊.                                                             (5.8) 

Here, the eigenvectors of the high-dimensional matrix A are these DMD modes which 

correspond to the eigenvalues in 𝛬. Finally, average reservoir pressure at each time step can 

be approximated from the reconstructed pressure field by taking the average of all pressures 

in all grid cells at a particular time step. 

5.4 Computational Results and Discussion 

5.4.1 Numerical Simulation of Natural Gas Injection/Storage 

As mentioned in section 5.3.1, three cases were considered using three different distributions 

of rock properties (porosity and permeability). Case one considers a reservoir model with 

uniform porosity and uniform permeability distributions within the grid cells. Case two 

considers a reservoir model with heterogeneous porosity and uniform permeability 

distributions within the grid cells. Case three considers a reservoir model with both porosity 
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and permeability heterogeneously distributed within the grid cells. Tables 5.1 to 5.3 show the 

different rock property distributions used for the three cases considered in this study. 

Table 5.1: Uniform porosity and uniform permeability distribution. 

Reservoir Layer Porosity (%) Permeability (mD) 

Layer 1 0.2 250 

Layer 2 0.2 250 

Layer 3 0.2 250 

 

Table 5.2: Heterogeneous porosity and uniform permeability distribution. 

Reservoir Layer Porosity (%) Permeability (mD) 

Layer 1 0.3 250 

Layer 2 0.1 250 

Layer 3 0.2 250 

 

Table 5.3: Heterogeneous porosity and heterogeneous permeability distribution. 

Reservoir Layer Porosity (%) Permeability (mD) 

Layer 1 0.3 500 

Layer 2 0.1 50 

Layer 3 0.2 200 

 

For each of the three cases shown in Tables 5.1 to 5.3, the reservoir model was simulated for 

a period of 1200 days of injecting/storing natural gas into the formation while the production 

well remained closed. Results of the reservoir’s pressure field that form the spatiotemporal 

database were compiled and saved. Plots of the reservoir model depicting the injection well 

(I), production well (P), porosity, and permeability distributions within the reservoir layers 

for the three cases are shown in Figures 5.1 to 5.3. 
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Figure 5.1: Porosity and permeability uniformly distributed within reservoir layers. 

 

 

Figure 5.2: Heterogeneous porosity and uniform permeability distribution within reservoir 

layers. 

 

Figure 5.3: Both porosity and permeability heterogeneously distributed within reservoir 

layers. 
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Results of average reservoir pressure change over time for the three case are presented in 

Figure 5.4. As shown in Figure 5.4, it can be observed that for all the three cases of rock 

property distributions, as natural gas is being injected/stored into the reservoir model, the 

formation pressure keeps rising within the reservoir, thereby making the reservoir a sort of 

pressurized gas storage as it expands to accommodate the injected natural gas. As regards the 

effect of rock properties on the pressure dynamics, it can be observed in particular that in 

case one (uniform porosity and permeability), the formation pressure rose up from 330 bar 

to approximately 543 bar at the end of the simulation period. In case two (heterogeneous 

porosity and uniform permeability), it can be observed that the formation pressure rose up 

from 330 bar to approximately 554 bar at the end of the simulation period. 

In case three (heterogeneous porosity and permeability), it can be observed that the formation 

pressure rose up from 330 bar to approximately 565 bar at the end of the simulation period. 

The formation pressure within the reservoir can be associated with the amount of natural gas 

the reservoir accommodated at the end of the injection period [11]. As such, it can be seen 

that when both porosity and permeability are heterogeneously distributed within the reservoir 

layers, much gas is accommodated within the reservoir than when either or both of the rock 

properties are uniformly distributed within the reservoir layers. This is not strange as regards 

the roles of porosity and permeability in natural gas reservoirs. Reservoir porosity which is 

Figure 5.4: Average reservoir pressure change with time for the three 

cases of rock property distributions. 
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the measure of the void spaces determines the ability of the reservoir to hold/store fluid 

whereas, reservoir permeability which is the measure of the connection between pores 

determines the ability of the reservoir to transmit fluid. Thus, the size of the void spaces and 

the connections between them play a vital role in allowing natural gas reservoirs to store and 

transmit fluid. Results in Figure 5.4 implies that when porosity and permeability are 

heterogeneously distributed within the reservoir layers, the reservoir store and transmits 

much natural gas than when either or both porosity and permeability are uniformly distributed 

within the reservoir layers. To gain an insight of how the pressure evolves within the reservoir 

grid cells as natural gas is being injected, plot of the reservoir’s pore pressure evolution for 

some selected days from the time that storage starts for case two simulation is shown in 

Figure 5.5. 

5.4.2 Model Performance Evaluation Metrics 

Before presenting the experimental results of the proposed DMD model, a brief presentation 

of the metrics used to evaluate the performance of the model is given. For the purpose of 

evaluating the proposed DMD model performance, two classic statistical quantities are 

selected namely, mean squared error (MSE) and root mean squared error (RMSE). The MSE 

is a tool that measures the degree of change by revealing the average of the quadratic sum of 

the variation of predicted value and observed value [24] and is expressed as: 

𝑀𝑆𝐸 =  
1

𝑁
× ∑(�̂�𝑡 − 𝑦𝑡)2

𝑁

𝑡=1

.                                                               (5.9) 

Figure 5.5: Reservoir pore pressure variations for some selected 

days of natural gas storage. 
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where �̂�𝑡  𝑎𝑛𝑑 𝑦𝑡  represent the predicted value and the observed value at time t, respectively. 

N represents the total number of data points/samples in the dataset. The RMSE has been 

explained earlier in section 3.5.3.  

Both MSE and RMSE have values from 0 and above. A MSE or RMSE value of 0 signifies a 

perfect and error-free prediction, while the farther the value from 0, the greater the prediction 

error and the worse the prediction accuracy. 

5.4.3 DMD Reconstruction of Pressure Field and Prediction of Average 

Reservoir Pressure Dynamics 

Next step involves applying DMD on the spatiotemporal pressure field datasets to reconstruct 

the reservoir pressure field and approximate the average reservoir pressure change over time. 

Recall that the reservoir was simulate using three different cases of rock properties as 

described in section 5.4.1. Results of the numerical simulation gave three sets of data for the 

three cases. To validate the effectiveness and ability of DMD algorithm in reconstructing the 

reservoir pressure field and approximating average reservoir pressure, experiments were 

performed on the three different data sets using varied number of modes. Results of the 

experiment are presented in Table 5.4.  

Table 5.4: DMD performance evaluation on reservoir pressure field data using varied 

number of modes. 

 Reservoir’s Pressure Field 

Reconstruction 

Average Reservoir Pressure 

Approximation 

 MSE RMSE MSE RMSE 

5 Modes 

Case 1 57.0504 7.5532 50.5379 7.1090 

Case 2 5.1220 2.2632 4.6852 2.1645 

Case 3 48.9100 6.9936 41.5799 6.4482 

10 Modes 

Case 1 36.5079 6.0422 33.2166 5.7634 
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Case 2 2.4903 1.5781 2.4190 1.5553 

Case 3 10.1393 3.1842 7.8096 2.7946 

15 Modes 

Case 1 4.7534 2.1802 3.4812 1.8658 

Case 2 1.2766 1.1299 1.2361 1.1118 

Case 3 4.0760 2.0189 2.6932 1.6411 

20 Modes 

Case 1 6.8079 2.6092 5.1770 2.2753 

Case 2 1.3176 1.1479 1.2794 1.1311 

Case 3 8.7691 2.9613 5.7869 2.4056 

  25 Modes   

Case 1 14.2286 3.7721 13.9880 3.7400 

Case 2 1.5841 1.2586 1.4503 1.2043 

Case 3 9.1536 3.0255 6.3095 2.5119 

  30 Modes   

Case 1 36.2391 6.0199 35.9150 5.9929 

Case 2 2.0836 1.4435 2.2500 1.3180 

Case 3 55.7081 7.4638 41.5124 6.4430 

 

It can be seen from Table 5.4 that on general note, pressure field reconstruction and average 

reservoir pressure approximation errors for all the three cases decrease as the number of 

modes increases from 5 to 15. However, from modes 20 to 30, the errors increase for all the 

three cases. In other words, accuracy of all the three cases improves as the number of modes 

increases from 5 to 15. Experimental results shown in Table 5.4 show that DMD algorithm 

performed well with least MSE and RMSE with 15 modes for both reservoir pressure field 

reconstruction and average reservoir pressure approximation on all the three data sets. In 

particular, it can be observed that with 15 number of modes, DMD recorded the least MSE 

and RMSE on case two (heterogeneous porosity and uniform permeability) dataset. For the 

sake of visualization, plot that compares average reservoir pressure field as reference data 
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with DMD best outputs with 15 number of modes for all the three cases is presented in Figure 

5.6. 

 

From Figure 5.6, it can be observed that DMD output for case two has a better match with 

its reference data from day one to the end of the simulation period compared to DMD outputs 

for case one and three. Figure 5.7 Compares the reservoir’s pore pressure variations versus 

DMD outputs for some selected days are shown in Figure 5.5 

 

Figure 5.6: Comparison of reference data with DMD outputs with 15 

modes for all the three cases. 

Figure 5.7: Comparison of reservoir pore pressure variations versus 

DMD outputs for the selected days shown in Figure 5.5. 
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It can be observed from Figures 5.7 that the pressure evolutions within the reservoir grid cells 

generated from numerical simulation for some selected days are in good agreement with the 

ones generated by DMD. 

Plots that compare MSE and RMSE for pressure field reconstruction and average reservoir 

pressure approximation on all the three datasets are presented in Figures 5.8 and 5.9, 

respectively. 

Figure 5.8: Comparison of DMD reservoir pressure field reconstruction 

errors. 

Figure 5.9: Comparison of DMD average reservoir pressure 

approximation errors. 
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From Figure 5.8, it can be observed that with 15 modes DMD is able to reconstruct the 

reservoir pressure field with the least MSE and RMSE of 1.2766 and 1.1299, respectively on 

case two dataset. In the same manner, it can be observed from Figure 5.9 that with 15 modes, 

DMD is able to approximate the average reservoir pressure with the least MSE and RMSE 

of 1.2361 and 1.1118, respectively on case two dataset.  

5.5 Conclusion 

In this chapter, a data-driven method that decomposes and reconstructs a pressure field of a 

depleted reservoir model that mimics the behaviour of an underground natural gas storage is 

proposed. The reservoir model was first simulated numerically using three different 

cases/distributions of rock properties as natural gas is being injected into the formation. 

Spatiotemporal datasets that represent the reservoir’s pressure field for the three cases 

simulated were then retrieved. Results of applying DMD on the pressure field data show that 

the proposed data-driven technique is capable of reconstructing the reservoir pressure field 

and approximating the average reservoir pressure over time with 15 number of modes for all 

the three cases considered in this study. In particular, DMD recorded the least mean square 

error (MSE) and root mean square error (RMSE) for both pressure field reconstruction and 

average reservoir pressure approximation with 15 modes on case two (heterogeneous 

porosity and uniform permeability) dataset. Considering that storing natural gas in depleted 

reservoirs is more economical, the proposed technique can be used as a reliable tool for 

monitoring the pressure dynamics of underground natural gas storage in depleted reservoirs. 

As strengths and weaknesses are better understood from this method, it is worth mentioning 

that in standard DMD, one of the noticeable drawbacks is computation of singular values 

performed on the high-dimensional full-state matrix which is computationally burdensome. 

Also, in standard DMD, better results are obtained when the number of columns of the full-

state matrix is less than the number of rows. On the contrary, when the number of columns 

of the full-state matrix is greater than the number of rows, part of the columns that carries 

spatial information might be lost in the process of implementing the method. Even though, 

this might not be a problem when dealing with overdetermined systems, nevertheless, this is 

a drawback when dealing with underdetermined systems as information regarding low level 
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dynamics in spatiotemporal data might not be analyzed. The next chapter will focus on 

developing a method that will address these notable drawbacks. 
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Chapter Six: Dynamic Mode Learning Method for 

Analysis of Pressure and Fluid Phase Dynamics in 

Multiphase Reservoirs 

6.1 Introduction 

Secondary recovery involves injecting water or gas into reservoirs to maintain or boost the 

pressure and sustain production levels at viable rates. Accurate tracking of pressure dynamics 

and fluid phase distribution as reservoirs produce under secondary production is one of the 

challenging tasks in reservoir simulation. In this chapter, a novel method called Dynamic 

Mode Learning (DML) that aims to provide an efficient alternative approach for learning and 

decomposing flow dynamics in multiphase reservoir models that produce under secondary 

recovery is proposed. Existing algorithms suffer from expensive computational demand and 

unpredictability of reproducing results. The new DML model is developed in the form of a 

learning system by first, constructing a simple, fast and efficient learning system that extracts 

important features from original full-state data and places them in a low-dimensional 

representation as extracted features. The extracted features are then used to reduce the 

original high-dimensional data after which dynamic modes are computed on the reduced data. 

In this new technique, once the parameters of the learning system are configured and the 

original high-dimensional data is reduced, all other computations are performed on the 

reduced data and the final results are reproduced efficiently at each run. The performance of 

the proposed DML method is illustrated on pressure field and fluid phase distribution data 

sets generated from direct numerical simulations of two multiphase reservoir models. 

Experimental results performed on four different data sets reveal that the proposed DML 

method exhibits better and effective performance over standard and compressed dynamic 

mode decomposition (DMD) mainstream algorithms. 

6.2 Existing Methods and Problem Statement 

As the world population keeps on rising and industrial and residential activities increase, so 

also the demand for energy. To meet the rapidly increasing global energy demand, various 

forms of energy sources need to employ available and new techniques to meet this increasing 

demand. So far, renewable energy (solar, wind, hydro, tidal, geothermal and biomass) has 
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accounted for up to 35% of the overall energy supply [1]. Nuclear energy is another source, 

however, the possible risk of contamination associated with nuclear energy is high [2]. Fossil 

fuels, which include oil, natural gas and coal, supply almost 65% of the total world energy. 

Fossil fuels in conventional and unconventional hydrocarbon reservoirs will continue to 

account for the large proportion of the world energy supply in the next several decades [3], 

[4], [5]. Managing hydrocarbon reservoir workflows normally involve numerous simulations 

for optimizing production, enhancing oil recovery and history matching [6], [7], [8], [9]. 

Flow of fluid in porous media is governed by complex nonlinear partial differential equations 

(PDEs), which in practice, are spatially discretized into a high-dimensional set of nonlinear 

ordinary differential equations (ODEs) [10], [11]. For consistent representation of flow 

dynamics and subsurface geology, grid blocks in very large numbers are required and 

cumbersome algorithms are employed for their spatiotemporal solutions. It requires 

thousands of simulations even with advanced algorithms to achieve optimal solutions when 

solving with nonlinear constraints [12], [13]. The complexity in physics associated with 

reservoir multiphase fluid flow and the multiscale nature of the rock and fluid properties 

present challenges in achieving better predictive models. 

At early stage of production, most hydrocarbon reservoirs produce under primary recovery 

where a reservoir (formation) pressure forces the fluid into the well. However, since 

production is usually accompanied by a decrease in reservoir pressure, primary recovery via 

natural lift soon comes to an end.  When a large portion of the oil or gas in a reservoir cannot 

be recovered by primary production, a method known as secondary or enhanced recovery is 

employed to pressurize the reservoir. Secondary recovery is achieved by injecting water 

(waterflooding) or gas (gas flooding) into the reservoir to displace produced fluids and hence 

maintain or boost the reservoir pressure [14], [15]. The performance of a reservoir model 

operating under secondary recovery can be significantly influenced by different types of 

parameters. These parameters include static reservoir parameters (such as porosity, 

permeability, grid location), dynamic reservoir parameters (such as reservoir pressure, fluid 

composition, fluid saturation, relative permeability, and well data (such as injection rate, 

production rate, well radius and well patterns [16], [1]. Conventionally, numerical simulation 

is used to quantify uncertainties and find the best set of parameters that give the best 
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performing model. However, the higher the number of parameters, the more cumbersome the 

reservoir model becomes and consequently, the more computationally expensive the entire 

simulation process becomes. In comparison to numerical simulation, in which model set up 

is laborious and implementation is time consuming, a data-driven model that not only scales 

down computational complexity but also, offers accuracy without compromising results 

would be of great benefit [17], [18], [19]. Data-driven based machine learning techniques 

have been successfully applied in reservoir characterization and engineering to provide 

solutions to challenges that include estimation of flow rates of oil and gas in multiphase 

production systems [20], well testing and sensitivity analysis [21], [22], prediction of well 

performance [23], lithology identification [24], to mention but a few.   

In recent years, a large body of research called Dynamic Mode Decomposition (DMD) has 

emerged around modal decomposition and machine learning methods [25], [26], [27], [28], 

[29]. Developed by Schmid [30], DMD originated as a new promising tool in the fluid 

dynamics community to discover spatiotemporal meaningful structures from high-

dimensional fluids data. The evolving success of DMD arises from the fact that it is a data-

driven and equation-free technique that is capable of discovering spatiotemporal meaningful 

patterns that may be used for diagnosis, control, state estimation and future-state prediction 

of complex dynamical systems [31]. Showing that DMD is connected to the underlying 

nonlinear dynamics via Koopman operator theory, the method quickly gained acceptance as 

a technique for analyzing data from nonlinear dynamical systems [32], [33]. Even though 

DMD was initially introduced in the fluid dynamics/mechanics community, the method has 

proved to be a powerful tool that encompasses a wide range of techniques, from statistical 

regression and machine learning to computer vision and compressive sensing [34]. Several 

studies have applied DMD and in some cases, modifications have been performed on the 

standard DMD to address specific problems. The authors in [35] applied DMD via dictionary 

learning to separate video streams into background and foreground information which 

resulted in extracting dynamics and detecting moving objects in videos. In [36], DMD was 

coupled with convolutional neural network to decompose and visualize a flow around 

circular cylinder at various Reynold numbers. The authors in [25] demonstrated the capability 

of integrating DMD with multi-resolution analysis to decompose video streams into multi-
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time scale objects and features. In [37], comparison was made between DMD and deep 

learning techniques for analysis of two-phase flow data generated via numerical simulations 

and experimental setups. In this application, DMD outperformed the deep learning 

techniques. In [38], DMD was applied to analyze voltage of a power system and in [39], time 

frequency spectral analysis of nonlinear flows was performed using DMD. In [40], the 

authors extended the application of DMD by introducing local DMD and sparse DMD. They 

demonstrated the application of sparse DMD on a single-phase reservoir model to capture 

reservoir behavior and applied the local DMD to create a proxy model for application in a 

hydraulic fracturing process. 

Being a data-driven technique and despite its successful application in diverse areas, it is 

observed that standard DMD works best when the number of columns of the snapshot matrix, 

which is also the number of time steps, is smaller than the number of rows, which is also the 

number of observations, measurements, or samples for the purpose of retaining the spatial 

information wherever possible. In standard DMD, Singular Value Decomposition (SVD) is 

performed on the full-state snapshot data. For instance, performing SVD on a 𝑚 × 𝑛 snapshot 

matrix 𝑀 results in three matrices 𝑈, 𝑆, and 𝑉, where 𝑈 is an 𝑚 × 𝑚 unitary matrix, 𝑆 is an 

𝑚 × 𝑛 diagonal matrix, and 𝑉 is an 𝑛 × 𝑛 unitary matrix. The entries of 𝑆 are referred to as 

the singular values of 𝑀, the columns of 𝑈 and 𝑉 are referred to as the left-singular and right-

singular vectors of 𝑀, respectively. After performing SVD on the full-state snapshot matrix 

𝑀, one needs to truncate the components of the three matrices 𝑈, 𝑆 and 𝑉 according to the 

rank of the snapshot matrix. In a situation like this, if the number of columns of the full-state 

snapshot matrix 𝑀 is greater than the number of rows, part of the columns of 𝑈 (left-singular 

vector) that carries spatial information will be lost. Even though, this might not be a problem 

when dealing with overdetermined systems, nevertheless, this is a drawback when dealing 

with underdetermined systems as information regarding low level dynamics in 

spatiotemporal data might not be analyzed. A modified version of standard DMD called 

compressed DMD produces almost similar result as standard DMD but at low cost of 

computation [41]. Compressed DMD integrates standard DMD with compressive sensing to 

achieve results by reconstructing a full-state snapshot from a random under sampling of the 

full-state data [42]. The basic idea behind compressed DMD method is to construct a 
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measurement matrix 𝐶 ∈ ℝ𝑝×𝑛  of random samples first. The measurement matric 𝐶 is then 

used to compressed the full-state snapshot matrices after which mode decomposition is 

computed on the compressed representation of the original data. It is worth noting that the 

measurement matric 𝐶 ∈ ℝ𝑝×𝑛 which is the cornerstone of compressed DMD is formed by 

drawing 𝑝 × 𝑛 independent random samples, where 𝑝 stands for the number of samples 

randomly drawn. As such, the measurement matrix 𝐶 is a kind of random sensing matrix 

whose number of samples (rows) randomly generated is equal to the value of 𝑝. To compress 

the full-state snapshot matrices, the algorithm uses the measurement matrix 𝐶 to generate 

compressed matrices whose number of rows are randomly picked from the full-state snapshot 

matrices without replacement and are equal to the value of 𝑝. Even though, with compressed 

DMD, computational cost is reduced compared to standard DMD, nevertheless, a noticeable 

drawback with compressed DMD is that, the compression of the full-state snapshot data is 

performed by a measurement matrix whose components are randomly generated, as such, 

due to the randomness nature of the measurement matrix, anytime the algorithm is ran, its 

components change and in turn, the overall result changes. 

This chapter presents a new technique known as Dynamic Mode Learning (DML) that is 

developed based on extracting the characteristics of the full-state data and using the learned 

and extracted features to develop a model that accurately capture dynamics and provide 

behavior analysis of the full-state system. To achieve this, a simple and fast learning system 

that extracts important features of the full-state data is developed first. The extracted features 

that contain the characteristics and underlying dynamics in the full-state data are then used 

to reduce the full-state data, after which SVD and dynamic modes are computed on the 

resulting reduced data. Finally, the full-state system is reconstructed from the eigenvalues 

and dynamic modes of the reduced system. As such, this approach is aimed at developing a 

model that accurately capture the underlying dynamics in the full-state system. 

6.2.1 Novelty and Contribution 

The main contribution of this chapter is the successful development of a novel DML model 

that addresses the drawbacks of standard and compressed DMD mainstream algorithms. By 

learning and extracting the features of the full-state data, the proposed DML model eliminates 



96 
 

the need for computing dynamic modes on the full-state data as in standard DMD and rather, 

results in computing dynamic modes on a reduced data that contains the underlying dynamics 

of the full-state data. Furthermore, by using a learning system to extract features that are fixed 

and used to reduce the full-state data, the proposed DML model also addresses the 

unpredictability of results that arise from randomness nature of measurement matrix as 

identified in compressed DMD. The eigenvalues on the reduced data matrix of the proposed 

technique are shown to be similar as the full-state data eigenvalues. In this new technique, 

once the parameters of the learning system are configured and the system is trained on the 

full-state data, its output (extracted features) remain fixed and no matter how many times the 

final model developed from the extracted features is ran, overall result remains unchanged. 

The performance of the proposed DML model developed in this chapter is validated using 

four different data sets that represent pressure dynamics and fluid phase distribution of 

multiphase reservoir models. Firstly, the technique is applied to a pressure field data of a 3-

D multiphase reservoir model that describes gas injection/oil production scenario. In this first 

application, the data was generated by simulating the reservoir model using the benchmark 

data of the first Society of Petroleum Engineers (SPE1) Comparative Solution Project. The 

aim of the first application is to assess the learning capability of the proposed technique on 

the pressure dynamics of the reservoir model at each grid block over time. Secondly, the new 

technique is applied on a pressure field data generated from simulating another different 3-D 

multiphase reservoir model that describes a water injection scenario to capture the pressure 

dynamics of the reservoir model. Third and fourth applications are performed on the water 

and gas saturation data sets generated from simulating the water injection reservoir model. 

The aim of the third and fourth applications is to validate the ability of the proposed model 

in capturing and reconstructing the fluid phase distribution data generated from simulating 

the 3-D multiphase reservoir model that describes a water injection scenario. In simulating 

the water injection reservoir model, relative permeabilities are sampled from the SPE3 

benchmark data. Experiments were performed by running the proposed DML model on the 

four data sets generated from direct numerical simulations using varied number of modes. 

Comparing the performance of the proposed DML model in terms of relative errors of 
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prediction and reconstruction with those of standard and compressed DMD baseline 

algorithms, the new DML model proved to be more accurate with insignificant errors. 

The remaining parts of this chapter are organized as follows: Section three presents materials 

and methods used to develop the proposed DML model. Section four presents the formulation 

and implementation of the two reservoir models whose data were used to validate the 

proposed DML model. Section five presents experimental results and discussion. Section six 

ends the chapter with conclusion and focus for future work. 

6.3 Dynamic Mode Learning Model Development 

This section presents the details of the proposed DML model development. This includes a 

description of the learning system that extracts features of the full-state data, a detailed 

description of the proposed DML method working principle, and a step-by-step algorithm 

that describes the development of the proposed DML method. 

6.3.1 Feature Extraction 

The proposed DML method is developed based on the idea of future extraction in high-

dimensional data [43]. The main idea behind the proposed DML model is learning and 

extracting important features of the full-state data first, and then using the extracted features 

to reduce the full-state data. In contrast to the traditional compressed DMD that constructs a 

measurement matrix from random samples and uses it to compress the full-state data, we first 

developed a simple learning system that extracts and maps the underlying features of the full-

state data to a low-dimensional space and saves them as a set of extracted features. This set 

of extracted features are then use to reduce the full-state data after which dynamic modes are 

computed on the reduced data. Suppose we present the full-state data which contains 𝑛  

samples as input data 𝑋 and project it using 𝑔(𝑋𝑊𝑖  +  𝑏𝑖), to transform it into 𝑖th extracted 

features, 𝐹𝑖, where 𝑔: 𝑅𝑛 → 𝑅𝑛  represents the transfer function, 𝑊𝑖 stands for the weight 

matrix, and 𝑏𝑖 stands for the bias vector. The concatenation of all the first 𝑖 sets of extracted 

features is denoted as 𝐹𝑖 ≡ [𝐹1, … , 𝐹𝑖]. If 𝐿 ∈ 𝑅𝑘×𝑛 is defined as the output matrix where 𝑘 

is the number of nodes in the extraction layer, then for any 𝑛 samples of the full-state data 

the learning system generates  𝑘 samples of extracted features which can be expressed as 

follows 
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𝐹𝑖 = 𝑔(𝑋𝑊𝑖  +  𝑏𝑖),   𝑖 = 1, … , 𝑘                                                (6.1) 

where 𝑊𝑖  and 𝑏𝑖 are randomly generated from the normal uniform distributions within the 

interval of [-1, 1]. For the transfer function, log-sigmoid is chosen to establish the samples of 

extracted features and to improve the generalization ability of the system, 𝐿2-norm weight 

regulirizer is added to the transfer function. The architecture of the feature extraction system 

that describes its working process is shown in Figure 6.1. 

 

Once the system extracts the features and placed them in 𝐿 ∈ ℝ𝑘×𝑛 , the extracted features 

are then used to reduce the full-state data after which the dynamic modes are computed on 

the reduced data. As such, computationally expensive SVD on the high-dimensional original 

data is bypassed, and is rather, performed on the reduced snapshot data. Also, it is worth 

noting that the number of samples/rows in the reduced snapshot data will be equal to the 

number of samples/rows in the output layer of the feature extraction system (that is, the value 

of k). 

6.3.2 Dynamic Mode Learning (DML) Method 

In this section, a detailed description of the proposed DML method is presented. Suppose 

that a high-dimensional data 𝑋 𝜖 𝑅𝑛×𝑚 is generated and collected from numerical simulations 

or experiments, the features of the original data 𝑋 are first extracted using (6.1) and placed 

 

Figure 6.1: Illustration of the workflow process of the feature extraction 

system. 
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in a low-dimensional matrix, 𝐿 𝜖 𝑅𝑘×𝑛. Next, the original data are arranged in two snapshot 

matrices as follows 

 

𝑋 = [
| | |

𝑥1 … 𝑥𝑚−1

| | |
],                                                               (6.2𝑎) 

𝑋′ = [
| | |

𝑥2 … 𝑥𝑚

| | |
].                                                                 (6.2𝑏) 

These two matrices have large number of rows than columns, that is, 𝑛 ≫ 𝑚 and consist of 

the states of the system and their columns were captured in equal-spaced time, with a time 

step ∆𝑡. Each 𝑋𝑖 = 𝑋(𝑖∆𝑡) is a vector with components c, as such, 𝑋, 𝑋′ ∈ ℝ𝑐×(𝑚−1). Dynamic 

mode learning method attempts to construct a linear dynamical system 

𝑋𝑡+1 ≈ 𝐴𝑋𝑡                                                                                (6.3) 

and thus 

𝑋′ ≈ 𝐴𝑋.                                                                                 (6.4) 

It is interesting to realize that the least-squares solution of (6.4) leads to 

𝐴 = 𝑋′𝑋ϯ                                                                                 (6.5) 

here, 𝑋ϯ stands for the Moore-Penrose pseudo-inverse of X. To get an estimate of matrix A, 

DML method uses the matrix that contains the extracted features to reduce the snapshot 

matrices as follows 

𝑋𝑅 = 𝐿 ∗ 𝑋                                                                        (6.6𝑎) 

𝑋𝑅
′ = 𝐿 ∗ 𝑋′,                                                                      (6.6𝑏) 

then Singular Value Decomposition (SVD) is computed on the reduced snapshot matrix 𝑋𝑅 

as follows 
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𝑋𝑅 = 𝑈𝑆𝑉∗                                                                         (6.7) 

where 𝑈 ∈ ℝ𝑛×𝑟 , 𝑆 ∈ ℝ𝑟×𝑟 , 𝑉 ∈ ℝ𝑚×𝑟 and 𝑟 ≤ 𝑚 stands for the rank of truncating the 

snapshot matrix 𝑋𝑅. The columns of U are referred to as POD modes, and they satisfy 𝑈∗ ∙

𝑈 = 𝐼. In the same manner, columns of V are orthonormal, and satisfy 𝑉∗ ∙ 𝑉 = 𝐼. The 

diagonal of S contains the singular values of matrix 𝑋𝑅. The full matrix A then can be acquired 

by solving the pseudo-inverse of 𝑋𝑅 as follows 

𝐴 = 𝑋𝑅
′ 𝑉𝑆−1𝑈∗.                                                                   (6.8) 

In DML method, the interest is in the leading eigenvalues r and eigenvectors of A, for this 

reason, A is therefore projected onto the POD modes in U as follows 

�̃� = 𝑈𝑋𝑅
′ 𝑉𝑆−1                                                                       (6.9) 

It is worth mentioning that the solution of (6.9) is the least squares fit of 𝐴. The point here 

is, instead of working on the full matrix A, we directly computed the reduced-order 

approximation �̃� in such a way that the full matrix A and the reduced-order matrix �̃� have the 

same nonzero eigenvalues. Thus, the spectral decomposition of �̃� can be computed as 

�̃�𝐻 = 𝐻𝛬.                                                                          (6.10) 

Here, the DML eigenvalues are the elements of the diagonal matrix 𝛬 and the eigenvectors of 

�̃� are represented by the columns of H. The dynamic mode 𝜙 can then be obtained by using 

W of the reduced system and the snapshot matrix 𝑋′ as follows 

𝜙𝐿 = 𝑋′𝑉𝑆−1𝐻.                                                                   (6.11) 

Algorithm 6.1 summarizes the steps involved in the DML method. 
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Algorithm 6.1: Proposed DML method development 

Input: Original data matrix 

Output: Dynamic modes 𝝓𝑳 and eigenvalues 𝛬 

1: Extract features of the original data and save them in 𝑳 ∈ ℝ𝒌×𝒏 

2: Arrange the original data as snapshot matrices X 𝐚𝐧𝐝 𝑿′  

3: Reduce the snapshot matrices using the extracted features as     𝑿𝑹 = 𝑳 ∗ 𝒀, 𝑿𝑹
′ = 𝑳 ∗ 𝒀′ 

4: Compute SVD on the reduced snapshot matrix 𝑿𝑹 to rank r as  𝑼𝑺𝑽 = 𝐬𝐯𝐝(𝑿𝑹, 𝒓) 

5: Obtain the full matrix 𝑨 𝐚𝐬 𝑨 = 𝑿𝑹
′ 𝑽𝑺−𝟏𝑼∗ 

5: Compute least squares fit as �̃� = 𝑼𝑿𝑹
′ 𝑽𝑺−𝟏 

6: Compute the eigen-decomposition of  �̃� as  𝑯, 𝜦 = 𝐞𝐢𝐠(�̃�)  

7: Compute dynamic modes as 𝝓𝑳 = 𝑿′𝑽𝑺−𝟏𝑯 

 

6.4 Numerical Reservoir Simulation Setup 

This section presents the formulation and implementation of the two reservoir models that 

were used as reference and whose data were used to validate the proposed DML method. 

6.4.1. Formulation of Multiphase Reservoir Model 

Fluid flow in porous media can be described by a system of partial differential equations. 

The system must contain constitutive equations that relate various physical quantities, 

boundary conditions, as well as source terms that illustrate the forces driving the fluid flow. 

In the following, we describe in brief the multiphase flow model used in this chapter. For the 

sake of brevity, details are skipped but a more extensive discussion can be found in [44]. 

Consideration is given to a generic system for multiphase flow and the mass conservation 

equation for each phase 𝛼 is written as  

𝜕

𝜕𝑡
(𝜀𝜌𝛼𝑆𝛼) + ∇ ∙ (𝜌𝛼𝑣𝛼) = 𝜌𝛼𝑞𝛼 ,                                    (6.12)                                                               
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where 𝜀 represents rock porosity, 𝜌𝛼 denotes fluid phase density, 𝑆𝛼 represents fluid phase 

saturation, ∇ stands for divergence operator, 𝑣𝛼 denotes flow velocity of the fluid phase, 𝑞𝛼 

denotes volumetric source/sink term, and 𝑡 stands for time. By using the concept of relative 

permeabilities, the extension of Darcy’s law to multiphase flow is applied as follows: 

𝑣𝑎 = −
𝐾𝑘𝑟𝛼

𝜇𝛼
(∇𝑝𝛼 − 𝑔𝜌𝛼∇ℎ),                                              (6.13)    

where 𝐾 denotes permeability, 𝑘𝑟𝑎 stands for phase relative permeability, 𝜇𝛼 denotes fluid 

phase viscosity, ∇ stands for gradient operator, 𝑝𝛼 denotes phase pressure, 𝑔 stands for 

gravity, and ℎ stands for reservoir depth. 

To compute the approximate solutions, discrete derivative operators were introduced for all 

derivatives and the resulting system of fully implicit, discrete flow equations for phase 𝛼 is 

written as 

(𝜀𝑆𝛼𝜌𝛼)𝑛+1 − (𝜀𝑆𝛼𝜌𝛼)𝑛

∆𝑡𝑛
+ 𝑑𝑖𝑣(𝜌𝑣)𝛼

𝑛+1 = (𝜌𝑞)𝛼
𝑛+1,               (6.14a) 

𝑣𝛼
𝑛+1 =

𝐾𝑘𝑟𝑎

𝜇𝛼
𝑛+1

{𝑔𝑟𝑎𝑑(𝑝𝛼
𝑛+1) − 𝑔𝜌𝛼

𝑛+1𝑔𝑟𝑎𝑑(ℎ)},                      (6.14b) 

where 𝑆𝛼 , 𝜀 and 𝑝𝛼 denote vectors with one saturation, one porosity, and one pressure value 

per cell, respectively, 𝑣𝛼 denotes vector of fluxes for phase 𝛼 per face, and so forth. The 

superscript denotes discrete times at which the unknown states of the reservoir are computed, 

∆𝑡 stands for the interval between two points in time, and 𝑑𝑖𝑣 and 𝑔𝑟𝑎𝑑 denote discrete 

operators for divergence and gradient operators, respectively. The general multiphase model 

is completed by imposing the saturation constraint. Equation (6.14) is nonlinear which is 

solved numerically using a fully-implicit two-point finite-volume procedure to generate 

spatiotemporal evolution of the reservoirs’ pressure and fluid phase saturation at any point in 

time. 

6.4.2 Gas Injection Reservoir Model 

The gas injection reservoir model used as the first reference model is implemented using the 

benchmark data of the first SPE Comparative Solution Project [45]. The SPE 1 benchmark 
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is a description of a depletion problem with gas injection in a 10 × 10 × 3  reservoir model 

with an injector and a producer wells completed in diagonally opposite corners. The gas 

injection well was completed in layer 1 and is located at grid point (1, 1) while the producing 

well was completed in layer 3 and is located at grid point (10, 10). The reservoir has a porosity 

of 0.3 uniformly distributed within the grid blocks, whereas the permeability is 

heterogeneous with values 500, 50, and 200 mD in layers 1, 2, and 3, respectively with 

respective thicknesses of 20, 30, and 50 ft. Initially, the reservoir is undersaturated with a 

constant pressure field in each layer, a homogeneous mixture of water (𝑆𝑤 = 0.12), and oil 

(𝑆𝑜 = 0.88), and zero free gas (𝑆𝑔 = 0.0) throughout the reservoir model. Detailed data that 

describes the petrophysical and PVT properties as well as the relative permeability of the 

reservoir model can be found in [45]. As mentioned above, the geological structure of the 

gas injection reservoir model is a three-dimensional formation that consists of 10 × 10 grid 

blocks in the 𝑥 − 𝑦 dimension and 3 layers in the 𝑧 dimension. Thus, the reservoir model 

consists of 10 × 10 × 3 = 300 grid blocks (cells). To generate the reservoir’s data at any 

grid cell in time, the reservoir is numerically simulated for 1200 days in 120 time-steps. The 

result of the numerical simulation yielded a 300 × 120 matrix that contains 36,000 records 

in the spatiotemporal database. Each record in the spatiotemporal database contains 

information about the reservoir’s static and dynamic parameters in a single grid block in a 

given run and given time step. For the purpose of this chapter, the pressure field data of the 

gas injection reservoir model is retrieved and utilized as original data by the proposed DML 

model and comparison algorithms. 

6.4.3 Water Injection Reservoir Model 

For the second reference model, a three-phase flow model with water injection in a 9 × 9 × 4 

reservoir model that describes the effect of injector and producer wells scenario is set up. The 

reservoir model has a rock compressibility of 6.89e-8/bar and the initial reservoir pressure of 

200 bar. Initially, the bottom layer is filled with water, the two middle layers are filled with 

oil, and the upper layer is filled with gas. Water is injected from the lower southwest corner, 

and from a cell at the northeast corner of the middle layers, fluids are produced by setting the 

pressure in this cell lower than the initial average reservoir pressure. The reservoir model has 
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a porosity of 0.13 and permeability of 30 mD uniformly distributed within the grid blocks, 

with relative permeabilities sampled from SPE3 benchmark data [46]. The fluids properties 

are defined as follows: water has viscosity, compressibility, and density of 1 cP, 1.37e-7/bar, 

and 1014 kg/m3, respectively. Oil has viscosity, compressibility, and density of 0.5 cP, 6.89e-

7/bar, and 850 kg/m3, respectively. Gas has viscosity, compressibility, and density of 0.015 

cP, 6.89e-5/bar, and 1.2 kg/m3, respectively. When the reservoir starts production, the 

reservoir pressure decreases and the compressed gas expands so that a large proportion of it 

is driven out of the formation through the oil layer. Considering that gas is more mobile than 

oil, this causes the gas to flow and pass the oil instead of displacing it. Thus, only a minor 

proportion of the oil will be produced. To improve oil production, water is then injected into 

the water zone (bottom layer) which boost the reservoir pressure and in turn, enhance oil 

production. As mentioned above, the geological structure of the water injection reservoir 

model is a three-dimensional formation that consists of 9 × 9 grid blocks in the 𝑥 − 𝑦 

dimension and 4 layers in the 𝑧 dimension. Thus, the reservoir model consists of 

9 × 9 × 4 = 324 grid blocks (cells). To generate the reservoir’s data at any grid cell in time, 

the reservoir is numerically simulated for 1095 days (3 years) in 220 time-steps. The result 

of the numerical simulation yielded a 324 × 220 snapshot matrix that contains 71,280 

records in the spatiotemporal database. For the purpose of this study, the reservoir’s pressure 

field data, water saturation field data and gas saturation field data were retrieved and utilized 

by the proposed DML model and comparison algorithms. 

6.5 Experimental Results and Discussion 

In this section, results of experiments for the purpose of verifying the proposed DML model 

are presented. To validate the effectiveness of the proposed model, experiments are 

performed on the four different data sets generated from simulating the two multiphase flow 

reservoir models.  Two of the data sets are for reservoir pressure fields and the other two are 

for reservoir fluid phase (water and gas saturations) distribution. To prove the performance 

of the proposed DML model, its ability to reconstruct reservoir pressure field, approximate 

average reservoir pressure change, reconstruct water saturation field, and reconstruct gas 

saturation field are compared to existing mainstream standard and compressed DMD 

methods. Each of the three algorithms mentioned above was evaluated using 10, 15, 20, and 
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25 number of modes at a time. Two classic statistical quantities are selected namely, mean 

square error (MSE), and root mean squared error (RMSE) to evaluate the performance of the 

three algorithms. The aim of performing the experiments is to measure the errors generated 

by each algorithm on each of the tasks performed on the original data sets. 

Recall that the proposed DML algorithm uses the extracted features representation matrix 

𝐿 ∈ ℝ𝑘×𝑛 to reduce the full-state snapshot matrices after which mode decomposition is 

computed on the reduced data. In the proposed DML algorithm, the number of rows/samples 

in the reduced snapshot data is equal to the number of rows/samples in 𝐿 ∈ ℝ𝑘×𝑛 which in 

turn, is equal to the number of nodes in the output layer (value of k). Recall also, that in 

compressed DMD, a measurement matrix 𝐶 ∈ ℝ𝑝×𝑛  is used to compress the snapshot 

matrices after which mode decomposition is applied on the compressed data. In compressed 

DMD, the number of rows/samples in the compressed snapshot data is equal to the number 

of rows/samples in the measurement matrix which is the number of random samples 

generated by the measurement matrix (value of p). For fair comparison, we set the value of 

p for the compressed DMD method, and k for the proposed DML model to 25 each.  Thus, 

𝐶 ∈ ℝ𝑝×𝑛 and 𝐿 ∈ ℝ𝑘×𝑛 have the same number of rows/samples so that the resulting 

compressed snapshot matrices that the compressed DMD algorithm utilized have the same 

rows/samples with the reduced snapshot matrices utilized by the proposed DML algorithm. 

For the standard DMD algorithm, no compression or reduction of the full-sate data is needed, 

thus, SVD is applied directly on the full-state snapshots. 

6.5.1 Experiment on The Gas Injection Reservoir Pressure Field Data 

First experiment is performed on the pressure field data generated from simulating the gas 

injection reservoir model. The original data contains 300 samples generated in 120 time steps. 

Thus, the original data is represented in a 300 × 120 matrix. To gain an insight of how the 

pressure evolves within the reservoir grid cells as the reservoir produces while natural gas is 

being injected, plot of the reservoir’s average pressure change over time is shown in Figure 

6.2 and the reservoir’s pore pressure evolution for some selected days of the simulation 

period is shown in Figure 6.3. 

 



106 
 

 

 

 

Figure 6.3: Reservoir pore pressure variations for some selected days of gas injection 

reservoir simulation. 

Projecting the original data on the feature extraction system described in section 6.3.1 and 

setting the value of k to 25, not only reduces the dimension of the data, but also captures the 

characteristics of the data and stored them in 25 × 300 matrix. This matrix is then used to 

reduce the full-state 300 × 120 matrix after which dynamics modes are computed on the 

reduced data. Table 6.1 presents the experimental results performed on the pressure field data 

of the gas injection reservoir model by the three methods using 10, 15, 20, and 25 number of 

modes. From Table 6.1, it can be seen that on general note, pressure field reconstruction and 

Figure 6.2: Plot of average reservoir pressure change with time for gas 

injection reservoir simulation. 
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average reservoir pressure approximation errors for all the three methods decrease as the 

number of modes increases. In other words, accuracy for all the three method improves as 

the number of modes increases. However, it is worth noting that the proposed DML model 

exhibits better performance with all the number of modes over standard and compressed 

DMD methods. In particular, it can be observed that with 15 modes, the proposed DML 

model is able to record < 1 MSE and < 1 RMSE for both pressure field reconstruction and 

average reservoir pressure approximation while standard and compressed DMD methods 

have not recorded such results even with 25 modes. Overall performance ranking for this first 

experiment is DML model, followed by standard DMD, then compressed DMD. 

Table 6.1: Comparison of algorithm performance evaluation on gas injection reservoir 

pressure field data using different number of modes. 

 Reservoir’s Pressure Field 

Reconstruction 

Average Reservoir Pressure 

Approximation 

 MSE RMSE MSE RMSE 

10 Modes 

Standard DMD 26.7476 5.1718 25.8519 5.0845 

Compressed 

DMD 

27.2875 5.2237 26.8314 5.1799 

DML model 10.5455 3.2474 10.2619 3.2034 

15 Modes 

Standard DMD 9.1087 3.0181 8.9316 2.9886 

Compressed 

DMD 

12.3192 3.5099 11.8441 3.4415 

DML model 0.3289 0.5735 0.2873 0.5360 

20 Modes 

Standard DMD 6.8884 2.6246 6.7435 2.5968 

Compressed 

DMD 

7.0209 2.6497 6.7113 2.5906 

DML model 0.4286 0.6547 0.3841 0.6198 
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25 Modes 

Standard DMD 2.2879 1.5126 2.1944 1.4813 

Compressed 

DMD 

3.5791 1.8919 3.4204 1.8494 

DML model 0.3093 0.5561 0.2706 0.5202 

 

6.5.2 Experiment on The Water Injection Reservoir Pressure Field Data 

Second experiment is performed on the pressure field data generated from simulating the 

water injection reservoir model. The original data contains 324 samples generated in 220 

time steps. Thus, the original data is represented in a 324 × 220 matrix. To gain an insight 

of how the pressure evolves within the reservoir grid cells as the reservoir produces while 

water is being injected, plot of the reservoir’s average pressure change over time is shown in 

Figure 6.4. 

 

Projecting the original data on the feature extraction system described in section 6.3.1 and 

setting the value of k to 25 reduces the dimension of the data and captures the characteristics 

of the data which are then stored in a 25 × 324 matrix. This matrix is then used to reduce 

the full-state 324 × 220 matrix after which dynamics modes are computed on the reduced 

data. Table 6.2 presents the competitive experimental results performed on the pressure field 

data of the water injection reservoir model by the three methods using 10, 15, 20, and 25 

Figure 6.4: Plot of average reservoir pressure change with time for water injection 

reservoir simulation. 



109 
 

number of modes. From Table 6.2, it can be seen that on general note, pressure field 

reconstruction and average reservoir pressure approximation errors for all the three methods 

decrease as the number of modes increases. In other words, accuracy for all the three methods 

improves as the number of modes increases. However, it is can be noticed that the proposed 

DML model exhibits better performance with all number of modes over standard and 

compressed DMD methods. In particular, it can be observed here that with 10 modes, the 

proposed DML model is able to record < 1 MSE and < 1 RMSE for both pressure field 

reconstruction and average reservoir pressure approximation. Standard DMD recorded < 1 

MSE and < 1 RMSE for both pressure field reconstruction and average reservoir pressure 

approximation with 15 modes, and finally, with 20 modes, compressed DMD recorded < 1 

MSE and < 1 RMSE for both pressure field reconstruction and average reservoir pressure 

approximation. Overall performance ranking for this second experiment is DML model, 

followed by standard DMD, then compressed DMD. 

Table 6.2: Comparison of algorithm performance evaluation on water injection reservoir 

pressure field data using different number of modes. 

 Reservoir’s Pressure Field 

Reconstruction 

Average Reservoir Pressure 

Approximation 

 MSE RMSE MSE RMSE 

10 Modes 

Standard DMD 2.1018 1.4498 2.0737 1.4400 

Compressed 

DMD 

5.0937 2.2569 5.0217 2.2409 

DML model 0.3392 0.5824 0.3359 0.5796 

15 Modes 

Standard DMD 0.8332 0.9128 0.8232 0.9073 

Compressed 

DMD 

2.0252 1.4231 1.9834 1.4083 

DML model 0.1099 0.3315 0.1087 0.3297 

20 Modes 
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Standard DMD 0.3328 0.5769 0.3294 0.5739 

Compressed 

DMD 

0.4742 0.6886 0.4687 0.6846 

DML model 0.0780 0.2793 0.0772 0.2778 

25 Modes 

Standard DMD 0.1056 0.3250 0.1045 0.3232 

Compressed 

DMD 

0.3682 0.6068 0.3636 0.6030 

DML model 0.0452 0.2126 0.0447 0.2114 

 

6.5.3 Experiment on Fluid Phase Distribution Data 

The third and fourth experiments are performed on the fluid phase distribution data generated 

from simulating the water injection reservoir model. These data consist of two sub-data sets 

namely, water saturation field and gas saturation field data. Each of these fields contain 324 

samples generated in 220 time steps, thus, the water saturation and gas saturation fields data 

are represented in 324 × 220 matrix each. These data sets are projected on the feature 

extraction system one at a time by setting the value of k to 25. Both data sets were reduced 

in dimensions and for each, their characteristics were captured and stored in a 25 × 324 

matrix. This matrix is then used to reduce the full-state 324 × 220 matrix for each of the 

data sets, after which dynamics modes are computed on the reduced data. Table 6.3 presents 

the competitive experimental results performed on the water and gas saturation fields data. It 

can be noticed that all the three methods recorded insignificant errors of < 1 with all modes, 

this is not surprising due the fact that the saturation values for both water and gas are numbers 

that lie between 0 and 1. From Table 6.3, it can be seen on general note that, for all the three 

methods, reconstruction errors decrease as the number of modes increases for both water and 

gas saturation fields. In other words, accuracy of all the three method improves as the number 

of modes increases. However, it is can be noticed in particular that the proposed DML model 

exhibits better performance with all number of modes over standard and compressed DMD 

methods. Overall performance ranking for this experiment is DML model, followed by 

standard DMD, then compressed DMD. 
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Table 6.3: Comparison of algorithm performance evaluation on water and gas saturation 

fields data using different number of modes. 

 Water Saturation Field 

Reconstruction 

Gas Saturation Field 

Reconstruction 

 MSE RMSE MSE RMSE 

10 Modes 

Standard DMD 1.95e-05 0.0398 5.87e-05 0.0608 

Compressed 

DMD 

4.25e-05 0.0536 1.80e-04 0.1072 

DML model 5.33e-07 0.0068 2.41e-05 0.0466 

15 Modes 

Standard DMD 1.96e-06 0.0121 2.14e-05 0.0406 

Compressed 

DMD 

1.02e-05 0.0271 7.30e-05 0.0729 

DML model 1.35e-07 0.0028 8.74e-06 0.0299 

20 Modes 

Standard DMD 3.00e-07 0.0047 9.88e-06 0.0307 

Compressed 

DMD 

1.67e-06 0.0115 2.80e-05 0.0471 

DML model 4.21e-08 0.0017 3.89e-06 0.0216 

25 Modes 

Standard DMD 6.84e-08 0.0019 4.05e-06 0.0220 

Compressed 

DMD 

2.97e-07 0.0043 1.18e-05 0.0291 

DML model 2.50e-08 0.0014 2.53e-06 0.0185 

For the sake of visualization, plots that compare the prediction of average reservoir pressure 

over time by all the three algorithms using 15 number of modes on the pressure field data of  
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the gas and water injection reservoir models are presented in Figures. 6.5 and 6.6, 

respectively.  

Figure 6.5 reports the effect of gas injection on the reservoir’s pressure dynamics over the 

simulation period. It can be observed from Figure 6.5 that as gas is being injected through 

the injection well into the reservoir model, the formation pressure keeps raising above the 

initial pressure and thereby enhancing the recovery of oil through the production well. As for 

the ability of the three algorithms on the reservoir’s pressure dynamics for the simulation 

period, it can be noticed that from day 1 to approximately 300 days, all algorithms perform 

well to capture the reservoir’s pressure dynamics. However, after 300 days, standard and 

Figure 6.5: Comparison of algorithms performance for average reservoir pressure 

prediction on gas injection reservoir data. 

Figure 6.6: Comparison of algorithms performance for average reservoir pressure 

prediction on water injection reservoir data. 
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compressed DMD algorithms begin to lose track of the reservoir’s pressure dynamics and 

their deviations continue to increase to the end of the simulation period. On the other hand, 

it can be observed that the proposed DML algorithm is able to capture the reservoir’s pressure 

dynamics from day 1 to the end of the simulation period with a slight deviation at around day 

570 to day 690. 

Figure 6.6 reports the effect of water injection on the reservoirs’ pressure dynamics over the 

simulation period. It can be noticed from Figure 6.3 that from day 1 to approximately 45 

days, the reservoir’s pressure quickly depleted from 200 bar to approximately 105 bar. 

However, after that period, the reservoir’s pressure was able to be maintained by injecting 

water into the formation and towards the end of the simulation period (day 1095), the 

reservoir’s pressure increases significantly to approximately 137 bar as the water front 

approaches the producer. As for the ability of the three algorithms on the reservoir’s pressure 

dynamics for the simulation period, it can be noticed that from day 1 to approximately day 

45, all the three algorithms were able to capture the reservoir’s pressure dynamics. However, 

from that point to the end of the simulation period, compressed DMD lost track of the 

reservoir’s pressure dynamics while standard DMD lost track of the pressure dynamics from 

approximately day 310 to day 655. On the other hand, the proposed DML model is able to 

keep track of the reservoir’s pressure dynamics from day 1 to the end of the simulation period. 

In Figure 6.7, comparison is made between the original data of the gas injection reservoir 

pore pressure variations for some selected days and the ones reconstructed by the proposed 

DML model using 15 number of modes. In Figure 6.8, comparison is also made between the 

original data of the water injection reservoir fluid phase distribution for some selected days 

and the ones reconstructed by the proposed DML model using 15 number of modes. In Figure 

6.7, the effect of gas injection into the reservoir as discussed above can be seen as the 

formation pressure keeps rising and evolving within the grid cells. It can be noticed that the 

reservoir’s pore pressure variations reconstructed by the proposed DML model is in good 

agreement with the reference data. Figure 6.8 reports the fluid phase distribution within the 

reservoir grid cells as water is being injected into the reservoir.   
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It can be observed that the fluid phase distribution reconstructed by the proposed DML model 

is in good agreement with the reference data. Figure 6.8: Comparison of water injection 

reservoir fluid phase distribution for some selected days between reference data and DML 

model 

 

 

Figure 6.7: Comparison of gas injection reservoir pore pressure variations for some 

selected days between reference data and DML model. 

Figure 6.8: Comparison of water injection reservoir fluid phase distribution for some 

selected days between reference data and DML model. 
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Furthermore, comparisons are made between the true eigenvalues and the ones generated by 

the proposed DML model using 15 modes on the four data sets utilized in this study and the 

results are presented in Figures 6.9 through 6.12. It can be observed in Figures 6.9 to 6.12 

that the eigenvalues generated by the proposed DML model match the true eigenvalues. This 

confirms that the proposed DML model is able to capture the dynamics in the original data 

sets faithfully. confirms that the proposed DML model is able to capture the dynamics in the 

original data sets faithfully. 

 

 

 

 

 

Figure 6.9: Comparison of true eigenvalues and the ones generated by the 

proposed DML model for gas injection reservoir pressure data. 

Figure 6.10: Comparison of true eigenvalues and the ones generated by the proposed 

DML model for water injection reservoir pressure data. 
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6.6 Conclusions 

In this chapter, DML method that efficiently learns and decomposes dynamic modes in high-

dimensional data is proposed. Developed based on the idea of dimensionality reduction and 

feature extraction, the proposed model eliminates the computationally expensive SVD of 

standard DMD and addresses the issue of random sampling in compressed DMD. The 

proposed model is developed by first, constructing a simple system that extracts significant 

features whose output that contains the underlying dynamics of the original data is used to 

reduce the full-state data, after which dynamic modes are computed on the reduced data. As 

such, the success of the proposed model can be attributed to feature extraction performed 

Figure 6.11: Comparison of true eigenvalues and the ones generated by the proposed 

DML model for water injection reservoir water saturation data. 

Figure 6.12: Comparison of true eigenvalues and the ones generated by the proposed DML 

model for water injection gas saturation data. 
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first on the original data before further computations. Performance of the proposed model is 

validated on four different data sets generated from direct numerical simulations of two 

different multiphase reservoir models. Ability of the proposed model to keep track of 

reservoir pressure dynamics and reconstruct reservoir’s pore pressure variations and fluid 

phase distribution are compared to mainstream algorithms namely, standard and compressed 

DMD methods. Experiments performed on the four data sets reveal that the proposed DML 

model exhibits better performance with the least prediction and reconstruction errors over 

standard and compressed DMD methods. Furthermore, eigenvalues generated by the 

proposed DML model are shown to match the true eigenvalues of the four different data sets 

utilized in this chapter. This shows that it is possible to apply the proposed model to high-

dimensional systems in porous media, fluid dynamics, and to other spatiotemporal 

measurements. As focus for future research, consideration will be given to combining the 

proposed technique with other DMD innovations such as DMD with control. 
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Chapter Seven: Conclusions and Future Work 

7.1 Introduction 

This study illustrates the effectiveness of machine learning data-driven based methods in 

modelling and simulation of pressure and fluid flow dynamics of hydrocarbon reservoirs. 

Data driven methods are gaining popularity among researchers in the oil and natural gas 

industry due to their ability to capture nonlinear behaviour of high-dimensional parameters 

that are difficult to discover directly from complex dynamical subsurface systems. This study 

aims to develop data-driven machine learning methods for improving the prediction of 

pressure and fluid flow dynamics in natural gas reservoirs. First part of the study investigates 

the effect of BHP on production performance of a single-phase gas condensate reservoir 

model (chapter 3). Second part improves the dewpoint pressure predictions for gas 

condensate reservoirs over traditional techniques (chapter 4). Next, the study examines the 

pressure behaviour of underground natural gas storage in depleted reservoir model as natural 

gas is being injected/stored in the reservoir (chapter 5). Finally, the effects of gas injection 

and water flooding on pressure and fluid flow dynamics of multiphase reservoir models were 

investigated (chapter 6). As strengths and weaknesses are better understood from these 

methods, this chapter summarises the major findings, pinpoints the notable drawbacks of 

these methods, and highlights directions for future work.      

7.2 Summary 

The objectives of this study were achieved by conducting different studies whose findings 

were presented in chapters three to six. In chapter three, an AI-based model that captures the 

pressure dynamics and gas production trend under different conditions of varied BHPs for 

single-phase gas condensate reservoir model has been developed. Findings of this chapter 

reveals that at low BHP, the reservoir model under study produces high volume of gas at 

earlier production stage, however, as production continuous over time, the rate of production 

decreases. Also, findings show that at low BHP the reservoir experiences a significant decline 

in pressure. The physics-informed AI-based model developed was able to capture the 

pressure dynamics and gas production trend with better accuracy in comparison to other state 

of the art methods. A notable drawback of the AI-based model developed in chapter three is 
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its reliance on large number of rules for better accuracy which in turn, leads to a 

computationally intensive model. 

In chapter four, an AI-based model that improves the prediction of dewpoint pressure for gas 

condensate fluids has been developed. Comparing the performance of the proposed AI-based 

model with traditional methods reveals that the developed model improves the dewpoint 

pressure prediction by achieving up to 99% accuracy when compared to other traditional 

methods. To address the drawback noticed in chapter three, the AI-based model developed 

in chapter four used subtractive clustering technique to identify an initial system based on 

extracted formations or groupings from the dataset after which training, validation, testing of 

the final model were performed using different partitioned datasets. Thus, the AI-based 

model presented in chapter four can be described as an extended version of the one presented 

in chapter three.  

In chapter five, a data-driven method that decomposes and reconstructs a pressure field of a 

depleted reservoir model that mimics the behaviour of an underground natural gas storage is 

proposed. The data-driven model developed in chapter five is based on DMD approach. To 

evaluate the effectiveness of the proposed DMD model, three experiments were performed 

using different number of DMD modes on different datasets of varied rock properties 

generated from numerical simulations. Findings show that the proposed DMD model 

performed better with the least error in reconstructing the high-dimensional pressure field 

and approximating average reservoir pressure using 15 number of modes. A notable 

drawback of DMD is the computation of singular values performed on the high-dimensional 

full-state matrix which is computationally burdensome. Also, it is observed that in standard 

DMD, better results are obtained when the number of columns of the full-state matrix is less 

than the number of rows. On the contrary, when the number of columns of the full-state 

matrix is greater than the number of rows, part of the columns that carries spatial information 

might be lost in the process of implementing the method.  

To address the drawbacks of DMD noticed in chapter five and even that of unpredictability 

of reproducing results noticed in compressed DMD (an extended version of DMD), this study 

developed a novel method called Dynamic Mode Learning (DML) and presented it in chapter 
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six. The new DML model is developed in the form of a learning system by first, constructing 

a simple, fast and efficient learning system that extracts important features from the original 

high-dimensional data and places them in a low-dimensional representation as extracted 

features. The extracted features are then used to reduce the original data after which dynamic 

modes are computed on the reduced data. By learning and extracting the features of the full-

state data, the proposed DML method eliminates the need for computing dynamic modes on 

the full-state data as in standard DMD and rather, results in computing dynamic modes on a 

reduced data that contains the underlying dynamics of the full-state data. Furthermore, by 

using a learning system to extract features that are fixed and used them to reduce the full-

state data, the proposed DML method also addresses the unpredictability of results that arise 

from randomness nature of measurement matrix as identified in compressed DMD. To 

evaluate the effectiveness of the proposed DML method, data were obtained from numerical 

simulations of SPE benchmark reservoir models. Experiments performed on pressure field 

and fluid phase distribution datasets generated from direct numerical simulations of two 

multiphase reservoir models show that the proposed DML method outperforms both standard 

and compressed DMD in terms of reservoir pressure field reconstruction, average reservoir 

pressure approximation, water saturation field reconstruction, and gas saturation field 

reconstruction. 

7.3 Limitations 

Even though the DML method developed in chapter six performed better over the state-of-

the-art methods on different datasets, nevertheless, the method lacks some features as listed 

below. 

Given that the success of the DML method depends on the performance of the initial learning 

system that extracts the features of the high-dimensional data, the proposed method might 

not be effective when it encounters noisy data or data with missing values. In other words, 

the initial learning system performed well because in this study, the data were generated from 

direct numerical simulations, as such, the data might not be noisy and contain no missing 

values. However, in a situation where the data are obtained experimentally or historically and 

contain some noise or missing values, the proposed DML method might not be effective due 
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to the fact that the initial learning system development process neglects data cleaning which 

is an important aspect in machine learning model development process.    

Unlike other modal decomposition methods such as PCA and POD where components are in 

order of variance significance and energy dominance, respectively, In DML method, there is 

no unique correct manner to rank eigenvalue importance. Thus, it might be difficult to 

determine which modes are the most physically relevant. 

The new DML method was developed and tested on domains that involve spatiotemporal 

data to identify dynamics. In such domains, observations/measurements are made at 

neighbouring locations/spaces and time stamps are mutually correlated with each other. Thus, 

in a domain where independence exists among observations/measurements and time stamps 

are not correlated, the new DML method might not produce the desired results.  

7.4 Directions for Future Work 

➢ Incorporate the aspect of data cleaning in the process of developing the initial 

learning system for DML method. This will delimit the application of the new 

method and improves its generalisability even if it encounters noisy data or data 

with missing values obtained experimentally or historically.      

➢ Examine the capability of DML method to identify and extrapolate the dynamics of 

spatiotemporal systems from transient behavior to permanent, and constructing 

efficient data-driven reduced order models for spatiotemporal systems. 

➢ Examine the capability of the developed DML method to develop predictive models 

that incorporate both temporal and spatial information to model relationships among 

spatiotemporal variables applicable to domains of practical applications such as 

traffic dynamics, climate science, neuroscience, environmental science, health care, 

social media, among others 
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Appendix A: Nomenclature 

CO2  : Carbon dioxide 

NOx  : Nitrogen oxides 

SOx  : Sulphur oxides 

𝐴𝑥  : Cross sectional area normal to 𝑥-direction (m2) 

𝐴𝑦  : Cross sectional area normal to 𝑦-direction (m2) 

𝐴𝑧  : Cross sectional area normal to 𝑧-direction (m2) 

𝑔  : gas phase (fraction) 

𝑜  : oil phase (fraction) 

𝑤  : water phase (fraction) 

𝑘𝑟𝑔  : relative permeabilities of gas (fraction)  

𝑘𝑟𝑜  : relative permeabilities of oil (fraction)  

𝑘𝑟𝑤  : relative permeabilities of water (fraction) 

𝜇𝑔  : gas viscosity (cP) 

𝜇𝑜  : oil viscosity (cP) 

𝜇𝑤  : water viscosity (cP) 

𝐵𝑜  : oil formation volume factor (bbls/STB) 

𝐵𝑔  : gas formation volume factor (ft3/scf) 

𝐵𝑤  : water formation volume factor (bbls/STB) 

𝑆𝑔  : gas saturation (fraction) 

𝑆𝑜  : oil saturation (fraction) 

𝑆𝑤  : water saturation (fraction) 
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𝑞𝑔  : gas production rate (MMcf/d) 

𝑞𝑜  : oil production rate (MMbbl/d) 

𝑞𝑤  : water production rate (MMbbl/d) 

𝑃𝑜  : oil pressure (bar) 

𝑃𝑔  : gas pressure (bar) 

𝑃𝑤  : water pressure (bar) 

𝜌𝑔  : gas density (kg/m3) 

𝜌𝑜  : oil density (kg/m3) 

𝜌𝑤  : water density (kg/m3) 

C1  : methane 

C2  : ethane 

C3  : propane  

iC4  : isobutane 

nC4  : butane 

iC5  : isopentane 

nC5  : pentane 

C6  : hexane 

C7+  : heptane plus 

N2  : Nitrogen 

H2S  : Hydrogen sulfide 

SG  : specific gravity 

MW  : molecular weight (g/mole) 
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𝑉𝑟𝑒𝑙   : relative volume (m3) 

𝑉𝑡  : total volume (m3) 

𝑉𝑠𝑎𝑡  : volume at saturation pressure (m3) 

𝑃  : pressure (bar) 

R  : universal gas constant (m3 bar K−1 mol−1) 

T  : reservoir temperature (0F) 

V  : molar volume (m3) 

𝑦𝑖   : mole fractions of vapour phase (fraction) 

𝑥𝑖  : mole fractions of liquid phase (fraction) 

𝑃𝑑  : measured dewpoint pressure (psi) 

�̂�𝑑  : predicted dewpoint pressure (psi) 

𝑓𝑖
𝑉  : vapour fugacity (bar) 

𝑓𝑖
𝐿  : liquid fugacity (bar) 

𝜑𝑖
𝐿  : liquid fugacity coefficient 

𝜑𝑖
𝑉  : vapour fugacity coefficient 

𝐾𝑖  : K-values 

mD  : MilliDarcy 

Cp  : centiPoise 

0F  : degree Fahrenheit 

𝜀  : porosity (percentage) 

𝑣  : flow velocity (m3/s) 

𝐾  : permeability (mD) 
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PI  : production index 

R2  : coefficient of determination 

N  : total number of data points 

𝑍𝑖  : mole fraction of component 𝑖 

𝛾𝐶7+  : specific gravity of heptane plus 

𝑀𝑊𝐶7+  : molecular weight of heptane plus 

𝑟𝑎  : positive constant 

𝑂1,𝑖  : fuzzification layer 

𝑂2,𝑖  : rule layer 

𝑂3,𝑖  : normalization layer 

ῶ𝑖  : node’s output of component 𝑖 

𝑂4,𝑖  : defuzzification layer 

𝑂5,𝑖  : output layer 

𝜙
𝐷

  DMD mode 

𝐹𝑖  : extracted feature 𝑖 

𝑊𝑖  : weight matrix  

𝑏𝑖  : bias vector 

𝜙𝐿  : DML mode 

 

 


